Abstract-The 0-1 quadratic knapsack problem (QKP) is a hard computational problem, which is a generalization of the knapsack problem (KP). In this paper, a mini-Swarm system is presented. Each agent, realized with minor declarative knowledge and simple behavioral rules, searches on a structural landscape of the problem through the guided generate-and-test behavior under the law of socially biased individual learning, and cooperates with others by indirect interactions. The formal decomposition of behaviors allows understanding and reusing elemental operators, while utilizes the heuristic information on the landscape. The results on a collection of the QKP instances by mini-Swarm versions are compared with that of both a branch-and-bound algorithm and a greedy genetic algorithm, which show its effectiveness.
I. INTRO DUCTION
The 0-1 quadratic knapsack problem (QKP) was introduced by Gallo et al. [20] , which consists in choosing elements from n items for maximizing a quadratic profit objective function subject to a linear capacity constraint. The QKP is a generalization of the 0-1 knapsack problem (KP) [38] , by restricting all the quadratic coefficients to zero. The knapsack problems [38] have been intensively studied due to both its theoretical interest and its wide practical applicability. Due to its generality, the QKP has more practically applications [3, 20] , moreover, several graph problems can be formulated as the QKP [4, 45] .
The KP is NP-hard, although it can be solved exactly in pseudo-polynomial time through dynamic programming based on Bellman recursion [21] . As a generalized version, the QKP is much harder than the KP [10, 45] , where the graph structure associated with coefficients of objective function plays a important role in its solution [46] .
Due to the NP-hardness in strong sense, the research efforts on solving the QKP may focus on exact methods, approximate algorithms and heuristic methods.
Classical exact methods [39] for solving the QKP are the branch and bound (B&B) algorithms, where numerous upper bounds have been obtained, by using techniques such as derivation of upper planes [20] , Lagrangian relaxation [24] , reformulation [10] , linearization [3] , Lagrangian decomposition [4, 5, 41] , semidefinite relaxation [26] , and reduction strategies [24, 45] , etc.
The studies on approximate algorithms, which seek guaranteed polynomial-time performance on approximate solution, were only limited on some special cases of the QKP, such as the classical KP [30] , and the QKP where the underlying graph is edge series-parallel [46] , etc.
The heuristic methods arise from practical interest, which try to find good solution in high probability with acceptable computational efforts by considering certain imprecise knowledge on the structure of the problem. The linearization and exchange (LEX) heuristic [24] uses the best linear L2-approximation to build an associated linear KP and use it for determining items in a greedy way to form a good initial solution, which is then improved by an exchange method between certain items. Hua et al. [29] studied on the convex QKP by an approximate dynamic programming approach. Julstrom [32] also illustrated the capability of several heuristics, including greedy, genetic and greedy genetic algorithms on the QKP.
Swarm algorithms [7, 16, 34 ] address on tackling a specified optimization task by multiple interacting agents, where each agent works under bounded rationality by executing simple procedural rules according to available heuristic information in iterative cycles. Compared with the individuals in genetic algorithms (GAs) [27] , the agents also utilize certain form of socially sharing information for achieving emergent collective behavior, but they work in learning paradigm and are not subjected to the "survival of the fittest" principle. Some examples are ant colony optimization (ACO) [15] , particle swarm optimization (PSO) [12, 33] , and others [25, 54] , etc.
The compact multiagent optimization system (MAOS) [56] based on autonomy-oriented computing [37] has been a framework for situating certain algorithms [6, 33, 48] . Similar to the particle [33] , each agent [56] in the MAOS has a moderate problem solving capability with two basic features: a) addresses on possessing of the longterm declarative memory [1] in limited capacity, which is modified reactively by itself only, instead of operating as sophisticated as in cognitive architectures [1, 35, 50] ; and b) achieves complex problem solving by simple guided generate-and-test behavior [55, 57] under the law of socially biased individual learning (SBIL) [9, 19] , a fastand-frugal heuristic [22] under bounded rationality adopted by many species in the real world.
In this paper, a mini-Swarm system for solving the QKP is presented. It is realized in a simplified way from the MAOS [56] , while keeps both of its basic features. Specially, each agent searches on a structural landscape of the problem based on extremely limited declarative knowledge, while the socially sharing information is achieved by referring from all agents. Moreover, the formal decomposition of behaviors is addressed explicitly, which allows agents adopting some well-studied operators.
The remainder of the paper is organized as follows. In Section II, the details of the mini-Swarm system are presented. Then in Section III, the QKP itself is introduced. In Section IV, the implementation of a miniSwarm optimizer for the QKP is described. In Section V, the extensive experimental results by the mini-Swarm, using an online collection of the QKP instances, are compared with those of some existing algorithms [5, 32] . Finally, this paper is concluded in the Section VI.
II. THE MINI-SWARM SYSTEM
The mini-Swarm system consists of a society of N agents, which cooperate in a socially sharing environment (E) [52] for realizing the common intention of finding high-quality solution for an optimization task.
Moreover, the system runs in iterative cycles. For a run, the number of running cycles is T RUN , which is determined by specified termination conditions. At t=0, the system is initialized. The system can be analyzed in each cycle by executing as a Markov chain process, where the system behavior at the tth ( [1, ]
) cycle only depends on the its long-term memorized status at the (t-1)th cycle. Figure 1 shows one of the agents and the environment it roams. Each agent has a limited long-term declarative memory manipulated by itself only and is communicated with others by indirect interactions, which are implicit implemented through the environment. Moreover, the agents are homogenous in the sense that they have same organization structure, which means all other agents are interacted with the environment in same way.
FIGURE 1. AN AGENT AND THE ENVIRONMENT (E) IT ROAMS

A. The environment (E)
The environment (E) serves as the task-dependent domain on which the agents works in cooperative mode, which usually plays three roles [37] .
Firstly, it contains a structural landscape (G) of the optimization task. The landscape paradigm is used for search in general [8, 28] . It is defined on the representation space (S R ), which contains all potential solutions, each is called a state ( x ). A quality measuring operator (R M ) is used for determine which one has better quality between any two states in the measurable space (S M ), where M R S S ⊆ . The quality measurement implies the intention to attain the state that is better than others.
For normal problems, there is a cost function f c ( x ) for each x ∈ S M . Then the quality measurement is realized by
then its returns TRUE, which means the quality of the a x is better than that of the b x , else it returns FLASE. Secondly, the environment also acts as a blackboard where agents can share their past local information [42, 55] . As for the ant [15] , it can be regarded as an indirect communication pool [37] . Here only a single declarative element, i.e. Thirdly, the environment keeps a central clock that helps synchronizing the behaviors of the system [37] . The system is worked in cycles, where each cycle contains two sequential clock steps: the C_RUN and the C_POST.
B. The agent
Each agent is a socially situated autonomous entity [37] , which is able to make decisions for itself, subject to the limitations of the available information.
As a mini cognitive entity, the agent works in cognitive loops [31] , where the basic building block is the interplay between memory and behavior [1] . As an elemental solver, the essential behavior of the agent in the loops is guided generate-and-test search [55] on the landscape, as observed in many existing optimization systems [57] .
As in Figure 1 , basic behaviors include an initializing part (R INI ), a generating part (R G ), and a testing part (R T ), which are exerted on two declarative knowledge elements, i.e. the ( ) t A
x and the
x , which are memorized by the agent in long-term (be valid in all following cycles) and temporarily (be valid only in current cycle), respectively. Moreover, all the behaviors are driven by an interpret process similar as in a finite-state machine (FSM) [47] .
The R INI only works at t=0, which constructs the element x at the C_RUN step and the C_POST step, respectively. Using two steps allows the R G of all the agents working under same
x is changed by the R T .
The R G generates a new state
x ∈ S M by estimating of distribution for promising space based on two declarative knowledge sources, i.e. the x , which can only be modified by agent itself, and the ( ) t S X , which is socially available from the environment. The law of behavior is socially biased individual learning (SBIL), which is adopted by many species in real world [19] . The SBIL has been suggested to be one of fast-and-frugal heuristics [22] , which [9] a) gains most of the advantages of both individual and social learning; and b) facilitates the emergent properties by allowing learned knowledge to be accumulated from one generation to the next.
The R T only produces reflex behavior, which replaces the memorized element ( ) t A
x by the generated element 
C. The decomposition of behaviors
All the behaviors may be realized in various ways, and some of them may be sophisticated. For the purpose of understanding, reusing, and even evolving them, it is preferred to interpret them by some elemental operators organized by symbolic scripts. The possible organizing forms and related operators may be numerously. However, only simple variants may be considered. Moreover, it will be especially beneficial to include well-studied operators, by considering the inherent information of each behavior.
Both the R INI and the R G generate a state in the S M . For certain landscape, its S M is not equal to the S R . Hence it is useful to include a postprocessing step, i.e. a state-refining operator (R SR ) for refining x ∈ S R into x ∈ S M .
Then the early process step of both behaviors can focus on generating a state x ∈ S R . For the R INI , this step is realized by an internal state-constructing operator (R SCI ).
A simple version for the R SCI is a random R SCI ( R SCI R ), which constructs a state x in the S R at random.
The R G has two additional input sources, i.e. the ( ) t A x and the ( ) t S X , which is often filtered into an intermediate form (V GF ) by a preprocessing step, i.e. an informationfiltering operator (R IF ), since certain information may be useless. Hence, its early process step contains two sequential steps, i.e. a R IF operator and an internal stategenerating operator (R SGI ), which generates a state x ∈ S R according to the V GF . Obviously, both the R IF and the R SGI could only be designed under a specified V GF .
For the V GF of the R G under the law of SBIL, the
x is always kept, normal as an incumbent state for kick-move, and the filtering operation is only performed on the
The R IF operator may be degenerated as some R SGI operators, such as the social impact operator [6, 56] for numerical optimization, and Inver-over operator [51] for the TSP, etc., may use full information in the X . Some R SGI operators may use partial information. For example, in the differential evolution (DE) [48, 56] 
D. Relations with existing systems
The mini-Swarm system can be situated in the compact MAOS [56] with almost minimum requirement on declarative knowledge. Similar to that of self-organizing particle systems [47] in artificial life society, each agent works by organized behaviors on limited private memory.
With suitable landscape, several existing algorithms [6, 48, 51] can be well situated in the mini-Swarm framework.
For the socially sharing information, it does not utilize sophisticated external memory, as pheromone trails for the ant [15] ; for the declarative knowledge of each agent, it does not use multiple elements, as in the particle [33] .
In principle, the R G may also work under the individualonly mode or the social-only mode, which only uses the
x or the ( ) t S X , respectively. For the former mode, the mini-Swarm turns into N independent solvers in parallel running mode, as a portfolio of algorithms [23] . For the latter mode, the mini-Swarm is almost equivalent to a generational genetic algorithm [53] as two conditions are satisfied: a) for the R G , a R SGI:X operator is used under 
III. THE QUADRATIC KNAPSACK PROBLEM (QKP)
The QKP may be expressed as follows [3] : 
where w i is weight coefficient, p i and p ij are profit coefficients, and c denotes the capacity of the knapsack. All coefficients are non-negative integers. In order to avoid trivial problem, it is assumed that c/w max <1, where
is also called as the capacity gap.
For each x , if it satisfies the capacity constraint ( ) 0 g x ≤ , then it is called as feasible, or else it is called as infeasible.
As i x =1, it is said that the item i is selected. Hence, for each x , there is an equivalent representation called as x , which is the set of indices for all the selected items.
The number of non-zero coefficients of the objective function divided by n·(n+1)/2 is called as density (d) [3] , which indicates the level of interaction between items and may have influence on the problem difficulty.
IV. IMPLEMENTATIONS FOR THE QKP
The implantation for the QKP is realized in the following steps: a) defines the internal representation of the QKP; b) designs suitable elemental operators for the R INI , the R G , and the R T behaviors; and c) organizes available operators into versions of the mini-Swarm.
A. The QKP landscape
The n-dimensional binary space for containing possible x is a natural choice for the S R of the QKP. However, the quality measurement is only applied on the feasible space (S F ), i.e. the set of all feasible states, which allows a simple cost function, i.e., f c ( x ) = -f ( ) x .
B. The elemental operators
Here only two elemental operators are described, where other operators that are not associated with specific problem structure are introduced in previous sections.
1). The recombination R SGI operator
Since each one is a bitstring for both parents, the uniform crossover (UX) [49] is used as the R SGI:X operator, which is called as :
at here. It begins by including in the offspring state all common items in both parent states, then the remained items in both parents are then picked with an equal probability. Compared with the intersection operator as used in a greedy GA [32] , which only includes all common items, the UX preserves more information contained in the parents, although it cannot always generate a feasible offspring even as both parents are feasible. Compared with the one-point and the two-point crossovers, the state generated by UX has less variance on the number of selected items related to its parent states. Moreover, it is straightforward to define the distance between two states as the total number of items different from each others. The UX also generate an offspring state with similar distance to both parent states, as in the distance preserving crossover (DPX) [18] , which may be especially useful for escaping from local minima.
The UX has been applied on solving multidimensional knapsack problem (MKP) by GA [11] . The difference on using it is that here it is no combined with an immediately mutation operator in a small mutation rate.
2). The repairing & improving R SR operator
A feature of the QKP landscape is that S M ≡ S F . The repairing & improving R SR operator (R SR:RI ) handling such fact by combing two sequential executed operators [11] : a) the repairing phase (R REP ), which is to repair an state into a feasible one; and b) the improving phase (R IMP ), which tries to improve the quality of a feasible state. The updating of c x will be executed many times, which can be accelerated by establishing an intermediate array in advance with the indices of all items sorted by their w i .
For the R IMP:C , a cost-based item-picking version is considered. Similar to the construction phase of the GRASP [17] , each item in the c x has an incremental cost (C INC ) assigned by a cost-assigning operator (R CA ), which is associated with clues from the problem. Then the itempicking operator (R IP ) picks a item according the cost values of all the items in the c x , where a larger cost value means higher probability for the item to be picked.
For knapsack problems, the profit-to-weight ratio (r pw ) associated with each candidate item provides strong correlated information. In his pioneer work, Danzig [14] provided an elegant way of finding an exact solution for the continuous 0-1 Knapsack version by sorting the items according to their r pw values. Balas [2] then defined the core problem for the 0-1 Knapsack problem, which may focus the computational effort on a small subset of the items, i.e. the core. Of course, only the approximate core, which may be specified in relative exactly, can be used since the optimal solution should be known in advance for determining the exact core. However, the core problems are still generally difficult to be solved [43] .
For the QKP, the absolute profit (P A ) for the ith item is:
where ij p = ij p for i<j, and ij p = ji p for i >j.
The relative profit (P R ) for the ith item of a state x is:
The C INC value for each item must have positive correlation with the probability of the item belonged to a high-quality solution. Hence for knapsack problems, it is naturally for assigning the r pw as the C INC for each item, as a fast-and-frugal clue could be readily available.
Either absolute profit (P A ) or relative profit (P R ) can be used for calculating the r pw values. The P R has richer information than the P A [32] , however, the computation is more costly since it must be re-calculated for each x .
As in [32] , the improving phase is achieved by the & : 
TS
C. The mini-Swarm optimizer
Now an optimizer under the mini-Swarm system may be established with specified elemental operators. 
V. RESULTS AND DISCUSSIONS
The experiments were performed on a collection of QKP instances provided by Billionnet and Soutif [5] (http://cermsem.univ-paris1.fr/soutif/QKP/). There are two choices for the number of items (n), i.e. 100 and 200; and four choices for density (d), i.e. 0.25, 0.50, 0.75, and 1.00. For each specified n and d, there are ten instances. For the profit coefficients (p i and p ij ), zero elements are specified at random, and the non-zero elements are uniformly distributed between [1, 100] , the weight coefficients (w i ) are chosen between [1, 50] at random, and the capacity (c) is randomly selected between [50, max(50, w max )] .
We have the following mini-swarm versions: a) #STD, where N TS =2; b) #RND, where N TS =1; and c) #GRD, where N TS =n. These versions may run under specified N values. For the termination condition, the number of maximum cycles (T MAX ) is fixed as 500, and the system is terminated if no further improvement occurs for 100 cycles. The mini-Swarm is coded in JAVA, and run by Sun JVM version 1.5 on the 3.06GHz P4 processor under Red Hat Linux 7.3. For each problem instance, 100 independent trails (N R ) were performed. Figure 2 summarizes the average results of all the QKP instances for their relative percentage deviation (RPD) versus the average execution time (t E ) in seconds, by #STD, #RND, and #GRD under N=50, 100, 300, and 500. It can be seems that the #STD can achieve dominant results by comparing to that of both the #RND and the #GRD, and the #RND can achieve dominant results by comparing to that of the #GRD. Hence, the profit-toweight ratio values indeed carry positive clue, however, to use them in greedy way is normally not a good choice. Table 1 and 2 lists the summary of the optimum values (F * ) and the performance indices, including the number of successful trials for achieving the optimum (N S ), the RPD, the average running cycles (T RUN ), and the t E (in seconds), by the #STD under N=500 for all 100-and 200-item QKP instances, respectively. It can be seen that about 85% of the instances can be solved in 100% success ratio (N S /N R ). Table 3 compares the average time (in seconds) for solving exactly by a depth-first-search branch-and-bound algorithm (B&B) [5] with an relatively original variable fixing procedure and both the average execution time (in seconds) and the success ratio (N S /N R ) of the #STD miniSwarm version under N=500, which can be summarized from Table 1 and 2, for the QKP instances under different n and d. The B&B algorithm has outperformed the performance two other algorithms [10, 24] that are able to handle the QKP instances of 100 items or more. This B&B algorithm was implemented in C language and the tests were run on a 300MHz Pentium II processor. For the B&B algorithm, it may be failed for solving the 200-item instances with large density values. For the mini-Swarm version, it can solve with much less computation time than the B&B while always obtain the success ratio larger than 90% for all the instances in different n and d. Moreover, the mini-Swarm version is especially efficient for solving the instances with d=1.00, which may due to a larger variation between the profit and weight coefficients for the knapsack problems with larger density [44] . Table 4 and 5 summaries three performance indices, including the RPD, the success ratio (N S /N R ), and the t E (in seconds), for the results by the greedy GA (GGA) [32] , and the #STD under N=100, 300, and 500, on the QKP instances as (n=100, d=0.25) and (n=200, d=1.00), respectively. The GGA has achieved best performance while comparing to two greedy heuristics and a naive GA [32] . Moreover, it is generational [53] and 1-elitist, while applies crossover and mutation independently in fixed probability on tournament selected individuals. It was implemented in C++ and executed on the 2.53GHz P4 processor under the Red Hat Linux 9.0. Due to the restriction on information diffusion by the private memory of each agent, the mini-Swarm has more capability for exploring in parallel, and it is not so necessarily to maintain the diversity of socially sharing information by explicit mutations. As N=100, the #STD version can obtain comparable performance with the GGA, while the #STD versions under both N=300 and N=500 can achieve dominant results on all three performance indices by considering the minor difference between the CPU speed.
VI. CONCLUSIONS
The QKP is a hard computational problem with a variety of applications. Due to its NP-hardness in strong sense, the studies on heuristic methods arise from practical interest, especially for the large sized QKP.
Swarm algorithms may be considered as intelligent heuristic methods, which can be applied to a variety of optimization problems. In the mini-Swarm framework, each agent searches on the landscape according to guided generate-and-test behavior under the law of sociallybiased individual learning, which is based on extremely limited declarative knowledge and interacts with others through the socially sharing knowledge referred from all agents. The formal decomposition of behavioral rules allows the agents utilizing well-studied operators. The relations with some existing methods are then discussed.
The extensive experimental results by the mini-Swarm versions on a collection of the QKP instances show its efficiency as comparing to some existing algorithms.
Further studies may focus on applying the mini-Swarm on various optimization problems, including dynamic [36] , multi-objective [13] , or multi-constraint [11] cases, etc., and investigating various operators suitable for those problems, which may also be used by some autonomous agents and multiagent systems. Moreover, it is also interesting to study characteristics of swarm algorithms under various network topologies [40] .
