Arctic ocean modelling is a complex, computationally-intensive task that often requires the use of models of different scales. The ice-ocean model NEMO-LIM3 required several modifications to run multigrid simulations of Arctic seas properly. Firstly, we generate a custom stereographic curvilinear grid to decrease distortions and improve the effectiveness of spatial coverage. Then, we improve the ice and tracer boundary conditions, allowing us to implement the correct interaction between coarse and refined grids through a long open boundary. Finally, we integrate a heat flux-based ice restoration algorithm into the model, which enables the annual ice dynamics to reach quasi-equilibrium with a reduced spin-up time.
Introduction
With the growing computational power of supercomputers, high-resolution ocean models have become the standard tool for ocean forecasts and reanalyses [1] . However, in contrast with global models, high-resolution regional models still have restrictions and require specific tuning [2] .
From the ocean modelling point of view, long-term Arctic modelling is a complex multiyear ice-covered ocean simulation problem. The ice cover makes the interaction between the atmosphere and the ocean significantly different from other ice-free ocean areas and also has the potential to alter climatological atmospheric and oceanic circulation. The oceanic circulation, in turn, affects the ice dynamics and thermodynamics and the seasonal growth and decay of the ice.
The aim of this research is to model the Russian Arctic seas at a high resolution and over a long time period (50 years). The system of models includes an atmospheric model, a spectral wave model and an ocean-ice model. No existing model configuration could be used for this task without custom adaptation. The main difficulties we encountered were issues with the regional model set-up, and in coupling the refined regional model to the coarse parent model. In this paper, we discuss the set of ideas that were implemented as part of the ocean model.
We faced several problems relating to sea-ice simulation, some of which have been solved in other models. There are various coupled ice-ocean models used for regional arctic modelling, each with their own purpose and model design. High-resolution has been achieved by using nesting, for example in the nested grid model Arctic-FVCOM [3] , as well as in the regional models AMM15 and RASM [4, 5] . We also use nesting in this study. Common problems occurring in high-resolution regional modelling can be solved by tuning parameter or forcing fields [1, 2, 3, 4, 5] .
However, Arctic modelling also introduces several challenges that do not have readily available solutions, for example long ice-covered open boundaries. Even in set-ups without an ice model, wide open boundaries introduce challenges, for example the ill-posed problem of [6] . Thus, wide open boundaries are sources of instability. The usual course of action is to place the boundary as far from the region of interest as possible, which increases simulation and post-processing time.
In this paper, we discuss particular solutions to problems associated with building a high-resolution ice-ocean coupled model of the Russian part of Arctic. Special attention is paid to the long ice-covered open boundary problem and to ice assimilation and restoration.
The paper is organised as follows. Sec.2 contains a detailed description of a particular Arctic modelling problem and a description of the model used in the computation. Sec.3 describes the grid generation problem and the proposed solutions. Sec. 4 covers long open-boundary condition problems, in particular the open boundaries problem with high ocean tracer and ice exchange ratio. Sec.5 is dedicated to the ice spin-up and restoration procedures.
Model description
The expected output of our long-term simulation is a set of high-resolution ocean and ice fields that cover the seas of the Russian Arctic. This could be obtained using a regional model with boundary conditions generated from global reanalysis. However, Arctic ocean simulations [7, 8, 9] have shown an insufficiency of Arctic ocean reanalyses, regarding their temporal and spatial resolution, historical cover and variable set necessary for some tasks. As such the reanalyses data cannot be directly used as the boundary conditions for the high-resolution regional model.
Thus, we split the simulation workflow into two stages. Firstly, we use the reanalyses data to provide forcing fields and boundary conditions for the mid-resolution regional model. The GLORYS2V4 global ocean reanalysis [10] was used as the boundary and initial conditions. In addition, ice concentration data from the OSI-SAF dataset [11] and ice thickness data from [12] were used in the ice observations assimilation described in Sec.5. The mid-resolution model consists of a coupled ocean-ice model, NEMO-LIM3 (version 3.6 STABLE) [13] , and an additional wave model, WaveWatchIII [14] . In addition, an atmospheric model, WRF [15] , is used to provide atmospheric forcing. WRF can only be used on the grid it generates (in this case a full-Arctic 14 km grid) and thus we produce a grid as close as possible to this for mid-resolution ocean-ice model (Sec.3). Secondly, the results of the mid-resolution model are input as the forcing fields and boundary conditions for the high-resolution regional model. The atmospheric forcings are again taken from the results of the WRF model simulation on the full-Arctic 14 km grid. To fulfill the resolution and precision requirements, the forcing fields from WRF are interpolated, as are the boundary ocean-ice data, which are taken from the mid-resolution model. In this way, we obtain the scheme shown in Fig.1 , which includes anticipated problems as we move to higher resolution models of the Arctic region. The first regional model contains the entire Arctic region, whereas the second contains the Russian part only. The NEMO model provides the built-in nesting function implemented using the AGRIF package [16] . This enables us to embed the detailed area into the coarse parent grid. However, in practice, two coupled grids with parallel coordinate axes provide small-scale regional positioning with a non-optimal ocean presence ratio. Another problem is that the synchronous execution of the main and refined grid simulations does not allow the computations to be shared between different non-connected resources, nor does it allow the boundary conditions of the child grid to be modified in-place.
The solution is to use two separate models configured using grids with different alignment. The small-scale high-resolution grid (which we will refer to as "refined") is rotated with respect to the large-scale ("coarse" model grid) with medium-resolution as shown in Fig.2 . To connect the models, a coupling procedure was implemented. The coupling is performed "offline": data from the coarse grid are transferred to the detailed one after computation.
The medium-resolution model provides 'rough' properties of the regional ocean and ice parameter fields. It is used for a spin-up procedure and to produce boundary conditions for a small-scale model. In contrast to this, the high-resolution model is used to obtain finely resolved fields for the target region (i.e. the whole Arctic region, or just the Russian part of Arctic, or some another restricted ocean area). This approach allows computations to be managed in a more flexible way and makes the high-resolution regional ocean-ice model relatively stable, with only a relatively short integration time required. In summary, the common simulation pipeline ( Fig. 3 ) is divided into four stages: (i) preprocessing of grids, models and datasets, (ii) large-scale computation with the coarse grid model, (iii) extraction and refinement of boundary and initial conditions for the small-scale computation and (iv) small-scale computation with the refined grid model.
In the next sections, we describe the various modifications of the model components, which we performed to solve the different problems encountered during research. In addition, we archive the stability and correctness of the modelling results.
Grid tools
This section is dedicated to the grid procedures and split into two parts. First, we describe the grid generation tool YAGO [17] that we use to generate the NEMO grid. On the one hand, the grid must be close to the WRF one in order to minimise pre-processing time, but on the other hand, it should have minimal distortion in order to take advantage of the regular grid. Thus, it was necessary to generate a non-standard grid.
NEMO employs the Arakawa Staggered C-Grid generalised to three dimensions. Apart from a few simple analytical grids (e.g. regular latitude-longitude grid, f-plane, beta-plane, Figure 3 : The common scheme for a two-grid coupled modelling system. The four stages are presented: pre-processing, two stages of regional simulation and the intermediate inter-grid refinement stage.
etc.), the model supports general curvilinear orthogonal grids. The vertical coordinates and scale factors are calculated by the model automatically, based on one of the supported analytical transformations. The horizontal mesh, which is the same for each level (thin-shell approximation), needs to be provided as four sets of geographical coordinates and scale factors. Each set is associated either with the centres of two-dimensional cells (t-points), centres of their edges (u-and v-points, or their vertices f-points) [13] .
The latitude-longitude grid is unsuitable for polar regions because of the extreme variation in cell sizes. A stable cell size increases the stability of models and decreases the computational time, because the model time step is related to the smallest cell size and huge distortion leads to redundant minimisation of this parameter. Furthermore, the grid we produce is not only used for NEMO, but also for other wave and atmospheric models, and for these it is also advantageous to have a grid with minimal differences between cell areas (as close to regular as possible). Therefore, we choose a curvilinear grid based on a projection with custom parameters.
The grid parameters were calculated using an optimisation tool, namely the self-developed grid operators tool YAGO that can be obtained from [17] . The parameters were chosen to minimise the distortions by shifting the center of projection. Several types of projections were analysed and the relative distortion values are shown in Appendix A. Due to the low aspect ratio of the computational domain, the best result is given by the Stereographic projection, which we used further to generate the model grid.
The grid data obtained were converted to the format required for NEMO, namely a coordinates.nc file with descriptions of cell sizes and geographical coordinates for T, U, V and F grids. The generated grids can be used for ocean models, as well as for coupled atmospheric models or wave simulations.
Most of the curvilinear grid-based reanalyses datasets and popular visualisation software use the Eastward-Northward coordinate system, also known as geographical notation, which assumes that components of vector variables (currents, wind, drift, etc.) are directed towards geographical East and North. However, the model expects that u-and v-components of the vector variables are specified along the local grid directions (local orthogonal basis). To unify the vector notation for all the NetCDF files, we have introduced some changes to the source code of the model, so that all input-output datasets can be processed in geographical notation (the details of the changes performed are shown in Appendix B).
Open boundary conditions
The ocean open-boundary problem is well-known as an ill-posed problem [6] . At wide open boundaries, the tracer gradient may change rapidly, causing the heat or salinity to differ between the inflow and outflow. This can cause stability problems, which do not arise when the open boundary is short. Therefore, the boundary data and the type of boundary conditions become more critical as the open boundary lengthens.
For ice-covered open boundaries, ice data, which includes ice drift, ice and snow thickness, are also required. Usually, ice boundary data are not available at high resolution and may even be totally missing. Therefore, implementing an ice covered open-boundary is normally avoided in ocean modelling.
Performance of the different types of OBC is out of the scope of this paper; this section only contains a discussion on the implementation of OBC modifications and their performance in NEMO. A description of our approach is presented in Sec.4.1 for tracer OBC and Sec.4.2 for ice drift OBC. Both sections are supplemented with their mathematical formulation in Appendix C. Experimental results that are used for validation are presented in Sec.4.3.
Tracer boundary conditions
Open boundary conditions for finite ocean regions are a highly discussed topic, and it seems that there is no ready answer as to which conditions perform better for any given case [18] . The sign of the phase velocity of the tracer at the boundary determines whether it is an inflow or an outflow and these are treated differently. For inflow regions, radiation conditions are applied, which take into account the physical properties of heat radiation, while for outflow regions, nudging is applied. A more accurate description of tracer open boundary conditions is given in Appendix C.
For the wide open boundary case, one can observe multiple inflow and outflow zones along the boundary. The difference between the tracer behaviour in these zones can become significant. Strong alterations of the boundary tracer values according to either radiation conditions (for the inflow) or nudging (for the outflow) can produce "artefacts" -non-valid tracer behaviour at the boundaries. Artefacts become critical when the zone of interest is close to the boundary and they also increase data post-processing time. Fig.4 shows an example of invalid tracer behaviour for 15 Sept. 2013 for a section of the wide boundary of the mid-resolution grid (red in Fig.2 ). In order to minimise artefacts, we change the inflow part of the NEMO Orlanski scheme to the FRS scheme and also add an ocean flow velocity term in the tracer phase speed as described in Appendix C. This approach, using the FRS scheme for inflow and ADV for outflow, is described in [19] . Sec.4.3 contains a more detailed report on the performance of the modified boundary conditions on the mid-resolution boundary.
Ice drift boundary conditions
Ice OBC are not well described in the literature. Ideas for the implementation of ice OBC are given in [20] , but the references only consider static parameters like ice thickness, concentration etc. Ice drift is mostly left out, with recommendations not to use ice-filled boundaries except for the thin straits case [21] . As such, implementing the regional model with the wide ice-covered boundary is difficult. FRS conditions are proven to be strong nudging conditions, which work when the boundary data are an almost perfect match to the model state near the boundary.
One of the problems of ice OBC is boundary data. Usually, ice thickness data are not available in high resolution. Ice concentration and ice drift are available from satellites with relatively low resolution and restricted historical cover. From satellite data, ice drift is calculated from the displacement of characteristic points (like the ice edge). This approach involves the Lagrangian displacement definition [7] , whereas the Euler definition is used in NEMO [13] . This further complicates the analysis of ice OBC for the boundaries with an ice-ocean interface.
In the "default" NEMO configuration (without category pre-distribution, i.e. with raw satellite data taken as boundary data), ice drift boundary data are not taken into account. This is fine for the large-scale grid case, where the open boundaries are located in straits and ice-free ocean regions, so no additional ice treatment is required. On the other hand, the small-scale grid does have a wide ice-covered boundary. For this, ice data are taken from the large-scale computation and distributed into the ice thickness categories introduced in [20] .
The following rule is applied to the ice drift boundary conditions: ice drift is equal to the adjacent grid cell value if it is not ice-free and otherwise it is equal to the ocean current velocity. In this way, the ice drift is determined by the ocean fluxes and wind. This approach is somewhat similar to the free ice drift conditions proposed in [22] for the VP (visco-plastic) ice model. Nevertheless, for the long boundary, which contains large ice-zones, the ice drift field is not always well-estimated by this approach. To create a more realistic picture of ice drift on the wide ice-covered boundary, in addition to the rules stated above, we use the ice drift boundary data as FRS conditions on the ice-covered boundary. These conditions are implemented only in the high-resolution grid, since only in this case the boundary is ice-covered. Here it is possible to perform the implementation, because complete ice-drift data are available from the mid-resolution modelling. Fig.5 ) has a lower RMSE compared to the mid-resolution modelling results. The latter can be considered as a reference because the boundaries of the mid-resolution grid are placed far enough from the region of interest (see Fig.2 ). Thus, the additional nudging introduced by the FRS boundary conditions at the long open-ocean boundary with high ice content helps us to obtain a more correct field of ice drift. Nevertheless, while ice drift data are often not available at sufficient resolution, this method is difficult to apply without grid coupling.
The validation of applied open boundary conditions
Artefacts in the tracers are seen as the presence of an excessive amount of outliers in tracer average boxplot diagrams, such as that presented in Fig.6 . The figure contains boxplots for the western boundary surface temperature; boxes show the inter-quartile range and whiskers are plotted showing the 5 to 95% range. Data that are below the 5%-quantile value and above the 95%-quantile value are considered as outliers and are shown with black dots in Fig.6 . Experimental data show that the FRS scheme leads to an excessive amount of outliers. We conclude that monthly mean data averaged over the relaxation zone (highlighted in red in Fig.6 ) are not smooth and thus require additional data post-processing. It should be mentioned, that FRS performance depends on the quality of the boundary condition data, which are described in [23] for the example of baroclinic currents. The temperature fields obtained using different tracer OBC schemes are additionally compared with GLORYS2V4 reanalysis. In this case we use the RMSE metric, computed with respect to the monthly averaged reanalysis fields and shown in Fig.7 . For the large-scale grid version of NEMO, input data are available only from reanalyses, that usually have low resolution and require good data interpolation and post-processing algorithms. As the ADV tracer scheme does not require high resolution input data, we conclude that it provides the most reliable result for the Arctic modelling experiment described here.
It should be noted, that the simple FRS tracer open-boundary condition could have better performance if the boundary data and the initial fields were already balanced. In the case when such data are not available, one can partially replace nudging conditions with physical radiation conditions to reduce the time for the model to reach thermohaline balance.
When comparing the implemented ice drift OBC configuration with the default ice OBC configuration, little difference is found between the monthly averaged velocity fields on the boundary (Fig.8 ). Nevertheless, it affects the entire ice field, since sea ice floes tend to 'stack' on the boundary, which can lead to an inadequate ice velocity field as shown in the dashed boxes in Fig.8 . Statistical metrics also prove that relaxation to the ice drift boundary data, implemented in the boundary ice drift computation procedure, lead to more precise ice behaviour on the boundary as shown in Fig.9 . The error is computed with respect to the large-scale ice velocity field, since in this case ice is not affected by the boundary conditions and the ice velocity field depends only on ice model parameters. To summarise, taking into account ice-drift boundary data increases the quality of the resulting ice drift velocity field, as expected.
Ice field spin-up and restoration
The correct reproduction of ice dynamics in the high-resolution Arctic model is important to achieve consistency in multi-year datasets. To achieve this using our proposed multigrid solution, several additional features described below ("soft" restoration of ice thickness and concentration, river temperature stablisation) should be implemented and analysed. Then the implemented methods validation is provided based on the comparison of results for reference and modified models.
The section is organised as follows: the description of the analysed features and implemented algorithms is presented in Sec.5.1-Sec.5.3 and experimental results for validation of proposed modification are presented in Sec.5.4.
Ice spin-up
For the large-scale grid, a full model spin-up procedure is performed to obtain a valid initial state with thermohaline and ice equilibrium. This is the usual procedure for coupled ice-ocean modelling, described, for example, in [24, 25] . Complexity is introduced by the presence of a small-scale grid. The main idea of this section is to answer the question: is additional spin-up required for refined grid modelling initialised from parent grid data and is it possible to accelerate the spin-up?
The spin-up procedure for the large-scale grid consists of running a continuous ten-year simulation with the same boundary conditions, which is a very computationally intensive task. After ice equilibrium is reached, restart files containing a set of state variables are interpolated to the small-scale grid. We then conduct a series of consecutive one-year, small-scale grid experiments. The ice concentration values obtained for the refined grid are shown in Fig.10 . It can be seen that the results for the first year are rather different from observations, but after the second and third cycles the error decreases. The reason for this is that interpolation is not a good representation of the transfer between large-scale and small-scale grid processes. Thus, it can be concluded that a spin-up procedure is required also for the embedded grid. However, since more precise salinity, temperature and ice fields are available from the large-scale model, the spin-up process on the small-scale grid takes less time than for the large-scale grid.
Ice restoring
The long-term simulation of the coupled ice-ocean system is sensitive to many factors, including changes in model parameterisations and external forcings. To decrease the model set-up time and ensure a physically realistic simulation with stable ice dynamics, observational data assimilation techniques should be used in the ice model [26] .
As both the model state and observations are assumed to be represented as grid-point data, a simple non-statistical state restoring scheme can be used to suppress the unwanted dissimilarity between model and field-like satellite measurement data [27, 28, 29] .
To avoid the direct non-physical modification of ice state parameters as it is done, for example in [30] may lead to the data inconsistency (for example, difference between ice concentration fields and ice thickness field). Moreover, this approach can be used only for data post-processing. On contrary, flux-based restoring is a flexible approach that accelerates the convergence towards equilibrium of the sea-ice system. In this approach, ice concentration and thickness are compared against satellite observations and the ice state is controlled using an additional damping term in the heat flux equations. The melting of excess ice is done by increasing the atmosphere-to-ice heat flux, and the freezing of insufficient ice is done by increasing the ice-to-ocean non-solar heat flux as follows:
In Eq.1, Q is the heat flux (atmosphere-to-ice or ice-to-ocean for melting and freezing cases), Q is the damping term, and C melt and C f reez are the melting and freezing rates respectively. The dynamic observation-driven correction of Q allows real-time damping of the model state. A schematic of the physical application of this approach is presented in Fig.11 . The implementation of the ice restoring scheme should take into account that there are some artificial anomalies in the satellite measurements of the OSI-SAF ice concentation dataset. These can be identified by comparing the dataset to the Arctic and Antarctic Research Institute ice database [31] , which assimilates observations from ships and drifting stations. Examples of detected artefacts are presented in Fig.12(a) . It can be seen that artefacts are concentrated near coastal regions. The poor quality of coastal data is caused by low spatial resolution and false concentration values induced by anomalies in brightness temperatures [32] .
Most of the incorrect values can be suppressed using the distance from a given point of the grid to the nearest land point as an additional restoration coefficient, shown in Fig.12(b) . Therefore, to avoid the incorrect restoration in the coastal region (especially Ob Bay), the variable coefficient, rcoeff, is added to the damping equation, Eq. 1. The correction mask data file is built in NetCDF format and is referenced in the model configuration.
The built-in data assimilation components of NEMO do not support ice data processing [33] , but it is unnecessary to implement ice state restoring as a new component, since sea surface restoring (SSR) to the observed state is an existing feature of NEMO. Sea surface temperature (SST) and salinity (SSS) restoring are available in the reference SSR subroutine of the sbcssr.F90 program. The common approach of surface restoring is based on the correction of the heat flux (Q, or in NEMO terms, qns) or freshwater flux (sfx in NEMO terms) equations with an additional damping term. For example, when the surface water temperature in the grid cell is colder than in observations, additional thermal energy is added through the local atmosphere-to-ocean heat flux. The restoring coefficients are: a damping term for the heat flux (C (heat) rest , or in NEMO terms, rn dqdt), with a default value of 240 W/m 2 /K, and a damping term for the freshwater flux (C (f reshwater) rest , or rn deds in NEMO terms), with a default value of 120 mm/day. These two coefficients are controlled by the namelist cfg configuration file.
In analogy to this, the melting and freezing of the ice cover can be achieved by modification of the atmosphere-to-ice (qsr ice) and ice-to-ocean (qsr oce) fluxes. The system of damped heat flux equations for the ice freezing case can be written as:
, if abs(n sat i,j − n mod i,j ) > σ and h sat i,j = 0.
(2)
For the ice melting case, qsr oce is substituted by qsr ice and C
rest . In Eq.2, n sat and n mod represent the ice concentration in satellite data and in the model respectively, σ is the confidence interval, taken from satellite total error and dispersion, h sat and h mod are the corresponding ice thicknesses and w rest i,j is the restoration correction weighted mask (presented in Fig. 12a ).
The available ice thickness datasets from the SMOS and CryoSat-2 satellites represent thin (< 1 m) and thick ice with different uncertainty. The cojoint assimilation of these datasets increases the ice simulation quality [34] , so we use the combined weekly averaged dataset CS2SMOS [12] to conduct the experiments with ice restoration. A linear interpolation is applied between weekly files. The dataset contains the uncertainty for every thickness value, which enables us to apply the restoration only when the model and satellite data disagree significantly (i.e. when the model is outside the confidence interval of observations) in a "soft" approach to the restoration procedure. "Missing values" that disable restoration occur in the March-October interval when thickness measurements are not available. It should be noticed that it is important dt disable the time interpolation function for ice thickness variable to avoid the incorect values near missed values that can be interpreded as zeros.
The new sbc ssr ice subroutine is implemented as a part of the sbcssr.F90 program. It is separated from the basic sbc ssr subroutine to isolate the ice-related changes in a different section of the code. A workflow diagram of the custom ice restoration scheme is presented in Fig.13 . 
River mouth temperature stabilisation
The NEMO model allows the river runoff parameters to be set as part of the surface boundary conditions. The temperature, salinity and runoff values can be specified for the grid cells masked as river mouths in the rivers.nc file (presented in Fig.14) . The runoff and river mask values are obtained from the reference ORCA025 configuration file and temperature is obtained from multi-year river data [35] . However, initial temperature and salinity conditions obtained from ocean reanalyses are not precise enough near in-shore Arctic regions, because of the relatively low resolution there. As a result, the default implementation of river modelling requires a long time to spin up the coastal thermohaline system and balance the temperature and salinity in the river estuary and nearby water area.
To resolve this problem and accelerate the convergence of the thermohaline spin-up, the river mouth state is modified by making changes to the bdytra subroutine. In the new implementation, the temperature and salinity in the river mouth are set directly as constant values instead of adapting to the freshwater flux as in the reference implementation. A damping term is included in the equations of temperature and salinity fluxes to simulate the river flow in sbcrnf.F90 .
A set of one-year experiments is conducted to validate the effectiveness of the modifications applied to the river runoff algorithm. The obtained temperature and salinity fields are presented in Fig. 15 . We conclude that this modification stabilises the thermohaline state of the ocean near the river mouth and decreases the time needed for the model to spin up.
The results of verification of ice modelling with applied restoration
Several experiments are conducted to verify the proposed restoration approach and confirm its efficiency in accelerating the ice state spin-up and increasing the quality of ice fields.
The NEMO model is configured with large-scale grid settings; the ice state is initialised by the default LIM3 configuration that calculates initial ice concentrations using sea water temperature obtained from GLORYS2V4 reanalysis.
The ice restoration weights rn dqdi and rn dqdi freez, representing the magnitude of the forced ice melting and freezing terms respectively, are added to namelist cfg. The weights serve as a heat power in W/m 2 per percent of ice concentration or thickness difference between observations and the model. To analyse the sensitivity and perform the calibration of the weights, we used a set of one-year experiments. The total ice cover bias against satellite observations for different melting and freezing weight sets is presented in Fig.16 ). This results allow to choose the optimal values of coefficients. Figure 16 : The ice area error for different restoration weights on the coarse grid. The lowest error value allows setting the optimal restoration weights set.
The time-averaged values of error metrics are presented in Tab.1. With this results, the values of restoration weights equal to 18 W/m 2 /% for the melting term and 20 W/m 2 /% for the freezing term are chosen as optimal for this case because this minimises the error metrics.
The date range from 01.01.2013 to 31.12.2013 is chosen to perform a set of model runs with different restoration configurations: without ice restoration and with both concentration and thickness restoration.
The one-year cyclical spin-up (up to 5 cycles) experiment was conducted for both coarse and refined models. The ice area and averaged thickness metrics for coarse model presented in Fig. 17 . It can be seen that the restoration-based models provide results closer to satellite observations in the ice melting period (May-September) than the non-restored model.
Comparison of metrics for restored and non-restored model runs with the different spinup times (from 1 to 5 years) of refined grid is presented in Fig. 18 The coarse non-restored model requires about 3-4 years to achieve the convergence, when restored model have a appropriate results in 1st -2nd spin-up iterations.
The fields of ice thickness and concentration for coarse and refined models averaged in June-September is visualised in Fig.19 . It can be seen that ice distribution differs sig- nificantly for both models even after multiyear spin-up. For restoration-based model, the ice spin-up convergence can be achieved in the 2nd year of cyclical simulation, while the non-restored model requires up to 4 years to achieve stable results.
The results of experiments confirm the effectiveness of the implemented heat flux-based ice restoration approach, which reduces the error of the standard model by a factor of two. In this way, it also reduces the number of ice spin-up cycles needed ( Fig. 18 ) and improves the stability of the ice model results.
Conclusion
We have modified the NEMO Arctic model by implementing a high-resolution regional version using a multi-scale coupled grid approach. This approach has its own advantages and disadvantages and when sufficient computational power is available, it cannot be considered as superior to direct grid nesting. • The increased quality of regional ice modelling due to the implementation of the ice drift boundary condition
• The reduced ice spin-up time due to the ice restoration approach applied.
Our approach can also be used in an 'online' coupled version to simplify the computational pipeline, but in this case, more computational power is required. Another alteration could be to increase the amount of coupled grids to obtain a finer resolution version of the desired sub-region.
The modified NEMO sources described in paper can be obtained from the public repository [36] .
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where s is the Cartesian grid spacing. We tested Stereographic, Mercator and Lambert Conformal Conic projections in order to identify, which one introduced the least distortion for our particular Cartesian grid. Each projection is parameterised by a vector φ ts of latitudes of true scale (the size of the vector depends on the projection) ,i.e. the latitudes grid that gives minimal distortion for a given projection. Thus, for a projection p we can express the mean distortion d p for a particular Cartesian grid as follows:
where N and M are the sizes of the dimensions of the grid. Thus, for each of the projections, we can use the optimisation function Eq.A.3 to find values of φ ts that produce the minimal mean linear distortion in the grid points of a particular Cartesian grid. The relative distortion values for different projections are shown in Tab. A.2. 
Appendix B. Vector variables notation
To demonstrate the differences in notation, a visualisation of the geographical and local coordinate systems is shown in Fig. B.20 . The NEMO model provides functionality for rotating the U and V components of input vector fields from the geographical system to a local coordinates system, which was implemented as the rot rep subroutine in the geo2ocean.F90 program. The additional rot rep point subroutine was developed. Further, the programs bdytides.F90 for tidal currents and bdydta.F90 for barotropic and baroclinic currents were modified to implement the pre-processing of data for open boundary conditions (by rotating vectors from the geographical system to a local grid system).
The output vector variables (ocean currents, ice drift, etc) are also presented in the local grid system, that is not convenient for the following data processing. Therefore, the program diawri.F90 was modified to add the rot rep function call for the reverse grid-geo transformation. These improvements allow all input-output datasets to be processed in geographical notation.
In NEMO, the Orlanski radiation scheme is available as OBC for tracers. It has the following implicit form (with phase velocity defined as in Eq.C.1):
The implicit equation is used to determine the OBC updating procedure, which can be written in the numerical scheme as:
Nevertheless, in the literature [19] , the full tracer velocity is defined as a sum of the phase velocity (c T , defined in Eq.C.1) and the upstream velocity u (the ocean velocity in the direction, normal to the boundary). Therefore, for tracers, the advection scheme is as follows:
∂T ∂t + (c T + u) ∂T ∂n = 0 (C.6) which can be written in terms of finite differences as: 
