Abstract. In this paper, we study the line bundle mean curvature flow defined by Jacob and Yau [6] . The line bundle mean curvature flow is a kind of parabolic flows to obtain deformed Hermitian Yang-Mills metrics on a given Kähler manifold. The goal of this paper is to give an ε-regularity theorem for the line bundle mean curvature flow. To establish the theorem, we provide a scale invariant monotone quantity. As a critical point of this quantity, we define self-shrinker solution of the line bundle mean curvature flow. The Liouville type theorem for self-shrinkers is also given. It plays an important role in the proof of the ε-regularity theorem.
Introduction
An ε-regularity theorem ensures the boundedness of derivatives of a solution of some PDE under the assumption that a quantity, usually defined by the integral of the solution, is ε-close to the regular value. In this paper, we give an ε-regularity theorem for line bundle mean curvature flows. This is motivated by the ε-regularity theorem for mean curvature flows due to White [14] . Recently, the line bundle mean curvature flows were defined by Jacob and Yau [6] to acquire deformed Hermitian Yang-mills metrics. We will describe the background of these objects later. First, we focus on the introduction of the main result.
1.1. Basic notions. Let (X, g) be a Kähler manifold with dim C X = n and associated Kähler form ω. We fix a holomorphic line bundle L → X. When a Hermitian metric h of L is given, we define a function ζ : X → C by ζ := (ω − F (h)) n /ω n , where F (h) := (−1/2)∂∂ log h, the curvature 2-form of the Chern connection associated with h. Note that F (h) is pure imaginary valued. Then, we define the Hermitian angle of h by θ := arg ζ and one can see that θ is lifted as an R-valued function rather than R/2πZ-valued in Section 3.
Assume that a smooth 1-parameter family of Hermitian metrics h t of L is given for t ∈ [0, T ). Define u( · , t) : X → R by h t = e −u(t) h 0 . Then, it holds that u( · , 0) ≡ 0.
Definition 1.1 ([6]
). h = { h t } t∈[0,T ) is called a line bundle mean curvature flow of L → X with respect to ω if there exists a constantθ ∈ R such that
where θ is the Hermitian angle of h t at each time t. We call h 0 the initial metric.
The constantθ in (1) should be chosen appropriately to see (1) as a potential way to get a deformed Hermitian metric on L as a limit of the flow. Actually, in the paper of Jacob and Yau [6] , the constantθ is specified to satisfy Im(e − √ −1θ Z L ) = 0, where Z L ∈ C is defined in Section 3. However, we use (1) just as a PDE in this paper. Hence, any constantθ ∈ R is allowed.
Key assumptions.
To prove the main theorem (the ε-regularity theorem) we need to assume two things: one is for the ambient (X, g) and the other is for the flow {h t } t∈[0,T ) . These assumptions seem unnatural and strong at first glance. To explain why such condition is supposed, we should back to the work of Leung, Yau and Zaslow [8] and we postpone it until Section 2. Thus, in this subsection, we restrict ourselves to the introduction of those assumptions.
Definition 1.2.
Fix an open set U ⊂ X. We say that (X, g) is semi-flat on U if the following properties are satisfied:
(i) There exists a diffeomorphism ϕ : B(r)×B(r ′ ) → U , where B(r) is an open ball in R n centered at the origin with radius r. We will use real coordinates (x 1 , . . . , x n ) on B(r) and (y 1 , . . . , y n ) on B(r ′ ). (ii) Complex coordinates on B(r)×B(r ′ ) defined by z i := x i + √ −1y i match the original holomorphic structure on U . This implies that ϕ is biholomorphic. (iii) Under these coordinates (U, (z 1 , . . . , z n )), the coefficients of the Kähler form ω = ( √ −1/2)gk j dz j ∧ dz k satisfy, for all i, j, k ∈ { 1, . . . , n }, (2) gī j = gj i and ∂ ∂y k gī j = 0. Definition 1.3. Assume that (X, g) is semi-flat on U and coordinates (z 1 , . . . , z n ) on U is induced by ϕ : B(r) × B(r ′ ) → U . We further assume that there exists a nonvanishing holomorphic section e ∈ Γ(U, L). Then, we say that a pair of a holomorphic line bundle L → X and a Hermitian metric h of L is graphical on U with respect to e ∈ Γ(U, L) if for all k ∈ { 1, . . . , n } (3) ∂ ∂y k log h(ē, e) = 0.
1.3. The main theorem. Let U ⊂ X be an open set and U c denotes its complement. Put V := U × [a, b) for some a, b ∈ R. Then, for a space-time point Q := (p, t) ∈ V , we define the parabolic distance from Q to the boundary of V by 1.4 . The strategy of the proof. Without precise definitions and proofs of facts, we explain how Theorem 1.4 will be proved. This instant proof sheds light on three keys we will give in the following sections. Let us denote by A the set of all triplets a = ((X, ω), L, h), where (X, ω) is a Kähler manifold, L is a holomorphic line bundle over X and h = { h t } t∈[0,Tmax) is a line bundle mean curvature flow of L. In this subsection, we writeΘ(a, Q, t) and K 3,α;V (a) instead ofΘ(h, Q, t) and K 3,α;V (g, φ), respectively.
(i) The first key is the scaling invariance of line bundle mean curvature flows. We define a parabolic scaling operator D T k : A → A for T ∈ R and k ∈ N in Section 3. Roughly, it is given by D T k (a) := ((X, kω), L ⊗k , h ⊗k ) and we have to change the scale of time t precisely.
(ii) The second key is the Gaussian densityΘ ≥ 0 and its properties: scaling invariance and monotonicity. The former meansΘ(D T k (a), Q, t) = Θ(a, Q ′ , t ′ ), where Q ′ := (p, 0) and t ′ := T + t/k. The latter means ∂ tΘ (a, Q, t) ≤ −B(h) + C for a = ((X, ω), L, h) ∈ A, where B(h) ≥ 0 is defined by h and C ≥ 0 is a constant. If (X, ω) is R n × B(r ′ ) with the standard metric, then C = 0. This implies thatΘ(a, Q, t) + C(T ′ − t) ≥ 0 is monotonically decreasing for t and has the limit as t → T ′ . It is also important that the limit of lim t→T ′Θ(a, Q, t) ≥ 1 when T ′ of the chosen Q = (p, T ′ ) is strictly less than T max . These are discussed in Section 5. (iii) The third key is the Liouville type theorem for self-shrinkers. Roughly speaking, an ancient solution h = { h t } t∈(−∞,Tmax) of the line bundle mean curvature flow satisfying B(h) = 0 is called a self-shrinker. Then, we can prove that if T max = ∞ for a graphical self-shrinker then φ := − log h t should be of the form a ij x i x j + b for some constants a ij , b ∈ R. Then, one may agree that when φ = a ij x i x j + b then K 3,α (a, Q) = 0 since we mentioned that it is defined by |∂ t φ| C 0 , |∂ t ∇φ| C 0,α and |∇ 3 φ| C 0,α though we have not given its precise definition. Then, the proof of Theorem 1.4 will be done with these keys as follows.
Sketch of the proof of Theorem 1.4. We do proof by contradiction. So, assume that there exist sequences C i → ∞, ε i → 0 and line bundle mean curvature flows h i of L i over (X, ω) (we put a i := ((X, ω), L i , h i )) such that (5)Θ(a i , Q, t) ≤ 1 + ε i and K 3,α;Vi (a i ) ≥ C i , where we omitted the ranges of Q and t. We also assume that each a i satisfies all additional assumptions in Theorem 1.4. Then, one can prove that K 3,α (a i , · ) → ∞ uniformly. Then, by choosing k i precisely, we can normalize these so that (6) K 3,α (D Ti ki (a i ), Q i ) = 1 at some point Q i since K 3,α performs in inverse proportion for the scaling.
On the other hand, since the density is scaling invariant, we havē
and the right hand side tends to 1 by (5) . Moreover, we can prove that D Ti ki (a i ) converges to a ∞ ∈ A in some sense, where a ∞ = ((X ∞ , ω st ), C, h ∞ ) with X ∞ := R n × B(r ′ ) and h ∞ = { h ∞,t } t∈R . Then, by the second key with C = 0, we see thatΘ(a ∞ , Q ∞ , t) ≥ 1. Letting i → ∞ in (5), we know thatΘ(a ∞ , Q ∞ , t) ≤ 1. Thus, we see thatΘ(a ∞ , Q ∞ , t) ≡ 1, so ∂ tΘ (a ∞ , Q ∞ , t) ≡ 0. This together with the second key and C = 0 implies that B(h ∞ ) = 0, that is, h ∞ is a self-shrinker. Now, h ∞ is a self-shrinker defined for all time. Thus, by the third key (the Liouville type theorem for self-shrinkers) we can say that
But, this contradicts to the normalization (6) with D Ti ki (a i ) → a ∞ . 1.5. Organization of this paper. Section 1 is the shortest path to the main theorem of this paper and gives the sketch of the proof of the main theorem. Section 2 gives the background of the present work which is related to mirror symmetry. Section 3 gives the basic notations and the scaling invariance of the line bundle mean curvature flow PDE. Section 4 is devoted to build the divergence theorem for a Hermitian metric as an analog of it for a submanifold. In Section 5, we provide the monotonicity formula for line bundle mean curvature flows, define the Gaussian density and prove important properties of it. In Section 6, we define a self-shrinker for the line bundle mean curvature flow PDE and prove the Liouville type theorem for it. In Section 7, we give the proof of the main theorem after the definition of K 3,α -quantity.
Background
In this section, we provide the background of the present work. We review the importance of deformed Hermitian Yang-Mills metrics and line bundle mean curvature flows along the history of mirror symmetry. By going back to the origin of deformed Hermitian Yang-Mills metrics, one can see that the semi-flat condition (Definition 1.2) and graphical condition (Definition 1.3) are naturally satisfied in important cases.
2.1. Short history of mirror symmetry. There is no room for doubt that mirror symmetry is not only important for physicists but also mathematicians. From the proposal by Kontsevich [7] , the so-called homological mirror symmetry, it is widely recognized as an equivalence of a triangulated category between the bounded derived category of coherent sheaves on X, denoted by D b Coh(X), and the one of Fukaya category, denoted by D b F uk(Y ) for mirror Calabi-Yau manifolds X and Y . Roughly speaking D b Coh(X) is determined by the complex structure of X and D b F uk(Y ) is by the symplectic structure of Y . In superstring theories, this is regarded as T-duality between type IIA string theory (related to complex geometry) and type IIB (related to symplectic geometry). Although the homological mirror symmetry tells us what should happen when a mirror Calabi-Yau pair is given, it does not provide a way to construct such a mirror pair. Amid such circumstances, Strominger, Yau and Zaslow [13] proposed a way to create mirror Calabi-Yau partners, now it is called the SYZ conjecture. Simply speaking, they proposed that a mirror partner should be obtained by the real Fourier-Mukai transform when one side is the total space of a special Lagrangian torus fibration over some base manifold B. Since the SYZ conjecture, special Lagrangian submanifolds have acquired much attention. We remark that special Lagrangian submanifolds had been originally defined by Harvey and Lawson [4] before the SYZ conjecture.
The real Fourier-Mukai transform is not only a tool to construct a mirror partner but also a map which sends D-branes in one side to the other side. This is explained by Mariño, Minasian, Moore and Strominger [9] from the physical side and by Leung, Yau and Zaslow [8] from the mathematical side. Their consequence is that the corresponding objects to special Lagrangian submanifolds in the type IIB side are deformed Hermitian Yang-Mills connections in the type IIA side.
To be precise, let θ ∈ R be a constant, (X, g) a Kähler manifold with dim C X = n and associated Kähler form ω and L → X a complex line bundle with a Hermitian metric h. is a Hermitian connection ∇ of (L, h) so that its curvature 2-from F satisfies It is well-known that the first condition, F 0,2 = 0, is equivalent to that the existence of a holomorphic structure so that the Chern connection associated to h is ∇, that is, the integrability condition. The second condition is nonlinear in general, however it is rewritten as ω ∧ F = 0 when dim C X = 2 and θ = 0, and this is just the Hermitian Yang-Mills equation. After a blank period of about fifteen years from [8] , the study of dHYM has been developed recently, see [1, 2, 3, 11] and references therein.
2.2.
Introduction to the work of Leung-Yau-Zaslow. In our main theorem (Theorem 1.4), we assume locally semi-flat and graphical condition for X and h. It seems unnatural at first glance. To explain why such conditions are supposed, we go back to the origin of deformed Hermitian Yang-Mills connections, that is, the work of Leung, Yau and Zaslow [8] .
Let B be an open set in R n with standard coordinates x i and φ be a strictly convex smooth function on B. Then, other coordinates on B are introduced byx i := ∂φ/∂x i as the Legendre transform of φ. Put M := B × T n and W := B × (T n ) * , where T n ( ∼ = R n /Z n ) is an n-torus with coordinates y i and (T n )
* ) is its dual with coordinatesỹ i . A complex structure and Kähler form on M are defined by
We equip M with a holomorphic volume form Ω :
. . , Y n ) of M , regarding M as a torus fibration over B, and put its graph by S Y := { (x, Y (x)) | x ∈ B }. On the other hand, Y assigns each point x ∈ B to a connection ∇ Y (x) on the torus fiber T n (x) over x. This is defined by the canonical identification T n (x) ∼ = Hom(π 1 ((T n (x)) * ), U (1)), where we used the fact that the right hand side is just the moduli space of flat connections on (T n (x)) * . The family of connections ∇ Y (x) along x ∈ B constitutes a connection of the trivial C bundle L := C (with the standard metric h := , ) on the whole W , written explicitly by
Then, the result of Leung, Yau and Zaslow is stated as follows. Here, we observe the holomorphic structure on L induced by ∇ Y under the assumption that ∇ Y is integrable. In Section 3.1 of [8] , one can see that the integrability condition is equivalent to the existence of a locally defined smooth function f , which does not depends onỹ, so that Y j = ∂f /∂x j . Put e := e f · 1 and regard this as a local frame of L = C. Then, one can see that (∇ Y e) 0,1 = 0. This means that e defines a holomorphic structure on L with the associated Chern connection ∇ Y . In the above explanation of the work of Leung, Yau and Zaslow, we pay attention to the following two properties.
(a) The ambient space W is (at least locally) diffeomorphic to the total space of a torus bundle. Moreover, the coefficients of the Kähler form do not depend onỹ-coordinates and are real values, see (7). (b) There exists a holomorphic local frame e of L so that h(e, e) does not depend onỹ-coordinates. In the above case, we have h(e, e) = e, e = e 2f .
Then, the first property (a) corresponds to locally semi-flat condition (Definition 1.2); the second one (b) corresponds to graphical condition (Definition 1.3).
These properties are also satisfied in the case where W is the complement of the anti canonical divisor of a toric Kähler manifold, L is a T n -equivariant holomorphic line bundle and h is a T n -invariant Hermitian metric, see Section 9 of [2].
2.3.
Review of the work of Jacob and Yau. In the work of Leung, Yau and Zaslow, main objects are connections. More precisely, those are Hermitian connections of a fixed complex line bundle L-rather than holomorphic apriori-with a given Hermitian metric h. As a consequence of dHYM condition, L is given a holomorphic structure defined by the connection. Recently, Jacob and Yau [6] switched main objects from connections to metrics. Namely, they fixed a holomorphic line bundle L, rather than complex, over a Kähler manifold (X, ω), and they tried to fined special Hermitian metrics of L in the following sense. Readers may find that signs on the front of F in Definition 2.1 and 2.3 are different. But, this is just a matter of convention. Actually, if h is a dHYM metric of L in the sense of Definition 2.3, then the Chern connection of h −1 of L −1 is a dHYM connection in the sense of Definition 2.1 and vice versa.
To find dHYM metrics, Jacob and Yau [6] introduced a volume functional V on the space of Hermitian metrics (see (9) ) so that its minimizers are just dHYM metrics, and they studied its negative gradient flow. They named it the line bundle mean curvature flow and that is nothing but what we defined in Definition 1.1.
If the line bundle mean curvature flow has long time solution { h t } t∈[0,∞) and converges to some Hermitian metric h ∞ , we can say that h ∞ is a dHYM metric since the flow is the negative gradient flow of V and its minimizers are dHYM metrics. However, due to its nonlinearity, we do not know whether the flow exists for all time or blows up in finite time. Hence, it is very important to give a sufficient condition to ensure that a flow h t defined for t ∈ [0, T ) can be extended beyond T . Theorem 1.3 and Theorem 1.4 of [6] are examples giving such sufficient conditions, and Proposition 5.2 of [6] also can be considered as a sufficient condition. For comparison with our main theorem, we introduce Proposition 5.2 of [6] . Proposition 2.4 (Jacob and Yau, [6] ). Suppose that X is compact and h t is a line bundle mean curvature flow defined for t ∈ [0, T ). If there exist A > 0 satisfying
We note that replacing the assumption of Proposition 2.4 to
for some A > 0 causes serious problems because the positivity of all eigenvalues of √ −1F (h t ) plays the important role in their proof relying on the Evans-Krylov theory. In that theory, the concavity of the operator h → θ(h) is essential and it is ensured by the positivity of all eigenvalues of √ −1F (h). In contrast, our main theorem (Theorem 1.4) treats the case so that (8) holds. It is written as sup V |F (h(t))| ≤ A in the theorem.
Scaling invariance
In this section, we fix some basic notations following [6] and introduce a scaling which acts on line bundle mean curvature flows. Let (X, g) be a Kähler manifold with dim C X = n. Then, its Kähler form is locally given by
Let π : L → X be a holomorphic line bundle. For a Hermitian metric h on L, its curvature 2-from F = F (h) is locally given by
Then, one can easily prove that a complex number Z L := X (ω − F (h)) n does not depend on the choice of metric h, see [6] 
It is shown that |ζ| ≥ 1 in [6] . We define θ = θ(ω, h) :
where λ i are eigenvalues of the endomorphism K on T 1,0 X defined by
This definition of θ is based on the equation (2.5) in [6] and it is called the angle function since it satisfies ζ/|ζ| = e √ −1θ , see the equation (2.4) in [6] . Then, in terms of the angle function, h is a deformed Hermitian Yang-Mills metric with phase e √ −1θ if and only if θ(ω, h) =θ. We also define a 1-form on X by H := H(ω, h) = dθ and call it the mean curvature 1-form of h with respect to ω. Then, it is clear that h is a deformed Hermitian Yang-Mills metric with some phase if and only if H = 0. This is an analog of that a Lagrangian submanifold is special if and only if it is minimal. Remark 3.1. Acting the exterior derivative to the both hand side of (1) and using the definition of line bundle mean curvature flows and H = dθ, we get du = H, whereu is the time derivative of u. In this paper, we use this equation frequently.
The volume, mentioned in Subsection 2.3, of a Hermitian metric h of L → X with respect to ω is defied by
whenever it is finite. The induced metric of h is also defined by
Since η is a positive (1, 1)-form on X, we can define the following elliptic operator on C ∞ (X):
The following is the first variation formula of the volume given in [6] .
Proposition 3.2. For any smooth family of Hermitian metric h t = e −u(t) h 0 on (X, ω) so that supp u(t) is compact, we have
where
Proof. The first equality is given by Proposition 3.4 in [6] . To see the second equality, we first compute as follows:
By computation in the proof of Proposition 3.4 in [6] , one sees that ∇q(η ℓq |ζ|) = −Hūg iū Fr i η ℓr |ζ|.
Putting everything together and using the divergence theorem give the second equality.
From Proposition 3.2, it follows that h is a critical point of the volume functional if and only if its angle θ : X → (−πn/2, πn/2) satisfies L η θ = 0 and also that the volume is nonincreasing along a line bundle mean curvature flow h t since∂u = H (0,1) by Remark 3.1.
Proposition 3.3. If X is compact, then for any initial metric h of L and constant θ ∈ R, there exists T > 0 and a solution h t of (1) defined for t ∈ [0, T ) with h 0 = h. Moreover, the solution is unique.
Proof. By the equation (5.1) in [6] , we havë
for a line bundle mean curvature flow h t = e −u(t) h 0 . Since this is a strongly parabolic PDE for f :=u, there exists T > 0 and a unique solution
Then, u( · , 0) ≡ 0 andü = ∆ ηu =θ where we used the equation (3.4) in [6] . Thus, there exists a time-independent function w on X such thatu = θ − w. Then, by the initial conditionu( · , 0) = f ( · , 0) = θ(ω, h) −θ, we see that w ≡θ. Thus, h t := e −u(t) h is a solution of (1) with h 0 = h. The above construction indicates the uniqueness of solution.
The following reveals a scaling invariance of ζ.
where h ⊗k is regarded as a Hermitian metric of L ⊗k .
Proof. The first one is clear since F (ah) = F (h). The second one follows from
with relation t = T ′ + s/k. Then,h s is a line bundle mean curvature flow on L ⊗k → X with respect to kω and initial metric ah
On the other hand, by Proposition 3.4, we have θ(kω, ah ⊗k t ) = θ(ω, h t ). Thus, the proof is complete.
, where∇ is the Levi-Civita connection of kω and | · | on the left hand side is the norm with respect to kω.
. Letẽ j be a local orthonormal frame with respect to kω. Then, e j := √ kẽ j becomes a local orthonormal frame with respect to ω and
Then, the proof is complete.
) be a triplet of a Kähler manifold (X, g), a holomorphic line bundle π : L → X and a line bundle mean curvature flow
, we define the scaling operator
By Proposition 3.5, we see that D
T ′ k h is a line bundle mean curvature flow of L ⊗k on (X, kω).
Divergence theorem
In this section, we build a parallel framework of Hermitian metrics with geometry of submanifolds and give an analog of the divergence theorem for submanifolds. We also give an application of it in the latter subsection.
4.1.
A divergence theorem. We fix a Kähler manifold (X, g) with dim C X = n and a holomorphic line bundle π : L → X. For a Hermitian metric h, a new measure dµ(h) on X is defied by
Then, by the usual divergence theorem and the definition of dµ(h), we have
on a relatively compact open set U ⊂ X with piecewise smooth boundary ∂U , where dµ| ∂U is the induced measure on ∂U with respect to the induced metric g| ∂U and ν is the outer unit normal vector field along ∂U . On a chart U with holomorphic coordinates (z 1 , . . . , z n ), put
′ be another chart with holomorphic coordinates (w 1 , . . . , w n ) satisfying U ∩ U ′ = ∅, and put
Then, on U ∩ U ′ , it follows that (12)
Thus, transition functions from
are holomorphic, and the following definition makes sense.
Remark 4.2. The notion of T h is an analog of the tangent bundle T L of a Lagrangian submanifold L ⊂ C n which is written as the graph of the gradient of a function. Precisely, the tangent bundle of a Lagrangian submanifold
is a smooth function on R n , is spanned by
Note that T h is holomorphically isomorphic to T 1,0 X since the transition functions are ∂w j /∂z i by (12) . Actually, the isomorphism is given by E i → ∂/∂z i . We denote this isomorphism by 
The orthogonal compliment of T h ⊂ T 1,0 X ⊕ Λ 0,1 X with respect to this Hermitian metric is denoted by T ⊥ h and called the normal bundle of h.
, and call it the tangential part (resp., the normal part) of Y with respect to h. Moreover, we call type (1, 0) vector field Y ⊤ the associated vector field with Y.
Since the Hermitian metric · , · of T 1,0 X ⊕ Λ 0,1 X and the induced metric η on T 1,0 X perform nicely as
the tangential part of Y with respect to h and its associated vector field are easily written by
is a basis of T ⊥ h, and the normal part of Y with respect to h is given by
Definition 4.5. Let Y be a smooth sections of T 1,0 X ⊕ Λ 0,1 X with a local expression as in (14) . Then, we define its divergence along h, which is a smooth function on X, by
Remark 4.6. The reason why we define the divergence along h as above is the following. As in Remark 4.2, consider the graphical Lagrangian submanifold
Expanding the right hand side of this with (13) , one can find similarities between it and (17).
Definition 4.7. For a Hermitian metric h of L, we define the mean curvature section, which is a smooth section of
The mean curvature section has some nice properties. First, it holds that (18)
. Second, the mean curvature section of h is normal to the tangent bundle T h, that is, H ⊤ = 0. It easily follows from
In the geometry of submanifolds, it is well-known that the mean curvature vector field of a submanifold in a Riemannian manifold is normal, and the above property can be considered as an analog of that. The following is an analog of the divergence theorem for vector fields along submanifolds.
Moreover, on a relatively compact open set U ⊂ X with piecewise smooth boundary ∂U , we have
Proof. We will expand div v Y ⊤ explicitly. Since
This is the coefficient of
We further compute A k and Bk. First, we focus on A k . Then, we have
where the second equality follows from the formula appeared just after the equation (5.5) in [6] . Note that
where the final equality follows from the identity η is ∇ i Fs p = H p . Thus,
Here, to simplify each term, we introduce the so-called normal coordinates, which are also used in [6] . For a fixed point p ∈ X, the normal coordinates (centered at p) are coordinates (z 1 , . . . , z n ) so that gk j = δ kj and Fk j = λ j δ kj at p, where λ j (j = 1, . . . , n) are the eigenvalues of F . Using the normal coordinates, only at p, we have
Moreover, it holds that
is Kähler. Thus, the first and third term on the right hand side of (23) cancel each other. On the second term of (23), by using the normal coordinates, we have
These imply that (24)
Next, we treat Bk. Then, we have
Note that, by a consequence of the computation of A k , we have shown that
Combining these with the general identity η ij ∇ i Fj ℓ = H ℓ yields that
By using the normal coordinates, one can see that
and this implies that
Then, substituting (24) and (26) into (22) yields
and this is the first desired formula (19). Integrating both hand side of (19) with the divergence theorem (11) deduces the second desired formula (20).
Remark 4.9. Theorem (4.8) can be considered as an analog of the divergence formula for a submanifold, which is also called the first variation formula. Actually, for a submanifold L in a Riemannian manifold (M, g) and
where div L is the divergence of V along L, H is the mean curvature vector field of L and dµ L is the induced measure on L.
4.2.
An application of the divergence theorem. In this subsection, we give an application of the divergence formula (20). Recall that (X, g) is a given Kähler manifold with dim C X = n and π : L → X is a holomorphic line bundle. Recall that we introduced special conditions for (X, g), called the semi-flat condition in Definition 1.2, and for (L, h), called the graphical condition in Definition 1.3. We also remark that from the former condition in (2) it follows that
Definition 4.10. Assume that (X, g) is locally semi-flat on U ⊂ X with the coordinates (z 1 , . . . , z n ) induced from ϕ : B(r) × B(r ′ ) → U and (L, h) is graphical with respect to a section e ∈ Γ(U, L). Then, we define a smooth function φ : U → R by φ := − log h(ē, e).
, where the radius of the first component is changed and the second one is fixed. Then, for p ∈ U r/4 , we define a smooth section of T 1,0 X ⊕ Λ 0,1 X over U 3r/4 by
where x k 0 are the coordinates of the B(r/4)-component of ϕ −1 (p) ∈ B(r/4) × B(r ′ ). We call P p the position section of h centered at p and usually omit the subscript p.
Definition 4.11. For a smooth function f : X → C, we define a differential operator D by
It is clear that Df is a smooth section of T 1,0 X ⊕ Λ 0,1 X and satisfies
Lemma 4.12. A position section P and a smooth function f on U satisfy
Proof. Since ∂φ/∂y k = 0 for all k by (3), we have 1 2
. By the definition of div h , see (22), and noting
where the last equality follows from gj i + Fk i Fj ℓ g ℓk = ηj i .
Lemma 4.13. A position section P satisfy
Proof. Since
we have (32)
where we used the condition (2) and (3) several times. Thus,
On the other hand, one can easily see that
by (21) without v. Then, since E i , E ℓ = ηī ℓ , the desired identity holds.
The following is the application of the divergence formula (20).
Theorem 4.14. Assume that (X, g) is semi-flat on U ⊂ X with the coordinates (z 1 , . . . , z n ) induced from ϕ : B(r) × B(r ′ ) → U and (L, h) is graphical with respect to a section e ∈ Γ(U, L). Fix p ∈ U r/4 and let P := P p be the position section of h centered at p. Then, for any smooth function f : U → R with
and a constant α ∈ R, it holds that
where ϕ := exp(α|P| 2 ) : U 3r/4 → R.
Proof. It follows from (28) and (30) that
Then, by the divergence formula (20), we have
We can prove that the last term is actually 0 as follows. First, ∂U is the union of (∂B(r)) × B(r ′ ) and B(r) × (∂B(r ′ )), and the integral over (∂B(r)) × B(r ′ ) is 0 by f | (∂B(r))×B(r ′ ) ≡ 0. Next, it is easy to see that the integral over B(r) × (∂B(r ′ )) is pure imaginary since ν is written as ν = ν i (∂/∂y i ) (for some ν i ∈ R) and (27). On the other hand, one can easily prove that H, f ϕP and div h (f ϕP) in (35) are real valued functions by assumptions. Then, by the first equality of (35), the last term of it should be 0. This gives the desired equality.
Monotonicity formula
In this section, we give a monotonicity formula and density for line bundle mean curvature flows. This is an analog given by Huisken [5] for mean curvature flows. The proof of our monotonicity formula based on Theorem 4.14.
As in the previous sections, let (X, g) be a Kähler manifold with dim C X = n and let π : L → X be a holomorphic line bundle. Assume that h = { h t } t∈[0,T ) is a line bundle mean curvature flow of L. We further assume that (X, g) is semi-flat on U ⊂ X with the coordinates (z 1 , . . . , z n ) induced from ϕ : B(r) × B(r ′ ) → U and (L, h) is graphical with respect to a section e ∈ Γ(U, L). Fix T ′ ∈ (0, T ) and a smooth function f : U × [0, T ′ ) → R so that f ( • , t) satisfies (a) and (b) of (34) for each t. Let ψ : U × [0, T ′ ) → R be a smooth function so that ψ( • , t) satisfies (a) of (34) for each t. For each k ∈ R, define
Proposition 5.1. It holds that
Proof. A straightforward calculation gives
It is easy to see that
To calculate I 3 , we need to use
where the second equality follows from the equation (3.7) in [6] and ∇qφ = Hq. Taking the complex conjugate of both hand side of (25) gives
Combining these two equations gives
Thus,
By using the divergence theorem twice, with the similar argument as in the last part of the proof of Theorem 4.14 which ensures the boundary contribution is 0, one can verify that
Combining all above calculations together gives the desired formula.
Fix Q := (p, T ′ ) ∈ U r/4 × (0, T ). Let P p (t) be the position section of h t centered at p. We denote Θ |Pp| 2 ,f,n/2 (h, T ′ , t) by Θ f (h, Q, t) simply, that is,
We basically omit the subscript p of P p (t).
Theorem 5.2. It holds that
d dt Θ f (h, Q, t) = − U H + P ⊥ 2(T ′ − t) 2 f ϕdµ(h) + U ∂ ∂t f − ∆ η f ϕdµ(h) where ϕ := 1 (4π(T ′ − t)) n/2 exp − |P(t)| 2
4(T ′ − t) .
Proof. We will calculate L η |P| 2 first, see (37) for the definition of L η . By (31), we have
where we used the semi-flat condition. From (32) and (33), it follows that
Differentiating (32) gives
This yields
Combining the above formulas and (18) implies
where we used the fact that H is normal. Thus,
Applying Theorem 4.14 with α = −1/(4(T ′ − t)) yields
Moreover, by a partial consequence of (29), we have
Thus, ∂|P| 2 , ∂f η = 2 Df , P . Then, substituting the above formulas into (36) gives the desired formula.
As an application of Theorem 5.2, we get a monotonicity formula. Assume that
] be a smooth cut-off function which is strictly decreasing on the interval [1, 2] satisfying
for some constant C ′ > 0. Let λ = λ(g) > 0 be the square root of the minimum of the lowest eigenvalue of (gī j ) on the closure of U . Define f :
Note that f ((x, y), t) is y-invariant and the support of f (( · , 0), t) is contained in B(r/2) for each t ∈ [0, T ′ ). Actually, by (31), we have
This yields that if |x| ≥ r/2 then f = 0. Thus, f ( • , t) satisfies (a) and (b) of (34) for each t.
We denote Θ f (h, Q, t) by Θ(h, Q, t) simply, that is,
Theorem 5.3. If X is closed, then there exists a constant C > 0 such that
4(T ′ − t) .
The constant C is given by
, where V (h(0)) is the volume of h(0) and C ′′ (n) > 0 is a constant which depends only on n.
Proof. Put Y := 4|P(t)|/λr for short. Then, we have
By usingf
where χ A(t) is the characteristic function of a set A(t) := { z ∈ U | λr/4 ≤ |P(z, t)| ≤ λr/2 }. By (38), we have ∂|P|
This yields that
where we put
Thus, we have
where we used the fact that the volume is finite on the closed X and decreasing along a line bundle mean curvature flow. Then, by Theorem 5.2, we have
and the proof is complete.
Remark 5.4. The first term on the right hand side of (40) multiplied by −1 is just B(h) mentioned in (iii) of Subsection 1.4.
We give an application of Theorem 5.3. Hence, assume that X is closed. Fix a point Q = (p, T ′ ) ∈ U r/4 ×(0, T ′ ). We define a kind of "translation" of h t as follows. First, let φ 2 (x, T ′ ) be the Taylor expansion of φ( · , T ′ ) at x = x 0 up to the first order, where x 0 is the B(r/4)-component of p on U r/4 via ϕ : B(r/4)×B(r ′ ) → U r/4 . Precisely, we have
. This is a function on U 3r/4 which does not depend on y. Next, subtract φ 2 (x, T ′ ) from φ(x, t) and denote it by
and put (A Q h) t := e −(AQφ)(t) (ē * ⊗ e).
Then, each (A Q h) t is a Hermitian metric of L defined only on U 3r/4 and is also graphical for all t ∈ [0, T ). Moreover,
is also a line bundle mean curvature flow on U 3r/4 . This can be easily seen as follows. The
does not depend on t and the angle function θ is invariant under the first order perturbation since it is defined by the second derivative of log h.
Thus, we can apply Theorem 5.3 to the line bundle mean curvature flow A Q h. Then, we can see that Θ(A Q h, Q, t) + C(T ′ − t) is monotonically decreasing and its limit exists as t → T ′ . This implies the existence of the limit of Θ(A Q h, Q, t) as
and callΘ(h, Q, t) the Gaussian density of h at Q = (p, T ′ ) with scale t andΘ(h, Q) the Gaussian density of h at Q = (p, T ′ ), where B(r
In what follows, we prove thatΘ(h, Q) ≥ 1. Putφ := (A Q φ)(t) andh t := (A Q h) t for short. Recall that in Definition 3.7 for T ′′ ∈ R and k ∈ N >0 a scaling of h is defined by (D 
Since the 0-th and first derivative at (p, k(T ′ − T ′′ )) =: Q ′ of the right hand side with respect to x are zero, we see that
Thus, for given k ∈ N, it is clear that
where the left (resp. right) hand side is calculated with respect to kg (resp. g). On the other hand, we have
Thus, we have proved the following.
Lemma 5.6. We have
Putting T ′′ := T ′ and t := T ′ − 1/k in this formula gives
Lemma 5.7. We have
Proof. Note that we also rescale the Kähler metric on X as kg implicitly when we use the rescaled flow D T ′ kh . We will see how each quantity in the definition of Θ changes by this rescaling procedure. It's easy to see that λ(kg) = √ kλ(g). By (31), we can see that |P((D
Substituting these into the definition of Θ(D
where t k := T ′ − 1/k. Dividing the both hand side by (2
Thus, by (31), we have
Since t k → T ′ as k → ∞ and T ′ is strictly smaller than T , it follows that the right hand side of (47) uniformly converges to
as functions with variablesx on each compact set in R n , and this value is actually zero by the definition ofφ = A Q φ, see (41). By (47), we have
Then, it follows that the right hand side of (48) uniformly converges to
as functions with variablesx on each compact set in R n . Since ∂φ/∂y k = 0 by assumption, we have ∂(∇ pφ (T ′ ))/∂x i = 2∇ī∇ pφ (T ′ ) = 2Fī p (h T ′ ) and similarly
where η(h T ′ ) is the induced metric ofh T ′ , see (10) . Put A ij := η(h T ′ )ī j (x 0 ) for notational simplicity. In [6] , it is proved that |ζ| = det(I + K 2 ). From this fact and the definition of K, it follows that |ζ| = ( det gī j ) −1 det ηī j . Thus, combining everything together, we see that the limit of the right hand side of (46) as k → ∞ is greater than or equal to
for all sufficiently large open ball B(N ) (N ∈ N). Letting N → ∞ with the standard Gaussian integral formula implies this converges to (50)
Finally, we see that g( ∂ ∂y i , ∂ ∂y j ) = g ij + gī j = 2gī j by the semi-flat assumption. Thus, the volume form of B(r ′ ) p is 2 n det gī j (x 0 )dy. Then, (50) is actually 1, and the proof is complete.
Combining (44) and (45), we see the following theorem.
In the proof of the main theorem given in Section 7, we need an analog of Theorem 5.3 in the case where X is noncompact. Thus, in what follows, we assume that r = ∞ in the setting mentioned just before Theorem 5.3, that is, U ∼ = R n × B(r ′ ), and further assume that λ = λ(g) ∈ (0, ∞). Assume that Q = (p, T ′ ) ∈ U × (0, T ) is given. For j ∈ N, letf j : R → [0, 1] be a smooth cut-off function which is strictly decreasing on the interval [j, j + 1] satisfying
Then, by (39), f j ( • , t) satisfies (a) and (b) of (34) (with r = ∞) for each t. We denote Θ fj (h, Q, t) by Θ j (h, Q, t) simply, that is,
Theorem 5.9. It follows that
Proof. By a similar computation as in the proof of Theorem 5.3, we can see that
Then, if there exists C ′′ > 0 so that U ϕdµ(h) < C ′′ for all t ∈ [0, T ′ ), the second term on the right hand side of (52) is bounded from above by C ′ C ′′ /λ 2 =: C ′′′ . Hence, Θ j (h, Q, t) + C ′′′ (T ′ − t) is monotonically decreasing and its limit exists as t → T ′ . Moreover, puttinḡ
we can also prove that (53) 1 ≤ lim t→T ′Θ j (h, Q, t), whenever T ′ ∈ (0, T ), by the similar way as the proof of (51). The following corollary is used directly in the proof of main theorem given in Section 7. Put
We do not knot whether Θ ∞ (h, Q, t) is finite or not since the support of the integrand is noncompact for each t.
Proof. Integrate the both hand side of (52) on [a,
where the last inequality follows fromΘ j (h, Q, t) ≤Θ ∞ (h, Q, t) ≤ 1 and (53). For j ≥ 1, put
and if j = 0 we define a 0 by putting
Thus, by Lebesgue's dominated convergence theorem, the right hand side of (55) converges to 0. Moreover, also by Lebesgue's dominated convergence theorem, the left hand side of (55) converges to
Thus, we know that this value is zero and the proof is complete.
On self-shrinker
In this section, we give the definition of self-shrinker for line bundle mean curvature flows and prove that self-shrinkers have Liouville type properties.
We assume that X := R n × B(r ′ ). Then, by the inclusion X ∋ (x, y) → z = x + √ −1y, we admit the standard complex structure on X. Assume that a Kähler metric g on X is given and its coefficients are constants satisfying gī j = gj i . Then, (X, g) satisfies semi-flat condition globally on R n .
Definition 6.1. Assume a Hermitian metric h of the trivial line bundle over X = R n × B(r ′ ) satisfies graphical condition globally on R n . Let P := P 0 (h) be the position section of h centered at the origin. In addition, if h satisfies
we call h a self-similar solution with coefficient λ. Moreover if λ < 0 (resp. λ > 0) we call h a self-shrinker (resp. self-expander).
Proposition 6.2. Assume that h of the trivial line bundle over X = R n × B(r ′ ) satisfies graphical condition globally on R n . Then, h is a self-similar solution with coefficient λ if and only if
Proof. By (16), we have
By definition, we have
∂φ ∂x i . Thus, we have
By the definition of H, the equation (56) is equivalent to
One can easily show that the second equality implies the first equality, and the second equality is equivalent to
Moreover, one can easily see that
Then, by Hī = ∇īθ, we have
, and the proof is complete.
The following theorem can be considered as a kind of Liouville type theorem. In general, it claims that solutions of some PDE are special. Theorem 6.3. Assume that h = { h t } t∈R satisfies graphical condition for all time t ∈ R and the line bundle mean curvature flow equation on X = R n × B(r ′ ), that is, ∂ t φ = θ −θ for someθ ∈ R. Let P be the position section of h t centered at the origin. Furthermore, assume that each h t with t ∈ (−∞, 0) is a self-shimilar solution with coefficient t/2, that is, it satisfies
Proof. Fix i, j ∈ { 1, . . . , n }. Put φ( · , t) := − log h t . We remark that y-variable in the first component of φ can be omitted since h is graphical. By (58), we have
Since φ satisfies the line bundle mean curvature equation, we have ∂ ∂t ∂φ ∂x i = 2Hī. Then, combining (60) yields that ∂ ∂t
Taking one more derivative of the both hand side implies
n and put f x (t) := ψ( √ −tx, t) for all t ∈ (−∞, 0). Then, for t ∈ (−∞, 0),
where we used (62) at the last equality. This means that f x is constant on (−∞, 0). By the assumption, f x (t) is continuous up to t = 0. Thus, for any t ∈ (−∞, 0), we have
where y := x/ √ −t, and the right hand side does not depend on x and t. Thus, we have proved that φ(x, t) is a quadratic function with respect to x-variables for every t ∈ (−∞, 0] since φ(x, t) is smooth up to t = 0. This implies that the angle function θ of h t is constant on R n × B(r ′ ) since the angle function is determined by the second derivatives of φ. Then, by ∂ t φ = θ −θ, we see that φ is a constant with respect to t. By (57), we get for each t ∈ (−∞, 0)
and φ(0, t) = φ(0, 0) into the above PDE implies c i (t) = 0. Then, the proof is complete.
Remark 6.4. If h t satisfies (59), then the first term of the right hand side of (40) vanishes. This is similar to relations between self-shrinkers of mean curvature flows and Huisken's monotonicity formula [5] , or between shrinking Ricci solitons of Ricci flows and Perelman's W-entropy formula [10] .
ε-regularity theorem
In this section we give the precise definition of K 3,α -quantity and prove Theorem 1.4, the ε-regularity theorem.
As in the previous sections, let (X, g) be a Kähler manifold with dim C X = n and let π : L → X be a holomorphic line bundle. Let U ⊂ X be an open set and [a, b) be an semi-open interval. Put V := U × [a, b). In Subsection 1.3, we defined the parabolic distance from Q = (p, t) ∈ V to the boundary of V , denoted by dist g (Q, V ), see (4) . Moreover, to define the K 3,α -quantity, we need to use the parabolic distance between Q and
We fix a background Riemannian metricḡ on X and write B(
Then, for a pair of a smooth function f : V → R and a Kähler metric g on X, we define its parabolic partial
Remark 7.1. Actually, |(g, f )| 3,α is not a norm in the strict sense. Since it clearly depends on the metric g, the symbol g is included in |(g, f )| 3,α . We remark that ∇ is the Levi-Civita connection with respect to g and we measure norms of tensors and dist g (Q 1 , Q 2 ) by g, but B(Q) is always defined by the fixed background metric g. We also remark that |(g, f )| 3,α is almost the usual parabolic C 3,α -norm, however, |f |, |∇f | and
Following Definition 3.7, we define the λ-parabolic scaling of (g, f ) at
One can also prove that if 0 < λ ≤ 1 then
On the other hand, we have
Hence, by putting D t0 κ (p, t) := (p, κ(t − t 0 )), we have
Now, we can start the proof of Theorem 1.4, the ε-regularity theorem.
Proof of Theorem 1.4. If the statement is false, then for any sequences C i → ∞ and ε i → 0 there exists a sequences of holomorphic line bundle L i → X, line bundle mean curvature flows h i = { h i (t) } t∈[0,Ti) on X so that each h i (t) is a Hermitian metric of L i and a nonvanishing holomorphic section
We can further assume that, by putting
, and
We do the blow-up argument to get a contradiction. Put
where ⌊x⌋ is the biggest integer which does not exceed x. Thus, ν i is just the fractional part of (K 3,α ((g, φ i ),Q i )) 2 , and it's clear that 0 ≤ ν i < 1. By the definition of dist g (Q i , V i ) and the assumption which ensures that U ′ is bounded, we see that dist
Then, it is easy to see that
.
Define the rescaled triplets by 
This means that
Then, by (66), we have
Proof. It is easy to see that
Hence, it is enough to prove
But, this follows from an elementary inequality 
. By the first equality of (75) with
Combining (75), (76) and (73) 
. Dividing both hand side by dist gi (Q ′ , V ′ i ) and using (74) yield that
whenever the right hand side is positive. Combining (75), (76) and (73) also implies 1 2
Since 1 ≤ 1 + νĩ ki < 2 and k i → ∞ as i → ∞, we see that We remark thatφ i is locally biholomorphic andφ i (0, 0) =p i . y ∈ B(r ′ ) already. Assume that there exists β > 0 such that the following inequality holds for for all i:
Then, the left hand side tends to ∞ when i → ∞ by (79) and the right hand side is justk R < r and this is the desired conclusion. Thus, it is enough to prove (81).
To prove (81), fix a point x ′ ∈ ∂B(r) such that
Put p ′ := ϕ(x ′ , y i ) ∈ U and let β > 0 be a constant so that ϕ * i g ≤ β 2 g st on ϕ(B(r) × B(r ′ )), where g st := dx 2 + dy 2 Then, sincep i = ϕ(x i , y i ) and g i =k i g, we have
and the proof of this claim is complete.
Fix a radius 0 < R < ∞. Then, we know that, by Claim 7.3, there exists N ∈ N such thatφ i : B(R) × B(r ′ ) → U i is defined for all i ≥ N . Furthermore, by (79), we can also assume that (−R, 
Proof. Sincep i is in U and ϕ(B(r) × B(r ′ )) is compact and contained in U ′ = ϕ(B(4r) × B(r ′ )), there exists a pointp ∞ ∈ U ′ and a subsequence, we still denote it by i, such thatp i →p ∞ as i → ∞. Then, by the definition of G i , semi-flat assumption and the fact thatk i → ∞ by (71), the claim is proved. In addition, we see that Gk j = gk j (p ∞ ).
Proof. Fix a space-time point Q = ((x, y), s) ∈ W R . Put p :=φ i (x, y) and Q ′ := (p, s). Then, by (77), we see that
First, we have |s| ≤ R since s ∈ (−R, R). Next, it follows that
This is seen as follows. By the definition ofφ i , that is, (80), we have p =φ i (x, y) = ϕ(
x, y i +k −1/2 i y) and we also havep i = ϕ(x i , y i ). Then, by the same argument as (82), we get
Then, the proof is complete since x ∈ B(R) and y ∈ B(r ′ ). Then, by (78) and (71), we see that the right hand side of (84) converges to 2 uniformly when i → ∞. Especially, there exists M (R) ∈ N such that the right hand side of (84) is less than 2.5 for all i ≥ M (R). Then, by the definition of
This implies that |D
for simplicity. Then, we have g = 9g i and f (t) = 9k i φ i (T i +s/k i +t/(9k i )), where t is the variable of f (t) and s is fixed. Then, for example, we have
Next, we consider the set D
In particular, this set contains (p, 0) since
with respect to the Riemannian metric g = 9g i . Then, since 9g i and g i is uniformly equivalent and the value of f on a neighborhood of (p, 0) corresponds to the one of φ i on a neighborhood of (p, s), we can say that for each compact set B ⊂ V
for all i ≥ M (R). On the other hand, by the scaling invariance of the quantity |F | and the assumption |F (
∂x k ∂x ℓ ) kℓ |, adding this term to the left hand side of (85) implies that
Finally, since what we want to estimate is f i =φ * iφ i with respect to G i =φ * i g i , the same estimates hold by replacingφ i with f i and g i with G i . Then, the proof is complete. Claim 7.6. There exists a subsequence, we still denote it by i, such that functions w i converge to a smooth function w ∞ defined on (R n × B(r ′ )) × (−∞, ∞) in C ∞ -sense on each compact subset. Moreover, w ∞ (s) is independent of the second component of R n × B(r ′ ) for all s ∈ (−∞, ∞).
Proof. Let R i be a sequence such that R i → ∞ as i → ∞. First, we work on W R k = (B(R k ) × B(r ′ )) × (−R k , R k ) for fixed k. By the definition of the line bundle mean curvature flow, we have (87) ∂ ∂s (∂ jφi ) = H j (h i ) =η(i) pq ∇ pFqj (i) =η(i) pq ∇ p ∂q(∂ jφi ) = ∆η (i) (∂ jφi ), whereF (i) andη(i) are defined byh i and ∇ is the Levi-Civita connection of g i . Since f i and G i are the pull back ofφ i and g i byφ i , ∂ j w i also satisfies the same equation as (87). Then, by the following argument, we can get the higher derivatives of w i . Sincẽ η pq (i) is the combination of the second derivatives of w i , the first derivatives of the coefficients of ∆η (i) and its α-Hölder norm are uniformly bounded on each compact set by (86). Taking the derivatives of (87), then ∂ 2 w i satisfies the following equation:
where A * B is a term which can be written as linear combinations of some products of components of A and B. Since the last term of the above equation is uniformly bounded in C α by (86), by the Schauder estimate we see that |∂ 2 w i | C 2,α (WR k ) ≤ C ′ (R k ) for some C ′ (R k ) > 0. We can continue to do the bootstrap argument in this fashion and get all higher order bounds for w i . Thus, from the standard ArzelaAscoli theorem, we can get a subsequence which converges to a smooth function on W R k . Of course, this limit function inherits the graphical condition, that is, it does not depend on y. Finally, by using the usual diagonal argument with R i → ∞, we prove this claim. Claim 7.8. w ∞ is a quadratic function for all s ∈ R. More precisely, there exist A = (a ij ) ∈ Sym(n) such that w ∞ (x, s) = a ij x i x j .
Proof. Put X ∞ := R n × B(r ′ ) and H ∞ := e −w∞ . Then, H ∞ is a line bundle mean curvature flow of the trivial bundle C over X ∞ defined for all s ∈ R. By Claim 7.6, H ∞ is globally graphical on R n . Fix s ∈ (−∞, 0) and R > 0. We only consider all i bigger than N = N (R) appeared in Claim 7.3. Put t i :=T i + s/k i <T i . Then, by (78), we see that (dist gi ((p i , 0), V 2 . This means that we can use the assumption (69) for t = t i . Then, we haveΘ(h i ,Q i , t i ) ≤ 1 + ε i . By definition, we have where (q, T ′ , t) ∈ X × D, then h can be extended beyond T around p.
Proof. By the assumption, we know that there is an open neighborhood U ′′ of p and a ∈ (0, T ) such thatΘ (h, (q, T ′ ), t) ≤ 1 + ε for all q ∈ U ′′ , T ′ ∈ (a, T ) and t ∈ (a, T ′ ). Making U ′′ smaller if necessary so that a < T ′ − (dist g (Q, V )) for all Q = (q, T ′ ) ∈ U ′′ × (b, T ) for some b ∈ (a, T ), we can apply Theorem 1.4 (with truncating the time interval to [b, T )). Then, we know that
where φ := − log h(ē, e). Then, by the similar argument as in the proofs of Claim 7.5 and Claim 7.6, one can see that all derivatives of φ is bounded around p. Thus, the flow can be extended beyond T around p.
