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Abstract—The aim of this research was to build a classification 
model with an optimal accuracy to identify human sleep stages 
using Heart Rate Variability (HRV) features based on 
Electrocardiogram (ECG) signal. The proposed method is the 
combination of Extreme Learning Machine (ELM) and 
Particle Swarm Optimization (PSO) for feature selection and 
hidden node number determination. The combination of ELM 
and PSO produces mean of testing accuracy of 82.1%, 76.77%, 
71.52%, and 62.66% for 2, 3, 4, and 6 number of classes 
respectively. This paper also provides comparison to ELM and 
Support Vector Machine (SVM) methods whose testing 
accuracy is lower than the combination of ELM and PSO. 
Based on the results, can be concluded that the addition of 
PSO method is able to increase classification performance. 
Keywords-component; sleep stages; HRV; ECG 
I.  INTRODUCTION 
A good sleep quality is one of the most important activity 
of human being. It can be maintained by taking a sufficient 
amount of sleep according to the sleep requirement of each 
person and age. Based on the sleep survey of 1000 
participants conducted by National Sleep Foundation [1], 
13% of them had sleep less than needed on non-workdays. 
On workdays, the percentage of participants had sleep less 
than needed is 30%. This survey implies that there are still 
many poor sleep quality people, especially on workdays. 
A poor sleep quality effects are tiredness, anxious, loss of 
energy, fatigue, weariness, depression, sleep disorders, and 
death risk [2]. Sleep disorders such as sleep apnea, insomnia, 
and shift work sleep disorder can be minimized by doing 
some preventive actions. Sleep disorder preventive actions 
include early detection of sleep disorder and sleep quality 
monitoring which those actions can be conducted by firstly 
identify the sleep stages. Sleep stages of human consists of 
awake, Non-Rapid Eye Movement (NREM), and Rapid Eye 
Movement (REM). NREM itself consists of light sleep 
(which is divided again into stage 1 and stage 2) and deep 
sleep (which is divided again into stage 3 and stage 4). 
Sleep stage identification usually can be done by going to 
the sleep specialist. The patient should come to sleep in the 
provided room with the associated devices. Common devices 
used are Electroencephalographic (EEG) for measuring brain 
wave and Electrocardiogram (ECG) for measuring heart rate. 
Device used in this paper is ECG because the installation to 
the patient is more comfortable than EEG. Those devices 
give the polysomnographic database as the result. After 
recording, sleep specialist then identifies the sleep stage 
manually, thoroughly, and carefully of each data generated. 
However, this kind of work is very exhausting. It will be 
very helpful if the sleep stage can be identified automatically 
as the initial diagnosis. 
 
 
Figure 1.  ECG signal. 
Automatic sleep stage identification as initial diagnosis 
model is built up using machine learning technique. One of 
the most popular machine learning methods is neural 
network. Neural network is highly suitable for sleep stage 
analysis. Its fault tolerance is suitable in sleep research to 
overcome some undesirable events that blur the data [3]. 
Neural network is suitable in biomedical signal analysis 
because of its ability to learn complex and non-linear relation 
[4]. Despite of those advantages, neural network with 
backpropagation learning method is slow and can lead to 
local optima solution [5]. 
Extreme Learning Machine (ELM) comes to overcome 
the weakness of backpropagation neural network (BPNN). 
ELM is based on neural network concept which only have 
one input layer, one hidden layer, and one output layer. 
Previous research shows that ELM gives the best accuracy 
with processing time 1180 and 809 times faster than SVM 
and BPNN respectively [6]. ELM has a better generalization 
ability with faster processing time than BPNN. 
Another popular method is Support Vector Machine 
(SVM). Basic concept of SVM is to find an optimal 
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hyperplane that separates the data well based on the classes 
of each data. SVM is known as a reliable classification 
method and has many applications in signal processing [7]. 
Because of its popularity and well-known good performance, 
ELM is compared to SVM for identifying sleep stages. 
In ELM and SVM model building for sleep stage 
identification, the features of the raw data must be extracted. 
Heart Rate Variability (HRV) is the variation of heart rate 
occurrences that beating continuously. Based on those heart 
rate variation, features can be extracted. Some previous 
feature extraction techniques are time domain [8], 
geometrical [8], Poincare [9], and frequency domain [10]. 
When building the classification model, not all the 
features gives a good classification result, they can be 
redundant and not relevant for the model. Large number of 
features can also affect the processing time. Therefore, the 
features need to be selected to get the best features 
combination for the model. 
Particle Swarm Optimization (PSO) is selected to be the 
feature selection method and hidden node number 
determination for ELM. PSO gives a promising result for 
feature selection solution [11]. Compared to its rival, which 
is Genetic Algorithm (GA), PSO gives slightly performance 
result with faster performance [12]. 
The experiments will go as follows. Firstly, sleep stage 
classification is conducted using ELM method. Second, sleep 
stage classification using SVM is conducted. Third, ELM 
method is combined with PSO for feature selection and 
hidden node number determination. Those methods are 
compared together to get the best accuracy percentage which 
is the division of total number of correctly predicted samples 
by total number of samples. 
II. METHODS 
The steps include data collection of MIT-BIH 
Polysomnographic Database, data preprocessing to remove 
unused data, feature extraction based on HRV features, 
model building, and model evaluation. Methods used are 
SVM, ELM, and the combination of ELM and PSO. Those 
model performance is compared to each other. 
A. MIT-BIH Polysomnographic Database 
The data were retrieved from https://physionet.org [13] 
that consists of physiological signal recordings of human 
body when sleep. Those signal data are ECG, EEG, blood 
pressure, and respiration. The signal data used in this paper is 
only ECG signal that digitized with sampling frequency 250 
Hz and 12 bit/sample. There are 18 recording files with 16 
male recording subjects that were recorded when they slept. 
Subjects’ age ranging from 32 to 56 (mean age 43) and 
weight ranging from 89 to 152 kg (mean weight 119 kg). 
Before preprocessing, the data have 10274 samples which 
each sample is 30 seconds length. 
B. Data Preprocessing 
Each recording has two kinds of data, RR interval and 
annotation data. RR interval consists of the time difference 
between two consecutive R wave of ECG signal. Annotation 
data is the sleep stage labeled by sleep specialist for every 30 
seconds recording. 
In preprocessing step, some invalid data are removed. 
Then, the RR interval is synchronized with the associated 
annotation data. One annotation data can have many RR 
interval. Those set of RR interval of each annotation will be 
processed to the next step, feature extraction. 
C. Heart Rate Variability 
ECG is a device that has abilities to record and interpret 
electric impulse of the heart [14]. Based on the data recorded 
by ECG, it turns out that human heart rate occurrence timing 
is varies. Heart rate fluctuation is occurred because of the 
changes in sympathetic and parasympathetic nerves. Those 
variability can be used to extract the features. There are 18 
features used in this research. 
TABLE I.  FEATURE LIST 
No Feature Method Description 
1 AVNN 
Time 
Domain 
The average of all RR intervals 
𝐴𝑉𝑁𝑁 =  
1
𝑁
 𝑅𝑅𝑗
𝑁
𝑗=1
 
2 SDNN 
Time 
Domain 
The standard deviation of all RR 
intervals 
𝑆𝐷𝑁𝑁 =   
1
𝑁 − 1
  𝑅𝑅𝑗 − 𝑅𝑅     
2
𝑁
𝑗=1
 
3 RMSSD 
Time 
Domain 
The square root of the average of the 
sum of the squares of differences 
between adjacent RR intervals 
𝑅𝑀𝑆𝑆𝐷
=   
1
𝑁 − 1
  𝑅𝑅𝑗+1 − 𝑅𝑅𝑗  
2
𝑁−1
𝑗=1
 
4 SDSD 
Time 
Domain 
Standard deviation of differences 
between adjacent RR intervals 
5 NN50 
Time 
Domain 
The count of adjacent RR intervals 
differences that are more than 50 ms 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓  𝑅𝑅𝑗+1 − 𝑅𝑅𝑗  > 50 
6 pNN50 
Time 
Domain 
The division of NN50 by total of all 
RR intervals minus one times 100 
𝑝𝑁𝑁50 =  
𝑁𝑁50
𝑁 − 1
× 100 
7 
HRV 
Triangular 
Index 
Geometric
al 
The total number of RR intervals 
divided by the peak of histogram 
created from RR intervals data with 
7.8125 bin size 
8 SD1 Poincare 
The standard deviation of points 
perpendicular to the axis of line-of-
identity 
𝑆𝐷12 =
1
2
𝑆𝐷𝑆𝐷2  
9 SD2 Poincare 
The standard deviation of points along 
the axis of line-of-identity 
𝑆𝐷22 = 2𝑆𝐷𝑁𝑁2 −
1
2
𝑆𝐷𝑆𝐷2 
10 
SD1SD2 
Ratio 
Poincare 
Ratio of SD1 and SD2 
𝑆𝐷1 𝑆𝐷2 𝑅𝑎𝑡𝑖𝑜 =
𝑆𝐷1
𝑆𝐷2
 
11 S Poincare 
Area of ellipse 
𝑆 = 𝜋 × SD1 × SD2 
12 TP 
Frequency 
Domain 
Total power 
13 VLF 
Frequency 
Domain 
Total power of 0 to 0.04 Hz 
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No Feature Method Description 
14 LF 
Frequency 
Domain 
Total power of 0.04 to 0.15 Hz 
15 HF 
Frequency 
Domain 
Total power of 0.15 to 0.4 Hz 
16 
LFHF 
Ratio 
Frequency 
Domain 
Ratio of LF and HF 
17 LFnorm 
Frequency 
Domain 
Normalized LF 
𝐿𝐹𝑛𝑜𝑟𝑚 =
𝐿𝐹
𝑇𝑃 − 𝑉𝐿𝐹
 
18 HFnorm 
Frequency 
Domain 
Normalized HF 
𝐻𝐹𝑛𝑜𝑟𝑚 =
𝐻𝐹
𝑇𝑃 − 𝑉𝐿𝐹
 
D. Extreme Learning Machine 
Extreme Learning Machine (ELM) has some advantages, 
fast processing time, better generalization than BPNN, and 
easy to implement [5]. ELM is based on neural network 
architecture that only have one input layer, one hidden layer, 
and one output layer. Output of ELM can be obtained by (1). 
 𝛽𝑗𝑔𝑗  𝑥𝑖 
𝑁 
𝑗=1
=  𝛽𝑗𝑔 𝑤𝑗 ∙ 𝑥𝑖 + 𝑏𝑗  
𝑁 
𝑗=1
= 𝑜𝑖 , 𝑖 = 1, … , 𝑁 (1) 
N training samples represented by  𝑥𝑖 , 𝑡𝑖 , where 
𝑥𝑖 = [𝑥𝑖1 , 𝑥𝑖2 , … , 𝑥𝑖𝑛 ]
𝑇  (𝑛  is the number of features) and 
𝑡𝑖 = [𝑡𝑖1 , 𝑡𝑖2, … , 𝑡𝑖𝑚 ]
𝑇  (𝑚 is the number of classes). 𝑁 is the 
total hidden nodes obtained randomly and 𝑁 ≤ 𝑁 [5]. 𝛽𝑗  is 
weight that connects j-th hidden node to output layer and 
𝑔(𝑥) is the activation function. 𝑏𝑗  is bias and 𝑤𝑗  is weight 
from input layer to hidden layer, both is obtained randomly. 
Zero error can be achieved by (2) where 𝐻 is the hidden 
layer output with size 𝑁 × 𝑁 . 𝐻, 𝛽, and 𝑇 are defined in (3), 
(4), and (5) respectively. According to (2), value of 𝛽 can be 
calculated by (6) where 𝐻−1 is invers of matrix 𝐻. 
𝐻𝛽 = 𝑇 (2) 
𝐻(𝑤1,… , 𝑤𝑁 ,𝑏1 ,… , 𝑏𝑁 ,𝑥1 ,… ,𝑥𝑁)
=  
𝑔(𝑤1 ∙ 𝑥1 + 𝑏1) ⋯ 𝑔(𝑤𝑁 ∙ 𝑥1 + 𝑏𝑁 )
⋮ ⋯ ⋮
𝑔(𝑤1 ∙ 𝑥𝑁 + 𝑏1) ⋯ 𝑔(𝑤𝑁 ∙ 𝑥𝑁 + 𝑏𝑁 )
 
𝑁×𝑁 
 (3) 
𝛽 =  
𝛽1
𝑇
⋮
𝛽𝑁 
𝑇
 
𝑁 ×𝑚
 (4) 
𝑇 =  
𝑡1
𝑇
⋮
𝑡𝑁
𝑇
 
𝑁×𝑚
 (5) 
𝛽 = 𝐻−1𝑇 (6) 
Here are the detail steps of ELM: 
1) Randomly initialize input weight, bias, and number of 
hidden nodes 
2) Calculate hidden layer output (matrix H) 
3) Calculate hidden to output layer weight by (6) 
4) Calculate output of classification 
E. Support Vector Machine 
Support Vector Machine (SVM) can be used for 
classification and regression. Base concept of SVM is 
finding an optimal decision boundary that separates the data. 
The best decision boundary is the decision boundary with the 
largest margin. Margin is the gap between the nearest data to 
the decision boundary. The separating hyperplane is defined 
by (7) and can be solved as a quadratic optimization problem 
that minimize (8) subject to (9) [3]. 𝑥𝑖  is the i-th sample, 𝑤    is 
normal plane, and 𝑏 is the relative position to the coordinate 
center. This approach is used for linearly separable data. 
𝑤   ∙ 𝑥𝑖 + 𝑏 = 0 (7) 
1
2
 𝑤    2 (8) 
𝑤   ∙ 𝑥𝑖 + 𝑏 ≤ −1 (9) 
For non-linearly separable data, new variables are 
introduced. 𝜉𝑖  is the gap and 𝐶  is the tradeoff value of 
misclassified sample. When the data is correctly classified 𝜉𝑖  
is 0, otherwise it is the distance. So, the problem is 
minimizing (10) subject to (11) and (12). 
1
2
 𝑤    2 + 𝐶   𝜉𝑖
𝑁
𝑖=1
  (10) 
𝑦𝑖   𝑤   ∙ 𝑥𝑖 + 𝑏 ≥ 1 −  𝜉𝑖  (11) 
𝜉𝑖 ≥ 0 (12) 
In real world application, most problems are non-linearly 
separable data. For that kind of data, SVM introduces kernel 
trick method. Kernel trick maps the data from input space 
into feature space with higher dimension, so the data can be 
separated linearly. Kernels used in SVM is linear kernel in 
(13) and Radial Basis Function (RBF) kernel in (14). 
𝐾 𝑥𝑖 ,𝑥𝑗  =  𝑥𝑖
𝑇𝑥𝑗  (13) 
𝐾 𝑥𝑖 ,𝑥𝑗  = exp  −𝛾 𝑥𝑖 − 𝑥𝑗  
2
 ,    𝛾 > 0 (14) 
F. Particle Swarm Optimization 
Particle Swarm Optimization (PSO) represents the 
analogy of social interaction that work together to achieve 
the objective. This algorithm is inspired by a bird swarm that 
move together, spread out of the group, and back again to the 
group [15]. Each bird position is represented as a particle and 
has a fitness value to be optimized. The best particle with the 
best fitness value is called g-best and the best fitness value of 
each particle is called p-best. Every particle has velocity that 
determines how much the particle should move to the next 
position. Here is the PSO algorithm [16]: 
1) Randomly initialize particle population and velocity 
2) Starts a new iteration 
3) Evaluates the fitness function of all particles 
4) Determine p-best of each particle. Update p-best if it 
is better than before 
5) Determine g-best 
6) Update velocity of each particle by (15) 
𝑉𝑖𝑑
𝑡+1 = 𝑊𝑉𝑖𝑑
𝑡 + 𝑐1 ∙ 𝑟1 ∙  𝑝𝑏𝑒𝑠𝑡𝑖𝑑
𝑡 − 𝑥𝑖𝑑
𝑡  + 𝑐2 ∙ 𝑟2 ∙  𝑝𝑔𝑑
𝑡 − 𝑥𝑖𝑑
𝑡   (15) 
Where 𝑉𝑖𝑑
𝑡  is i-th particle velocity of t-th iteration, and d-
th variable. W is inertia weight [17]. 𝑐1  is the tendency of 
each particle to follow its p-best. 𝑟1 and 𝑟2 is random factor of 
0 to 1. 𝑝𝑏𝑒𝑠𝑡𝑖𝑑
𝑡  is the best position of i-th particle. 𝑥𝑖𝑑
𝑡  is the i-th 
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particle position. 𝑐2 is the tendency of each particle to follow 
its g-best. 𝑝𝑔𝑑
𝑡  is the g-best. 
7) Update each particle position by (16) 
𝑥𝑖𝑑
𝑡+1 = 𝑥𝑖𝑑
𝑡 + 𝑣𝑖𝑑
𝑡+1 (16) 
8) If the termination conditions are satisfied, stop the 
iteration. If it is not, repeat the process in point 3. 
G. Particle Swarm Optimization 
ELM and PSO are combined for feature selection and 
hidden node number determination. Each particle is 
represented in binary that contain of two parts, feature mask 
and hidden node number [17]. 
TABLE II.  ELM AND PSO PARTICLE REPRESENTATION 
Feature Mask Total Hidden Nodes 
𝑝𝑖
1 …𝑝𝑖
𝑘 … 𝑝𝑖
𝑛  𝑝𝑖
1 …𝑝𝑖
𝑖 … 𝑝𝑖
𝑛𝑐  
Feature mask part represents the selected feature where 𝑛 
is total all features to be selected. “1” means that the feature 
is selected and otherwise is “0”. For example, the feature 
binary of “101011” tells that there are total 6 features and the 
selected features are feature 1, 3, 5, and 6. 
Total hidden nodes part represents the number of hidden 
nodes in binary where 𝑛𝑐  is the total bit needed to represent 
the maximum number of hidden nodes. For example, the 
total hidden nodes of binary “00111” means that the number 
of hidden nodes used by the particle is 7. 
In fitness function definition, the accuracy of ELM and 
total selected features is used to evaluate the model. The 
formula can be seen in (17) where 𝑊𝐴  and 𝑊𝐹  is weight 
factor to indicate the importance of high accuracy and less 
total of selected features. 𝑛𝑓  is total number of features and 
𝑓𝑗  is j-th bit of feature mask. In the combination, ELM is 
used for evaluating the accuracy of the particle. 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖 = 𝑊𝐴 × 𝑎𝑐𝑐𝑖 + 𝑊𝐹 ×  1 −
  𝑓𝑗
𝑛𝑓
𝑗=1
 
𝑛𝑓
  (17) 
III. RESULT AND DISCUSSION 
The data is classified into 2, 3, 4, and 6 number of classes 
classification which each class members are (1) awake and 
sleep, (2) awake, NREM, and REM, (3) awake, deep sleep, 
light sleep, and REM, (4) awake, stage 1, stage 2, stage 3, 
stage 4, and REM. For data validation, the method used is 
split validation with 70% training data and 30% for testing. 
The data is retrieved for each class proportionally. 
A. Preprocessing Result 
In preprocessing step, some data that have no annotation, 
incomplete RR interval, or non-relevant annotation were 
removed. There are 120 or about 1.17% data removed. Based 
on those remaining data, the next step is synchronizing RR 
interval and annotation data, feature extraction, and data 
normalization. 
B. Extreme Learning Machine Result 
The ELM method is conducted for 25 experiments which 
each experiment consists of 100 ELM iteration. Full features 
training without feature selection is executed. The mean of 
training accuracy for 2, 3, 4, and 6 classes are 92.85%, 
86.97%, 83.02%, and 74.86% respectively. The mean of 
testing accuracy for 2, 3, 4, and 6 classes are 78.12%, 72.2%, 
66.83%, and 57.62%. Based on the result, the testing and 
training accuracy differences are not small. The differences 
are 14.73%, 14.77%, 16.19%, and 17.24% for 2, 3, 4, and 6 
classes. This can lead to overfitting. 
 
 
Figure 2.  ELM testing accuracy result. 
C. Support Vector Machine Result 
The SVM method is conducted as full features without 
feature selection. The kernel used is Radial Basis Function 
(RBF) kernel. The mean of training accuracy for 2, 3, 4, and 
6 classes of this method are 85.93%, 81.8%, 77.25%, and 
68.72%. The mean of testing accuracy for 2, 3, 4, and 6 
classes are 72.2%, 66.94%, 62.52%, and 51.66%. Based on 
the result, same as ELM method, the difference between 
testing and training accuracy is not small. The differences are 
13.73%, 14.86%, 14.73%, and 17.06% for 2, 3, 4, and 6 
classes respectively. This result also leads to overfitting. 
 
 
Figure 3.  SVM testing accuracy result. 
D. The Combination of ELM and PSO Result 
Based on the previous method, testing and training 
accuracy differences of ELM and SVM can lead to 
overfitting. To overcome this, the combination of ELM and 
PSO is proposed. 25 experiments were conducted which 
each experiment consists of 100 PSO iteration. PSO 
parameters used are 20 particles, c1 and c2 values are 1.2, 
WA and WF are 0.95 and 0.05, and W is 0.6. Those 
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combination can overcome the big differences between the 
testing and training accuracy. ELM and PSO gives mean of 
testing accuracy for 2, 3, 4, and 6 classes of 82.1%, 76.77%, 
71.52%, and 62.66%. The mean of training accuracy for 2, 3, 
4, and 6 classes are 84.9%, 77.97%, 72.73%, and 69.09%. 
The differences are quite small for 2, 3, 4, and 6 classes, 
which are 2.8%, 1.2%, 1.21%, and 6.43%. 
 
 
Figure 4.  ELM and PSO combination testing accuracy. 
E. Methods Comparison 
 
Figure 5.  Methods comparison. 
Testing accuracy of three methods are compared to get 
the best performed method in term of generalization ability 
to the new data. The comparison of testing accuracy is 
presented in Fig 5. The combination of ELM and PSO gives 
the best accuracy among other methods. PSO can increase 
the accuracy of ELM by 3.98%, 4.57%, 4.69%, and 5.04% 
for 2, 3, 4, and 6 number of classes. 
IV. CONCLUSION 
In this paper, the classifier models are built up based on 
ECG signal and HRV features using time domain, 
geometrical, Poincare, and frequency domain technique. The 
methods used as classifiers are ELM, SVM, and the 
combination of ELM and PSO. Each model is built for 2, 3, 
4, and 6 number of classes and evaluated using mean of 
accuracy of each subject. 
The result shows that the combination of ELM and PSO 
gives the highest mean accuracy among other methods. The 
best second method is ELM and followed by SVM. It also 
turns out that PSO addition can give the higher accuracy to 
single ELM and SVM method. PSO is also able to reduce the 
probability of model overfitting. 
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