Let K * 3,t denote the graph obtained from K 3,t by adding all edges between the three vertices of degree t in it. We prove that for each t ≥ 6300 and n ≥ t + 3, each n-vertex graph G with e(G) > 1 2 (t + 3)(n − 2) + 1 has a K * 3,t -minor. The bound is sharp in the sense that for every t, there are infinitely many graphs G with e(G) = 1 2 (t + 3)(|V (G)| − 2) + 1 that have no K 3,t -minor. The result confirms a partial case of the conjecture by Woodall and Seymour that every (s + t)-chromatic graph has a K s,t -minor.
Introduction
Graphs in this paper are undirected simple graphs. For a graph G, V (G) is the set of its vertices, E(G) is the set of its edges, e(G) = |E(G)|, and G is the complement of G. By G[X ] we denote the subgraph of G induced by the vertex set X . By e G (X, Y ) we denote the number of edges connecting disjoint sets X and Y . We let N G (v) denote the set of neighbors of v in G and N G [v A famous open problem concerning graph minors is the Hadwiger Conjecture. They determined [12, 9] D(H) for almost every H, showing, in particular, that for almost all H, the extremal graphs not containing H are quasi-random (built deterministically from randomly generated subcomponents). However, their methods work well only for dense graphs, i.e. for graphs H with average degree comparable with |V (H)|. 
where n = |V (M(r, s, t))| = rt + s − 1. He proved the following. 
Theorem 1 ([11]). Let t > 10
Then G has a K 2,t -minor.
The graphs M(r, 2, t) witness that this bound is sharp when |V (G)| ≡ 1(mod t).
In connection with Conjecture 2, recently, Chudnovsky et al. [1] proved that Theorem 1 in fact holds for all t. They used this result to prove that Conjecture 2 holds for s = 2 and each t.
Myers conjectured that a similar, more general statement is true for K s,t -minors. possible edges into the s-vertex partite set. Myers noted that the average degree that forces G to contain a K s,t -minor also likely forces a K *
Conjecture 3. Let s be a positive integer. Then there exists a constant C (s) such that, for all positive integers t, if G has average degree at least C (s) · t, then G has a K s,t -minor.

s,t -minor, that is, D(K s,t ) = D(K *
,t ) when s is fixed and t is large.
Myers' Conjecture was proved independently in [5, 6] using different methods. Kühn and Osthus [6] showed the following.
Theorem 2 ([6]).
For every > 0 and every positive integer s, there exists a number t 0 = t 0 (s, ) such that for all t ≥ t 0 , every graph of average degree at least (1 + )t contains K * s,t as a minor. In [5] , the following fact was proved.
Theorem 3. Let s and t be positive integers with t > (240s log 2 s)
8s log 2 s+1 . (t + 3)(n − 2) + 1.
Let G be a graph such that e(G) ≥
Then G has a K * 3,t -minor.
The graphs M(r, 3, t) demonstrate the sharpness of Theorem 4 for the existence of minors for both K * 3,t and K 3,t .
Remark. If t ≥ 6300 and for some n ≥ 3, an n-vertex graph G satisfies (2) , then adding a new vertex x adjacent to all vertices of G creates a graph G with n = n + 1 vertices that satisfies the conditions of Theorem 4. By this theorem, G has a K * 3,t -minor, and hence G = G − x has a K * 2,t -minor. This implies Theorem 1 and the corresponding result of Chudnovsky et al. [1] , restricted to t ≥ 6300, in a slightly stronger form, namely, with the K * 2,t -minor in place of the K 2,t -minor.
Seymour showed that Theorem 4 implies the validity of Conjecture 2 for s = 3 and t ≥ 6300. With his kind permission, we present this proof here. 
Corollary 5 (Seymour
contains some non-adjacent vertices x and y.
Let G be obtained from G by contracting the edges vx and vy. Since G is a minor of G, it does not have a K * 3,t -minor.
Therefore, by the minimality of G, G is (t + 2)-colorable. Let f be a proper (t + 2)-coloring of G . It naturally yields a proper (t + 2)-coloring f of G − v in which f (x) = f (y). But then one of the t + 2 colors is not used on N(v), and we can use this color to color v, a contradiction to the definition of G.
We also show that Theorem 4 cannot be extended to s ≥ 6. Namely, we prove the following two results. The proof of our main theorem elaborates and refines the ideas of [5] and uses discharging to handle the most difficult case: the case of n = t + 5.
The structure of the paper is the following. In the next section we prove Theorems 6 and 7. The subsequent five sections are devoted to the proof of Theorem 4. In Section 3 we cite and prove several auxiliary statements. In Sections 4-7, we consider several cases depending on how large the number n 0 of vertices of a minimum counter-example to our statement is. In Section 4, we set up the proof and handle the case n 0 ≤ 1.1t , n 0 = t + 5. In Sections 5 and 6 we consider the case n 0 > 1.1t. The singular case n 0 = t + 5 is postponed to the last section. We conclude the paper with a couple of comments.
A lower bound for s ≥ 6
For this section, it will be convenient to use the following definition of a K s,t -minor of G. We say that G has a K s,t -minor if there are a set V 0 ∈ V (G) and a function f :
We will need the following old result of Sauer [13] : 
So, 3u ≤ u + 5 and u ≤ 2. It follows that s ≤ u + 3 ≤ 5. This contradiction implies (4).
Let G = H . Suppose that G has a K s,t -minor. Let S ⊆ V (G) be the set of vertices in the pre-image of the smaller partite set of this minor, and let S ⊆ S be the vertices that are not deleted or contracted with a neighbor to get the minor. By (4) with U = S , there must be at least seven vertices with a non-neighbor in S , and at least one of these vertices x is the entire pre-image of a vertex of the larger partite set in the minor. This contradicts the fact that every vertex of S is adjacent to x. Therefore G has no K s,t -minor.
Since ∆(H ) = 4 and at least n 3 s vertices of H have degree 3,
Now we are ready to prove Theorem 6
Proof. Consider G(s, t) and H (s, t) from the proof of Lemma 9. Since ∆(H (s, t)) = 4 and s + t + 3 > 5s, H (s, t) has an independent set I of size s − 1. Then I induces an (s
by arranging them so that each two copies share the set I and nothing else. This is an analog of M(r, s, t); only the bricks are different. By construction,
Since for s ≥ 6 and t > (2s)
we get by (6) and (5) 
. Fig. 2 . Lemma 10. Suppose that G (r, s, t) has a K s,t -minor with partite sets X s and X t and f : (V (G)
is the corresponding function. Since |I| < s, the pre-image of some vertex in X s avoids I and is contained in some copy C 1 of G(s, t). Then the pre-image of each vertex in X t has a vertex in C 1 and hence at least t − s + 1 pre-images of vertices in X t are contained in C 1 − I. It follows that the pre-image of each vertex of our K s,t has a vertex in C 1 . Since these pre-images induce connected subgraphs of G (r, s, t), each of the pre-images that is not completely in
For the same reason, if the pre-images of some two vertices of K s,t are connected by an edge in G (r, s, t), then their intersections with V (C 1 ) are also connected by an edge. It follows that C 1 also has a K s,t -minor, a contradiction to Lemma 9.
Thus, for every n of the form n = (s − 1) + r(t + 4), the graph G(n, s, t) = G (r, s, t) satisfies the statement of the theorem. Note that the difference between e(G(n, s, t)) and the right-hand side of (1) is linear in n. 
Lemmas on connectivity and domination
If H is a graph and 
from the rest of the graph (see Fig. 2 ), and H 1 − S 1 is properly contained in X , contradicting the minimality of X . Therefore
. By the definition of S, y has some neighbor x ∈ X . Since xy belongs to at least 3k/2 triangles, y is adjacent to at least 3k/2 + 1 vertices in X ∪ S. Since |S| ≤ k and y ∈ S, y has at least k/2 + 2 neighbors in X . It follows that y has a neighbor in X − D, a contradiction to
Let U 1 , U 2 , and U 3 be disjoint sets of vertices in a graph G. Then a path P is a (U 1 , U 2 )-path if one end of P is in U 1 and the other is in U 2 . Similarly P is a strict ((U 1 , U 2 ) − U 3 )-path if one end of P is in U 1 , the other is in U 2 and no internal vertex of P is in U 1 ∪ U 2 ∪ U 3 . Furthermore, a pair (P 1 , P 2 ) of paths is (U 1 , U 2 , U 3 )-connecting if for some i ∈ {1, 2, 3}, one of the paths is a strict ((U i , U i+1 ) − U i+2 )-path and the other is a strict ((U i−1 , U i ) − U i+1 )-path (indices sum modulo 3). Note that the paths in a (U 1 , U 2 , U 3 )-connecting pair may share an end (in the set U i ) and also internal vertices (outside of
Lemma 11. Let G be a graph and let U 1 , U 2 , and U 3 be disjoint sets of vertices in G. If G contains a U 1 , U 2 -path P 1 and a U 1 ,
Proof. For i = 1, 2, let P i be a shortest subpath of P i that starts at U 1 and finishes at U 1+i . If neither of the P i intersects U 4−i , then the pair (P 1 , P 2 ) is (U 1 , U 2 , U 3 )-connecting. Suppose that P 1 meets U 3 . Let Q 1 be the subpath of P 1 from U 1 to the first vertex in U 3 ∩ V (P 1 ) and Q 2 be the subpath of P 1 from the last vertex in
Lemma 12.
Let G be an n-vertex connected graph with minimum degree k ≥ 1. Then:
(a) G contains a totally dominating set T with |T | ≤ log n/(n−k) n + 1; and (b) G contains a connected totally dominating set T with |T | ≤ 2 log n/(n−k) n.
The total number of neighbors of vertices in A counted with multiplicities is at least k|A|. Hence there exists v A ∈ V (G) that is adjacent to at least k|A|/n vertices in A.
(7)
Consider the sequence
. By (7), for every i ≥ 1,
and so After at most m − 1 iterations, we obtain a connected totally dominating set T . By construction,
Applying Lemma 12 s times, we have the following corollary.
Lemma 13. Let s, k, and n be positive integers. Suppose n
Schönheim [14] , Mills [8] and others, for m ≥ k ≥ l, studied the minimum number C (m, k, ) of k-element subsets of an m-element set S that cover all -tuples of elements of S. We will use the following bounds on C (m, k, ) due to Schönheim and Mills.
Erdős et al. [2] proved a result whose partial case is the following.
and H is an n-vertex graph with maximum degree k and diameter 2, then e(H) ≥ 4n − 2k − 11. In particular, if k ≤ 0.5n + α and α ≥ 0, then e(H) ≥ 3n − 11 − 2α.
Preliminaries and graphs of small order
We will prove Theorem 4 by contradiction. Suppose that the theorem is false. Then there exists a counter-example G 0 which is minimum with respect to |V (G)| + |E(G)|. Suppose that n 0 = |V (G 0 )|. Our starting point is the following lemma concerning properties of such minimum counter-examples.
Lemma 16. Let t ≥ 3. Let G 0 be a graph minimum with respect to |V
and G 0 has no K * 3,t -minor. Then:
Proof. Since no n-vertex graph can have more than n 2 edges, (3) yields
It follows that at least three vertices have degree n 0 − 1, i.e., are all-adjacent ones in G 0 . So, G 0 contains K *
3,t . This proves (p0).
Property (p1) holds by (3) and the minimality of G 0 . If an edge e of G 0 belongs to at most (t + 1)/2 triangles, then after contracting e we obtain from G 0 a graph G 0 with one vertex fewer and no more than 1 + (t + 1)/2 = (t + 3)/2 fewer edges. So if G 0 satisfies (3), then G 0 also satisfies (3) and by (p0) has at least t + 4 − 1 vertices. This contradicts the minimality of G 0 . So, (p2) holds, and (p3) follows from (p2). 
Let us prove (p4). Suppose otherwise. Then there is
a contradiction to (3). 
since either we count edge xy twice or have added extra edges. Therefore,
In the course of our proof, we will increase the lower bound on n 0 . For small n 0 , the complement of G 0 has far fewer edges than G 0 and it is easier to understand its structure. Let H 0 = G 0 . Then phrasing (p1) and (p3) in terms of H 0 , we get the following. The next statement has quite a long proof which we postpone to the last section. 
Proof.
For n ≥ t + 6 ≥ 168, (n + 3)/2 < (5n − 3)/9 and 17n/6 − 2 ≤ 3n − 11 − 2(3/2), so by Lemma 15, G has two vertices x 1 and x 2 at distance at least 3. Note that X = {x 1 , x 2 } is a connected dominating set in G.
Again, for n ≥ 168, (n + 3)/2 = (n 1 + 5)/2 < (5n 1 − 3)/9 and 17n/6 − 2 ≤ 3n 1 − 11 − 2(5/2), so by Lemma 15, G 1 has two vertices y 1 and y 2 at distance at least 3. Again, Y = {y 1 , y 2 } is a connected dominating set in G 1 . Let
and 17n/6 − 2 ≤ 3n 2 − 11 − 2(7/2), so by Lemma 15, G 2 has two vertices z 1 and z 2 at distance at least 3. Contracting in G edges
Here is another fact in a similar spirit. 
Proof. The total number of pairs of distinct vertices at distance at most 2 in H is at most e(H) plus the number of paths of length 2 in H. Denoting this value by F (H), we have
Under the conditions of the lemma, the maximum of the last sum is attained when two vertices have degree 0 and all other vertices apart from at most one have degree either k +n/2 or k.
In this situation, the sum of the squares of the degrees of the vertices with degree greater than k is at most 3(k + n/2) 2 . Thus,
It follows that H has at least Proof. Let G satisfy the conditions of the lemma. Order the vertices z 1 ) of vertices such that no vertex in G is adjacent to all of x 1 , y 1 and z 1 . This means that {x 1 , y 1 , z 1 } is a connected dominating set in G. Similarly, each of the neighbors of x 2 has at most ∆(G) 
If H 0 has two vertices, v 1 and v 2 , of degree at least 3(n 0 − 15)/7, then H 0 − v 1 − v 2 has less than 4.5n 0 − 10 − 6(n 0 − 15)/7 + 1 < 3.75(n 0 − 2) − 6 edges and satisfies the conditions of Lemma 22 with n 0 − 2 in place of n 0 . So, in this case by Lemma 22, G 0 − v 1 − v 2 has a K * 3,t -minor. Thus, we may assume that for some
has no common neighbor in N 2 , and some pair {y 3 , 
Thus, since |N 1 | ≤ 10 and 
Now we repeat the second part of the proof of Case 6 with quadruples in place of triples and 5-tuples in place of quadruples. We will find a K * 
It will be easier to prove a slightly stronger inequality
we will estimate |Q i,j |.
By the choice of v 1 , v 2 , and v 3 , Thus if (11) holds for a pair (i, j) and |Q i,j | ≥ 3, then by (14) , 
and hence Q i 0 +1,j = ∅. Thus in all cases (12) holds.
By (11) and (14), if Q i,j = ∅, then
Hence Q k+1,j = ∅ for each j ∈ {1, 2, 3} and so our algorithm constructs by the end of Step k disjoint connected dominating sets D 1 , D 2 , and D 3 . In particular, this means that G 0 has a K * 3,n 0 −3(k+1) -minor.
It is left to show that 3(k
it is enough to show that for integer x ≥ 20, log 5/3 x ≤ x/3 , which is true. For example, log 5/3 20 < 5.87. 
Graphs with a dense subgraph of moderate order
Hence by this lemma, U contains s disjoint subsets A 1 , . . . , A s such that, for
Contracting each of A 1 , . . . , A s into a vertex, we find a K * s,u−2s log u/(u−k) u -minor of G. We want to prove that u − 2s log u/(u−k) u ≥ t, i.e. that for 0.4t
For this we show first that f u (u, k) ≥ 0 when 0.4t ≤ k < t and u ≥ t. Indeed, 
This finishes Case 1.
Case 2:
ln t, then we simply repeat the proof of Case 1 for H 1 . The only difference would be the lower bound on δ(G ), but the new bound is sufficient for the argument. Suppose that u 2 ≤ u 1 ≤ t + 6(s − 1) ln t. Since G is 2s-connected, there are s pairwise disjoint paths P 1 , . . . , P s connecting V (H 1 ) with V (H 2 ). We may assume that for i = 1, . . . , s and
So each of H j satisfies the conditions of Lemma 13 with k = 0.4t + 3(s − 1) ln t and n j = u j = u j − s. Hence H 2 ) contains disjoint subsets A 1,1 , A 2,1 , . . . , A s,2 such that for every i = 1, . . . , s and j = 1, 2, ( 
|A i,j | ≤ 4s log 5/3 t + 6(s − 1) ln t < 4s · 2 ln t + 6(s − 1) ln t < 8.5s ln t. vertices y 1,j , . . . , y s,j so that x i,j y i,j ∈ E(G ) for i = 1, . . . , s. We can do this because each x i,j has at least 0.4t + 26(s − 1) ln t neighbors in H j . For i = 1, . . . , s, let B i = A i,1 ∪ A i,2 ∪ V (P i ) ∪ {y i,1 , y i,2 }. By the  dominating properties of A i,j , y i,j has a neighbor in A i,j . Hence each of B 1 , . . . , B s induces a connected 
Under the assumptions of the case, by (19),
So, if |U| ≥ t + 18s ln t, then the case is proved. Suppose |U| < t + 18s ln t. Then u 1 < |U| − δ(G ) ≤ t + 18s ln t − (2t/5 + 36(s − 1) ln t) ≤ 0.6t and u 2 ≤ u 1 . So, repeating the above argument, instead of (19), we get
|A i,j | ≤ 4s log 3 0.6t < 4s(ln t + ln 0.6) < 4s ln t − 2s.
As in Case 2, u 1 ≤ t +6s ln t. Moreover, u 2 ≤ (|U|−20(s−1) ln t −u 3 )/2 ≤ 0.8t and u 3 ≤ (|U|−20(s−1) ln t)/3 ≤ 2t/3. So, each of H j (j = 1, 2, 3) satisfies the conditions of Lemma 13 with
, so for t ≥ 500 we have
By the definition of (U 1 , U 2 , U 3 )-connecting pairs, for j = 1, 2, 3 and 
Furthermore, by (21), 
This finishes the proof of the lemma.
The final argument
We are now ready to prove Theorem 4. Recall that G 0 is our smallest counter-example to the theorem.
Case 1: G 0 is 6-connected. Since every vertex not in V sm has degree at least 2t + 20 ln t, by (p1),
and hence by (22),
Thus if n 0 ≥ t + 38 ln t, then we apply Lemma 25 for s = 3 to G 0 and U = V (G 0 ). If n 0 < t + 38 ln t, then, since t ≥ 6300, n 0 < t + 0.1t, and by Lemma 24, the theorem holds for G 0 . Case 2: G 0 is not 6-connected. Let X be a separating set in G 0 with |X| ≤ 5. Let V 1 and V 2 be vertex sets of some two connected components of G 0 − X . By definition, each of V 1 and V 2 is 5-separable, and hence 9-separable. For j = 1, 2, let W j be an inclusion-minimal 9-separable subset of V j , let S j = N(W j ) − W j , and let
. By (p2), for j = 1, 2, δ(G j ) > t/2 and by Lemma 10 for k = 9, graph G j is 6-connected. 
Since |S 1 | ≤ 9, this and (22) yield for t > 2000
Hence |W 1 | + |S 1 | < 2t, a contradiction to (25). This proves Case 2.1.
Case 2.2:
On the other hand, by the minimality
and hence |W j | ≥ t − 14. Thus, if at most two vertices of G j have degree greater than t − 12, then
≤ (t − 10)|W j | + 16 + 7(t − 12). It follows that 13|W j | ≤ 7(t − 12) + 16, a contradiction to |W j | ≥ t − 14. So, G j contains some three vertices v 1,j , v 2,j and v 3,j of degree at least t − 11 in G j .
By (p4), there are three vertex-disjoint S 1 , S 2 -paths P 1 , P 2 , and P 3 . We may assume that for i = 1, 2, 3 and j = 1, 2, the only common vertex of P i and S j is p i,j . We also may assume that if
common neighbors. Thus, we can choose distinct vertices q 1,j , q 2,j , q 3,j ∈ V (G j ) − F j so that q i,j is a common neighbor of p i,j and v i,j if p i,j = v i,j and p i,j v i,j ∈ E(G j ). For j = 1, 2, let F j = F j ∪ {q 1,j , q 2,j , q 3,j } and let M j be the set of common neighbors of v 1,j , v 2,j and v 3,j in V (G j ) − F j . By definition, for t ≥ 6000,
] is connected and contracting each B i into a vertex, we get a K 3,7t/4 -minor of G 0 , where the pre-images of the remaining vertices are the vertices in M 1 ∪M 2 . Since K 3,t+2 has a K * 3,t -minor, this finishes the proof of the theorem.
Case n 0 = t + 5
In this section we deliver the postponed proof of Lemma 19 that n 0 = t + 5. We assume that n 0 = t + 5 and will eventually get a contradiction. As was noted, in this case it is easier to consider the complement, H 0 , of our counter-example G 0 than G 0 itself. By (q1), e(H 0 ) < 1.5n 0 − 3. Proof. Suppose that a vertex x ∈ V (H 0 ) is adjacent to degree-1 vertices v 1 and v 2 , and that there is another degree-1 vertex v 3 adjacent to a vertex y (possibly, y = x). Then v 1 , v 2 and v 3 are isolated in
We need a couple of statements on tiny components. For this, let us first give names to some of these components. We will say that a tiny component C of H 0 − A is: (See Fig. 3.) Lemma 28. For every x ∈ V (H 0 ), the number of tiny components in H 0 − x is at most 2.
Proof.
Suppose that H 0 − x has tiny components C 1 , C 2 , and C 3 Each u ∈ N 2,2 of degree at most 2 has a neighbor in N 1,1 .
(27) Indeed, suppose that u ∈ N 2,2 has at most two neighbors, say w 1 and w 2 , and that w 1 , w 2 ∈ N 1,1 . Since Case 2.1 does not hold, we may assume that w 1 ∈ N 1,2 and w 2 ∈ N 2,1 . Then contracting in G 0 edges w 1 v 1,2 and w 2 v 1,1 we get a (3 + t)-vertex graph with three all-adjacent vertices: u, w 1 * v 1,2 , and w 2 * v 1,1 .
No two vertices u 1 , u 2 ∈ N 2,2 of degree 1 in H 0 have a common neighbor.
(28) Indeed, assume that w is the only neighbor of u 1 , u 2 ∈ N 2,2 . Then contracting in G 0 the vertices w, v 1,1 , and v 1,2 into the new vertex z we get a (3 + t)-vertex graph with three all-adjacent vertices: z, u 1 , and u 2 .
Neither of x 1 and x 2 has a neighbor of degree 1.
Indeed, suppose that x 1 has a neighbor w of degree 1. If C 2 and C 3 are singletons, then G 0 −x 1 −x 2 has all-adjacent vertices w, v 2,1 , and v 3,1 . So, we may assume that |V (C 2 )| = 2. Then contracting in G 0 − x 1 edge v 1,2 v 2,2 we get a (3 + t)-vertex graph with three all-adjacent vertices: v 1,1 , v 2,1 , and w.
Now we use discharging to find a contradiction. At the beginning, each edge has charge 1 and so the total charge is e(H 0 ). We claim that the resulting charge of each vertex apart from x 1 and x 2 is at least 3/2, so the total charge is at least 3(n −2)/2, a contradiction to (26). To prove the claim, consider all possible cases. If w ∈ N 2,2 has degree at least 3, then by (R1), (R3), and (R4), it receives at least 1/2 from each incident edge. If w ∈ N 2,2 has degree exactly 2, then by (27) and (R4), at least one of the incident with w edges gives 1 to w, so w gets at least 3/2 in total. If w ∈ N 2,2 has degree 1, then by (R4), w gets 1 from the incident edge and 1/2 from the neighbor. If w ∈ N 1,1 , then it gets 2 from the edges x 1 w and x 2 w by Rule (R2), and by (28) and Rule (R4), gives 1/2 to the at most one neighbor of degree 1 in N 2,2 .
Suppose that w ∈ N 1,2 ∪ N 2,1 . Then w gets 1 from the edge connecting w with {x 1 , x 2 }. Moreover, by (29), w has another incident edge which gives 1/2 to w either by (R1) or by (R3). This proves the claim and thus the lemma. Proof. Suppose (z 1 , z 2 ) is a weak pair. Let y be the neighbor of z 3 other than v. We delete v and contract in G 0 − v the edge z 1 y. Now the vertices z 2 , z 3 , and z 1 * y are all-adjacent ones in the graph obtained.
