A simple technique is presented for on-line estimation of constant or slowly-varying conti nuous-time process parameters and time delay. A major advantage of the algorithm lies in its abil;ity to track time-delay variations over a practically unlimited range.
INTRODUCTION
Many practical systems can be described reasonably well by linear models including time delays. But the usefulness of these models for controller design has been seriously hindered by the elusive nature of time delays. Unknown, time-varying time delays have complicated attempts to identi fy the model parameters under the assumption of a known, constant time delay, by imparting multiple minima to the cost function that these identification methods seek to minimize (Pupeikis, 1985) . Methods seeking to circumvent the problem of multiple minima caused by unknown time delay, by resorting to such techniques as identification of several different model structures from the available data followed by selection of one, nevertheless restrict themselves to off-line procedures ill-equipped for time variations in the ti'me delay or the system parameters (Rao and Sivakumar, 1976) .
On-line procedures capable of tracking timevarying time delays and system parameters have resorted mainly to discrete-time representation of the model. Of these, the methods that overparameterize the discrete model estimate the time delay only to its closest value that is an integer multiple of the sampling period by utilizing computationally elaborate ways of rejecting the extraneous estimated parameters (Kurz and Goedecke, 1981) . On (Agarwal and Canudas, 1985) ; different choices of the approximation offer trade-offs between its range of validity, the goodness of its match, and the increase in the order of Eq. (3). The selection of a particular choice will be dictated by the largest expected absolute value of x ' and the process frequency range. However, as will become clear later, slow variations in T over a practically unlimited range can be 'tracked without straining the expected value of T', so that even a very simple choice of the approximation should suffice in most cases. The first-order Pade approximation will be used in the development to follow. No generality is lost, of course, and the technique is applicable for any other form of approximation selected.
Using the 1p;0oximation in Eq. (4), =1, to substitute for e in Eq. (3) gives
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PARAMETER ESTIMATION Several methods can be used to estimate the parameters a., b., T, using Eq. (7) and (8). Here we restrict bur 1attention to the well-known class of least-squares algorithms that seek to minimize the objective function
with respect to the parameter vector, 0, based on information avai'lable up to the current sampling instant, L. Two algorithms utilizing different definitions of the vector 0 are possible. A linear estimati on scheme, with e defined as (a . P ), has been shown to have certai n drawbacis (Agarwal and Canudas, 1985) .
Nonlinear Estimation Scheme
In this scheme the parameter vector, 0, is defined as (a b.,x) so that Eq. (9) becomes nonlinear with reapect to the elements of 0. A recursive nonlinear least-squares algorithm, presented by Goodwin and Sin (1984) , is then applied to obtain direct estimates of a.,b.,t.
The algorithm takes the form 1 1 With the intention of identifying frequencies up to w = 2.0, the filter parameters are chosen as c = P.5, f = 3. The input signal is chosen to be periodic square-wave with an amplitude of 0.1 around a mean of 0.1. The time-period of the input is chosen as 10 so that it is much greater than the expected value of C'. With these choices and the expected first-order process frequency spectrum, the value of w is reckoned at 4.0. Thus, practically zero %s would be expected for absolute values of t' up to at lea4,51* = 0.25, for the chosen approximation of e The sampling period is chosen to be 0.1 so that the sampling frequency is larger than 2w ensuring insignificant overlap between the bawR* of the sampled frequency spectrum. Recursive nonlinear least-squares algorithm is used. The diagonal elements of the covariance matrix are initialized to 10 and a forgetting factor of 0.98 is specified expecting slow variations in the parameters.
The initial guess for a is conservatively taken as 1.5.
For ladl of knowledge of even the sign of bo, the initial guess of 6 is taken to be zero. Since the best guess of tRe time delay is 2.5, the initial value of T' is set to zero. excessively the approximation of e used in the model, leading to unacceptable bias in estimates. It has been shown that the estimation scheme also tracks changes in the process dynamics effectively, without excessive drift in the estimate of the time delay (Agarwal and Canudas, 1985) .
The Stepping Mechanism
This mechanism enables attainment of unbiased estimates over a practically unlimited range of the slowly-varying time delay, enhancing inmensely It should be noted that the above changes are not to be accompanied by any other change in the elements of the estimation scheme. In particular, the diagonal elements of the covariance matrix should not be reset. This ensures that the estimation algorithm is not perturbed unduly and the converged state is preserved if the estimate Of Td was close to its true value.
If, at instant kc, the estimates were biased due to It'l being too large for the approximation in Eq. (4) to be valid, the changes in Eq. (12) have the effect of reducing T' and making the approximation more accurate.
The parameter estimates will then show another transience before converging to less biased estimates. Successive applications of Eq. (11) and (12) To demonstrate the power of the modified algorithm, the same system is used as in Example 1. In this case, the initial T is specified to be 2. Figure 2a shows the parameter estimates obtained with fixed X . It is apparent that the estimates becme p$ogressively more biased as T drifts farther away from T . Figure   2b shows tie effect of utilizing the stepping mechanism with a value of 1% specified for E in criterion (11 3.
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