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ABSTRACT
In this dissertation, I study critical phenomena and phase transitions in systems with long-
range interactions, in particular, the ferromagnetic Ising model with quenched site dilution
and the asset exchange model with growth.
In the site-diluted Ising model, I focus on the effects of quenched disorder on both critical
phenomena and nucleation. For critical phenomena, I generalize the Harris criterion for the
mean-field critical point and the spinodal, and find that they are not affected by dilution,
whereas pseudospinodals are smeared out. For nucleation, I find that dilution reduces the
lifetime of the metastable state. I also investigate the structure of nucleating droplets in
both nearest-neighbor and long-range Ising models. In both cases, nucleating droplets are
more likely to occur in spatially more dilute regions.
I also modify the asset exchange model to include different types of economic growth,
such as constant growth and geometric growth. For constant growth, one agent eventually
gets almost all the wealth regardless of the growth rate. For geometric growth, the wealth
distribution depends on the way that the growth is distributed among agents, which is
represented by the parameter γ. For the evenly distributed growth, γ = 0, and as γ
increases, the growth in the total wealth is distributed preferentially to richer agents. For
γ = 1, the wealth of every agent grows at a rate that is linearly proportional to his/her
wealth. I find a phase transition at γ = 1. For γ < 1, there is an rescaled steady state
v
wealth distribution and the system is effectively ergodic. In this state, the wealth at all
ranks grows exponentially in time and inequality stays constant. For γ > 1, one agent
eventually obtains almost all the wealth, and the system is not ergodic. For γ = 1, the
dynamics of the poor agents’ wealth is similar to that of a geometric random walk. In
addition, I elucidate the effects of unfair trading, inhomogeneity in agents, modified growth
which only depends on richest 1% agents’ wealth, and a finite range of wealth exchange.
vi
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Chapter 1
Introduction
Long-range interactions are common in physical and social systems. Metals [2–4] and earth-
quake faults [5], have long-range elastic interactions and polymer and biological molecules
have effective long-range interactions [6]. In addition, economic and social systems have ef-
fective long-range “interactions” which facilitate the transmission of wealth and disease [7].
This dissertation studies long-range systems with either quenched defects or economic
interactions. In particular, we consider two long-range models. We first investigate the Ising
model with random quenched site dilution. In this model, spins are randomly replaced by
non-magnetic sites. We focus on the effect of the quenched dilution on critical phenomena
and nucleation.
The economic model of interest is an agent-based asset exchange model. We introduce
different types of growth and study their effect on the wealth distribution. We also make
further variations on this model such as introducing distribution of trading skills, biased
exchange, rich-related growth and finite wealth exchange range.
1.1 Structure of the Dissertation
In the following sections, we discuss some general properties of mean-field and near-mean-
field systems. In Sec. 1.5 we introduce the well known Ginzburg criterion which defines the
mean-field and near-mean-field regimes.
1
2The main body of this dissertation is divided into two parts. The first part includes
Chapters 2 and 3 in which we address the question of what the effect of quenched defects on
critical phenomena and phase transition kinetics in mean-field and near-mean-field systems.
In Chapter 2 we study the effects of quenched site dilution on critical phenomena in
the Ising model with infinite range and long but finite range interaction. We review the
Harris criterion which states the effect of dilution on Ising model’s critical point. Then we
generalize this criterion to mean-field and near-mean-field systems and present simulation
results to verify our theoretical predictions. We also generalize a mapping developed by
Coniglio and Klein [8] for the dilute Ising model and use it to study the cluster distribution
near the critical point and the spinodal.
Chapter 3 focuses on the effect of quenched site dilution on phase transition kinetics,
especially the nucleation process in both short- and long-range Ising models. We start by
studying metastability in the site-dilute nearest-neighbor Ising model. Then we investigate
nucleation in the same model and compare the results to the undiluted model. In addition,
we discuss the spatial correlations between dilution and the nucleating droplets. In Sec. 3.3
we study nucleation near the pseudospinodal of the long-range dilute Ising model. We gen-
eralize the percolation mapping derived by Klein [9] near the spinodal to the dilute system
and apply it to study the structure of the nucleating droplets. Then we investigate the
spatial correlation between quenched dilution and nucleation and unstable state evolution.
In the second part of this dissertation, which includes Chapters 4 and 5, we focus on
an agent-based mean-field economic model and study the wealth distribution and wealth
inequality among agents.
In Chapter 4 we consider a modified version of the agent-based asset exchange model
(MAEM) and study the effects of economic growth on the wealth distribution and equality.
We start with a brief review of research on agent-based asset exchange models and the
geometric random walk. In Sec. 4.5 we introduce a more general form of growth and find a
phase transition such that the system behaves similarly to the geometric random walk.
In Chapter 5 we introduce several variations of the MAEM and present some preliminary
3results on its features. In Sec. 5.1 we change the trading rule so that it becomes biased
toward the poorer agents. In Sec. 5.2 we introduce a skill distribution such that agents
with higher skills are more to trade successfully. Then we modify the growth rate so that
it depends only on the wealth of the rich agents. Finally, we make the range of the wealth
exchange finite and investigate the differences from the fully connected model.
We conclude in Chapter 6 with a summary and discussion of our results and make some
suggestions for future work.
In Appendix A we generalize the Coniglio-Klein bond probability to the site diluted
Ising model and map the critical point onto a correlated site-bond percolation problem. We
also propose a generalized bond probability for mapping the spinodal in the site-dilute long-
range Ising model onto a percolation problem, which can be used to identify the nucleation
droplet near the pseudospinodal.
In Appendix B we present some brief calculations on site-dilute Ising model using a
master equation approach. We are able to derive the critical temperature for a given
dilution, and we discuss the results for several special cases.
In Appendix C we provide an informal derivation of the solution of geometric Brownian
motion using the Itoˆ calculus.
1.2 Mean-Field and Near-Mean-Field Systems
It is important to distinguish mean-field systems with infinite range interactions [10, 11]
from systems with long but finite range interactions. We will refer to the latter as near-
mean-field. In this section we discuss the connection between long-range interactions and
mean-field approximations and scaling relations near mean-field critcial points.
The connection between the range of the interaction and mean-field behavior was pointed
out by Kac et al. [10]. They showed that a system with a pairwise additive potential of the
form
V (x) = VR(x) + γ
dΦ(γx) , (1.1)
4becomes mean-field in the limit γ → 0. In Eq. (1.1), VR(x) is a short-range reference
potential, d is the spatial dimension, and x ≡ |~x|. In order for the energy per particle (spin)
to be finite as γ → 0, we require that∫
γd
∣∣Φ(γx)∣∣d~x <∞ , (1.2)
The interaction range R is defined by the second moment of the potential,
R2 ∝
∫
x2γdΦ(γx)d~x ∝ γ−2 , (1.3)
The proper theoretical treatment of the different limits should follow these steps [9]:
1. Take the thermodynamic limit N →∞.
2. Take the limit γ → 0, which is equivalent to R→∞.
3. Approach the critical point → 0, where  = (T −Tc)/Tc with Tc the critical temper-
ature.
1.3 Mean-Field Critical Point
We will discuss mean-field and near-mean-field systems from the perspective of field theory
using the Landau-Ginzburg-Wilson (LGW) Hamiltonian
H(φ) =
∫
d~x
[
R2
2
[~∇φ(~x)]2 + φ2(~x) + φ4(~x)− hφ(~x)
]
. (1.4)
The partition function Z corresponding to Eq. (1.4) is
Z =
∫
δφe−βH[φ(~x)] , (1.5)
and the probability of the order-parameter density φ(~x) is
P (φ) =
e−βH(φ)
Z
, (1.6)
To study the critical point, we set h = 0. As → 0, we can use a scaling argument for
Eq. (1.4) with h = 0:
H(φ˜) = Rd||2−d/2
∫
d~y
[
1
2
[ ~˜∇φ˜(~y)]2 ± φ˜2(~y) + φ˜4(~y)
]
, (1.7)
5where ~y = ~x/(R−1/2), φ˜(~x) = −1/2φ(~x), ~˜∇ = R−1/2~∇, and ± corresponds to the sign of
. According to Ref. [9], the correlation length ξ scales as
ξ ∼ R−1/2. (1.8)
The order parameter density φ scales as
φ ∼ ||1/2 , (1.9)
and the isothermal susceptibility χ scales as
χ ∼ −1 . (1.10)
1.4 Spinodals and Pseudospinodals
In this section we discuss the meaning of spinodals and pseudospinodals. We use Eq. (1.4)
and set the gradient term equal to zero so that the free energy density becomes
f = φ2 + φ4 − hφ . (1.11)
For  > 0 there is only one real extremum of the free energy whereas for  < 0 there are
three, one maximum and two minima. For h = 0 there are two values of φ with the same
minimum free energy. As |h| is increased, one of the minima becomes higher than the other.
The higher free energy local minimum corresponds to the metastable state and the lower
minimum is the stable state of the system. Increasing |h| further will eventually cause the
disappearance of the metastable minimum. This value of |h| is defined as the spinodal field
hs. From Eq. (1.11) we find that f has an inflection point at φ = φs. We calculate φs by
setting ∂f/∂φ = ∂2f/∂φ2 = 0 and obtain
∂f
∂φ
∣∣∣∣
spinodal
= −2||φs + 4φ3s − hs = 0 (1.12)
and
∂2f
∂2φ
∣∣∣∣
spinodal
= −2||+ 12φ2s = 0 . (1.13)
6Therefore we find
φs =
√
||/6 , (1.14)
and
hs = 4||3/2/(3
√
6) . (1.15)
We can rewrite the mean-field free energy near the spinodal by defining ∆h = hs − h
and ψ(~x) = φ(~x)− φs + a as follows:
F =
∫
d~x
[
R2
2
[
~∇ψ(~x)]2 + ∆h1/2λ1ψ2 − λ2ψ3(~x) + λ3ψ4(~x)] , (1.16)
where a is a parameter chosen so that the linear term in ψ(~x) vanishes. The coefficients λi
are functions of  but independent of ∆h as ∆→ 0. By writing the free energy in this way,
the spinodal is set to be at ψ = 0 and ∆h = 0.
Similar to the mean-field critical point, we assume that the fluctuations associated with
the spinodal can be described by a Gaussian-Landau-Ginzburg-Wilson Hamiltonian with
the partition function
Z =
∫
δψ exp
[
− β
∫
d~x
[R2
2
(
~∇ψ(~x))2 + ∆h1/2λ1ψ2(~x)]] (1.17)
According to Ref. [9],
ξ ∼ R∆h−1/4 , (1.18)
and
χ ∼ ∆h−1/2 . (1.19)
The fluctuations of the order-parameter density scale as
ψf (x ≤ ξ) ∼ ∆h
1/2[
Rd∆h3/2−d/4
]1/2 . (1.20)
1.5 Ginzburg Criterion
The partition function in Eq. (1.5) can be evaluated by a saddle point technique for
Rd2−d/2  1. This limit corresponds to the Ginzburg criterion, which states that a system
7can be considered to be mean-field if the mean-square fluctuations of the order parameter
are small compared to the square of the order parameter
G−1 ≡ ξ
dχ
ξ2dφ2
 1→ G = Rd2−d/2  1. (1.21)
Similarly, the partition function in Eq. (1.17) can be evaluated by a saddle point integral
only if
Gs = R
d∆h3/2−d/4  1 , (1.22)
which is the Ginzburg parameter near the spinodal.
From Eqs. (1.21) and(1.22) we obtain the upper critical dimension dc = 4 for the mean-
field critical point and dc = 6 for the spinodal. For d > dc, as → 0 or ∆h→ 0, the Ginzburg
criterion is always satisfied which means the system can be always treated as mean-field.
We can use G to distinguish between mean-field systems, G → ∞, and near-mean-field
systems, G 1 but not infinite, for d < dc.
1.6 Breakdown of Hyperscaling
Hyperscaling breaks down in mean-field systems. For the Ising critical point, there are
several scaling relations involving the spatial dimension d. For example, the specific heat
exponent α can be related to the correlation length exponent ν by
α = 2− dν . (1.23)
For the long-range Ising model for d < dc, the critical exponents do not depend on d in
the mean-field limit. For example, for fixed R as the critical point is approached  →
0, the Ginzburg criterion breaks down for G = Rd2−d/2 ∼ 1. In this case the critical
exponents change from mean-field exponent to true Ising critical exponents. Knops et al. [12]
used a position-space renormalization group method to study the crossover from mean-field
behavior to nearest-neighbor critical point scaling and the breakdown of hyperscaling in
systems with weak long-range interaction. A similar result was reported by Ray et al. [13]
8for long-range bond percolation in systems with d < dc = 6. They also showed approaching
critical point while keeping G fixed restores hyperscaling.
Long-range systems are more complicated than what many people expect [14–17]. Be-
sides the crossover behavior, the structure of the fluctuations [9, 18] and the nature of
nucleation and unstable state evolution [19–22] are also quite different from short range
systems.
In this dissertation, we will further investigate the behavior of long-range systems. For
the Ising model with site dilution we will demonstrate the difference in the effects of dilution
between a finite range interaction and a fully connected system for which all spins interact.
For the asset exchange model, we will show the difference of effective ergodicity between
short- and long-range systems.
Chapter 2
Critical Phenomena in the Dilute Ising
Model with Long-Range Interactions
As one of the simplest versions of systems with quenched disorder, the site-diluted Ising
model has been extensively studied during the past several decades [23–26]. In almost all
of this work, the interactions were short range or nearest-neighbor and the physics of site-
diluted Ising model with long range interaction has not been well studied. In this chapter,
we focus on critical phenomena in the site-diluted Ising model with long-range interactions,
especially the effects of dilution on critical points and spinodals [27].
2.1 Site-Diluted Ising Model
The model we study is the long, but finite range ferromagnetic Ising model with quenched
site dilution. We follow Domb and Dalton [28] and assume that the interaction is a constant
and has range R. The corresponding Hamiltonian for an undiluted Ising system is
H = −J
2
N∑
i
∑
j∈(i),j 6=i
sisj − h
N∑
i
si , (2.1)
where j ∈ (i) indicates that spin j is in the interaction range of spin i. The parameter
J represents the interaction strength of each bond. For a quenched site-dilute long-range
9
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Ising system we have
H{εi} = −
J
2
N∑
i
∑
j∈(i),j 6=i
εiεjsisj − h
N∑
i
εisi , (2.2)
where εi represent the quenched dilution
εi =
1 if site i corresponds to a spin0 if site i is vacant. (2.3)
In this thesis, I will frequently use the fraction of spins p ≡ 1N
∑N
i εi and the fraction
of vacancies q = 1 − p. In our simulation, we keep Jz = 4 fixed such that the critical
temperature of the undiluted system limN→∞ Tc|p=1 = 4, where z is the number of spins
within the interaction ((2R+ 1)d for a square interaction).
2.2 Fully-Connected Ising Model with Dilution
We first investigate the undiluted fully-connected Ising model. In the mean-field limit we
have
m = tanh[β (zJm+ h)] , (2.4)
where z = N and N is the total number of spins in the undiluted system. Then the critical
temperature of the system is given by solving βzJ = 1, i.e. Tc = zJ = J0.
The isothermal susceptibility χ can be calculated by taking the derivative of the mag-
netization with respect to the external field h,
χ =
∂m
∂h
=
βsech2[β (zJm+ h)]
1− βzJsech2[β (zJm+ h)] , (2.5)
We use the fact that the isothermal susceptibility diverges at spiondal and combine Eqs. (2.4)
and (2.5) to obtain the magnetization at the spinodal
ms =
√
βzJ − 1
βzJ
=
√
βJ0 − 1
βJ0
, (2.6)
where J0 ≡ zJ is the interaction constant before normalization. Also, we find the spinodal
field
hs =
1
β
cosh−1
√
βzJ − zJ
√
βzJ − 1
βzJ
. (2.7)
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If we remove a fraction q = 1 − p spins from the system and rescale the interaction
by J0(p) → pJ0(1), we recover the exact results of critical temperature and spinodal field
in the thermodynamic limit. Using this argument, we can easily write down the critical
temperature as
Tc (p) = pJ0 (1) = pTc (1) , (2.8)
where Tc (1) is the critical temperature of the undiluted Ising model. This result can also
be obtained by a master equation approach as shown in the Appendix B. And the spinodal
field of a site-dilute fully-connected Ising model is
hs (p) = T cosh
−1
√
Tc (p)
T
− Tc (p)
√
Tc (p)− T
Tc (p)
. (2.9)
Here, we write the spinodal field hs (p)in terms of Tc (p) and T because it indicates that if
we fix the ratio of T/Tc, the spinodal field depends linearly on the fraction of the occupied
spins as
hs (p) = phs (1) . (2.10)
This suggests that the system’s phase diagram on T − h plane looks exactly the same as
the undiluted model except the rescaled factor p, which indicates the critical phenomena
should not change from undiluted system as R→∞.
2.3 The Harris Criterion
The effect of the quenched disorder on the critical phenomena has been intensively studied in
the past several decades [29–34]. One of the well-known results on this subject is the Harris
criterion, which was pointed out by A. B. Harris in his 1974 paper [35]. The criterion states
that for an Ising system with quenched disorder, a continuous phase transition remains
sharp and the critical exponents do not change from that of the undiluted system if the
undiluted system’s specific heat critical exponent α is negative. In contrast, the transition
would be “smeared out” and the exponents vary from the undiluted system’s exponents if
α > 0.
12
We begin with a brief review of Harris’s argument and then discuss how to relate this
argument to the specific heat exponent α.
2.3.1 Harris’s physical argument
The Harris criterion [35] compares the width of the distribution of vacant sites (p is the
fraction of occupied sites) to the distance from the critical point.
The argument is straightforward: assume that the infinite system can be divided into
blocks of volume ξd. For an Ising model near the critical point, the correlation length ξ
scales as
ξ ∼ −ν ∼
∣∣∣∣T − TcTc
∣∣∣∣−ν . (2.11)
The fluctuations of the local critical temperature, which depends linearly on the fluctuations
of the quenched dilution, can be expressed as
δTc
Tc
∼ δp
p
∼ [ξ
dp (1− p)] 12
ξd
. (2.12)
A sharp transition, i.e., a well defined global critical temperature requires δTc < |T−Tc|.
If we use Eqs. (2.11) and (2.12), we obtain the criterion for a sharp transition as
[p (1− p)] 12 < ξ d2  = 1− dν2 . (2.13)
Because [p(1−p)]1/2 on the left-hand side is just a number, the criterion for a sharp transition
is
2−dν  1 . (2.14)
2.3.2 Relation to the specific heat exponent α
Because the Harris criterion is given in terms of the specific heat exponent α of the undiluted
Ising model, we relate Eq. (2.14) to the divergence of the specific heat. As the critical point
is approached ( → 0), we can apply hyperscaling to Eq. (2.14). Thus the criterion for no
change in the exponents for the critical point in the diluted model becomes
α = 2− dν < 0 , (2.15)
which is the Harris criterion in terms of the specific heat exponent α.
13
2.4 Generalized Harris Criterion for the Long-Range Ising
Model
For the spinodal in the long-range Ising model, the Harris criterion in terms of α does
not provide any information because the mean-field exponent α = 0. Therefore, we need to
apply the original physical argument of Harris onto mean-field and near-mean-field systems.
2.4.1 Critical point
In the vicinity of the mean-field critical point Eq. (2.14) leads to no change in the critical
behavior if
[ξdp(1− p)]1/2
ξd
 . (2.16)
If we use ξ = R−1/2, we find that Eq. (2.16) implies that
H = Rd2−d/2 = G 1, (2.17)
where we have introduced the generalized Harris parameter H; in this case H = G.
Relation to the specific heat
How does the Harris criterion relate to the specific heat C at mean-field and near-mean-field
critical points? We can obtain C by calculating the energy fluctuations per unit volume.
In mean-field and near-mean-field systems, the energy fluctuations are the square of the
magnetization fluctuations. The magnetization fluctuations per unit volume in mean-field
and near-mean-field do not scale as β (with β = 1/2), but as [9]
∆m ∼ 
1/2
(Rd2−d/2)1/2
. (2.18)
Hence, for T > Tc and h = 0, the specific heat is
C ∼
( 1/2√
Rd2−d/2
)4
Rd−d/2 =
1
Rd2−d/2
= G−1. (2.19)
Therefore for T > Tc, the criterion for mean-field (and near-mean-field) critical points to
be unaffected by dilution becomes H−1 ∝ C  1.
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Figure 2.1: The specific heat C as a function of  for the undiluted Ising model in d = 1 (◦,
blue), N = 9000, and R = 450, and d = 2 (×, red), N = 10000 and R = 5, for T > Tc. The
error bars are determined from 20 different runs. The divergence of C is consistent with
Eq. (2.19).
In Fig. 2.1 we plot C for the undiluted Ising model as a function of  > 0 in d = 1 and
2. The divergence is consistent with Eq. (2.19), i.e., −3/2 in d = 1 and −1 in d = 2. This
result is surprising because the critical exponent for C is neither mean-field, α = 0, or the
exponents associated with the short-range Ising model for which α = 0 in d = 2, and there
is no transition in d = 1.
For T < Tc the existence of the spontaneous magnetization, m ∼ 1/2, changes the
behavior of the specific heat, and
C ∼
[( 1/2√
Rd2−d/2
+m
)2
−m2
]2
Rd−d/2 ∼ 1, (2.20)
where we have neglected a term of order (Rd2−d/2)−1. Hence, for T < Tc the generalized
Harris criterion and the specific heat are not directly related.
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2.4.2 Spinodal
We now consider the spinodal. The Harris criterion for no change in critical exponents
becomes
[ξdp(1− p)]1/2
ξd
=
constant
ξd/2
 ∆h. (2.21)
With ξ = R∆h−1/4, the Harris criterion reduces to
Hs =
Rd∆h3/2−d/4
∆h−1/2
= Gs∆h
1/2  1. (2.22)
Near the spinodal the magnetization is nonzero and is denoted by ms. The fluctuations
per unit volume of the magnetization near the spinodal scale as [9]
∆ms ∼ ∆h
1/2
√
Rd∆h3/2−d/4
. (2.23)
The specific heat (energy fluctuations) at the spinodal is
Cs ∝
[(
∆h1/2√
Rd∆h3/2−d/4
+ms
)2
−m2s
]2
Rd∆h−d/4
∝ ∆h−1/2. (2.24)
In Fig. 2.2 we plot Cs for the undiluted long-range Ising model as the pseudospinodal is
approached. The result is consistent with Cs ∼ ∆h−1/2.
From Eqs. (2.22) and (2.24) we see that the generalized Harris criterion near the spin-
odal/pseudospinodal is not simply related to the specific heat. What is required for the
pseudospinodal to be unchanged by the presence of dilution is that C divided by the Gins-
burg parameter be small. This result implies that in mean-field systems where R → ∞
before ∆h → 0 [10, 11], the spinodal is unaffected by dilution despite the fact that C di-
verges as the spinodal is approached. However, if R is finite and fixed, then as ∆h decreases,
Hs decreases, and the pseudospinodal is affected by dilution. The generalized Harris cri-
terion also implies that, unlike the result near the critical point, for R  1 but finite, the
system may be well represented by mean-field theory (Gs  1), but the pseudospinodal is
affected by the dilution.
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Figure 2.2: Plot of C for the undiluted d = 2 Ising model with N = 40000 and R = 10 as
a function of ∆h, the distance from the spinodal. The error bars are determined from 20
runs. The fit is consistent with Eq. (2.24).
2.5 Simulation Results: Long-Range Model
To check the prediction that in near-mean-field systems with a sufficient long-range inter-
action, the critical exponents do not change, we perform Monte Carlo simulations for the
long-range diluted Ising model and measure the isothermal susceptibility near the spinodals.
The system sizes are 300 × 300 and R = 15. The systems are prepared with h > 0
and T = 4Tc(q)/9. Then we flip the magnetic field to the opposite direction. Obviously,
if applied magnetic field is too high, or in other words, too close to the spinodal, the
systems will not stay in the metastable states long enough for a successful measurement of
the thermodynamic quantities. We require the system to remain in a metastable state for
at least 2000 Monte Carlo steps (MCS) before nucleations takes place. Then we use the
magnetization measured from 200 MCS to 1800 MCS to calculate the susceptibility in the
metastable state. For each value of h, we repeat this measurements for 5 times to obtain
an average value.
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Figure 2.3: The inverse square of the susceptibility versus the applied magnetic field h for
(a) q = 0 and (b) q = 0.20. The red lines are linear fits. The fact that the data are easily
fitted by a linear form suggests that the critical exponent γ = 1/2 and does not change in
the dilute model.
In the undiluted long-range Ising model near the spinodal, the isothermal susceptibility
diverges in the form χ ∼ (hs − h)− 12 . Then if we plot 1/χ2 as a function of the magnetic
field h, we should get a straight line. If the critical exponent γ does not change in dilute
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Figure 2.4: The spinodal field as a function of q in the long-range Ising model. The spinodal
field moves to the coexistence curve h = 0 linearly with increasing q. The red line is
calculated by using hs(q) = hs(0)(1− q), where hs(0) = 1.26 from the linear fit of the data
instead of the mean-field value 1.27.
systems, we should obtain the same results. Therefore in Fig. 2.3, we plot 1/χ2 versus h
and perform a linear fit to determine the spinodal field for each dilution concentration. We
see that the data can be well fitted to a straight line up to q = 0.20, suggesting the critical
exponent γ = 1/2 does not change.
After calculating hs from the linear fits, we plot hs as a function of q in Fig. 2.4. Because
we measure the χ at T = 4Tc(p)/9, if the system is exactly mean-field the spinodal field
at this temperature should be hs(p) = phs(1). We use this assumption to test our results.
The red line is hs(q) = hs(0)(1 − q), where hs(0) = 1.26 is from the linear fit of the
undiluted model with the same system size. The spinodal field is decreasing linearly with
the increasing dilution, i.e.. the spinodal moves toward the coexistence curve in the diluted
systems. This result suggests that if R is long, the system can be well approximated by the
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Figure 2.5: The rescaled isothermal susceptibility as a function of ∆h for systems with
different values of q. The data collapse to the form χ ∼ ∆h− 12 , indicating that the critical
exponents for different diluted systems are the same as γ for the undiluted system.
fully-connected model.
In Fig. 2.5 we plot the susceptibility versus the distance from the spinodal ∆h = hs(p)−hhs(p)
for systems with different values of q. The data collapse to a single form of χ ∼ ∆h− 12 ,
which indicates no change in the critical phenomena, i.e., γ near the spinodal remains the
same. In other words, the spinodals are still sharp in the diluted model and they simply
move toward the coexistence curve which is h = 0 by the factor of the percentage of the
occupied sites p.
2.6 Simulation Results: Fully-Connected Model
From the simulation results for the site-dilute Ising model with long but finite-range inter-
actions near the spinodal, we did not find a change in the critical exponents, which seems
to contradict the prediction from our generalized Harris criterion. The reason is simple. To
see a change in the critical behavior, we have to approach the spinodal closely such that
20
H−1s =
∆h−1/2
Rd∆h3/2−d/4  1 is violated. This condition means that we need to increase h so
that the distance from the spinodal satisfies ∆h1/2Gs ≈ 1. However, simulations of the
finite-range Ising model show that the quenched dilution cause heterogeneous nucleation so
that the system will leave the metastable state if the spinodal is approached too closely.
Therefore, we study the fully-connected model instead, where heterogeneous nucleation can
be avoided.
2.6.1 Critical point
In Fig. 2.6 we plot χ and C as a function of  > 0 for the fully connected Ising model
with dilution and G  1 but finite. As Tc is approached from above and G decreases, the
spread in C and χ increases, consistent with our generalized Harris criterion. In the fully
connected Ising model every spin interacts with every other spin and the relation of N , the
number of spins, to ξ is N = ξd = Rd−d/2 near the critical point, so that G = N2. In the
fully connected Ising model the interaction is usually scaled by the system size N [9, 10].
Although dilution corresponds to eliminating spins and hence changing N , the interaction
strength is not rescaled in this work because we are modeling systems such as metals and
economies where dilution does not result in rescaling the interaction.
The result in Fig. 2.6 differs from that obtained in Ref. [36] where the nearest-neighbor
dilute Ising model was studied in d = dc = 4. The specific heat exponent α = 0, so
the Harris criterion is indeterminate [35]. It was found in Ref. [36] that the logarithmic
corrections to the exponents changed, but the exponents themselves did not. In contrast,
for d < dc and G → ∞, our generalized Harris criterion predicts that the nature of the
critical point in the diluted system remains the same as the critical point in the undiluted
system.
2.6.2 Spinodal
In Fig. 2.7 we plot χ and C as a function of ∆h near the pseudospinodal for the fully-
connected Ising model with N = 9×104 and p = 0.9. The results for each run overlap until
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Figure 2.6: Plot of χ (◦, red) and C (×, blue) as a function of  > 0 for the fully connected
Ising model with N = 90000 and p = 0.9. Twenty systems were simulated. Note that as
→ 0, the spread of the data becomes larger.
∆h becomes too small, at which point the pseudospinodal is smeared, as evidenced by the
fact that the curves show a distinct spread. This behavior is consistent with our theoretical
analysis. For both the critical point and the pseudospinodal the spread caused by dilution
in the fully connected Ising model narrows for a given value of ∆h near the pseudospinodal
and the critical point as N is increased, resulting in G increasing, as is expected from our
analysis.
2.6.3 Width of the spread
In Fig. 2.8 we plot the normalized width of the susceptibility δχ/χ¯ near the critical point
for p = 0.8 and p = 0.6 for the fully connected model with N = 104 and N = 9 × 104,
respectively. The width increases as  decreases as expected. We do not display data for
 < 0.04 because the near-mean-field picture breaks down for  ∼ 0.04. Similar results are
obtained for the pseudospinodal [37]. In addition, because G is a function of N in the fully
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Figure 2.7: Plot of χ (◦, red) and C (×, blue) as a function of ∆h for the diluted fully
connected Ising model with N = 90000 and p = 0.9. Twenty systems were simulated. The
spread for small ∆h is consistent with our analysis.
connected model, we expect that the variance of the susceptibility associated with dilution
to decrease as N increases for the same value of . This behavior is consistent with the
scaling analysis. A similar result is found near the spinodal [37].
2.7 Percolation Clusters
In this section, we use the generalized version of the site-bond percolation bond probability
derived in Appendix A to study the cluster scaling relations near the critical point and
the spinodal. Then we compare the results from cluster scaling to our prediction from the
generalized Harris criterion.
First, we present a hand-waving argument about why we expect the Coniglio-Klein
mapping to work in the diluted model. A more rigorous prove of this point can be find
in Appendix A. The site-diluted Ising model with R  1 is nothing but a undiluted long
range model with fewer sites within the interaction range, i.e., a smaller system in the near-
23
−0.1 −0.05 0 0.05 0.1
0
0.5
1
1.5
²
δ
χ χ¯
 
 
p = 0.80 N = 104
p = 0.80 N = 9 × 104
p = 0.60 N = 104
p = 0.60 N = 9 × 104
Figure 2.8: The variance of χ normalized by its mean near the critical point (see Fig. 2.6)
for the fully connected Ising model with (a) p = 0.80 and (b) p = 0.60. As discussed in
the text, no data is shown for  < 0.04. For the same value of p, the spread decreases with
increasing N . For the same value of N , the spread increases with decreasing p.
mean-field region. We could argue that the bond probability which maps the dilute Ising
model’s critical point onto a site-bond percolation transition should be the same as in the
undiluted system. For the spinodal, the mapping needs a slight change that the density of
stable spins in the bond probability should be with respect to the non-diluted sites instead
of all sites.
We use the proper site-bond percolation mapping and measure the cluster size distribu-
tion near the critical point and spinodal. We check the critical exponents of cluster scaling
in systems with different dilution and compare it to our prediction from the generalized
Harris criterion.
According to Ref. [9], the distribution of clusters scales as
ns ∼ e
−sσ
sτ
. (2.25)
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Near the spinodal, the form is similar, but is given in terms of ∆h ≡ hs−hhs ,
ns ∼ e
−∆hsσ
sτ
, (2.26)
We now use Eq. (2.25) to calculate the scaling exponent σ and τ . If the percolation
mapping works, then we can associate the isothermal susceptibility χ with the second
moment of ns,
χ ∝
∫
s2
e−sσ
sτ
ds ∝ −γ . (2.27)
The order-parameter density ψ is related to the first moment of ns,
ψ ∝
∫
s
e−sσ
sτ
ds ∝ β . (2.28)
By rescaling s→  1σ , we can relate τ and σ to γ and β as
3− τ
σ
= γ (2.29)
and
τ − 2
σ
= β (2.30)
(2.31)
For mean-fieldcritical points, γ = 1 and β = 1/2. We solve Eqs. (2.29) and (2.31) and
obtain τ = 7/3 and σ = 2/3. Similarly, with ∆h instead of  for the spinodal, we have
γ = 1 and β = 1/2, and we obtain τ = 5/2 and σ = 1.
2.7.1 Cluster scaling at the critical point
For critical points, we prepare the systems to be in equilibrium at a certain temperature
T > Tc. Because there is no preferred direction for the spins, we just choose the up (or down)
spins and generate bonds between each pair of up (or down) spins within the interaction
range with the bond probability pb = 1− e−2βJ . Instead of throwing bonds down and then
determine the clusters afterward, we grow a cluster from a random site with the chosen
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Figure 2.9: Log-log plot of the number of clusters, ns, of size s for systems with different
q at their respective critical temperatures. By rescaling ns as log ns → log( ns1−q ), the data
collapse to a single form, represented by the solid line corresponding to the mean-field
cluster scaling exponent τ = 7/3.
spin direction and then delete the cluster from the system and start growing from another
random site. This approach is similar but not identical to the Leath algorithm [38].
Note that the difference in the diluted model from the undiluted model appears only in
the evolution, because for the fully-connected model we are simply dealing with a smaller
system due to the introduction of the vacancies.
First, as shown in Fig. 2.9, we check the cluster size distribution at the critical point
for systems with different p. After taking into account the finite size effect (the equivalence
of dilution to a smaller system size), we are able to collapse all the data with the mean-
field theory prediction, which is represented by the solid line in the plot with the slope
−τ = −7/3.
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Figure 2.10: The cluster size distribution for systems with different q at temperature T = 4,
the mean-field critical temperature for the undiluted Ising model. As q increases, ns deviates
more from power law scaling. The deviation comes from the increase in the distance from
the critical point.
Temperature and dilution
In Fig. 2.10, we plot ns for systems with different q at the same temperature T = 4, which is
the mean-field critical temperature for the undiluted model. As q increases, the distribution
deviates further away from power law scaling. The reason for the deviation is the increasing
distance from the critical point. In the diluted system, the critical temperature shifts
linearly with q, i.e., Tc(q) = Tc(0)(1 − q). Thus, for systems with different dilution at the
same temperature T = Tc(0), the distance from the critical point (q) ∝ |T−Tc(q)| = qTc(0)
increases with increasing q. It is only the distance (q) which controls ns. Consequently, we
should be able to collapse the data taken in a undiluted system at T onto the data taken
from a diluted system with q at T ′ if
T − Tc(0)
Tc(0)
=
T ′ − Tc(q)
Tc(q)
, (2.32)
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Figure 2.11: Cluster size distribution for systems with different dilution concentration q at
the same temperature T = 4 (◦). Also shown is the cluster size distribution for q = 0 at
different temperatures T ′ (+). T ′ and q satisfies Eq. (2.32). The data collapse suggests that
the effect of dilution is to shift the critical temperature.
Patched system and power law
According to Ref. [5], the combination of statistics from systems with different values of q
yields a power law distribution even though there is no power-law scaling in most of these
systems. We found similar behavior in the Ising model with quenched site dilution.
In Fig. 2.12 we plot ns using the combination of data from systems with q = 0, 0.2, 0.4,
0.6 and 0.8 at the same temperature T = 4. The data shows a power law distribution with
a slope −τ ′ ≈ −9/3, which differs from the slope for the undiluted system = −τ = −7/3.
We can use a simple calculation to demonstrate the origin of this different scaling ex-
ponent. Consider a system with at T = Tc(0) = 4. The cluster size distribution ns satisfies
ns ∼ e
−(q)sσ
sτ
=
e−qsσ
sτ
, (2.33)
where (q) = Tc(0)−Tc(q)Tc(0) = q with σ = 2/3 and τ = 7/3. Now consider n
′
s taken from a
collection of systems with different q and the probability distribution of q is given by g(q),
28
0 0.5 1 1.5 2 2.5 3
0
1
2
3
4
5
logs
lo
g
n
s
 
 
Patched Data
τ = 3
τ = 7/3
Figure 2.12: Cluster size distribution (◦ red) found by combining data taken from systems
with q = 0, 0.2, 0.4, 0.6 and 0.8 at the same temperature T = 4. The slope of the power-law
distribution is closer to −9/3 (black line), which is different from the slope shown in the
scaling of the undiluted system −7/3 (blue dashed line).
where
∫ 1
0 g(q)dq = 1 is the normalization condition. We expect
n′s ∼
∫ 1
0
g(q)
e−qsσ
sτ
dq . (2.34)
If g(q) is a uniform distribution, which is the case in our simulations, we expect
n′s ∼
∫ 1
0
g
e−qsσ
sτ
dq ∼
∫ 1
0
g
e−qs2/3
s7/3
dq ∼ 1
s9/3
∫ 1
0
ge−qs
2/3
d(s2/3q) . (2.35)
Hence, n′s ∼ s−τ
′
and τ ′ = 9/3 = 3, which is consistent with our simulation result.
If we consider a system that can be divided into sub-systems with different dilutions, we
can calculate the cluster scaling for the system as a whole given the dilution distribution
g(q). The exponent τ associated with ns depends on g(q). For a long-range Ising model
with random dilution, g(q)→ δ(q) as R→∞, which results in ns ∼ e−(q)s
σ
sτ and no change
in τ from the mean-field value 7/3 if T = Tc(q).
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2.7.2 Cluster scaling near the spinodal
Using the modified bond probability shown in Appendix A, we are able to study cluster
scaling near the spinodal in the dilute Ising model. One difficulty in the simulation is that
the system will nucleate into the stable phase via heterogeneous nucleation (see Chapter 3).
Thus it become more difficult to keep the systems in a metastable state as q increases.
Alternatively, for systems with different q, we fix T = 4Tc(q)/9 and ∆h = [hs(q)− h]/hs(q)
and determine ns. As shown in Fig. 2.13, we plot the rescaled cluster size distribution in
systems with q = 0, 0.1, 0.2, 0.4 and 0.6 at T = 4Tc(q)/9 and ∆h = 0.094. The yellow line
represents the power-law associated with the mean-field exponent τ = 5/2. The deviation
from a power law is due the increase of ∆h. From Eq. (2.26), we can write
ns ∼ e
−C∆hsσ
sτ
, (2.36)
log ns = −τ log s− C∆hs+D(q) . (2.37)
where D(q) depends on q and C is a constant. By rescaling ns → ns1−q , we can get rid of
the q dependence in C(q),
log
(
ns
1− q
)
= −τ log s− C∆hs+ C ′ . (2.38)
As shown in Fig. 2.13, the black dashed line corresponds to Eq. (2.38). The data from
different systems collapse to a single form which can be approximated by Eq. (2.38) with
C ≈ 2, suggesting the mapping in Appendix A holds near the spinodal.
2.7.3 Cluster scaling in three-dimensional site diluted Ising model
We can use the Coniglio-Klein bond probability to study ns in the three-dimensional Ising
model with nearest neighbor interactions. We simulated a three-dimensional site-dilute
Ising model at the critical temperature for different q according to Ref. [39]. Changes in
the exponents are expected according to the Harris criterion because α > 0. However, as
shown in Fig. 2.14, we did not find any change in τ .
From Eqs. (2.29) and (2.31), we can calculate σ and τ ,
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Figure 2.13: The rescaled cluster size distribution in systems with q = 0, 0.1, 0.2, 0.4 and
0.6 at T = 4Tc(q)/9 and ∆h = 0.094. The yellow line represents a power law associated with
τ = 5/2, which is the mean-field exponent. The black dashed line corresponds to Eq. (2.38).
The data from different systems collapse to a single form which can be approximated by
Eq. (2.38), suggesting that the mapping in Appendix A works near the spinodal.
σ =
1
γ + β
, (2.39)
and
τ =
2γ + 3β
γ + β
. (2.40)
Therefore, the change in γ and β does not necessarily lead to a change in τ . According
to Ref. [1], we can calculate τ and σ as a function of q from their results for the exponents.
In Fig. 2.15(a), we plot the relative change of τ from the undiluted Ising model in three-
dimensions as a function of q. We see the change is very small ≈ 10−2, which is consistent
with our results for the cluster scaling data. However, as shown in Fig. 2.15(b), σ depends
linearly on q. The reason for this linear dependence is not clear, which is an interesting
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question for future work.
Now, let’s consider the relation between τ , σ, and the fractal dimension df . The as-
sumption of one divergent length scale (hyperscaling) results in the following form for the
singular part of the free-energy density near the critical point [9]:
f(, h) =
1
ξd
f(ξyT , ξyhh) . (2.41)
We can obtain the isothermal susceptibility χ by differentiating f twice with respect to h
and then setting h = 0. Thus
χ =
∂2f(, h)
∂h2
∣∣∣∣
h=0
=
ξ2yh
ξd
∂2
∂(ξyh)2
f(ξyT , ξyhh)
∣∣∣∣
h=0
. (2.42)
Because f(1, h = 0) is not singular and ξ ∼ −1/yT , we have
χ ∼ ξ2yh−d = −(2yh−d)/yT . (2.43)
Hence the critical exponent γ for the isothermal susceptibility satisfies
γ =
2yh − d
yT
. (2.44)
By applying the same argument to the order parameter, we find that the exponent β satisfies
β =
d− yh
yT
. (2.45)
If we let d = 3 and use Eqs. (2.39) and(2.40), we obtain the relations:
σ =
yT
yh
, (2.46)
and
τ =
3
yh
+ 1 . (2.47)
Note that τ depends only on yh. Therefore the fact that τ does not change for the three-
dimensional nearest neighbor dilute Ising model means that yh is insensitive to dilution,
which is consistent with the conclusions in Ref. [1] using a renormalization group analysis.
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Figure 2.14: The rescaled cluster size distribution for q = 0, 0.1, 0.2, 0.4 and 0.6 at T =
4Tc(q)/9 and ∆h = 0.094. The black line represents a power law associated with τ = 2.209,
which is the exponent calculated using γ and β from the undiluted 3D nearest neighbor
Ising model. The data suggests that the exponent τ does not change with dilution.
2.8 Long-Range Anti-ferromagnetic Ising Model with Dilu-
tion
For the site-diluted ferromagnetic Ising model with long-range interactions, we found that
dilution plays a role of shifting the critical temperature and changing the phase diagram. If
the interaction range R 1, the system can be approximated by a fully-connected systems
with q. Therefore, we expect similar effect of dilution on the site-dilute anti-ferromagnetic
Ising model with long-range interaction.
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Figure 2.15: Relative change of (a) τ and (b) σ as a function of q for the three-dimensional
Ising nearest-neighbor model according to Ref. [1]. The change in τ is very small, which is
consistent with our data for cluster scaling. However, σ decreases linearly with q.
Structure factor
To study the anti-ferromagentic Ising model with long-range interaction, we determine the
structure factor S(k) [9]
S(k) =
1
N
〈[ N∑
j=1
eik·xj
]〉
(2.48)
We measure the maximum value of the structure factor [21,22] as a function of T with h = 0
for q = 0, 0.1 and 0.2 respectively. As shown in Fig. 2.16(a), the data are very similar. If
we rescale both axes and replot the data as in Fig. 2.16(b), we can collapse the data to one
single form, indicating that dilution plays the same role as reducing the system’s size and
effective interaction.
2.9 Conclusions
We studied the effects of dilution on critical phenomena in the long-range Ising model. We
first generalized the Harris criterion to the mean-field critical point and found that the
Harris parameter H is identical to the Ginzburg parameter G. Therefore the system in the
mean-field regime is not affected by dilution and the Harris criterion breaks down in the
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Figure 2.16: (a) The maximum of the structure factor. (b) The rescaled maximum as
a function of rescaled temperature for the long-range antiferromagnetic Ising model with
q = 0, 0.1, and 0.2 respectively. The data collapse indicates that dilution shifts the critical
temperature linearly as Tc(q) = (1− q)Tc(0).
same way as the Ginzburg criterion. In this case the system is dominated by the usual Ising
critical point, and the effects of dilution can be determined by the original Harris criterion
associated with the Ising critical point.
For the spinodal, we found that the Harris parameter Hs = ∆h
1/2Gs. Therefore for
mean-field systems, i.e., Gs → ∞, the spinodal is still sharp, because Hs → ∞. For
near-mean-field systems, the pseudospindal will be smeared as ∆h → 0, even though the
system is still near-mean-field with Gs  1. Numerically, we found that systems with a
long but finite range interaction will nucleate out of the metastable state via heterogeneous
nucleation before the change in the pseudospinodal can be observed.
We applied the percolation mapping using the modified bond probability and studied
the cluster distribution near the mean-field critical point and spinodal. The results are
consistent with the generalized Harris criterion.
We also applied the percolation mapping to the three-dimensional nearest-neighbor Ising
model with quenched site dilution and found that the exponent τ does not change with
dilution, even though the Harris criterion suggests that the exponent should change in 3D.
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Our results are consistent with Ref. [1], where β and γ change with dilution in a way so
that τ = (2γ + 3β)/(γ + β) stays constant.
For the long-range antiferromagneic Ising model, we found that the change in the struc-
ture factor can be explained by a finite size effect from the dilution.
Chapter 3
Phase Transitions in the Dilute Ising
Model
3.1 Background
In this section we discuss some basic concepts in nucleation including both classical nu-
cleation and nucleation near spinodals. These concepts are very useful for understanding
nucleation in the Ising model with either short- or long-range interactions. For classical nu-
cleation we introduce the classical droplet picture and present the equilibrium description
and the kinetic theory of nucleation developed by Becker and Do¨ring [40]. There also is
seminal work by Langer [41,42] and Penrose and Lebowitz [43]. Readers who are interested
in these subjects should refer to these references or Binder’s review article [44] for details.
For spinodal nucleation [20] we will discuss the features of nucleation for the long-range
Ising model near the spinodal. Without getting into details, we focus on reviewing results
found by various researchers [19,20,45–49].
3.1.1 Classical nucleation
Equilibrium description of classical droplets
Classical nucleation theory (CNT) is based on the assumption by Gibbs that the droplets
consist of stable spins in a background of metastable spins. It is also assumed that the
distance between droplets is sufficiently long so that the system can be treated as a gas of
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non-interacting droplets. Therefore, the average number of droplets of size ` is given by a
Boltzmann factor
n` = Ce
−β` , (3.1)
where ` is the free energy cost of formation of a droplet of size ` and C is a normalization
factor. Classical nucleation theory also assumes that the droplets are compact with a well
defined surface and volume. The free energy cost of a droplet consists of a surface term,
which is assumed to be insensitive to quench depth, and a volume term, which is the stable
phase free energy density times the volume of the droplet. The volume term scales as
2h` and the surface term scales as σ`(d−1)/d, where σ is the surface tension of the droplet.
Therefore
` = 2h`+ σ`
(d−1)/d . (3.2)
For h > 0, the free energy of the droplet increases linearly with ` as ` → ∞. Thus n`
decreases exponentially with `. If h < 0, there is competition between the surface term and
the volume term. The volume term decreases the free energy as ` increases and makes the
droplet grow in size, whereas the surface term increases the free energy as ` increases and
hence makes the droplet shrink in size. The system exhibits metastability because small
fluctuations tend to decay unless they reach a critical size `c which can be calculated by
requiring that
∂`
∂`
∣∣∣∣
`=`c
= 0 . (3.3)
We obtain
`c =
[
σ(d− 1)
2d|h|
]d
. (3.4)
The free energy associated with the critical droplet
∆c =
σd(d− 1)d−1
(2|h|)d−1dd . (3.5)
Based on the assumption that the droplets are non-interacting equilibrium fluctuations, the
probability of finding a critical droplet is inversely proportional to the time τ spent in the
metastable state before the occurrence of a critical droplet. This assumption leads to the
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estimation of the lifetime of the metastable state as
τ ∝ exp
[
∆c
kT
]
. (3.6)
As |h| increases or σ decreases, ∆c decreases and thus τ decreases. The limit of the quench
depth |h| for which τ is so short that the system violates the equilibrium assumption is
called the Becker-Do¨ring limit.
Becker-Do¨ring theory
We consider the formation of droplets using the Becker-Do¨ring approach [20,40]. The basic
assumption is that the time evolution of n`(t), the mean number of droplets of size ` at time
t, is due only to processes for which a droplet loses or gains a single particle. The equation
for n`(t) can be written as
∂n`(t)
∂t
= J`−1(t)− J`(t) , (3.7)
where J` is the rate at which droplets of size ` grow to ` + 1. As stated, this rate consists
of two competing parts: a positive contribution from the condensation of a particle onto
a droplet with size `, and a negative contribution from the evaporation of a particle from
a droplet with size ` + 1. We also assume that the contributions from these processes are
proportional to n` and n`+1 respectively. Hence,
J` = Rln`(t)−R′`+1n`+1(t). (3.8)
In Becker-Do¨ring theory, n1 is assumed to be constant while Penrose and Lebowitz [20,43]
determined n1 from conservation of the total number of particles in the system. A stationary
solution of n`(t) requires that
J`−1 − J` = 0 . (3.9)
We use the assumption of detailed balance in equilibrium, J` = 0, and combine it with
Eq. (3.1) to obtain
R′`+1
R`
= exp
[− β(` − `+1)] . (3.10)
39
Therefore, we can rewrite J` as
J`(t) = R`{n`(t)− n`+1(t) exp[β(`+1 − `)]} . (3.11)
Next we take ` to be a continuous variable so that Eq. (3.7) becomes
∂n`(t)
∂t
= −∂J`(t)
∂`
. (3.12)
We also obtain
J`(t) = −R`
[
− ∂n`(t)
∂t
+ βn`(t)
∂
∂`
]
, (3.13)
where ∂/∂` = `+1 − ` and n`+1(t) ' n`(t). We can obtain a Fokker-Planck equation for
n` as
∂n`(t)
∂t
=
∂
∂`
[
R`
(
∂n`(t)
∂`
+ βn`(t)
∂
∂`
)]
. (3.14)
Now we need to make some assumptions about the kinetic coefficients R`. Becker and
Do¨ring used the classical droplet assumption; that is,
R` ∝ `(d−1)/d . (3.15)
We are interested in the non-equilibrium steady-state solution ns` of Eq. (3.14) which cor-
responds to the condition ∂ns`/∂t = 0, but J` = I 6= 0. The nucleation rate I represents
the rate of production of droplets of size greater than the critical size `c in steady state. To
calculate I, we need to obtain the time-independent solution of
∂n`(t)
∂t
= 0 → R`
[
βn`(t)
∂
∂`
+
∂n`(t)
∂t
]
= I = constant , (3.16)
with the boundary conditions
lim
`→0
ns` = n¯` (3.17)
lim
`→∞
ns` = 0. (3.18)
The solution to Eq. (3.16) is
ns` =
∫∞
`
n¯`
n¯`′R`′
d`′∫∞
0
d`′
n¯`′R`′
. (3.19)
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The nucleation rate I is
I−1 =
∫ ∞
0
d`′
n¯`′R`′
. (3.20)
Because we expect only classical droplet picture to hold for a shallow quench (|h| small) near
the coexistence curve, we know that exp[−βc] has a sharp maximum at ` = `c. Therefore
the nucleation rate can be evaluated as
I = I0 exp[−βc] = I0 exp
[
− βσ
d(d− 1)d−1
(2|h|)d−1dd
]
, (3.21)
with
I0 = CR`c
(
β′`c
2
)1/2
, (3.22)
and
|′`c | =
(2|h|)d+1dd−1
σd(d− 1)d . (3.23)
Langer’s contributions
Modifications of the Becker-Do¨ring theory improve the droplet model by providing a more
accurate description of the contribution from the droplets to the free energy [50]. Langer
used a field-theoretical approach with the classical droplet picture and found that a part of
the nucleation rate could be obtained from an analytic continuation of the free energy [41,
42]. He showed that the real part of the analytic continuation of the free energy describes
the equilibrium properties of the metastable state, while the imaginary part corresponds to
a decay rate or nucleation rate.
Monte Carlo simulation of the 3D nearest neighbor Ising model by Stauffer et al. [51]
confirmed that nucleation close to the coexistence curve can be well explained by classical
nucleation theory.
3.1.2 Spinodal nucleation
History
Despite the success of CNT in explaining nucleation for shallow quenches, it fails to explain
nucleation for deep quenches for systems with long-range interactions. It was pointed out
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by Klein [52] that non-compact fluctuations are important for deep quenches in metastable
states. Later, it was confirmed numerically for the 3D Ising model with medium range
interaction that droplets are not compact for deep quenches [45, 53]. Then Klein and
Unger [19, 54] developed a field-theoretic description of nucleation for systems with long-
range interactions undergoing deep quenches. Ray et al. [46] studied nucleation near the
spinodal in the long-range Ising model using Monte Carlo simulations with Glauber dy-
namics and found that nucleating droplets have the same structure as large clusters in the
long-range correlated site-bond percolation with the bond probability proposed by Klein
and Unger [54]. Monette et al. [48] studied numerically the effect of perturbations on
critical droplets using Monte Carlo simulations and found that classical droplets grow or
decay from the surface whereas spinodal droplets change from the center. Later, Monette
et al. [47] found that nucleation near spinodal can be described as a coalescence process of
clusters, which represent critical phenomena fluctuations. The number of these clusters in a
volume of the linear size of the correlation length scales with the Ginzburg parameter. The
mathematical details of spinodal nucleation theory was summarized by Monette [20,55].
By using molecular dynamics (MD) simulations, crystallization from a deeply quenched
liquid was found to have features of spinodal nucleation. Klein et al. [56] made this obser-
vation in MD simulations using a Kac potential and Yang et al. [57] found similar results
in simulations with the Lennard-Jones (LJ) potential.
Spinodal nucleation theory also has important applications for solid-solid phase tran-
sition such as predicting symmetries for crystalline phases [58]. By studying a simple 2D
model with long-range elastic forces, Klein et al. showed that the structure of the critical
droplets may be different from the stable phase [4]. Gagne et al. performed a Langevin
simulation and correctly predicted the nature of the droplet for such a system [59].
In another context Rundle et al. investigated nucleation and growth of cohesive tensile
cracks and presented a theory of fracture based on an analogy to spinodal nucleation [60].
Later, due to similarities to fracture in materials, spinodal nucleation theory was applied to
earthquake models. Klein et al. [61] presented the first coarse-grained theoretical analysis
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of a slider block model with long-range interactions. Serino et al. [5] proposed a new
approach based on spinodal nucleation theory to explain different Gutenberg-Richter scaling
exponents for different fault systems.
Features of spinodal nucleation
Without getting into details, let us review some key features of nucleation near the spin-
odal [19, 20, 48, 54]. According to Ref. [19, 20], the Laudau-Ginzburg-Wilson Hamiltonian
near the spinodal is
−βH(φ) = −βH(φs)− βRd
∫ [
1
2
(~∇ψ)2 + hs∆hψ + 4αφsψ3 + αψ4
]
, (3.24)
where ψ = φ − φs is the density difference from the order parameter at the spinodal.
The density profile of the nucleating droplet can be found by functionally differentiating
Eq. (3.24)
−~∇2ψ¯(~r)− 4
3
||
√
||
6α
∆h+ 12α
√
||
6α
ψ¯2(~r) = 0 . (3.25)
Equation (3.25) is difficult to solve, but by using scaling arguments, we can assume that
−~∇2ψ¯(~r) = ∆h1/2Φ[∆h1/4~r] . (3.26)
Equation (3.25) becomes a differential equation for Φ which is independent of ∆h
−~∇′2Φ(~r′)− 4
3
||
√
||
6α
+ 12α
√
||
6α
Φ2(~r′) = 0 , (3.27)
where ~r′ = ∆h1/4~r. Equation (3.26) implies that the critical droplet has an amplitude
proportional to ∆h1/2, which is the density at the center of the droplet. Note that this
density vanishes in the same way as the order parameter. Using the non-scaled variable
~x = ~r/R, we can see that the linear dimension of the critical droplet is proportional to the
correlation length ξ = R∆h−1/4. In d = 1, Eq. (3.25) can be solved exactly and the solution
is
ψ¯(~x) =
1
3
√
∆h||
α
{
1− 3 cosh−2
[
(
2
3
)1/4||1/2~x
ξ
]}
. (3.28)
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The difference between the density of the nucleating droplet and the metastable background
is
v¯(~x) = −
√
∆h||
α
cosh−2
[
(
2
3
)1/4||1/2~x
ξ
]
. (3.29)
As expected, the amplitude of the critical droplet is proportional to ∆h1/2 and the linear
dimension is proportional to ξ = R∆h1/4.
3.1.3 Computer simulation method
The simulation we performed, which we will refer to a “nucleation run,” starts with the
system in equilibrium at T = 4Tc(q)/9 with the external magnetic field h > 0. Then at
t = 0, we quench the field to the opposite direction h→ −h.
Typically, the evolution of the system after the field quench consists of three stages.
First, the system relaxes to quasistatic equilibrium, which usually takes only a few Monte
Carlo steps. After that, most of the spins remain in the metastable direction (antiparallel to
the field) while some of the spins flip to the stable direction due to thermal fluctuation and
then flip back. Finally, a nucleating droplet forms and the system decays to the equilibrium
stable phase by the growth of this droplet. If the external field is large enough, the system
will decay to stable phase without staying in the metastable state.
Intervention
In theory, the critical droplet is a saddle point object, which has an equal probability of
decaying back to the metastable state or to grow into the stable phase. In our computer
simulations we apply the intervention [48, 55, 62] technique to locate the critical droplet.
Here are the steps of intervention procedure assuming that the system is in a metastable
state.
1. Choose a random number seed to perform a run with magnetic field h and record
the magnetization M as a function of time t until M changes sign. We choose h so
that the nucleation event happens between 103 to 104 Monte Carlo steps. As a first
estimate of the nucleation time, record the time t0 at which M changes sign.
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2. Use the same random number seed to repeat the same nucleation run up to the
intervention time t′, where t′ . t0. Keep the spin configuration {si} and use ∼ 20
different random number seeds to run the simulation from this spin configuration and
count the number of successful nucleation events.
3. If the fraction of successful nucleation events is > 50%, the intervention time t′ is too
late. In this case we decrease t′ and repeat from step 2. If the fraction of successful
nucleation events is less than 50%, we increase t′ and repeat from step 2.
4. Repeat steps 2 to 3 until we find the t′ so that fraction of successful nucleation events
is as close as possible to 50%.
5. The spin configuration at t′ contains the nucleating droplet.
Cluster mapping
The structure of the nucleating droplet is of great interest. If the nucleation occurs close
to the coexistence curve, the droplets are compact objects with a well-defined surface and
volume. However, in the long-range Ising model, the nucleation near the spinodal is very
different from near the coexistence curve. Rather than a compact structure, the spinodal
nucleation droplet is ramified and fractal-like. In this section we will use the bond prob-
ability derived by Klein [9, 63] to construct clusters. The steps for generating clusters are
the following:
1. Choose all spins in the desired direction: for mapping near the critical point, choose
either all up spins or all down spins whereas for mapping near the spinodal, choose
the spins in the stable direction.
2. Generate bonds between every interacting pairs of spins chosen in step 1 using the
bond probability pb = 1− e−2βJ [8] for critical points and pb = 1− e−βJ(1+
m
1−q ) near
the spinodal [9].
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3. The sites connected to each other by the bonds generated in step 2 and define a
cluster.
3.2 Nearest-Neighbor Ising Model with Dilution
3.2.1 Metastability
The first question we ask is whether quenched random site dilution changes the Becker-
Do¨ring limit. The value of the critical temperature depends on q, and we choose the values
given in Ref. [64].
The rescaled magnetization M/Ms is shown in Fig. 3.1 as a function of time t for the
undiluted nearest-neighbor Ising model. Ms is the mean magnetization in the metastable
state. For the purse system the temperature is equal to T = 49Tc(q = 0) = 1.008. We
initialized the system with a positive magnetic field h = 0.38 and waited until the system
equilibrates. Then we flip the external magnetic field h =→ −h = 0.38. After the quench,
the system stays in the metastable state for a long time and decays to stable phase in a
relative short period of time.
To better understand metastability, it is helpful to go through the spin evolution process
after the quench. In Fig. 3.2 we show 9 snapshots every 100 Monte Carlo steps per spin
from 7850 to 8650 Monte Carlo steps per spin in the same nucleation run as in Fig. 3.1.
The nucleating droplet is compact with clear boundary between core of stable phase and
the metastable background in the system. The square-shape droplet grows quickly from
the surface and eventually will nucleate the whole system.
In Fig. 3.3, we plot the rescaled magnetization M/Ms as a function of the time t in the
nearest-neighbor Ising model with q = 0.111. The temperature is T = 4Tc(q)/9 = 0.826 [64].
The magnetic field is (a) h = 0.20 and (b) h = 0.18. As we decrease h, the time τ it takes
for the system to nucleate increases. Compared to the undiluted system, the time τdrop
between the onset of a significant drop in the rescaled magnetization and the moment that
M ≤ 0.9Ms increases in the diluted model. These results show that in the diluted Ising
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Figure 3.1: Rescaled magnetization M/MS as a function of time t in the undiluted nearest-
neighbor Ising model at T = 4Tc(0)/9 = 1.008 after the quench with external magnetic field
h = 0.38→ h = −0.38. The system stays in the metastable state for a long time and decays
to stable phase in a short period of time, which is an important feature for metastability.
model, metastable states last shorter, but the growth of the stable phase is slower.
In Fig. 3.4, we show 9 snapshots every 500 MCS from 9000 to 13000 MCS in the same
run as in Fig. 3.3(b). The nucleating droplet is still compact but the shape deforms due
to the local distribution of dilution. The droplet still grows from the surface, but it grows
more slowly compared to the undiluted system.
As we further increase q, the metastable state lifetime τ decreases and τdrop increases.
Even for small q we observe that the system starts to lose metastability, indicated by the
shorten τ and longer τdrop. We did not find a sharp transition as we increase q, the vanishing
of metastability is a crossover effect. In Fig. 3.5, we plot the rescaled magnetization M/MS
as a function of time t in the diluted nearest-neighbor Ising model with q = 0.25. The
temperature of system is set to be at T = 49Tc(q) = 0.576 [64]. The external magnetic field
is (a) h = 0.13 and (b) h = 0.06. There is no plateau in the rescaled magnetization, which
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(a) t = 7850MCS. (b) t = 7950MCS. (c) t = 8050MCS.
(d) t = 8150MCS. (e) t = 8250MCS. (f) t = 8350MCS.
(g) t = 8450MCS. (h) t = 8550MCS. (i) t = 8650MCS.
Figure 3.2: Snapshots of a nucleation event taken in intervals of 100 MCS from 7850 to
8650 MCS in an undiluted nearest-neighbor Ising model at T = 4Tc(0)/9 = 1.008 after the
field quench of h = 0.38→ h = −0.38. The droplet is compact and grows from the surface
with a square shape.
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Figure 3.3: The rescaled magnetization M/MS as a function of the time t in the nearest-
neighbor Ising model with q = 0.111 at T = 4Tc(q)/9 = 0.826 after the quench with (a)
h = 0.20 → h = −0.20 and (b) h = 0.18 → h = −0.18. As h decreases, the time to reach
0.9MS increases. In both cases, the magnetization decreases more slowly than the undiluted
model.
suggests the absence of metastability.
In Fig. 3.6, we show 9 snapshots every 104 MCS from 4× 104 to 1.2× 105 MCS for the
same nucleation run as in Fig. 3.5(b) for q = 0.25. The nucleating droplet is still compact,
but the shape is deformed even more due to greater dilution. The droplet still grows from
the surface, but grows much more slowly compared to the undiluted system and to the
dilute system with q = 0.111. We observed other small domains of the stable phase, but
these domains did not grow during the simulation. As a result of the increased q, the
coupling between spins in the metastable direction becomes weaker. Consequently, even
small fluctuation can induce domains of the stable phase to form, which could explain the
immediate onset of the drop in magnetization. As seen in the previous simulations, dilution
slows down the growth of the stable phase. Therefore, small regions are very difficult to
grow because of the dilution reduced the free energy gain of the stable core, which could
explain the slow decay of the magnetization in Fig. 3.5.
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(a) t = 9000MCS. (b) t = 9500MCS. (c) t = 10000MCS.
(d) t = 10500MCS. (e) t = 11000MCS. (f) t = 11500MCS.
(g) t = 12000MCS. (h) t = 12500MCS. (i) t = 13000MCS.
Figure 3.4: Snapshots of a nucleation event taken every 500 MCS from 9000 to 13000 MCS
in a nearest-neighbor Ising model with q = 0.111 at T = 4Tc(q)/9 = 0.826 after h = 0.18→
h = −0.18. The droplet is still compact and grows slowly from the surface. The quenched
dilution deforms the surface of the droplet, resulting in its irregular shape.
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Figure 3.5: The rescaled magnetization M/MS as a function of time t in the nearest-
neighbor Ising model with q = 0.25 at T = 4Tc(q)/9 = 0.576 after the quench with h =
0.13 → h = −0.13 (a) and (b) h = 0.06 → h = −0.06. As h decreases, the time to reach
0.90MS increases. In both cases, the magnetization decreases slowly right after the quench,
indicating the absence of metastability.
3.2.2 Effect of dilution on the Becker-Do¨ring limit
Another way to determine the effect of dilution on metastability is to study the metastable
state lifetime. We choose a threshold α = 0.9 for the change in the magnetization and ran
the simulation with different values of h. In Fig. 3.7 we plot the time τ averages over 50
runs it takes for the magnetization to be such that M ≤ αMS .
3.2.3 The nucleating droplet and vacancies
Another important question is the effect of inhomogeneity of the vacant sites on the location
of nucleating droplets. Therefore, we study the correlation between the distribution of
droplet’s locations and the configuration of vacancies.
The distribution of location is obtained by constructing a droplet distribution map as
shown in Fig. 3.8. We chose a specific dilution configuration and ran nucleation on it. After
the system reaches M ≤ αMS , we saved the spin configuration as in Fig. 3.8(a). Then
a second run with same parameters, but a different random number seed was performed
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(a) t = 4× 104MCS. (b) t = 5× 104MCS. (c) t = 6× 104MCS.
(d) t = 7× 104MCS. (e) t = 8× 104MCS. (f) t = 9× 104MCS.
(g) t = 105MCS. (h) t = 1.1× 105MCS. (i) t = 1.2× 105MCS.
Figure 3.6: Snapshots of a nucleation event taken every 104 MCS from 4 × 104 to 1.2 ×
105 MCS in a nearest-neighbor Ising model with q = 0.25 at T = 4Tc(q)/9 = 0.576 after the
quench of h = 0.06→ h = −0.06. The compact droplet grows very slowly from its irregular
surface. There are many domains of the stable phase in the system. These domains are
easy to form compared to those in the undiluted system, which leads to the absence of
mestastability.
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Figure 3.7: The average time τ over 50 runs for M to reach be such that M ≤ αMS as a
function of h for q = 0 (red, ×), q = 0.111 (green, ◦), and q = 0.25 (blue, +). The magnetic
field h corresponding to a given τ decreases with increasing dilution. This behavior suggests
that the Becker-Do¨ring limit moves to the coexistence curve h = 0 as q is increased.
and the two spin configurations were averaged as shown in Fig. 3.8(b). We keep adding
more configurations from different runs (Fig. 3.8(c) is the average of three runs) and obtain
Fig. 3.8(d), which is the droplet distribution map averaged over 100 runs. Darker areas
represents regions with a higher probability for a droplet to occur.
The distribution of dilution is difficult to study in the nearest neighbor Ising model
in the sense that unlike the long-range model, there is no generic length scale to perform
the coarse-graining average of the dilution. Instead, we can put in the dilution by hand
and create regions with a higher concentration of vacancies. Figure 3.9 shows the droplet
distribution map for systems with biased dilution in the center. The parameters are L = 200
and q = 0 and the (a) qbias = 0.111 in a 20×20 square, (b) qbias = 0.111 in a 10×40 square,
(c) qbias = 1.0 in a 20×20 square, and (d) qbias = 1.0 in a 10×40 square. These maps clearly
suggest that nucleation events are more likely to occur around or adjacent to vacancies.
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(a) (b)
(c) (d)
Figure 3.8: Illustration of the construction of a droplet distribution map in a nearest neigh-
bor Ising model with q = 0.111 at T = 0.826. (a) The spin configuration taken right after
M < αMS , where α = 0.9. (b) and (c) The averaged spin configuration from the first two
and three events. (d) The droplet distribution map which is the averaged configuration
after 100 different runs. Darker regions represents higher probability for a droplet to occur
in that location.
To further understand the effect of dilution, we introduced biased dilution into a system
that already has homogeneous random dilution. Figure 3.10 shows droplet distribution maps
for systems with the same homogeneous dilution background, as in (a) with q = 0.111. (b)
q = 0 20× 20 square; (c) q = 0 square 40× 40; (d) q = 0.25 square of 20× 20; (e) q = 0.333
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Figure 3.9: Droplet distribution maps for a square lattice with L = 200. (a) qbias = 0.111 in
a 20×20 square. (b) qbias = 0.111 in a 10×40 rectangle. (c) qbias = 1.0 in a 20×20 square.
(d) qbias = 1.0 rectangle of 10 × 40. The nucleation events almost always occur around or
adjacent to the diluted region.
square of 20 × 20; and (f) q = 0.50 square of 20 × 20. By comparing the configurations in
(a) to (d)–(f), we see that the droplet occurs more likely near the higher diluted regions.
We can also reach the same conclusion from the absence of droplets in the center in (b) and
(c), where there is no dilution.
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Figure 3.10: Droplet distribution maps for various dilution configurations on a two-
dimensional lattice with L = 200 and most of the lattice with q = 0.111. (a) Homogeneous
random dilution with qbias = 0.111. (b) qbias = 0 in a 20 × 20 square. (c) qbias = 0 in a
40 × 40 square. (d) qbias = 0.25 in a 20 × 20 square. (e) qbias = 0.333 in a 20 × 20 square.
(f) qbias = 0.50 in a 20× 20 square.
3.3 Long-Range Ising Model with Dilution
In the long-range Ising model close to the spinodal, the nucleating droplet becomes more
ramified and its boundary is difficult to identify [19, 46–48, 62]. By using intervention, we
identified the critical droplet in the upper-right corner of the undiluted system with L = 200
and R = 10 (see Fig. 3.11(a)). The density of the stable phase (white) is not significant
compared to the fluctuations in other regions of the system.
Does quenched dilution change the structure of the critical droplet? To answer this
question, we took a snapshot of the nucleating droplet, which is in the lower middle of the
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Figure 3.11: Nucleating droplets in the long-range Ising model with (a) q = 0 and (b)
q = 0.1. The droplet is diffuse and its boundary is difficult to identify. The density of the
stable phase is not significant compared to the fluctuations.
diluted long range system shown in Fig. 3.11(b) (q = 0.1, L = 200, and R = 10). The
droplet is still diffuse and the boundary is difficult to identify. In addition, the density
difference between the droplet and background is very small. Therefore, we need other
tools to locate the critical droplet rather than finding it by eye.
3.3.1 Percolation mapping
By using the bond probability developed by Klein [9, 63], we can map the spinodal of a
long-range Ising model onto a percolation problem. The bond probability in the undiluted
system can be written as
pb = 1− e−2βJ(1−ρ−) = 1− e−2βJρ+ = 1− e−βJ(1+m) , (3.30)
where J is the coupling constant and m is the magnetization. ρ− is the density of spins in
the stable direction (in the final direction of the field h < 0); ρ+ is the density of spins in
the metastable direction.
We applied this bond probability to define the cluster (see Fig. 3.12). Thus we can find
the nucleating droplet by tracking the largest cluster. This determination has been widely
57
Figure 3.12: Nucleating droplet (in the white square) and the largest cluster (green dots in
the green square) generated by the percolation mapping in the undiluted long-range Ising
model with L = 200 and R = 10. The largest cluster stabilizes at the same location of the
nucleating droplet.
used in studying the structure of nucleation droplets and fluctuations near the spinodal [9,
47–49].
By using the bond probability given in Appendix A, we are able to study nucleation by
finding the clusters. For each spin configuration, we pick the spins in the stable direction
and generate clusters using Eq. (A.17) or Eq. (A.22). We study the evolution of the largest
cluster in terms of its size and position. The two-dimensional system has L = 200 and
R = 10 and T = 4Tc(q)/9.
In Fig. 3.13 we plot the log of the largest cluster size and rescaled magnetization M/MS
of the undiluted system as a function of time after the field quench. The black line represents
the time tc = 3201 MCS when the nucleating droplet occurs determined by intervention.
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The largest cluster size increases at t ≈ tc, before any significant changes in the rescaled
magnetization, suggesting the largest cluster size is a better quantity than M to monitor
for locating tc [48].
In Fig. 3.14 we plot the log of the largest cluster size and the position of its center of
mass as a function of time t after the quench for the undiluted long-range Ising model with
L = 200 and R = 10 at T = 4Tc(0)/9 = 1.776 with magnetic field h = 1.215→ h = −1.215.
The black line represents tc = 3201 MCS. The location of the largest cluster stabilized at
t ≈ tc. For t > tc the cluster grows in size.
In Fig. 3.15 we show 9 snapshots every 2 MCS from tc − 6 to tc + 10 MCS of the largest
cluster during the same nucleation event shown in Figs. 3.14 and 3.14. (d) Snapshot at
t = tc = 3201 MCS when the nucleating droplet occurs. Before tc, the location of the
largest cluster fluctuates. For t > tc, the largest cluster is stabilized in the same region as
the nucleating droplet as shown in Fig. 3.11(a), and then grows from both the center and
the surface, consistent with the results in Figs. 3.14 and 3.14. Similar results were reported
in Ref [48].
In Fig. 3.16 we plot the log of the largest cluster size and rescaled magnetization M/MS
of a diluted long-range Ising model as a function of time after the field quench. The black
line represents the time tc = 1008 MCS when the critical droplet occurs determined by
intervention. The largest cluster size increases rapidly around t = tc, before any significant
changes in the rescaled magnetization, suggesting the largest cluster size is still a better
indicator for locating tc in the diluted model.
In Fig. 3.17 we plot the log of the largest cluster size and coordinates of its center of mass
as a function of time t in the same simulation run. The black line represents tc = 3201 MCS.
Just as in the undiluted model, the location of the largest cluster stabilized around t = tc
and then started to grow in size.
In Fig. 3.18 we show 9 snapshots every 2 MCS from tc − 6 to tc + 10 MCS of the largest
cluster during the same nucleation event shown in Figs. 3.17 and 3.17. (d) is the snapshot
at t = tc = 1008 MCS, when the critical droplet occurs. Before tc, the location of the
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Figure 3.13: Log of the largest cluster size logNs (red ◦) and rescaled magnetization M/MS
(cyan ♦) as a function of time t after the quench in the undiluted long-range Ising model
with L = 200, R = 10, and h = 1.215→ h = −1.215. The black line represents the time tc
when the nucleating droplet occurs as determined by intervention. The largest cluster size
increases at t ≈ tc, before any significant changes in the rescaled magnetization, suggesting
the largest cluster size is a better indicator of tc.
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Figure 3.14: Log of the largest cluster size logNs (red ◦) and coordinates of its center
of mass (cx, blue × and cy, green ) as a function of time t after the quench in the
undiluted long-range Ising model with L = 200 R = 10, and h = 1.215 → h = −1.215 at
T = 4Tc(0)/9 = 1.776. The black line represents the time tc when the nucleating droplet
occurs as determined by intervention. The location of the largest cluster stabilized around
t = tc and then started to grow.
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(a) t = 3195MCS. (b) t = 3197MCS. (c) t = 3199MCS.
(d) t = 3201MCS. (e) t = 3203MCS. (f) t = 3205MCS.
(g) t = 3207MCS. (h) t = 3209MCS. (i) t = 3211MCS.
Figure 3.15: Snapshots of the largest cluster during a nucleation event taken every 2 MCS
from tc − 6 to tc + 10 MCS in an undiluted long-range Ising model with L = 200, R = 10,
andh = 1.215→ h = −1.215 at T = 4Tc(0)/9 = 1.776. (d) Snapshot at t = tc = 3201 MCS
when the nucleating droplet occurs. For t < tc, the largest cluster’s location fluctuates. For
t > tc, the largest cluster stabilizes in the same region as the nucleating droplet and then
grows from both its center and surface.
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Figure 3.16: Log of the largest cluster size logNs (red ◦) and M/MS (cyan ♦) as a function
of time t after the quench in the undiluted long-range Ising model with q = 0.1, L = 200,
R = 10, and h = 1.215 → h = −1.215 at T = 4Tc(q)/9 = 1.600. The black line represents
the time tc when the critical droplet occurs as determined by intervention. Just as in the
undiluted model, the largest cluster’s size increases at t ≈ tc, before any significant changes
in MS/M , suggesting the largest cluster size is a better indicator of tc.
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Figure 3.17: Log of the largest cluster size logNs (red ◦) and coordinates of its center of mass
(cx, blue × and cy, green ) as a function of time t after the quench in the long-range Ising
model with q = 0.1, L = 200, R = 10, and h = 1.04→ h = −1.04 at T = 4Tc(q)/9 = 1.600.
The black line represents the time tc when the nucleating droplet occurs as determined by
intervention. Just as in the undiluted model, the location of the largest cluster stabilized
when t ≈ tc and then started to grow.
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largest cluster fluctuates. After t = tc, the largest cluster stabilized in the same region
as the nucleating droplet as shown in Fig. 3.11(b), and then grows from both the center
and the surface, which is consistent with the results in Figs. 3.17 and 3.17. These results
suggests that the modified bond probability works in the diluted model and provides useful
information about the nucleation process.
3.3.2 Spatial correlation to the dilution
For a given dilution configuration we observed that nucleation often occurs in the same loca-
tion even although the random numbers we used are completely different and uncorrelated.
This observation suggests that a positive correlation between system’s dilution distribution
and the probability distribution of finding a nucleating droplet.
The dilution distribution ρi of a dilution configuration {εi} can be calculated using the
following
ρi =
1
z − 1
∑
j∈(i)
εj (3.31)
where (i) represents all the sites in the interaction range of site i and z− 1 = (2R+ 1)2− 1
is the total number of sites with which one site interacts.
In Fig. 3.20(a) we plot the dilution distribution of a system with L = 200, R = 10,
and q = 0.111. The brighter region represents a higher concentration of dilution in that
area. We performed 100 runs on this configuration and then plotted the droplet distribution
map with threshold α = 0.9 in Fig. 3.19(b). The brighter region corresponds to the area
with a higher probability of forming the nucleating droplet. In experiments, it has been
reported that there is similar positive spatial correlation between disorder and nucleating
droplet [65].
3.3.3 Unstable state evolution
The effect of dilution on unstable state evolution in the long-range Ising model is still
unknown. In this section, we perform Monte Carlo simulations in the long-range dilute
Ising model and study the evolution after a critical temperature quench without external
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(a) t = 1002MCS. (b) t = 1004MCS. (c) t = 1006MCS.
(d) t = 1008MCS. (e) t = 1010MCS. (f) t = 1012MCS.
(g) t = 1014MCS. (h) t = 1016MCS. (i) t = 1018MCS.
Figure 3.18: Snapshots of the largest cluster during a nucleation event taken every 2 MCS
from tc − 6 to tc + 10 MCS in a long-range Ising model with q = 0.1, L = 200, R = 10,
and h = 1.04 → h = −1.04 at T = 4Tc(q)/9 = 1.600. (d) Snapshot at t = tc = 1008 MCS,
when the critical droplet occurs. As in the undiluted model, before tc, the largest cluster’s
location fluctuates. After t = tc, the largest cluster stabilizes in the same region as the
critical droplet and then grows from both the center and the surface.
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Figure 3.19: (a) Dilution distribution map and (b) nucleation droplet distribution map for
a long-range Ising model with q = 0.111, L = 200, and R = 10. In (a) the brighter region
has higher dilution concentration. In (b) the map shows that the nucleation droplet is more
likely to occur in the brighter region. The correlation between (a) and (b) suggests that
the nucleation occurs more likely in the region with higher dilution.
magnetic field. We performed 100 quenches from T =∞ to T = 49Tc(q) and averaged over
the spin configurations at t = t0 = 2 MCS to obtain the unstable state evolution map. The
system has equal probability to decay to either M > 0 or M < 0. If we average over spin
configuration, it would be zero everywhere across the lattice. A non-trivial yet necessary
step is rescaling the spin configuration by the overall magnetization M(t0). If M(t0) > 0,
we assume the final stage of the system has M > 0 and we add the spin configuration
directly whereas if M(t0) < 0, we add the negative spin configuration. By doing this, we
obtain a map containing the information about the rate at which each site responds to the
temperature quench.
In Fig. 3.20 we plot the (a) dilution distribution map along with the (b) unstable state
evolution map for a long-range Ising model with q = 0.111, L = 200, and R = 10. In
(a) the brighter region has higher dilution concentration. In (b) unstable state evolution
occurs faster in the brighter region. The anti-correlation between (a) and (b) suggests
that unstable state evolution happens more rapidly in the region with lower dilution. A
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Figure 3.20: (a) Dilution distribution map and (b) unstable state evolution map for a long-
range Ising model with q = 0.111, L = 200, and R = 10. (a) The brighter region has
higher dilution. In (b) unstable state evolution occurs faster in the brighter region. The
anti-correlation between (a) and (b) suggests that unstable state evolution happens more
rapidly in the region with lower dilution.
hand-waving argument is sufficient to explain this anti-correlation between unstable-state
evolution and dilution distribution. After the critical temperature quench, the evolution
of the system is driven by the coupling between spins. However, in regions with higher
dilution, the coupling betweens spins is weaker compared to the region with lower dilution.
Therefore the evolution is slower in the region with higher dilution.
3.4 Conclusions
We studied the effects of quenched dilution on nucleation and briefly on unstable state
evolution.
The effects of dilution on short-range systems are different from their effects in long
range systems. For long-range systems, the dilution does not change the diffuse structure
of the the droplets near the spinodal. By applying the modified version of percolation
mapping bond probability [9, 54], we found that the largest cluster can be used to locate
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the nucleating droplet and it grows from the center rather than on the surface, similar to
the undiluted model [20,48]. In contrast, for short-range systems, the droplets are compact
and grow from the surface. Quenched dilution make small droplets with size ` `c easier
to form, but large droplets with ` `c are difficult to grow. The Becker-Do¨ring limit moves
toward the coexistence curve as the concentration of dilution q increases.
In both short- and long-range systems, the region with a higher concentration of dilution
has a higher probability to form a nucleating droplet due to the fact that in these regions,
thermal fluctuations are higher because the coupling between spins in either direction is
weakened by dilution. For unstable state evolution, it is the opposite: the region with
higher concentration of dilution evolves slower.
Chapter 4
The Modified Asset Exchange Model
4.1 Background and Introduction
In this section, we introduce geometric Brownian motion and discuss its ensemble and time
averages. Then we will briefly review some research on agent-based asset exchange models.
4.1.1 Geometric Brownian motion
Geometric Brownian motion (GBM) is a useful model for systems in which the temporal
evolution is greatly influenced by multiplicative noise. The multiplicative nature of the
noise results in a net-negative effect on growth in these systems, which can be shown using
the Itoˆ calculus [66]. We are interested in the GBM because its ensemble average does not
equal its time average [66,67], and the system is not ergodic.
A variable x(t) that undergoes geometric Brownian motion is defined as
dx(t) = x(t)(µdt+ σdW ) , (4.1)
where µ is the drift (growth) term, σ is the amplitude of the noise, and W (t) =
∫ t
0 dW
represents a Wiener process. By applying the Itoˆ calculus (see Appendix C), we can write
the equation for lnx(t) as
d(lnx) = (µ− σ
2
2
)dt+ σdW . (4.2)
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Equation (4.2) implies that the solution to Eq. (4.1) is
x(t) = x(0) exp
[(
µ− σ
2
2
)
t+ σW (t)
]
. (4.3)
Ensemble Average. According to Ref. [66], the ensemble average of the growth rate
of the GBM <g> can be calculated from Eq. (4.1) as follows
〈g〉 ≡ 1
dt
〈
dx(t)
x(t)
〉
=
1
dt
〈
x(t)µdt+ x(t)σdW
x(t)
〉
= µ+ σ
1
dt
〈dW 〉 = µ , (4.4)
where µ > 0. <dW> = 0 because W is a Wiener process. Therefore the ensemble average
of the GBM grows exponentially as eµt.
Time Average. Also according to Ref. [66], the time average of the growth rate of the
GBM, g˜ can be calculated from Eq. (4.2):
g˜ ≡ 1
dt
〈
d lnx
〉
=
1
dt
〈
d lnx
〉
= µ− σ
2
2
+ σ
σ
dt
〈dW 〉 = µ− σ
2
2
. (4.5)
Hence, for µ < σ2/2, the time average of the GBM decays as e(µ−σ2/2)t, whereas the
ensemble average grows with eµt.
4.1.2 Asset exchange model
The term “econophysics” was first introduced by H. E. Stanley in 1995 [68] and has become
an active field of research in the physics community. One area of interest in econophysics is
the nature of the distributions of wealth, money, and income. This area overlaps a long term
research interest in economics to understand wealth inequality. Much work in economics
uses a stochastic process to describe the dynamics of wealth or income to derive the wealth
distribution. This work uses an one-body approach in the sense that wealth and income
fluctuations are independent for different agents in the system.
Inspired by Boltzmann’s description of the collision of gas particles, physicists have
introduced agent-based models with pairwise transactions to allow wealth transfers from
one agent to another to explain the origin of inequality. Several seminal works includes
Ispolatov et al. [69], Bouchard et al. [70], Dragulescu et al. [71], and Chakraborti et al. [72].
In fact, this class of models was pioneered by the sociologist Angle starting in 1986 [73,74].
These models have various trading rules. A good review article is by Yakovenko et al. [75].
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4.2 The Yard Sale Model
In this section, we introduce a version of the asset exchange model named the “Yard-Sale
Model” (YSM) [76,77]. This model consists ofN trading agents, each with only one variable,
the wealth wi. In the simplest version of the YSM, there is no change in the total wealth
W =
∑
iwi(t) with time. An equal amount of wealth w(0) is initially distributed to each
agent. A pair of agents is then chosen at random and a fraction of the wealth α of the poorer
agent is transferred from the loser of a coin toss to the winner with probability 1/2. For
an exchange between agent i and j, the exchanging amount ∆wij(t) = αmin
(
wi(t), wj(t)
)
,
where 0 < α < 1 is a fixed parameter. We define one unit of the trading time t to have N
exchanges. We are interested in the wealth distribution as a function of the time t. The
number of agents in our simulations is N = 2500 as the default.
For a given time t, we take assign the agents a rank according to their wealth wi(t) from
rich to poor so that their wealth decreases with increasing rank. Because the inequality is
large, we plot the natural logarithm of the wealth as a function of the rank. These plots
can be interpreted as follows. That is, for a given value of w, the corresponding rank gives
the number of agents whose wealth is greater than or equal to w. Therefore, these plots
can be converted to a cumulant wealth distribution by inverting the two axes and dividing
the rank by N .
4.2.1 Equality
A measure of the equality of the wealth distribution {wi} is given by
E = −
N∑
i=1
wi
W
ln
wi
W
= −
N∑
i=1
w˜i ln w˜i , (4.6)
where W =
∑N
i=1wi is the total wealth of the system and w˜i = wi/W is the rescaled
wealth. If the agents all have the same wealth, the equality E reaches its maximum Emax =
−∑Ni=1 1N ln 1N = lnN . In contrast, if one agent has all the wealth and everybody else has
nothing, the equality E is the minimum Emin = 0.
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Figure 4.1: The logarithm of the wealth versus the rank with wi(t = 0) = 100 and α = 0.1
at t = 0, 500, 2000, 10000 and 50000, respectively. The wealth is concentrated among
increasingly fewer agents and the wealth follows an exponential distribution, except for the
very poor.
4.2.2 Wealth condensation
We run the system with α = 0.1 up to t = 105 and plot the logarithm of the wealth as a
function of rank at t = 500, t = 2000, t = 10000 and t = 50000 steps, respectively. As shown
in Fig. 4.1, the wealth decrease exponentially with increased rank except for the poorest
agents. The slope of the log-linear plot increases with the time. This result indicates that
the wealth is concentrated among fewer and fewer agents over time and eventually one agent
will have almost all of the wealth, and almost all the other agents’ wealth goes to 0.
4.3 Constant Growth
We have seen that the wealth is concentrated among increasingly fewer individuals in the
AEM with no growth, culminating as t → ∞ in a single agent holding a fraction of the
wealth which approaches one. We are interested in whether economic growth will change
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Figure 4.2: (a) The wealth distribution and (b) the relative wealth distribution of the
system with w(0) = 100, g = 1, and α = 0.1 at t = 500, t = 2000, t = 10000 and t = 50000
respectively. With increasing t, the wealth flows toward the rich agents and the rescaled
wealth of poor agents decreases.
the wealth condensation.
The first modification we study is a constant amount g is added to each agent’s wealth
after every time step. Because the total wealth W (t) = W (0)+Ngt is no longer a constant,
we define w˜i(t) = wi(t)/W , the rescaled wealth of each agent at time t.
Compared to the model with no growth, we expect the poor agents’ wealth will not
decrease monotonically with time given the input of the wealth. As shown in Fig. 4.2, the
poorest agent’s wealth stays less than the initial wealth w0 = 100, but does not decrease
in time, whereas in the model with no growth, the poorest agents’ wealth approaches 0
as t → ∞. The wealth distribution in this system is more equal than the system with no
growth. The rescaled wealth for a given rank decreases in time, except for the few richest
agents. The poorer agents’ wealth does not decrease with time, but they do not benefit
from the constant growth. As wealth is added to the system, it is transferred to the wealthy
via the exchange mechanism, so inequality continues to grow.
As shown in Fig. 4.2, constant growth makes the wealth distribution more equal, but
the inequality still increases with time. Does increasing the constant growth rate make
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Figure 4.3: (a) The wealth distribution and (b) the relative wealth distribution with w(0) =
100, g = 10, and α = 0.1 at t = 500, t = 2000, t = 10000 and t = 50000, respectively. As
in Fig. 4.2, the wealth flows toward the rich agents and the rescaled wealth of the poorer
agents decreases even though the wealth at all ranks is greater than those in Fig. 4.2.
the wealth distribution become more equal? We now investigate and compare the wealth
distributions in systems with different values of g. We increase the constant growth rate
from g = 1 to g = 10 and plot the wealth distribution and rescaled wealth distribution in
Fig. 4.3.
By increasing g, we make all agents’ wealth increase in time. However, we are not able
to change the relative wealth distribution simply by varying the value of g. As shown in
Fig. 4.4, except for g = 0, all the data collapse to the same form, indicating that g does not
affect the evolution of the rescaled wealth. The reason is that for t→∞, the initial wealth
wi(0) can be neglected compared to the total wealth of the system, and we can rescale all
the wealth by g so that the relative wealth distribution does not depend on the value of g.
In the following simulations, we fix g = 1 for simplicity.
The reason for the difference between the wealth distributions for g = 0 and g > 0 is
due to the increased capability for the poorer agents to gain wealth from the richer agents.
For a given value of g, different initial conditions {wi(0) = w(0)} change the duration of the
transient period during which each agent’s initial wealth is still significant compared to the
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Figure 4.4: The equality E as a function of time for systems with different values of g. For
non-zero g, all the data collapse to single form, which is different from the g = 0 case.
added wealth. However, the initial conditions do not affect the behavior in the long time
limit. Therefore, in the following simulation, we fix wi(0) = w(0) = 1 for simplicity.
4.4 Geometric Growth
As shown in Sec. 4.3, constant growth does not change the fact that wealth flows to a
few rich agents and the rescaled wealth of the poorer agents decreases in time. Because
geometric growth is more common in economics, we will study the effect of geometric growth
on the wealth distribution.
The growth of system is modified so that after each time step (N exchanges), an amount
µW (t) is add to the system and distributed equally to all agents, resulting in exponential
growth of the total wealth W (t) = W (0)eµt, where µ > 0 is the growth rate.
We investigate the wealth distribution in the system with µ = 10−3 and α = 0.1 and
plot the wealth and rescaled wealth distribution in Fig. 4.5. After an initial transient the
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Figure 4.5: (a) The wealth distribution and (b) the relative wealth distribution with w(0) =
1, µ = 10−3 and α = 0.1 at t = 500, 2000, 10000 and 50000, respectively. After some time,
the rescaled wealth collapses to a single curve, indicating a rescaled steady state. After the
rescaled steady state is reached, the wealth of each rank grows exponentially.
distributions collapse onto a single curve indicating that the rescaled wealth distribution
reaches a steady state, which we refer to as a rescaled steady state. During the transient
the wealth disparity between rich and poor agents grows until the rescaled steady state is
established.
In Fig. 4.6 we plot the logarithmof the wealth for five different ranks and the total wealth
as a function of t. Once the rescaled steady state is reached, the form of the distribution
(and the ratio of the wealth between rich and poor agents) remains fixed, while the wealth
in every rank grower as eµt, represented by parallel lines on the log-linear plot. Hence,
geometric growth µ > 0 benefits all members of society [78].
4.4.1 Mobility and rank correlation
In the rescaled steady state, the wealth at all ranks grows, but the rank of the agents is
not fixed, which means that the richest agent at time t is not necessarily the richest in
the future. An important property of this model is economic mobility. To determine the
mobility we determined the Pearson correlation function C(t) of the rank in the rescaled
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Figure 4.6: Logarithm of the wealth for five different ranks and the total wealth as a function
of t for µ = 10−3 and α = 0.1. After the initial transient, the wealth at all ranks grows in
the same way with the total wealth as eµt.
steady state.
C(t) =
∑
i
[
Ri(t)−R(t)
][
Ri(0)−R(0)
]√[∑
j
(
Rj(t)−Rj(t)
)2][∑
k
(
Rk(0)−Rk(0)
)2] , (4.7)
where Rj(t) is the rank of the jth agent and R(t) = N/2 is the ensemble average of the
rank. As can be seen from Fig. 4.7, C(t) → 0 as t → ∞, which indicates that the rank of
the agents as t → ∞ is not correlated with their rank at t = 0. Hence, there is nonzero
mobility for µ > 0.
4.4.2 Metric and effective ergodicity
The nonzero mobility suggests that the system is ergodic; that is, the time averaged rank of
each agent equals the ensemble average of the rank. According to Thirumalai and Mountain,
this equality is known as effective ergodicity [79,80]. To test for effective ergodicity, we use
a variable associated with the ith agent, σi(t), which could be the wealth wi(t), the rescaled
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Figure 4.7: The Pearson correlation function as a function of t for µ = 10−3 and α = 0.1.
C(t)→ 0 as t→∞, which indicates that the rank of the agents as t→∞ is not correlated
with their rank at t = 0 and the mobility for µ > 0 is nonzero.
wealth w˜i(t), or the rank Ri(t). The Thirumalai-Mountain (TM) metric is defined as
Ω(t) =
1
N
N∑
i=1
[
σi(t)−<σ(t)>
]2
, (4.8)
where
σi(t) =
1
t
∫ t
0
σi(t
′) dt′ (4.9)
and
<σ(t)> =
1
N
N∑
i=1
σi(t). (4.10)
If the system is effectively ergodic, Ω(t) ∝ 1/t [79, 80]. From Fig. 4.8 we see that
the t dependence of Ω(0)/Ω(t) indicates effective ergodicity for the rank and the rescaled
wealth. However, the wealth does not look like effective ergodic based on the t dependence
of Ω(0)/Ω(t).
The reason is simple: because the wealth at all ranks grows as eµt, in the limit t→∞,
the 1/t behavior of the wealth metric is negligible compared to eµt. To confirm this, we
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Figure 4.8: (a) The Thirumalai and Mountian metric for the wealth, the (b) rescaled wealth
distribution, and (c) the rank with µ = 10−3 and α = 0.1. For the rescaled wealth and the
rank, Ω(0)/Ω(t) is linear, indicating that the system is effectively ergodic; Ω(0)/Ω(t) for
the wealth is not linear because the wealth at all ranks grows as eµt in the rescaled steady
state.
plot the wealth metric versus eµt in Fig. 4.9. The linear dependence confirms that the 1/t
behavior is masked by the geometric growth. Therefore, the wealth metric should not be
used to determine the effective ergodicity.
In Fig. 4.10 we plot the equality E as a function of t for different values of α. In the
rescaled steady state, as α increases, the equality decreases because the rich agents will take
more wealth from the poor through the enhanced exchange mechanism.
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Figure 4.9: The wealth metric versus e2µt for µ = 10−3 and α = 0.1. The linear dependence
suggests that the 1/t behavior from effective ergodicity is masked by geometric growth.
4.5 Skewed Geometric Growth
To better understand the effect of geometric growth, we implement different distributions
of the growth. To distribute the growth, we calculate the quantity
S(t) =
N∑
i
wγi (t) , (4.11)
where the sum is over N agents and the parameter γ ≥ 0. The increase in wealth due to
the growth ∆W (t) = µW (t) is assigned to the ith agent as
∆wi(t) = µW (t)
wγi (t)
S(t)
. (4.12)
For γ = 0 the increase in wealth generated by the growth is distributed equally, which is
the same as in Sec. 4.4. As γ increases, the allocation of the increased wealth is weighted
more heavily toward the agents with greater wealth at time t.
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Figure 4.10: The equality E versus t for µ = 10−3 and α = 0.1, 0.2, 0.3, 0.4, and 0.5
respectively. In the rescaled steady state the equality of the systems decreases for greater
α.
4.5.1 Linear distribution of growth
As before, we give each agent the wealth ∆wi(t) after each time step. Obviously, the rescaled
wealth distribution {w˜i} immediately after this addition is invariant. Therefore, we expect
the rescaled wealth distribution to be determined only by the exchange mechanism. In
Fig. 4.11 we plot the wealth and the rescaled wealth as a function of rank with w(0) = 1,
γ = 1.0, µ = 10−3, and α = 0.1 for different times. The rescaled wealth has the same form
as the wealth distribution for the case with no growth. For γ = 1.0, every agent’s wealth
increases by the same percentage µ after each time step. We can consider this percentage
as inflation and after we rescale all the wealth by 1 + µ, which is the same rescaling factor
for the total wealth W , we recover the same system with no growth.
In Fig. 4.12 we plot the logarithm of the wealth for certain ranks and the total wealth
as a function of t. There is no rescaled steady state and almost all agents’ wealth decays
with time except for the richest agent, whose wealth grows as eµt. For γ = 1.0 the growth
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Figure 4.11: (a) The wealth distribution and (b) the rescaled wealth distribution with
w(0) = 1, γ = 1.0, µ = 10−3, and α = 0.1 at t = 500, 2000, 10000, and 50000 respectively.
The wealth distribution and rescaled wealth distributions have the same shape as the model
with no growth shown in Fig. 4.1 and there is no rescaled steady state.
does not benefit all agents.
Poor agents’ wealth and geometric Brownian motion
We already know that condensation of the rescaled wealth occurs in the same way as in the
system with no growth. But we are still interested whether we can vary other parameters,
such as µ and α, to make the poor agents better off. To investigate this question, we fix
γ = 1.0 and perform simulations with α ∈ [0.01 0.40] and µ ∈ [0.01 0.40] up to t = 1000 and
plot the the average wealth of the poorest 25 agents (out of N = 2500) versus α and µ. As
show in Fig. 4.13, we find a transition in the behavior of the poorest 1% agents’ wealth. For
high µ and low α, the wealth increases, whereas for low µ and high α the wealth decreases
compared to the initial wealth.
We found that lnw has a non-zero curvature in Fig. 4.13(a) and in Fig. 4.13(b), the
equal-wealth curve is not a straight line, but follows a quadratic curve. If we keep track
of the poorest agent’s wealth wmin(t) with γ = 1.0, we see that it is similar to a geometric
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Figure 4.12: The natural logarithm of the wealth for different ranks and the total wealth
as a function of t for µ = 10−3 and α = 0.1. After the initial transient, the wealth at all
ranks grows with the total wealth as eµt.
Brownian motion (GBM) because
∆wmin(t) = wmin(t+ 1)− wmin(t) = µwmin(t) + 2αηwmin(t) , (4.13)
where η is a stochastic variable with probability 1/2 to be +1 or −1.
For the GBM, using the Itoˆ calculus, we know that the logarithm of the time average
follows (µ − σ2/2)t, where σ is the magnitude of the noise. Therefore we expect that in
MAEM with γ = 1.0, the logarithm of the poor agents’ wealth follows
lnw(t) ∼ (µ− kα2)t ≡ ∆AEM t , (4.14)
where ∆AEM = µ− kα2 and k is a constant which depends on the rank but is independent
of µ and α. This behavior suggests that instead of µ and α separately, it is the linear
combination of µ and α2 which determines the behavior of the poorest 1% agents’ wealth.
In Fig. 4.14, we plot the logarithm of the average wealth of the poorest 25 agents (out of
N = 2500) versus µ and α2. The fact that lnw is a plane in the 3D plot in Fig. 4.14(a) and
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Figure 4.13: (a) Three-dimensional plot and (b) two-dimensional plot of the natural loga-
rithm of the average wealth of the poorest 25 agents versus µ and α for γ = 1.0 at t = 1000.
There is a transition in the behavior of the wealth of the poorest 1% agents. For high µ and
low α, the wealth increases, whereas for low µ and high α the wealth decreases compared
to the initial wealth.
the equal-wealth curve and is a straight line on the 2D color map in Fig. 4.14(b) confirms
our speculation that ∆AEM = µ − kα2 determines the poor agents’ wealth. Therefore, in
the following, we choose α2 instead of α as one axis. By fitting lnw to a plane we determine
k ≈ 1.5.
Absence of ergodicity
We have shown that for γ = 1.0, the system behaves similarly to a geometric Brownian
motion, which is non-ergodic. In contrast, for γ = 0, the system has a rescaled steady state
and is effectively ergodic. We now plot the inverse metric for both the rescaled wealth and
rank to investigate the ergodicity. As shown in Fig. 4.15, the time dependence of Ω(0)/Ω(t)
indicates that the system is not effectively ergodic.
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Figure 4.14: (a) Three-dimensional plot and (b) two-dimensional plot of the logarithm of the
average wealth of the poorest 25 agents out of 2500 versus µ and α2 for γ = 1.0 at t = 1000.
Note that lnw is a plane in (a) and the equal-wealth curve is a straight line in (b). There
is a transition in the behavior of the poorest 1% agents’ wealth. For ∆AEM = µ− kα2 > 0,
the wealth increases whereas for ∆AEM < 0 the wealth decreases compared to the initial
wealth.
0 5000 10000 15000
0.7
0.75
0.8
0.85
0.9
0.95
1
1.05
1.1
t
Ω
w˜
(0
)
Ω
(
t)
 
 
Inverse rescaled wealth metric
(a)
0 5000 10000 15000
1
1.0005
1.001
1.0015
1.002
t
Ω
R
(0
)
Ω
(
t)
 
 
Inverse rank metric
(b)
Figure 4.15: The metric for the (a) rescaled wealth distribution and the (b) rank with
γ = 1.0, µ = 10−3, and α = 0.1. The time dependence of Ω(0)/Ω(t) indicates that the
system is not effectively ergodic.
4.5.2 Sub-linear distribution of growth
For γ < 1.0, the increase of the wealth of the ith agent is
∆wi(t) =
wγi (t)
S(t)
W (t) . (4.15)
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If γ ≥ 0, the rank of the agents will not change immediately after the addition of ∆wi.
We can use a hand-waving argument to discuss the effect of this sub-linear (γ < 1)
distribution of growth. For simplicity, choose the richest agent and consider the change of
its rescaled wealth w˜max after the addition of wealth:
∆w˜max =
wmax +
µW
S w
γ
max
W + µW
− wmax
W
= w˜max
[
1 + µWS w
γ−1
max
1 + µ
− 1
]
=
µw˜max
S(1 + µ)
[
wγ−1maxW − S
]
∼
N∑
i=1
[
wγ−1max − wγ−1i
]
wi < 0,
(4.16)
because wmax ≥ wi and γ − 1 < 0. Similarly, we can show that
∆w˜min > 0 , (4.17)
where w˜min is the rescaled wealth of the poorest agents. Therefore, roughly speaking, for
γ < 1, the geometric growth increases the poorer agents’ rescaled wealth and decreases the
richer agents.
In Sec. 4.4 we saw that for γ = 0, a rescaled steady state emerges from the competition
between exchange mechanism and growth. In Fig. 4.16, we plot the wealth and the rescaled
wealth as a function of rank for w(0) = 1, γ = 0.9, µ = 10−3, and α = 0.1 at different
times. After a transient, the system reaches a rescaled steady state and the wealth at all
ranks grows just as in Fig. 4.5, but the distribution is less equal.
To study how the wealth at each rank grows, we plot the logarithm of the wealth at
certain ranks and the total wealth as a function of t (see in Fig. 4.17). After the rescaled
steady state is reached the wealth at each rank grows as eµt with the total wealth. This
result combined with Fig. 4.6 leads us to conclude that geometric growth with γ < 1.0 does
benefit all agents, and the time to reach the rescaled steady state increases as γ → 1.0, a
point that we will discuss later in this chapter.
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Figure 4.16: (a) The wealth distribution and (b) the rescaled wealth distribution of the
system with w(0) = 1, γ = 0.9, µ = 10−3, and α = 0.1 for different times. There is a
rescaled steady state after t & 1 × 104 and the wealth at all rank grows after the rescaled
steady state is reached.
Metric
In Sec. 4.4 we found that the system corresponding to γ = 0 is effectively ergodic from
the 1/t dependence of Ω(t) for both the rescaled wealth and the rank. For 0 < γ < 1, we
expect similar results because, as long as γ < 1, the rich agent’s share of the total wealth
will decrease after the growth. This decrease will balance the increase from the exchange
mechanism, thus providing a steady state.
Rank change
For γ < 1.0, the time dependent of Ω(t) indicates nonzero mobility in the rescaled steady
state. How this mobility relates to agents’ rank change is still unknown. Therefore, we
study how frequently an agent at a certain rank moves to another rank in the rescaled
steady state for 2× 104 time steps for µ = 10−3 and α = 0.1. As shown in Fig. 4.19, middle
rank agents change rank frequently compared to those at the rich or poor ends. As γ → 1.0,
the number of rank changes in a given time decreases, suggesting decreased mobility.
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Figure 4.17: Natural logarithm of the wealth for different ranks and the total wealth as a
function of t for γ = 0.9, µ = 10−3, and α = 0.1. After an initial transient, the wealth at
all ranks grows in the same way as the total wealth as eµt.
Initial conditions
It is interesting that the MAEM is a driven system which might, for some range of γ < 1,
be treated with equilibrium methods in the limit of an infinite system. For a system in
equilibrium, the initial condition should not affect its long time behavior. To confirm this
behavior in MAEM, we investigate the effect of different initial conditions on the rescaled
steady state. We fix α = 0.1 and µ = 10−3 and run two systems with γ = 0 and γ = 0.9
respectively. After t = 5 × 104, both systems are in the rescaled steady state. Then we
ran both systems with γ = 0.5 and monitored the rescaled wealth distribution over time.
As shown in Fig. 4.20, after the rescaled steady stateis reached for γ = 0.5, the rescaled
wealth distributions collapse to the same form, implying that different initial conditions do
not affect the steady state. Poor agents respond to the change in γ faster than rich agents,
which makes the rescaled wealth distribution change as “a zipper” from the poor end.
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Figure 4.18: The metric for (a) the rescaled wealth distribution and the (b) rank with
γ = 0.5, µ = 10−4, and α = 0.01. The linear time dependence of Ω(0)/Ω(t) indicates that
the system is effectively ergodic.
4.5.3 Super-linear distribution of growth
In Fig. 4.21 we plot the wealth and the rescaled wealth as a function of rank in the system
with w(0) = 1, γ = 1.1, µ = 10−3, and α = 0.1 at different times. There is no rescaled
steady state and the wealth at almost all ranks decreases except for the few top ranks.
Wealth condensations happens even faster than for γ = 1.0 or the original AEM without
growth. Similar to Eq. (4.16), we can calculate
∆w˜max ∼
N∑
i=1
[
wγ−1max − wγ−1i
]
wi > 0 , (4.18)
where wmax ≥ wi and γ − 1 > 0. Equation (4.18) implies that the richest agent increases
its rescaled wealth not only through trading but also from growth. Thus, the absence of
competition between growth and exchange for the rescaled wealth distribution results in
the absence of a rescaled steady state.
Metric
Because we do not expect a rescaled steady state, there is no reason to believe that the
system is ergodic for γ > 1. As shown in Fig. 4.22, neither the rescaled wealth metric nor
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Figure 4.19: Number of agents who change their ranks as a function of rank during a
simulation of 2 × 104 time steps in the rescaled steady state with µ = 10−3, α = 0.1, and
different γ. The agents at high or low ranks do not change their rank as frequently as those
in middle ranks. As γ → 1.0, the number of rank changes decreases, indicating a decrease
in mobility.
the rank metric shows a 1/t dependence, indicating no ergodicity for γ > 1.
4.6 Existence of Two Phases
Our numerical results suggest that the effect of adding growth to the AEM is to produce
two “phases.” For γ < 1 the system has a rescaled steady state, whereas for γ ≥ 1, there is
no rescaled steady state and the wealth condensation is inevitable.
4.6.1 Effective ergodicity
An important difference between the rescaled steady state and wealth condensation (no
rescaled steady state) is the agent’s mobility. In Fig. 4.23 the Pearson correlation function
C(t) of the rank approaches 0 as t → ∞ for γ < 1, which indicates that the rank of the
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Figure 4.20: Rescaled wealth distribution at different times of two systems with α = 0.1,
µ = 10−3, and γ = 0.5. The two systems were initialized in the rescaled steady state with
γ = 0 and γ = 0.9. Poor agents respond to the change in γ faster than rich agents. After the
rescaled steady state is reached corresponding to γ = 0.5, the rescaled wealth distributions
yield the same form, suggesting different initial conditions do not affect the steady state.
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Figure 4.21: (a) The wealth distribution and (b) the rescaled wealth distribution of the
system with w(0) = 1, γ = 1.1, µ = 10−3, and α = 0.1 for different times. There is no
rescaled steady state and the wealth at almost all ranks decreases except for a few top
ranks. Wealth condensation happens even faster compared to Fig. 4.21.
agents as t→∞ is not correlated with their rank at t = 0. Hence, there is nonzero mobility
in the MAEM for γ < 1. For γ ≥ 1 C(t) approaches a constant, indicating that there is a
strong correlation of the rank at different times. Thus, there is a lack of mobility for γ ≥ 1.
As shown in Figs. 4.18, 4.15, and 4.22, the t dependence of Ω(0)/Ω(t) is linear for γ < 1
and nonlinear for γ ≥ 1. We conclude from the t-dependence of C(t) and Ω(t) that the
system is ergodic for γ < 1 but not for γ > 1.
For γ > 1 the system does not reach a rescaled steady state, and in the limit t→∞ the
wealthiest agent has a finite fraction of the total wealth. The system is not ergodic and has
some of the characteristics of the geometric random walk which is not ergodic [66,67]. For
γ < 1 the system is effectively ergodic and reaches a rescaled steady state. The wealthiest
agent has a zero fraction of the total wealth as N →∞. For γ = 1 the system has another
transition at µ− kα2 = 0, and its behavior is similar to the geometric random walk.
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Figure 4.22: The metric for (a) the rescaled wealth distribution and (b) the ranks for
γ = 1.1, µ = 10−4, and α = 0.01. The time dependence of Ω(0)/Ω(t) indicates that the
system is not ergodic.
4.6.2 Behavior of rich and poor
Another important question to ask is what happens to the poor agents for different γ? Are
they better off with help from geometric growth? In other words, “does a rising tide raise
all boats?” To answer this question, we plot in Fig. 4.24 the average wealth of the poorest
1% of the agents (out of a total of 2500) at t = 1000 for different values of γ, µ, and α.
For γ < 1 the average wealth of the poorest agents in the rescaled steady state is weakly
dependent on α, but depends strongly on µ. For γ > 1 there is no rescaled steady state, but
the average wealth of the poorest 1% depends strongly on α and depends weakly on µ. For
γ = 1 there is a boundary at ∆ = µ− kα2 = 0 with k ≈ 1.5. For ∆ > 0 the wealth of the
poorest 1% increases with t, while for ∆ < 0 the wealth of the poorest 1% decreases with t.
This behavior is similar to the geometric random walk [66], for which there is a boundary
between growth and decay for the wealth of the poorer agents (members of an ensemble) at
∆g = µ− σ2/2 = 0; σ is the amplitude of the random noise and, as in this work µ governs
the geometric growth. Similar to the MAEM, the poorer agents’ wealth in the geometric
random walk grows for ∆g > 0 and decays for ∆g < 0.
From the discussion about the effect of initial conditions on the rescaled steady state,
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Figure 4.23: The Pearson correlation function as a function of t for γ = 0.9 (×), 1.0 (◦),
and 1.1 (+). For γ < 1, C(t) decays to zero, indicating that the mobility is nonzero. In
contrast, for γ ≥ 1, there is a high correlation even for large t, which suggests a lack of
mobility in the agents’ ranks.
we found that the poor agents are more sensitive to a change in γ, which can be seen from
Fig. 4.20. Here we ask the question that what is the behavior of the richest 1% agents in
systems with γ < 1, γ = 1, and γ > 1?
As shown in Fig. 4.25, for the richest agents there is no sign of a boundary and the
growth depends weakly on α for all γ. A phase transition at γ = 1 for the wealthiest is
found by looking at the rescaled wealth of the richest agent for t 1 as N →∞. For γ < 1
this rescaled wealth goes to zero as N → ∞, and for γ > 1 it goes to a nonzero constant
(see Fig. 4.26).
4.6.3 Time to reach the rescaled steady state
There are several quantities that we can use to identify the onset of the rescaled steady state.
For example, if we monitor the shape of the rescaled wealth distribution as a function of
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(a) γ = 0.9.
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(b) γ = 1.0.
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Figure 4.24: Natural logarithm of the average wealth of the poorest 25 agents out of 2500
for (a) γ = 0.9, (b) γ = 1.0, and (c) γ = 1.1. The logarithm of the wealth is represented by
shades of gray. For γ < 1, the rescaled wealth of the poorest 25 agents depends mainly on
µ, whereas for γ > 1 it depends mainly on α2. For γ = 1, the rescaled wealth depends on
both µ and α2.
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Figure 4.25: Natural logarithm of the average wealth of the richest 25 agents out of 2500
with (a) γ = 0.9, (b) 1.0, and (c) 1.1. The logarithm of the wealth is represented by shades
of gray. For all three values of γ, the wealth depends only on µ.
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Figure 4.26: Plot of the natural logarithm of the rescaled wealth of the richest agent, w˜max,
as a function of N for γ < 1 (×) and γ > 1 (◦). For γ = 0.0, the rescaled wealth decays as
1/N , whereas for γ = 1.2, the rescaled wealth approaches a constant which is close to 1.
time for γ < 1), we know that the area under the curve decreases until it reaches the shape
corresponding to the rescaled steady state. The area under the curve can be written as
Ψ =
N∑
r=1
φr =
N∑
r=1
ln w˜r . (4.19)
We can show that a rescaled steady state requires that γ < 1. First, we can show the
trading between agents will always decrease Ψ. If we calculate the change o ∆Ψij due to
an exchange from agent i and agent j (assume wi ≤ wj),
∆Ψij =
1
2
[
ln(wi +αwi) + ln(wj −αwi)
]
+
1
2
[
ln(wi−αwi) + ln(wj +αwi)
]
− lnwi− lnwj ,
(4.20)
where the factor of 1/2 represents the probability corresponding to a specific trading out-
come. Further calculation leads to the following:
∆Ψij = ln(1− α2) + ln(1− α2w
2
i
w2j
) < 0 . (4.21)
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Equation (4.21) suggests that the trading between any two agents will on average decrease
Ψ, and thus no rescaled steady state exists in the original Yard-Sale Model.
Next we calculate ∆Ψ due to growth with µ > 0 and γ:
∆Ψ =
N∑
i=1
[
ln
(
wi + µW
wγi∑N
j=1w
γ
j
)− ln(W + µW )]− N∑
i
[
lnwi − lnW
]
=
N∑
i=1
[
ln
(
1 + µW
wγ−1i∑N
j=1w
γ
j
)− ln(1 + µ)]
= f(γ) .
(4.22)
Obviously, we have ∆Ψ|γ=1 = f(1) = 0, which means that growth with γ = 1 leaves Ψ
invariant. We also find that
df
dγ
= µW
N∑
i=1
(γ − 1)wγ−2i S − wγ−1i γ
∑
wγ−1j
(S + µWwγ−1i )S
, (4.23)
where S =
∑N
j=1w
γ
j . For γ ≤ 1, it is easy to show that
df
dγ
< 0 , (4.24)
and
∆Ψ
∣∣∣∣
γ<1
= f(γ < 1) > 0 . (4.25)
Therefore, for growth with µ > 0 and γ < 1, ∆Ψ > 0 for any wealth distribution. Conse-
quently, a rescaled steady state will emerge as a result of the competition between trading
and growth.
We can monitor Ψ and find out the time the system takes to reach the rescaled steady
state. In Fig. 4.27, we plot the logarithm of the time to reach the steady state τ versus
log(1 − γ) for α = 0.1 and µ = 10−3. A straight line suggests that the time scale for a
system to reach the rescaled steady state diverges as τ ∼ (1 − γ)−x with x = 1.47 ≈ 1.5.
Hence, as γ → 1−, the system will take an infinite time to reach the rescaled steady state.
4.6.4 Data collapse for γ → 1−
As γ → 1−, the rescaled wealth distribution becomes less equal. In Fig. 4.28, we plot 1/Ψ
as a function of γ for α = 0.1 and µ = 10−3. The straight line is a best fit for the data with
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Figure 4.27: Logarithm of the the time τ to reach the steady state versus log(1 − γ) for
systems with α = 0.1 and µ = 10−3. A straight line suggests that the time scale for a
system to reach the rescaled steady state diverges as τ ∼ (1− γ)−x with x = 1.4744.
0.95 < γ < 1.0 and indicates that Ψ ∼ (1− γ)−y, where y ≈ 1.
In Fig. 4.29(a), we plot the rescaled wealth as a function of rank for different γ. (The
other parameters are α = 0.1, µ = 10−3, and t = 105.) As γ → 1−, the distribution becomes
less equal. However, if we plot (1− γ) ln w˜ versus the rank, we obtain data collapse, which
means that the change in wealth distribution is controlled by 1− γ.
4.6.5 Rescaled wealth fluctuations and the susceptibility
We can define a susceptibility χ using the fluctuations in the rescaled wealth as
χ =
N∑
i=1
(w˜i −<w˜i>)2 =
N∑
i=1
(w˜i − 1
N
)2 , (4.26)
where <w˜i> = 1/N is the average rescaled wealth of the system.
In Fig. 4.30(a) we plot χ in the rescaled steady state as a function of γ. (The other
parameters are α = 0.1, µ = 10−3, and t = 105.) As γ → 1−, the susceptibility diverges. In
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Figure 4.28: Plot of 1/Ψ as a function of γ with α = 0.1 and µ = 10−3. The straight line
is a best fit for 0.95 < γ < 1.0.
Fig. 4.30(a), we plot logχ as a function of log(1− γ). The data can be fitted to a straight
line with slope = −1.02 ≈ −1, which suggests the scaling behavior of χ is χ ∝ (1− γ)−1.
4.6.6 Nature of the phase transition
The nature of these phases and the transitions is not well understood. For example, the time
required for the system to reach a rescaled steady state as γ → 1− diverges as (1−γ)−x with
x ≈ 1, suggesting a critical point (see Fig. 4.27). However, the fraction of wealth possessed
by the richest agent jumps from 0 to ∼ 1 at γ = 1. This finite discontinuity suggests that
the transition is first-order. In addition, the fact that for γ < 1, system exhibit steady state
but for γ > 1 the system is unstable suggests that γ = 1 is a spinodal critical point.
4.7 Economic Implications
The economic implications of the MAEM are quite interesting. Our results suggest that
there exists a transition or tipping point. As γ increases, the benefits of growth are weighted
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Figure 4.29: (a) Plot of ln w˜ and (b) (1 − γ) ln w˜ as a function of the rank for µ = 10−3
and α = 0.1 after t = 105. The rescaled wealth distribution becomes less equal as γ → 1−,
but (1 − γ) ln w˜ is a uniform function of the rank, which suggests that 1 − γ controls the
equality of the rescaled wealth.
more toward the wealthy, and wealth inequality increases. However, as long as γ < 1, the
wealth of all ranks grows at the same rate once the rescaled steady state is reached. If the
benefits of growth are skewed too much toward the wealthy (γ > 1), the poor and middle
rank agents no longer benefit from the growth, and the richest agent eventually accrues all
the wealth.
There is some controversy as to whether economic systems are in equilibrium or even
exhibit effective ergodicity [66,67,75]. As discussed in Refs. [66,67], the geometric random
walk is not ergodic, and hence equilibrium methods do not apply. However, one of the phases
of the MAEM is effectively ergodic and might be described by an equilibrium approach.
Because there is no reason to believe that parameters such as γ are temporal constants in
real economies, the MAEM suggests that the applicability of equilibrium methods may be
situational and vary with time.
102
0.2 0.4 0.6 0.8 1
0
0.05
0.1
0.15
0.2
γ
χ
 
 
χ
(a)
−2 −1.5 −1 −0.5 0
−3
−2.5
−2
−1.5
−1
−0.5
log(1 − γ)
lo
g
χ
 
 
χ
slope=-1.02
(b)
Figure 4.30: (a) The susceptibility χ as a function of γ in the rescaled steady state. (b)
Fit of logχ versus log(1− γ) to a straight line with slope = −1.02 ≈ −1 for µ = 10−3 and
α = 0.1 after t = 105. The data shows that χ diverges as χ ∝ (1− γ)−1.
Chapter 5
Further Variations of the Modified Asset
Exchange Model
In this chapter, we will discuss some preliminary results on several variations of the modified
asset exchange model. The main purpose is to test the effects of different variations of the
original MAEM, which might be useful for future research in the direction of making the
MAEM more realistic.
5.1 Biased Exchanges
Instead of using a fair coin in the exchange, suppose that we introduce a biased coin with
p representing the probability for the richer agent to win a trade. If p = 0.5, the model
goes back to the original MAEM. We are interested in the effect of this biased coin on the
wealth distribution.
In the original MAEM, the trading with a fair coin makes the rich become richer the
wealth distribution less equal. Without the sub-linear geometric growth γ < 1, there is no
rescaled steady state. By introducing a biased coin with p < 0.5, which means the poorer
agent has a better chance to win the trade, we obtain a rescaled steady state even with
γ = 1. We plot the rescaled wealth distribution at different times in Fig. 5.1 with α = 0.1,
µ = 10−3, and γ = 1. For p = 0.45, the system reached a rescaled steady state after t = 500
as shown in Fig. 5.1(a). As we make p→ 0.5−, the time it takes for the system to reach a
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(a) p = 0.45.
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(b) p = 0.47.
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(c) p = 0.48.
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(d) p = 0.49.
Figure 5.1: Rescaled wealth distribution at different times for α = 0.1, µ = 10−3, and γ = 1.
p is the probability of the richer agent winning in a trade. As shown in (a) the rescaled
wealth distribution reached a rescaled steady state after t = 500, whereas in (b), (c), and
(d), the rescaled steady state has not yet been reached. As p→ 0.5−, the time to reach the
rescaled steady state increases, and the wealth distribution becomes less equal.
5.2 Skill Distribution
In the original MAEM, every agent was the treated the same way. In reality, there is no
reason to believe that all the agents share the same characteristics in terms of the way
they trade. To make the model more realistic, one direction is to introduce quenched
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inhomogeneity in the agents. In this section, we introduce a simple inhomogeneity which
influences each agent’s probability of winning a trade.
In reality, some agents have a better understanding or knowledge and will have a higher
probability of winning in an exchange. We introduce a set of parameters {si} to represent the
distribution of agents’ skills. In a trade between agent i and agent j, we let the probability
pi of agent i winning to be
pi =
si
si + sj
(5.1)
where si and sj are the skill parameters of agent i and agent j. The agent with higher si will
win more trades compared to the agent with sj < si. There are many ways to assign skills
to agents. For simplicity, we initialize the system with si = i
λ, where i ∈ [1, N = 2500].
The original MAEM can be treated as a special case with λ = 0. As we increase λ, the skill
distribution becomes more skewed.
Introducing λ does not affect the emergence of the rescaled steady state because we find
a rescaled steady state for γ = 0 in systems with various λ. In Fig. 5.2, we plot the rescaled
wealth distribution in the rescaled steady state at t = 5 × 104 for α = 0.1, µ = 10−3, and
γ = 0. The wealth distribution becomes less equal as λ increases.
Does the agent with better skill always end up with more wealth? To answer this
question, we plot the rank of the agents’ wealth versus their skill rank in Fig. 5.3. The
agents’ skill decreases as their skill rank increases. The data are taken at t = 5 × 104 in
systems with α = 0.1, µ = 10−3, and γ = 0. The shape of the distribution along the
diagonal line suggests a positive correlation between skill and wealth. Agents with lower
skills almost always end up with less wealth. As λ increases, the correlation between skill
and wealth becomes stronger.
5.3 Rich-Related Growth
In the original MAEM, the growth of the system at time t is simply related to the total
wealth W (t). However, it is a commonly believed that the richer contribute more to eco-
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Figure 5.2: Rescaled wealth distribution in the rescaled steady state at t = 5 × 104 for
α = 0.1, µ = 10−3, and γ = 0. As λ increases, the wealth distribution becomes less equal.
nomic growth. In this section we modify the growth of the total wealth so that it depends
on the wealth of the richest 1% of the agents rather than the total wealth of all agents. To
calculate the growth at time t, we first calculate
W1%(t) =
1%N∑
r=1
wr(t) , (5.2)
where wr(t) is the wealth of the agent at rank r at time t. Then the growth of the ith
agent’s wealth at time t is
∆wi =
µW1%w
γ
i (t)
S(t)
=
µW1%w
γ
i (t)∑N
j=1w
γ
j (t)
. (5.3)
As shown in Fig. 5.4, we plot the rescaled wealth distribution at different times for systems
described by Eq. (5.3) with α = 0.1, µ = 10−3, and different γ. One interesting new feature
due to this rich-related growth is the emergence of the “middle class.” For example, in
Fig. 5.4(a) the rescaled wealth of rank 300 to 1100 decreases before the rescaled steady
state is approached, whereas the rescaled wealth at higher ranks and lower ranks increases
to reach its rescaled steady state values. This behavior is very different from the original
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Figure 5.3: Rank of the agents’ wealth versus their skill rank at t = 5 × 104 for α = 0.1,
µ = 10−3, and γ = 0. The shape of the distribution along the diagonal line suggests a
positive correlation between skill and wealth. As λ increases, the correlation between skill
and wealth becomes stronger.
MAEM where there is only two types of behavior in terms of the way the rescaled wealth of
a given rank approaches its rescaled steady state value. In the original MAEM, the rescaled
wealth of low ranks (richer agents) increases while the wealth of high ranks (poor agents)
decreases. In the model with rich-related growth, the very poor agents’ increase rather than
decrease their rescaled wealth before the rescaled steady state is approached.
Another important consequence of this rich-related growth is that the growth of the
total wealth depends on γ. Compared to the original MAEM, the systems’ behavior cannot
be fully described by the rescaled wealth distribution alone.
As shown in Fig. 5.5, for the same µ = 10−3 and t = 5 × 104, the total wealth is very
different for systems with different γ. As γ increases, the wealth distribution becomes less
equal. By t = 5×104 the poorest agent’s wealth decreases as γ increases, but the difference
in wealth between t = 104 and t = 5 × 104 increases as γ increases. Therefore, as t → ∞,
the poorest agent might be better off in systems with higher γ due to the rapid growth
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(a) γ = 0.
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(b) γ = 0.5.
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(c) γ = 0.9.
Figure 5.4: Rescaled wealth distribution at different times with α = 0.1, µ = 10−3, and
different γ. The rescaled wealth of the middle ranks decreases as it approaches its rescaled
steady state value, whereas the rescaled wealth of higher and lower ranks increases as the
rescaled steady state is approached.
contributed by the richest agent. However, the behavior of such systems has not been fully
understand yet.
5.4 Finite Range of Wealth Exchange
The original MAEM is a fully connected model in the sense that the trading takes place
between any pair of agents and the geometric growth with γ 6= 1 couples agents together
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(a) γ = 0.
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(b) γ = 0.5.
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Figure 5.5: Wealth distribution at different times with α = 0.1, µ = 10−3, and different γ.
The total wealth at a given time t 1 increases with γ. It is expected that the poor agents
end up with more wealth in the long time limit in a system with higher γ, even though the
wealth distribution is less equal.
as well. Usually, systems with long-range interactions behave quite differently from those
with short range interaction. An interesting question is whether changing the range of the
wealth exchange can alter the behavior of the original MAEM.
In this section we modified the MAEM by putting the system on a square lattice and
introduce the wealth exchange range R so that one agent can trade only with those in its
neighborhood. Similar to the long-range Ising model, the number of agents that one agent
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can trade with is (2R + 1)2 − 1. We also take R = 0 to represent nearest neighbor wealth
exchange.
5.4.1 Effective repulsive interaction
An interesting observation is that the interactions between agents are effectively repulsive.
As shown in Fig. 5.6, we took a snapshot of the system’s wealth distribution at t = 105
with α = 0.1, µ = 10−3, and γ = 0.95, and R = 5. Figure 5.6(a) shows a color map for
the wealth and Fig. 5.6(b) shows the color map of log of the wealth. Some agents accrue
significant wealth compared to their neighbors and these agents are separated by distance
of approximately R. In Fig. 5.6(b) we see that there are detailed structures in the wealth
distribution, and the structure is similar to the long-range anti-ferromagnetic Ising model
in the clump phase. This structure suggests that the effective interaction is repulsive. That
is, the rich agents stay away from other rich agents while absorbing most of the wealth from
agents in their neighborhood.
In Fig. 5.7 we show snapshots in systems with only nearest neighbor wealth exchange.
Compared to Fig. 5.6, there are more agents holding significant amount of wealth and
their locations follow a checkerboard pattern, which also suggests the repulsive nature of
the effective interaction. The rich agents hold their wealth by absorbing wealth from their
nearest neighbors and there are no rich agents who are nearest neighbors to each other. The
system does not follow a perfect checkerboard pattern because there is some probability for
two poorer agents to be nearest neighbors.
5.4.2 Wealth distribution
For systems with finite range wealth exchange, what do these patterns imply about the
rescaled wealth distribution? In Fig. 5.8 we plot the rescaled wealth distribution at different
times for nearest neighbor (R = 0) systems with α = 0.1, µ = 10−3, and different γ. For
γ < 1, we find a rescaled steady state, whereas for γ ≥ 1 there is none. We found a “kink”
in the rescaled wealth distribution which corresponds to the localized rich agents. This
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Figure 5.6: (a) Color map of the wealth and (b) logarithm of the wealth with R = 5,
α = 0.1, µ = 10−3, and γ = 0.95. The snapshots were taken at t = 5 × 104. In (a) we
see that some agents accrue significant amount of wealth compared to their neighbors, and
these agents are separated by ≈ R. In (b) we see more the detailed structure of the wealth
distribution. Note that the structure is similar to the long-range anti-ferromagnetic Ising
model in the clump phase.
“kink” divides the distribution into two regimes which have completely different behaviors.
The rich agents up to about rank 700 have about the same amount of wealth, whereas the
remaining agents follow a distribution similar to what we have seen in the original MAEM.
5.4.3 The metric and ergodicity
In Fig. 5.8 we see that there is a rescaled steady state for γ < 1, even though the distribution
is separated into two distinct parts. Now we want to investigate the effective ergodicity of
systems in these rescaled steady states. In Fig. 5.9(a) we plot the inverse rescaled wealth
metric of systems with nearest-neighbor wealth exchange and different γ. The parameters
are α = 0.1 and µ = 10−3. For γ ≤ 0.2, the data suggests that there is effective ergodicity.
However, the data is not conclusive for γ = 0.5 and γ = 0.8. To further investigate this,
we plot the inverse rank metric of these systems in Fig. 5.9(b). From the rank metric we
112
(a) {wi}. (b) {lnwi}.
Figure 5.7: Color map of (a) wealth and (b) log of wealth in a system with nearest neighbor
wealth exchange. These snapshots were taken at t = 5 × 104 with α = 0.1, µ = 10−3 and
γ = 0.95. Similar to Fig. 5.6, from (a) certain agents accrue significant wealth compared
to their neighbors and most of these agents are arranged like checkerboard pattern. In (b)
we observe more details of the wealth distribution on the log scale and the checkerboard
pattern is more obvious.
conclude that the system is not effectively ergodic for γ = 0.5 and γ = 0.8.
In systems with only nearest neighbor wealth exchange, as γ → 1−, the inverse metric
deviates from linear dependence on t, suggesting that the system is no longer effectively
ergodic. Now, we want to study the effects of varying R on the system’s ergodicity in the
rescaled steady state as γ → 1−. We plot in Fig. 5.11 the inverse rescaled wealth metric for
different R. For γ = 0 all the systems with R are ergodic. As γ increases, the difference
between the data for different R increases. For γ = 0.8 in Fig. 5.11 we see that systems
with finite R are no longer effectively ergodic.
5.4.4 Rescaled steady state
Does the finite range of the wealth exchange change the “tipping point” at γ = 1? To
answer this question, we measure Ψ as a function of time for the nearest-neighbor (R = 0)
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(a) γ = 0.20.
0 500 1000 1500 2000 2500
−16
−14
−12
−10
−8
−6
−4
rank
ln
w˜
 
 
t = 5 × 102
t = 2 × 103
t = 1 × 104
t = 5 × 104
(b) γ = 0.50.
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(c) γ = 0.80.
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(d) γ = 0.90.
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(e) γ = 1.00.
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(f) γ = 1.01.
Figure 5.8: Rescaled wealth distribution at different times for nearest neighbor wealth
exchange with α = 0.1, µ = 10−3, and different γ. There is a rescaled steady state for γ < 1,
whereas for γ ≥ 1 there is none. We observed a kink in the distribution corresponding to
the localized rich agents.
114
0 5 10 15
x 104
1
2
3
4
5
6
7
8
t
Ω
(0
)
Ω
(
t)
 
 
γ = 0.00
γ = 0.10
γ = 0.20
γ = 0.50
γ = 0.80
(a) Rescaled Wealth Metric.
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(b) Rank Metric.
Figure 5.9: Inverse rescaled wealth metric of systems with nearest neighbor wealth exchange
and different γ. The parameters are α = 0.1 and µ = 10−3. The existence of effective
ergodicity is not conclusive from the data as γ → 1−.
and R = 5. We plot Ψ in Fig. 5.10 as a function of t with α = 0.1, µ = 10−3 and different R:
(a) R = 0 and (b) R = 5. In both cases, for γ < 1, there is a rescaled steady state, whereas
for γ ≥ 1, there is no rescaled steady state. Thus making the wealth exchange range finite
does not change the transition and the absence of a rescaled steady state at γ = 1.
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Figure 5.10: Plot of Ψ as a function of t with α = 0.1, µ = 10−3, and different R; (a) R = 0
and (b) R = 5. For γ < 1, there is a rescaled steady state, whereas for γ ≥ 1, there is no
rescaled steady state.
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(b) γ = 0.5.
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Figure 5.11: Inverse rescaled wealth metric of systems with different R. Simulation param-
eters are α = 0.1, µ = 10−3 and (a) γ = 0, (b) γ = 0.5, and (c) γ = 0.8. As γ → 1−, the
difference in the metric of systems with different R increases.
Chapter 6
Concluding Remarks
In this chapter, we summarize our results and discuss some open questions.
6.1 Dilute Ising Model
We have focused on two systems with long-range interactions.
We studied the effects of quenched disorder on both critical phenomena and phase
transition kinetics in the dilute Ising model. We generalized the well-known Harris criterion
to the long-range Ising model’s critical point and spinodal [27]. We found that in the limit
of infinite range, the critical exponents associated with both the critical point and the
spinodal do not change. For models with long but finite range interactions, the critical
point and pseudospinodal behaves differently when quenched dilution is introduced. For
the critical point, the generalized Harris criterion turns out to be the same as the Ginzburg
criterion, which means that the critical exponents remain mean-field if the critical point is
not approached too closely. In contrast, the generalized Harris criterion implies that the
pseudospinodal is smeared out. We generalized the percolation bond probability in the
existence of vacancies to map the critical point and spinodal onto a correlated site-bond
percolation problem, which is useful for studing the structure of nucleation droplet near the
spinodal.
We also investigated the effects of site dilution on the nucleation process in both the
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nearest-neighbor and long-range Ising models. We observed that nucleation occurs much
more frequently in regions with a higher concentration of dilution for both interactions.
For the nearest neighbor model, we found that quenched dilution pushes the Becker-Doring
limit closer to the coexistence curve and slows the growth of the nucleating droplet. For the
long-range model, we found that the position of the largest cluster stabilizes at about the
same time as when the nucleating droplet occurs as determined by intervention and then
grew in size.
6.2 Agent-Based Asset Exchange Models
We studied the effect of different types of growth on the wealth distribution of the agents.
We found that for a system with arithmetic growth, the incoming wealth is transferred to
the rich agents through exchange, whereas in a system with evenly distributed geometric
growth, the rescaled wealth distribution reaches a steady state. We further investigated
different allocations of geometric growth as characterized by the parameter γ and found
a phase transition at γ = 1. For γ < 1, there is always a rescaled steady state, and the
system is effectively ergodic and has nonzero wealth mobility in the rescaled steady state.
For γ > 1, there is no rescaled steady state, the system is not ergodic, and the mobility
approaches zero. For γ = 1, the system behaves similarly to a geometric random walk,
which is also not ergodic. The control parameter of the poor people’s wealth is a linear
combination of the growth rate µ and the square of the wealth exchange α, whereas in the
geometric random walk, the control parameter is µ − σ2/2. In addition, we measured the
time τ to reach the rescaled steady state, and found it diverges as γ → 1−. Additionally,
we made different variations of the asset exchange model with growth and studied their
outcomes. We found that by using a coin biased toward the poor, a rescaled steady state
can be reached for γ = 1. We also included a distribution of trading skills so that the agents
have different probabilities of winning in a trade. We found that agents with better skills
end up with more wealth and that this correlation becomes stronger as the distribution of
skills becomes more skewed. We also tested the effect of a rich-related growth on the wealth
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distribution. We modified the growth such that the growth of the total wealth depends only
on the top 1% agents’ wealth and found that the poorest agents change their behavior as
the rescaled steady state is approached and a middle class emerges. In addition, we made
the wealth exchange range finite and foundthat the effective interaction corresponding to
trading is repulsive. We also investigated the effects of finite range wealth exchange on the
wealth distribution and system’s ergodicity. The results suggest that even though there is
still a rescaled steady state for γ < 1, the system becomes non-ergodic as as γ → 1−.
6.3 Suggestions for Future Work
6.3.1 The dilute Ising model
As the long-range ferromagnetic Ising model’s critical point is approached, the mean-field
approximation breaks down in the same way as the Harris criterion is violated. Before that,
the dilution only role is to reduce the system’s size and weaken the interactions. Is this
also true for the antiferromagnetic Ising model? We have observed some preliminary results
for the long-range antiferromagnetic Ising model, for which the data for the peaks of the
structure factor can be collapsed onto each other after proper rescaling with dilution. What
happensto the critical point in the antiferromagnetic Ising model when it is diluted? Is the
generalized Harris criterion applicable to those systems?
We found that nucleation is assisted by quenched dilution in the ferromagnetic Ising
model in the sense that dilution weakens the coupling between spins in the metastable
direction and makes the the spins more susceptive to external magnetic field and thermal
fluctuations. Is this also true for nucleation in the long-range antiferromagnetic Ising model,
where symmetry breaking is involved? Also, what happens to the linear theory of early
stage evolution [21,22,81,82] in the long-range antiferromagnetic Ising model if the system
is diluted? Does the time during which linear theory is applicable is change with dilution?
If so, how does it scale with the dilution?
We proved that site-dilution does not change the form of the Coniglio-Klein bond prob-
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ability [8]. Is this true for bond-dilution or for other geometry such as networks?
6.3.2 Economic systems
For γ < 1, we found a rescaled steady statein which the system is effectively ergodic and
mobility is nonzero. An important question is if there is an equilibrium description for the
system in the rescaled steady state. If so, how can we write down the Boltzmann factor for
such a system?
There is no reason to believe that in real economic systems, γ is a constant in time. It
would be interesting to investigate the system’s response to a sudden change in γ. Some
preliminary results suggest that the poor agents respond to a change in γ faster that the
rich agents. What happens to the poor agents if a noise is introduced in γ so that it changes
with time?
The nature of the phase transition at γ = 1 needs further investigation. We found
that the richest agent’s rescaled wealth approaches zero as N → ∞ if γ < 1, whereas it
approaches 1 if γ > 1. This discontinuity suggests that the phase transition might be first
order. However, the diverging time scale τ ∼ (1 − γ)−1 suggests that the phase transition
might be continuous. What is the order parameter for this system and what is the meaning
of this order parameter in real economic systems? The fact that the system is stable for
γ < 1 but unstable for γ > 1 suggests that this transition point is a spinodal critical point.
If so, what are the critical exponents associated with this spinodal point?
There are many possible directions to make this model more realistic. One of them is of
great interest; that is, how can we modify the model so that the rich agents wealth shows
a Pareto (power law) distribution with a reasonable exponent. As shown in the nearest
neighbor model, the finite wealth exchange results in a kink in the wealth rank plot and
separates the agents into two classes. By varying the range R with other parameters, can we
reproduce Pareto’s law in the rich agents while keeping the poor following an exponential
distribution? In addition, we found a correlation between agents’ skill and their wealth
in the rescaled steady state. Can we further modify the skill distribution so that the rich
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agents’ wealth follow a Pareto’s law. If so what does the Pareto’s exponent imply in terms
of the form of skill distribution?
Appendices
121
Appendix A
Appendix: Percolation Mapping
In this appendix we map the critical point and the spinodal of the site diluted Ising model
onto a correlated site-bond percolation problem. We start with the relation between the
dilute Ising model and lattice gas model with the same dilution. Then we present a deriva-
tion of the mapping of the critical point onto a percolation problem. Finally, we modify the
bond probability in the dilute Ising model to map the spinodal onto percolation.
A.1 Lattice Gas Model with Quenched Site Dilution
For a quenched site-diluted long-range Ising system we have
H{εi} = −
J
2
N∑
i
∑
j∈(i)j 6=i
εiεjsisj − h
N∑
i
εisi , (A.1)
where εi represent the quenched dilution
εi =
1 if site i is occupied with spin0 if site i is diluted, (A.2)
where j ∈ (i) indicates that spin j is in the interaction range of spin i. We use (z − 1) to
represent the total number of spins in the interaction range.
We set h = 0 to map the critical point. For convenience, we rewrite the Hamiltonian
for the dilute Ising model as:
βHDI{εi} = −KI
∑
ij
εiεjsisj . (A.3)
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To proceed as in Ref. [9], we need to define a lattice gas model with quenched site dilution.
The Hamiltonian can be written as
βHDI{εi} = βHDLG{εi} = −KI
∑
ij
εiεj(2ni − 1)(2nj − 1) , (A.4)
where we introduce the lattice gas variables {ni}
ni =
si + 1
2
. (A.5)
Therefore
si = 2ni − 1 . (A.6)
We next calculate the Lattice Gas Hamiltonian
βHDLG{εi} = −KI
∑
ij
εiεj(2ni − 1)(2nj − 1) (A.7a)
= −4KI
∑
ij
εiεjninj + 2KI
∑
ij
εiεj(ni + nj)−KI
∑
ij
εiεj (A.7b)
= −4KI
∑
ij
εiεjninj + 4KI
∑
ij
εiεjni −KINb (A.7c)
= −4KI
∑
ij
εiεjninj + 4KI
1
2
[ N∑
i
∑
j∈(i)
εiεjni −
N∑
i
εiεini
]
−KINb (A.7d)
= −4KI
∑
ij
εiεjninj + 2KI
[ N∑
i
εini
∑
j∈(i)
εj −
N∑
i
εini
]
−KINb (A.7e)
= −4KI
∑
ij
εiεjninj + 2KI
[ N∑
i
εini
(
(z − 1)ρi − 1
)]
−KINb (A.7f)
= −KLG
∑
ij
εiεjninj +
N∑
i
εini∆i −KINb , (A.7g)
where Nb =
∑
ij εiεj is the number of total possible bonds and ∆i = 2KI((z − 1)ρi − 1) =
KLG/(2(z − 1)ρi − 2) is the inhomogeneous lattice gas chemical potential.
A.2 Percolation Mapping for Critical Points
Now we consider a version of the s-state Potts model with both lattice gas dilution and
quenched site dilution. The quenched site dilution is represented by {εi}, which is the
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same dilution configuration corresponding to the dilute Ising model. In contrast, the lattice
gas dilution {ni} is not quenched and evolves according to the lattice gas Hamiltonian in
Eq. (A.7).
βHDP{εi} =− βJP
∑
ij
εiεjninj(δσiσj − 1)− βhP
∑
i
(δσi1 − 1)niεi (A.8a)
−KLG
∑
ij
ninjεiεj +
∑
i
∆iεini −KINb . (A.8b)
We can set hP = hI = 0 and ignore the constant KINb. Therefore the Hamiltonian
becomes
βHDP{εi} = −βJP
∑
ij
εiεjninj(δσiσj − 1)−KLG
∑
ij
ninjεiεj +
∑
i
∆iεini . (A.9)
If we let βJP = KLG/2, then substitute ∆i = KLG/(2(z − 1)ρi − 2) into Eq. (A.8), we can
rewrite the Hamiltonian in a more symmetric form as
βHDP{εi} = −
KLG
2
∑
ij
(δσiσj − 1)εiεjninj −KLG
∑
ij
εiεjninj +
KLG
2
∑
ij
(ni + nj)εiεj .
(A.10)
The next step is to map this s-state Potts model with both site dilution and lattice gas
dilution onto a s + 1-state Potts model with only quenched site dilution {εi}. The way to
do this is to count the numbers of all possible configurations for a pair of sites i and j which
are in the interaction range of each other. Because the contribution to the Hamiltonian is
only from non-diluted sites, we count only the pairs whose both sites are not diluted.
By construction εi = εj = 1. The possible configurations N(i, j) and their contributions
βHsDP(i, j) to the Hamiltonian are listed in Table A.1.
Now consider the same configurations in the (s + 1)-state Potts model with the same
quenched site dilution described by
βHs+1P{εi} = −
KLG
2
∑
ij
εiεj(δσiσj − 1) , (A.11)
where σi can take integer values in the range[1, s+1]. The configurations are enumerated in
Table A.2. By comparing Table A.1 to Table A.2, we see that the two models are essentially
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Spin pair configurations βHsDP(i, j) N(i, j)
ni = nj = 0 0 1
ni = nj = 1 and σi = σj 0 s
ni = 0, nj = 1 or ni = 1, nj = 0 KLG/2 2s
ni = nj = 1 and σi 6= σj KLG/2 s(s− 1)
Table A.1: Number of configurations and their contribution to the Hamiltonian for the spin
pair (i, j) in the s-state Potts model with both site and lattice gas dilution.
Spin pair configurations βHs+1P (i, j) N(i, j)
σi = σj 0 s+ 1
σi 6= σj KLG/2 s(s+ 1)
Table A.2: Number of configurations and their contribution to the Hamiltonian for the spin
pair (i, j) in the (s+ 1)-state Potts model with only quenched site dilution.
identical to each other in terms of their contributions to the Hamiltonian. Therefore, we can
rewrite the partition function of the original s-state Potts model using the new (s+1)-state
Potts model:
(z − 1)sDP{εi} =
∑
{σi}{ni}
exp
[− βHsDP{εi}] (A.12a)
=
∑
{σi}
exp
[− βHs+1P{εi}] = (z − 1)s+1P{εi} (A.12b)
=
∑
{σi}
{εi}∏
ij
[
(1− e−KLG/2)δσiσj + e−KLG/2
]
(A.12c)
=
∑
{σi}
e−KLGNb/2
{εi}∏
ij
[
1− e−KLG/2
e−KLG/2
δσiσj + 1
]
(A.12d)
=
∑
{σi}
e−KLGNb/2
{εi}∏
ij
[
fij + 1
]
, (A.12e)
where fij = (e
KLG/2 − 1)δσiσj , and the product
∏{εi}
ij is over all pairs with εi = εj = 1.
Obviously, the singular behavior of the free energy FP,sing comes from the product∏{εi}
ij
[
fij + 1
]
. We can associate a graph or a cluster with a product of fij summed over
Potts states. These clusters are the same as the percolation clusters on sites with εi = 1,
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because the sites are connected by δσiσj bonds. We next use the linked cluster theorem [9],
which states that the singular part of the free energy FP,sing is the sum over all connected
graphs in the thermodynamic limit. Hence, the partition function (z − 1)sDP{εi} can be
written as
(z − 1)sDP{εi} = (z − 1)s+1P{εi} (A.13a)
=
∑
{σi}
exp
[− βHs+1P{εi}] (A.13b)
=
∑
{σi}
e−KLGNb/2
{εi}∏
ij
[
1− e−KLG/2
e−KLG/2
δσiσj + 1
]
(A.13c)
= exp
[∑
cgs
(fij + 1)
]
, (A.13d)
where cgs represents all connected graphs. In terms of the free energy
F
(β,s+1)
P = −kBT ln(z − 1)s+1P{εi}
= −kBT
s+1∑
σ=1
∑
all connected graphs with σi = σ
= −kBT (s+ 1)
∑
all connected graphs with σi = 1
(A.14)
According to Kasteleyn and Fortuin [9,83], if we differentiate the free energy of the s-state
Potts model with respect to s and then set s = 1, we obtain the generating function of a
percolation problem.
dF
(β,s)
DP{εi}
ds
∣∣∣∣
s=1
=
dF
(β,s+1)
P
ds
∣∣∣∣
s=1
(A.15a)
= −kBT
∑
all connected graphs with σi = 1 (A.15b)
=
1
2
F
(β,s+1)
P{εi}
∣∣
s=1
(A.15c)
dF
(β,s)
DP{εi}
ds
∣∣∣∣
s=1
is the generating function of the percolation clusters defined by the s-state Potts
model with site dilution {εi} and lattice gas dilution {ni}. 12F
(β,s+1)
P{εi}
∣∣
s=1
is the free energy
of a 2-state Potts model (i.e., Ising model) with quenched site dilution {εi}. The percolation
clusters are generated by throwing bonds between sites with lattice gas occupation ni = 1.
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The bond probability corresponding to this map is
Pb = 1− e−βJP = 1− e−KLG/2 = 1− e−2KI = 1− e−2βJ , (A.16)
which is the same as the bond probability given by Coniglio and Klein using renormalization
group technique in the undiluted model [8].
A.3 Percolation Mapping for Spinodal
Using the bond probability developed by Klein [9, 63], we can map the spinodal of the
long-range Ising model onto a percolation problem. The bond probability in the undiluted
system can be written as:
pb = 1− e−2βJ(1−ρ−) = 1− e−2βJρ+ = 1− e−βJ(1+m) (A.17)
where J is the interaction constant of the long-range Ising model andm is the magnetization.
ρ− is the density of spins in the stable direction (along the final field h < 0), and ρ+ is the
density of spins in the metastable direction.
We need to modify the bond probability in Eq. (A.17) in order to apply it to the
system with dilution. From the critical behavior of the dilute Ising model with long-range
interaction, we found that dilution only acts to of reduce the effective system size in the
mean-field regime. Therefore, we assume that the bond probability to map the dilute Ising
spinodal onto a percolation problem remains the same form, and we need only to use the
spin density with respect to the diluted system instead of the original system.
If the system has N lattice sites and the dilution is q, the total number of spins in the
system is
N(1− q) = N+ +N− (A.18)
where N+and N− are the number of spins in both directions. Therefore, we can write down
the magnetization m in the dilute system as
m =
N+ −N−
N
(A.19)
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We can solve for
N+ =
1
2
N(1− q +m) (A.20)
The density of metastable spins with respect to the total number of spins N(1− q) is
ρ+ =
N(1− q +m)
2N(1− q) =
1
2
(1 +
m
1− q ) (A.21)
If we substitute Eq. (A.21) into Eq. (A.17), we obtain the modified bond probability
pb = 1− e−βJ(1+
m
1−q ) (A.22)
Appendix B
Appendix: Master Equation
B.1 Master Equation for the Site Diluted Ising Model
For a long-range Ising system without dilution we have
H = −J
2
N∑
i
∑
j∈(i)j 6=i
sisj − h
N∑
i
si , (B.1)
where j ∈ (i) indicates that spin j is in the interaction range of spin i and z− 1 is the total
number of spins in the interaction range
For a quenched site-diluted long-range Ising system we have
H{εi} = −
J
2
N∑
i
∑
j∈(i)j 6=i
εiεjsisj − h
N∑
i
εisi , (B.2)
where εi represent the quenched dilution
εi =
 1 , if site i is occupied with spin,0 , if site i is diluted. (B.3)
We will express the master equation for an Ising model with a given configuration of
quenched dilution {εi} in terms of the total number of up spins and down spins
Nu =
N∑
i
εi
1 + si
2
(B.4)
Nd =
N∑
i
εi
1− si
2
. (B.5)
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The total magnetization and the number of spins are defined as
M =
N∑
i
εisi (B.6)
Ns =
N∑
i
εi. (B.7)
We can write down the master equation as
∆Nu
∆t
=
N∑
i
[−P(si=1)W+→−i + P(si=−1)W−→+i ] , (B.8)
∆Nd
∆t
=
N∑
i
[−P(si=−1)W−→+i + P(si=1)W+→−i ] , (B.9)
where
P(si=1) =
1
N
εi
1 + si
2
, (B.10)
P(si=−1) =
1
N
εi
1− si
2
. (B.11)
If we use Glauber dynamics, the transition rate is
W =
exp (−β∆E)
exp (β∆E) + exp (−β∆E) (B.12)
Now we determine the change of energy associated with site i
Ei = −εi(J
2
si
∑
j∈(i)j 6=i
εjsj − hsi) = −εi(J
2
si
∑
j∈(i)
εjsj − J
2
s2i − hsi), , (B.13)
We can introduce the local coarse grained magnetization
φi =
1
z − 1
∑
j∈(i)
εjsj . (B.14)
Therefore, the energy associated with site i is
Ei = −εi(J
2
si(z − 1)φi − J
2
− hsi). (B.15)
For +→ − we have
∆Ei+→− = J(z − 1)φi + 2h ≡ ∆i
β
, (B.16)
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and for − → + we obtain
∆Ei−→+ = −J(z − 1)φi − 2h ≡ −∆i
β
. (B.17)
The transition rates are
W+→−i =
exp (−∆i)
exp (∆i) + exp (−∆i) (+→ −) (B.18)
W−→+i =
exp (∆i)
exp (∆i) + exp (−∆i) (− → +) (B.19)
From Eqs. (B.10),(B.11), (B.18) and (B.19) we can obtain the master equation
∆Nu
∆t
=
1
N
N∑
i
[−εi 1 + si
2
exp (−∆i)
exp (∆i) + exp (−∆i) + εi
1− si
2
exp (∆i)
exp (∆i) + exp (−∆i) ] (B.20a)
∆Nd
∆t
=
1
N
N∑
i
[−εi 1− si
2
exp (∆i)
exp (∆i) + exp (−∆i) + εi
1 + si
2
exp (−∆i)
exp (∆i) + exp (−∆i) ]. (B.20b)
By using Eqs. (B.20a) and (B.20b), we obtain the change of the magnetization at every
spin flip
∆M
∆t
=
1
N
N∑
i
[−εi(1 + si) exp (−∆i)
exp (∆i) + exp (−∆i) + εi(1− si)
exp (∆i)
exp (∆i) + exp (−∆i) ]
(B.21a)
=
1
N
N∑
i
εi
exp (∆i)− exp (−∆i)
exp (∆i) + exp (−∆i) −
1
N
N∑
i
εisi
exp (∆i) + exp (−∆i)
exp (∆i) + exp (−∆i) (B.21b)
=
1
N
N∑
i
εi tanh ∆i − 1
N
N∑
i
εisi (B.21c)
=
1
N
N∑
i
εi tanh (βJ(z − 1)φi + 2βh)− 1
N
N∑
i
εisi (B.21d)
(B.21e)
For one Monte Carlo step, there are N total spin flips. Therefore the equation for the
total magnetization in terms of t, the number of MC steps, should be
dM
dt
=
N∑
i
εi tanh (βJ(z − 1)φi + 2βh)−M. (B.22)
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If we the temperature is above the critical temperature and h = 0, we can assume
φi  1. We define J0 = J(z − 1) expand the hyperbolic tangent function to first order and
obtain
dM
dt
=
N∑
i
εiβJ0φi −M. (B.23)
If we substitute in the definition of the coarse grained magnetization, we can evaluate
N∑
i
εiφi =
1
z − 1
N∑
i
εi
∑
j∈(i)
εjsj =
1
z − 1
N∑
i
∑
j∈(i)
εiεjsj . (B.24)
The double sum represents the sum over all interacting spin pairs twice. Hence, we can
interchange the order of the summations and rewrite Eq. (B.24) as
N∑
i
εiφi =
1
(z − 1)
N∑
j
εjsj
∑
i∈(j)
εi. (B.25)
We define the local density of occupied sites as
ρi =
1
(z − 1)
∑
j∈(i)
εj . (B.26)
Then
N∑
i
εiφi =
N∑
i
εisiρi . (B.27)
We substitute Eq. (B.27) into Eq. (B.23) and obtain
dM
dt
= βJ0
N∑
i
εisiρi −M =
N∑
i
(βJ0ρi − 1)εisi . (B.28)
We useEq. (B.6)
N∑
i
εi
dsi
dt
= βJ0
N∑
i
εisiρi −
N∑
i
εisi , (B.29)
and take the ensemble average of si
d〈M〉
dt
=
N∑
i
εi
d〈si〉
dt
= βJ0
N∑
i
εi〈si〉ρi −
N∑
i
εi〈si〉 , (B.30)
N∑
i
εi
d〈si〉
dt
− βJ0εi〈si〉ρi + εi〈si〉 = 0 . (B.31)
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For the steady state, d〈M〉dt = 0, and
N∑
i
(βJ0ρi − 1)εi〈si〉 = 0 . (B.32)
If we multiply by M on both sides of Eq. (B.28) and recall that M =
∑N
i εisi, we obtain
M
dM
dt
=
N∑
i
(βJ0ρi − 1)εisi
N∑
j
εjsj . (B.33)
1
2
dM2
dt
=
N∑
i
N∑
j
(βJ0ρi − 1)εisiεjsj (B.34a)
=
N∑
i
(βJ0ρi − 1)ε2i s2i +
N∑
i
N∑
j 6=i
(βJ0ρi − 1)εisiεjsj (B.34b)
=
N∑
i
(βJ0ρi − 1)εi +
N∑
i
(βJ0ρi − 1)εisi
N∑
j 6=i
εjsj (B.34c)
=
N∑
i
βJ0ρiεi −
N∑
i
εi +
N∑
i
(βJ0ρi − 1)
N∑
j 6=i
εisiεjsj (B.34d)
(B.34e)
The ensemble average over all possible configuration {εi} is
1
2
〈dM2〉
dt
=
N∑
i
βJ0ρiεi −
N∑
i
εi +
N∑
i
(βJ0ρi − 1)
N∑
j 6=i
εiεj〈sisj〉 . (B.35)
If we start with a system at high temperature, where 〈sisj〉j 6=i = 〈si〉〈sj〉 (which is also
true for mean-field), and quench to a temperature higher than the critical point, where
assumption that φi  1 is still valid, we can rewrite the last term in Eq. (B.35) as
N∑
i
(βJ0ρi − 1)
N∑
j 6=i
εiεj〈sisj〉 =
N∑
i
(βJ0ρi − 1)εi〈si〉
N∑
j 6=i
εj〈sj〉
≈ 〈M〉
N∑
i
(βJ0ρi − 1)εi〈si〉 = 〈M〉d〈M〉
dt
,
(B.36)
where the last step is from Eq. (B.30). Therefore Eq. (B.35) becomes
1
2
〈dM2〉
dt
=
N∑
i
βJ0ρiεi −
N∑
i
εi + 〈M〉d〈M〉
dt
. (B.37)
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If we move the last term in Eq. (B.36) to the left-hand side, we find
1
2
〈dM2〉
dt
− 1
2
d〈M〉2
dt
=
N∑
i
βJ0ρiεi −
N∑
i
εi (B.38a)
1
2
〈dM2〉 − d〈M〉2
dt
= βJ0
1
(z − 1)
N∑
i
εi
∑
j∈(i)
εj −Ns (B.38b)
1
2
d(∆M)2
dt
= βJ0
1
(z − 1)
N∑
i
∑
j∈(i)j 6=i
εiεj + βJ0
1
(z − 1)
N∑
i
ε2i −Ns (B.38c)
= βJ0
1
(z − 1)
N∑
i
∑
j∈(i)j 6=i
εiεj + βJ0
1
(z − 1)
N∑
i
εi −Ns (B.38d)
= βJ0
2
(z − 1)Nb + βJ0
1
(z − 1)Ns −Ns (B.38e)
where
Nb =
1
2
N∑
i
∑
j∈(i)j 6=i
εiεj (B.39)
is the total number of interacting bonds given the dilution configuration {εi}.
Finally, we obtain the relaxation of the magnetization after a critical quench to a tem-
perature T = 1β ,
1
2
d(∆M)2
dt
= βJ0
2
(z − 1)Nb + βJ0
1
(z − 1)Ns −Ns. (B.40)
If the quench temperature T is above the critical temperature, then we expect the time
derivative to be negative, i.e.,
βJ0
2
(z − 1)Nb + βJ0
1
(z − 1)Ns −Ns < 0 (B.41)
βJ0
2
(z − 1)Nb + βJ0
1
(z − 1)Ns < Ns (B.42)
T > J0
2
(z − 1)
Nb
Ns
+ J0
1
(z − 1) . (B.43)
Thus, for a given realization of quenched disorder {εi}, we can calculate Nb and Ns and
obtain the critical temperature via
Tc{εi} ≡ J0
2
(z − 1)
Nb{εi}
Ns{εi}
+ J0
1
(z − 1) . (B.44)
We can check some special cases of Eq. (B.43).
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1. Long range, uniformly diluted, (z − 1) is finite, and ρi = ρ.
Ns = ρN , Nb =
1
2Nsρ(z − 1) = 12ρ2(z − 1)N
Tc = J0ρ+ J0
1
(z−1)
2. Long range, undiluted, (z − 1) is finite, and ρi = ρ = 1.
Ns = ρN ,Nb =
1
2Nsρ(z − 1) = 12ρ2(z − 1)N
Tc = J0(1 +
1
(z−1))
3. Fully connected, randomly diluted, z − 1 = N − 1 =∞, and ρi = 1N
∑N
j εj = ρ.
Ns = ρN ,Nb =
1
2Nsρ(z − 1) = 12ρ2N2
Tc = J0ρ+ J0
1
N = J0ρ
4. Fully connected, undiluted, z − 1 = N − 1 =∞, and ρi = ρ = 1.
Ns = N ,Nb =
1
2NsN =
1
2N
2
Tc = J0 + J0
1
N = J0
Appendix C
Appendix: Itoˆ Calculus for Geometric
Brownian Motion
In this appendix we give an informal derivation of the solution of geometric Brownian
motion using the Itoˆ calculus. The derivation we show is not a rigorous proof, which needs
the limit of a sequence of random variables. Readers interested in the formal proof should
see Ref. [84].
Assume a variable x follows geometric Brownian motion in the form
dx = µdt+ σdW . (C.1)
We can expand a function f(x, t) as a Taylor series in terms of x and t as
df =
∂f
∂x
dx+
∂f
∂t
dt+
1
2
∂2f
∂x2
dx2 + . . . . (C.2)
By using Eq. (C.1), we obtain
df =
∂f
∂x
(µdt+ σdW ) +
∂f
∂t
dt+
1
2
∂2f
∂x2
(µ2dt2 + 2µσdtdW + σ2dW 2) + . . . . (C.3)
We take the limit dt → 0 and ignore higher order terms, but we keep the term with dW 2
because dW 2 ∼ dt from the properties of a Wiener process. Therefore we have
df =
(
µ
∂f
∂x
+
∂f
∂t
+
1
2
σ2
)
dt+ σ
∂f
∂x
dW . (C.4)
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We assume f(x) = lnx and obtain
d ln(x) = f ′(x)dx+
1
2
f ′′(x)x2σ2dt (C.5a)
=
1
x
(
σxdW + µxdt
)− 1
2
σ2dt (C.5b)
=
(
µ− σ2/2)dt+ σdW , (C.5c)
which is Eq. (4.2).
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