Abstract-In studies of survivable networks, it is important to be able to differentiate network topologies by means of a robust numerical measure that indicates the levels of immunity of these topologies to failures of their nodes and links. Ideally, such a measure should be sensitive to the existence of nodes or links which are more important than others, for example, if their failures cause the network's disintegration. In this paper, we suggest using an algebraic connectivity metric, adopted from spectral graph theory, namely the 2 nd smallest eigenvalue of the Laplacian matrix of the network topology, instead of the average nodal degree that is usually used to characterize network connectivity in studies of the spare capacity allocation problem. Extensive simulation studies confirm that this metric is a more informative and more accurate parameter than the average nodal degree for characterizing network topologies in survivability studies.
I. INTRODUCTION
Survivability is one of the most important design issues of future multi-service Next Generation Networks (NGNs). Survivable network design pre-plans the topology as well as the spare capacity allocation (SCA) of network links in case of failures. Performance of survivable routing protocols, robustness of the network under failures, traffic engineering, etc., depend crucially on the topology of the network. Network robustness can be characterized by the network topological connectivity, which expresses how well nodes are connected in a network. In general, as the network connectivity increases, there are more node-and link-disjoint paths between node pairs and both the predetermined working and protection pathpairs become shorter, it decreases both working and protection capacity. In addition, the more disjoint protection paths, the higher the spare capacity sharing that can be attained in shared backup path protection (SBPP) survivable routing scheme. These dependencies underlie the determination of an optimum topology in network survivability design.
The SCA design of survivable networks for given topologies has been subject to much research in recent years. Most previous studies [1] [2] [3] [4] [5] [6] generally use the average nodal degree to reflect the effect of the network connectivity in determining the spare capacity allocation. The average nodal degree d is obtained by multiplying the number of links by two and dividing it by the number of nodes in a given network topology. Their simulation results have concentrated on showing how the working and spare capacity requirements of each network type vary with the network average nodal degree.
Despite of a wide adoption of the average nodal degree in such studies, we argue that this metric is only a coarse indicator of how sparse or dense a given topology is. It carries insufficient information on network topological structure. Furthermore, employing the average nodal degree for describing the network's connectivity may lead to misleading findings. We suggest using a more informative metric: algebraic connectivity, which is defined as the 2 nd smallest eigenvalue of Laplacian matrix of a given topology, as it is more sensitive measure of connectivity in a broader spectrum of graphs [7] [8] [9] [10] . The 2 nd smallest eigenvalue of the Laplacian matrix of a network, known as the algebraic connectivity and defined in Section II, is one of the key invariants in a graph which is not only of theoretical interest but also has a wide range of applications. It has desirable properties, such as the larger the algebraic connectivity is, the greater the number of node-and link-disjoint paths to choose from. Furthermore, we employ the notion of algebraic connectivity of a network to quantify the importance of a node or a link. Namely, the importance of a node or link is quantified by the algebraic connectivity of the remaining network after that particular node or link fails. The most important node or link from the network connectivity perspective is that which causes the most severe reduction in the remaining network's algebraic connectivity. Thus, such node or link needs more protection to ensure that the connectivity of the network always remains as large as possible.
The structure of this paper is outlined as follows. Section II introduces the definition on algebraic connectivity metric and presents the related theoretical results. In Section III, we introduce the ILP model of the shared backup path protection (SBPP) scheme, which is used to evaluate the impact of algebraic connectivity metric on capacity allocation. The extensive simulation studies and findings are presented in Section IV. Finally, conclusions are drawn in Section V.
II. ALGEBRAIC CONNECTIVITY IN SPECTRAL GRAPH THEORY
In this section, we introduce the definition of a Laplacian matrix, its eigenvalues and the relationship between the eigenvalues of Laplacian matrix and the algebraic connectivity of the associated network. We define that G(V,E) is the network with set of nodes V and set of links E. We recall the number of nodes as |V | = n and the number of links as |E| = m.
Moreover, we define 
Definition 1 Laplacian matrix of a network
In a network G(V,E), the Laplacian matrix associated with a network, L(G) =[L(i,j)], 1UiUn, 1UjUn, is an n x n matrix, defined as follows: the number of neighboring nodes. A(G) is a n x n adjacent matrix associated with network G. The eigenvalues of the Laplacian matrix L(G) are usually referred to as the network graph spectra and denoted as below:
Since L(G) is real, symmetric and nonnegative semi-definite, thus all the eigenvalues of L(G) should be real and nonnegative. Hence the smallest eigenvalue of Laplacian matrix L(G) is zero. The 2 nd smallest eigenvalue of the Laplacian matrix is referred to in [9] and [10] as the algebraic connectivity of the network graph G. It is also called the Fiedler value of a graph, which is related to the usual node and link connectivity. The reason for calling the 2 nd smallest eigenvalue as the algebraic connectivity of network graph G comes from the following lemmas. 
Lemma 2: The algebraic connectivity ) ( 2 G λ is nondecreasing for graphs with the same set of nodes, i.e., ) ( ) (
, and
We observe that G and 1 G have the same number of nodes. 
It is in this sense that the algebraic connectivity measures the degree of connectivity in a graph. In addition, the relation of algebraic connectivity for the graph obtained by removing a node and all of its adjacent links is given by the following lemma. According to the above lemma, we propose to quantify the importance of a node or a link based on the algebraic connectivity of the network's graph, because that the larger the algebraic connectivity of a graph is, the more connected the graph will be. Hence the degree of connectivity of the remaining graph can be quantified by the algebraic connectivity of the graph resulting from removing that particular node and all the links connected to that node from the original graph. Therefore, we can calculate the connectivity weight for each node or link. In this way, the node or link that causes more server reduction in the remaining algebraic network connectivity has higher importance and should need more protections. In addition, we can propose a principle that both working and spare capacity allocations benefit most from adding some critical nodes and links to maximize the algebraic connectivity of a current network.
III. ILP-BASED SBPP MODEL
In order to evaluate the impact of the algebraic connectivity versus the average nodal degree on capacity allocation in survivable network design, we use the shared backup path protection (SBPP) spare capacity allocation scheme. Our shared protection AMPL model is modified from [11] .
Let pF denote the set of links whose failure disrupts
denotes the set of (o,d) pairs affected by the failure of link f.
Since the traffic for a demand pair, r od , can be split among multiple paths, q f(od) denotes the total amount of traffic from o to d that must be restored when f fails. We now define the decision variables. Let t pf denote the protection traffic on path p when link f fails. Let t e denote the total protection traffic on link e. Let w e denote the working traffic and S e denote the total traffic on link e. Let J o,d 
the shared protection model uses three sets of constraints to determine the values for S e . The demand for spare capacity is defined by the following constraints:
Note that a protection path containing link f cannot be used to protect against failures of link f. Conversion of protection path flows to link spare capacity requirements is accomplished by the following inequalities ¦ ∈ e Lp p t pf < t e ∀ e ∈ E, f ∈ pF (7) That is, the spare capacity must be sufficient to accommodate the failure that produces the largest traffic disruption. Provisioning of total traffic on a link is determined by the working traffic on the link plus the spare capacity on the link. The following |E| = m equations provide this value S e = w e + t e , ∀ e ∈ E (8) The above AMPL model uses concepts of spare capacity sharing and path-based protection derived from SBPP algorithm. More details can be found in [11] . Fig.2 . North-American Reference Network Two network topologies are considered in the simulation studies. The first one is the pan-European network adopted in the project COST action 266 [12] , see Figure 1 . This network contains 28 nodes and 41 bidirectional links. The second network, shown in Figure 2 , is based on the North-American Network [13] with 39 nodes and 61 bidirectional links. Without loss of generality, and for allowing easier comparison of results, we assume symmetrical traffic flows, i.e., one unit of bandwidth demand between any pair of nodes. The SBPP ILP model is solved using AMPL/CPLEX 11.1 [14] , [15] on a PC with Intel(R) Celeron(R) 1.70GHz, 504MB of RAM.
IV. SIMULATION RESULTS

Fig.1. European Reference Network
Firstly, we investigate how the importance of each node affects the total capacity allocated. Simulations were conducted on two families of network topologies derived from the above two master networks by deleting one node at a time, together with all of its adjacent links. Afterwards, we calculate the algebraic connectivity and average nodal degree of the remaining graph. The SBPP algorithm is applied to evaluate each topology alternative, to find the optimal total capacity. Here, we ignore cases for which the SBPP cannot find feasible solutions since no node-disjoint paths exist for a traffic demand after the critical nodes have been deleted. For example, after deleting the Oslo node in Figure 1 , its neighboring nodes have only one adjacent link left, so lack of solution, will be reported by the CPLEX solver. This is denoted as "impractical" in Total Capacity. Table 1 . Total capacity, algebraic connectivity and average nodal degree after deleting specific nodes in COST266 reference network Table 2 Total capacity, algebraic connectivity and average nodal degree after deleting specific nodes in North-American reference network Tables 1 and 2 report the results on the optimal total capacity, average nodal degree and algebraic connectivity of the remaining graph after deleting specific nodes in the two reference networks. These results have been depicted in Figures 3-6 , for showing how the total capacity varies with the average nodal degree and the algebraic connectivity, respectively. It is evident that total capacity is more strongly correlated with the algebraic connectivity than with the average nodal degree. There are two possible reasons for the SBPP algorithm's sensitivity to network connectivity. Firstly, as the network connectivity increases, both the predetermined working and protection path-pairs become shorter. This leads to a decrease of both working and protection capacity. Secondly, the potential for capacity sharing among protection paths is likely to increase as the network connectivity increases, and this leads to a further decrease of protection capacity Looking at the results in detail, we can see almost linear dependence of the total capacity on the algebraic connectivity. By contrast, in the case of average nodal degree, its dependence on average nodal degree d is not monotonic. For example, in Figure 3 , there are 7 different topologies with d =2.8148, while they have 7 different total capacities allocated ranging from 4572 to 5814 units. This shows that using of average nodal degree as a metric has a severe limitation as it is insensitive to the total capacity of a given topology. On the other hand, algebraic connectivity monotonically depends on total capacity of a given topological structure. We also can see that, if the traffic demands are uniform, the nodes in the core region e.g., Hamburg, Milan, Frankfurt and Munich, are more important than others, because they are more frequently being used by traffic flows. If any of these nodes is deleted, it will result in a severe reduction of algebraic connectivity. The similar phenomenon can be observed in the results obtained for North-American network: see Figures 5 and 6 .
Further experiments have been carried out to analyze the properties of the algebraic connectivity metric and average nodal degree taking into account only slightly modified topological scenarios. We investigate how the importance of each link affects the total capacity allocated. Following the similar mechanism mentioned above, simulations were conducted on two families of network topologies derived from our two reference networks by deleting one link at a time. Here, we ignore cases for which the SBPP cannot find practical solutions since no node-disjoint paths existed for a given traffic demand after the critical links have been deleted, e.g., if the link between Oslo and Stockholm is deleted, see Figure 1 . The simulation results are shown in Tables 3-4 and Figures 7-8.   Table 3 Total capacity, algebraic connectivity and average nodal degree after deleting specific links in COST266 reference network Table 4 Total capacity, algebraic connectivity and average nodal degree after deleting specific links in North-American reference network with 60 links, respectively, while the total capacity solutions are significantly different. There are 25 solutions, with the total capacity ranging from 4828 to 6110 units in COST266 scenarios, and 40 solutions with the total capacity ranging from 10093 to 13106 units in North-American scenarios. This shows again that the average nodal degree has a severe limitation as it is insensitive to changes in total capacity caused by removals of single links. The algebraic connectivity remains sensitive to such changes. In addition, it can be seen that the links located in the network's core region are more important than those the network boundaries since they are more frequently used by the traffic flows. Thus deleting them cause severe decrease in network connectivity.
Additionally, we investigated the impact of algebraic connectivity metric and average nodal degree has on capacity allocation under links' repositions scenario. Seven sample networks derived from COST266 reference network by placing 4 links in different positions have been explored, see Fig.9 . Total capacity vs algebraic connectivity for links repositions in COST266 reference network As shown in Table 5 and Figure 9 , while all the seven derived topologies have the same average nodal degree, i.e., d =2.9286, the resulted total capacity values are quite different from each of them. Note that total capacity decreases as algebraic connectivity increases. One can see that when four links are placed on the boundary of the network, see e.g., Figure 10 and 11, the total capacity is generally larger than deploying the links in the core region of the network, cf. Figures 15 and 16 , because boundary links are less used in the SBPP solutions.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we argue that the use of average nodal degree of a network for describing its connectivity is not sufficient on its own. We suggest using a more informative metric: the algebraic connectivity of the network, as it is a better numerical characteristic of a given topology and its dependence on the key network connectivity property. In general, a larger algebraic connectivity means better network connectivity i.e., more node-and link-disjoint paths exist and can be chosen from by pairs of communicating nodes, and so less network capacity need to be allocated.
More extensive studies on how the algebraic connectivity affects the amount of spare capacity to be allocated in more complex topologies are underway. A composite metric integrating the algebraic connectivity and network mean distance is considered to compare different types of topologies. Furthermore, capacitated versions of networks need to be studied, taking into account the fact that the network may have existing link capacities and/or link capacity limits to be respected with different traffic scenarios, which is also essential in the future work.
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