Étude du problème d'ablation à deux dimensions par la méthode des éléments finis de frontière by Ouellet, Réjean
MEMOIRE
présenté
L'UNIVERSITE DU QUEBEC A CHICOUTIMI
Comme exigence partielle pour l'obtention du grade de




ÉTUDE DU PROBLÈME D'ABLATION À DEUX DIMENSIONS






Afin de rendre accessible au plus
grand nombre le résultat des
travaux de recherche menés par ses
étudiants gradués et dans l'esprit des
règles qui régissent le dépôt et la
diffusion des mémoires et thèses
produits dans cette Institution,
l'Université du Québec à
Chicoutimi (UQAC) est fière de
rendre accessible une version
complète et gratuite de cette œuvre.
Motivated by a desire to make the
results of its graduate students'
research accessible to all, and in
accordance with the rules
governing the acceptation and
diffusion of dissertations and
theses in this Institution, the
Université du Québec à
Chicoutimi (UQAC) is proud to
make a complete version of this
work available at no cost to the
reader.
L'auteur conserve néanmoins la
propriété du droit d'auteur qui
protège ce mémoire ou cette thèse.
Ni le mémoire ou la thèse ni des
extraits substantiels de ceux-ci ne
peuvent être imprimés ou autrement
reproduits sans son autorisation.
The author retains ownership of the
copyright of this dissertation or
thesis. Neither the dissertation or
thesis, nor substantial extracts from
it, may be printed or otherwise




L'ablation de solides d'aluminium est simulée en utilisant la méthode
des éléments finis de frontière qui est basée sur la combinaison des
équations intégrales classiques et des concepts d'éléments finis.
La frontière est approximée par des éléments linéaires isoparamé-
triques et le domaine par des éléments triangulaires constants. Dû au
déplacement de la frontière et dû à la nécessité d'intégrer sur le
domaine, une technique de maillage automatique est utilisée. Différents
pas de temps, points d'intégration et configurations triangulaires sont
utilisés pour montrer la sensibilité de la méthode face à. ces trois
facteurs. Pour réduire le temps de calcul, le nombre d'éléments triangu-
laires discrétisant le domaine est diminué au fur et à mesure que le
gradient de température, à l'intérieur du domaine, s'approche de zéro.
La qualité des résultats obtenus pour l'ablation d'un cylindre
circulaire et d'un demi-cylindre elliptique d'aluminium montre que la
méthode des éléments finis de frontière donne d'excellents résultats.
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INTRODUCTION
Le four de fusion est un des équipements importants dans les indus-
tries métallurgiques. Le procédé de fusion est difficile a simuler et une
bonne compréhension de ce dernier est essentielle à toute tentative
d'améliorer la performance ou la conception des fours.
L'étude théorique que représente ce mémoire entre dans le cadre de
travaux préparatoires précédant un projet industriel sur la modélisation
du four de fusion de l'aluminium. Le travail consiste à développer une
méthode pouvant simuler la fonte d'un bloc d'aluminium solide en utilisant
une distribution de flux de chaleur et dont la partie fondue est supposée
enlevée immédiatement laissant seulement la partie solide. Ce genre de
phénomène, appelé ablation, est aussi connu sous le nom de problème de
Landau (1950).
La non-linéarité inhérente à ce problème pose des difficultés mathé-
matiques assez importantes limitant ainsi les solutions analytiques à des
situations relativement simples (Rubinstein, 1971 et Lunardini, 1981).
Cependant, dû à leurs applications pratiques à de nombreuses situations
physiques (Ockendon et al., 1975 ou Wilson et al., 1978), des méthodes de
résolution approximative ou numérique s'imposent.
Les techniques numériques les plus souvent utilisées dans la litté-
rature sont les différences finies et les éléments finis. Dans ces deux
2.
méthodes, on divise le domaine en utilisant un maillage ou une grille et
en définissant une série de points nodaux pouvant se situer à l'intérieur
ou sur la frontière du domaine. Dans ce travail, nous utilisons la
méthode des éléments finis de frontière, technique basée sur la combi-
naison des équations intégrales classiques et des concepts d'éléments
finis. Dans cette méthode, les noeuds sont seulement définis sur la
surface externe et les inconnues se trouvant à l'intérieur du domaine ne
sont pas requises pour solutionner le problème puisque ce dernier est
réduit mathématiquement à celui de trouver une solution sur la frontière.
Cette réduction est rendue possible par l'application de la seconde
identité de Green et en utilisant la solution fondamentale (fonction de
Green pour un domaine infini) qui satisfait l'équation de diffusion. Même
si l'inclusion d'une condition initiale produit une intégrale sur le
domaine, les inconnues nodales sont toujours situées sur la frontière et
le problème continue d'être un problème à la frontière. En effet, la
satisfaction de la condition frontière produit un système d'équations
linéaires servant à déterminer les inconnues sur la frontière. Une fois
que toutes les valeurs sur la frontière sont connues, nous pouvons
calculer n'importe quelle variable interne puisqu'elle est fonction des
valeurs à la frontière.
Les principaux avantages de cette technique sont (Wrobel et al.,
1981a) la réduction du nombre d'inconnues gouvernant le problème et aussi
la simplicité dans les données d'entrée nécessaires au bon fonctionnement
du programme. De plus, la méthode donne généralement de meilleurs résul-
tats que les méthodes des différences finies ou des éléments finis,
spécialement pour les régions où le gradient de température est élevé, et
3.
cela en utilisant un pas de temps beaucoup plus élevé que les autres
méthodes mentionnées.
Jusqu'à maintenant, quelques travaux ont été faits pour des problèmes
d'ablation à une dimension utilisant la méthode des éléments finis de
frontière (Chuang et al. (1971), Banerjee et Shaw (1982), Shaw (1982)).
Nous extentionnons la méthode utilisée par ces auteurs à deux dimensions,
tel que proposé par Banerjee et Shaw (1982) et réalisé par O'Neil (1983).
Pour ce dernier cependant, il n'y avait pas de changement soudain de
température à la frontière. Comme conséquence, O'Neil pouvait se permet-
tre de négliger les variations de température avec le temps et par le fait
mime aucune intégration sur le domaine n'était nécessaire. Les problèmes
que nous considérons dans ce travail diffèrent en ce sens qu'un grand
gradient de température existe 1 la frontière.
Le but de ce travail est donc de simuler un problème d'ablation à
deux dimensions en utilisant la méthode des éléments finis de frontière.
La rédaction du mémoire suit le plan suivant:
I) - Développement de l'équation de diffusion avec propriétés ther-
miques constantes sous une forme intégrale équivalente pour pouvoir
solutionner par la méthode des éléments finis de frontière.
II) - Discrétisation de l'équation intégrale dans le temps et l'espace
avec traitement des singularités apparaissant dans les intégrales de
contour et intégration en coordonnées polaires sur les triangles
discrétisant le domaine.
- Développement de la technique de résolution pour suivre l'évolu-
tion de la température du solide en fonction du temps ainsi que le
déplacement de la frontière.
III) - Simulation de l'ablation d'un cylindre circulaire d'aluminium pour
l'optimisation de la méthode en ce qui a trait au choix du pas de
temps, au choix du nombre de points d'intégration et au choix de la
configuration triangulaire discrétisant le domaine.
- Développement de techniques pouvant diminuer le temps de calcul.
Étude de l'ablation d'un demi-cylindre elliptique d'aluminium
soumis à trois différentes distributions de flux de chaleur.
- Étude des limites éventuelles dans le choix du problème d'ablation




1.1 Définition du problème
Considérons le problème d'ablation d'un solide tridimensionnel
homogène et isotrope dont une des dimensions est supposée infinie de sorte
que l'échange thermique est bidimensionnel.
L'équation différentielle gouvernant ce problème est donnée par:
V • k V T ( r , t ) = p c d T { £ i ] ; r € Q(t) , < > 0 (i.i)
ot
avec la condition initiale
T(r,0) = T/(r) ; r € fl(O) (1.2)
et la condition frontière
H = pL^l ; f g r(«) , t > 0 (1.3)
où k est la conductivité thermique, c la chaleur massique, p la masse
volumique et L la chaleur latente de fusion. De plus, dS(?)/dt représente
la vitesse de déplacement de la frontière, et est non nul seulement
lorsque le changement de phase survient i.e. lorsque le point de fusion Tf
(qui est supposé constant) est atteint au point reT(t). n est un vecteur
unitaire pointant normalement vers l'extérieur du domaine (voir fig. 1).
6.
Puisque nous choisissons n comme étant la direction positive, la valeur du
flux q est par conséquent négative car pour un problème d'ablation, le




Figure 1 Définition du problème
Maintenant, pour solutionner l'équation de conduction (1.1) soumise à
la condition frontière (1.3) par la méthode des éléments finis de frontiè-
re, il est nécessaire d'avoir une diffusivité thermique (a= k/pc) cons-
tante (due à l'introduction de la fonction de Green définie à la section
(1.2) (Morse et al., 1953)). Il y a alors deux alternatives qui se
présentent. La première est de considérer les valeurs de k et de pc comme
étant constantes et la deuxième de considérer, s'il y a lieu, une varia-
tion de ces valeurs en fonction de la température. Cependant, leur
variation doit être proportionnelle pour que la diffusivité demeure
constante. Toutefois, pour tenir compte de la variabilité de k et de pc,
tout en rendant possible l'utilisation de la méthode des éléments finis de
frontière, nous devons réécrire les équations (1.1) à (1.3) différemment
en utilisant, soit la transformation de Kirchhoff, soit l'enthalpie
sensible ce qui est présenté en détails à l'appendice B.
Il est à noter que si la diffusivité du solide est constante, alors
les résultats obtenus, en utilisant l'une ou l'autre des deux formula-
tions, seront évidemment les mêmes. Cependant, lorsque la diffusivité est
fonction de la température du solide, comme c'est le cas pour l'aluminium
(Touloukian, 1973), nous devons, dans cette situation, prendre une diffu-
sivité moyenne constante. En procédant ainsi, il serait dangereux de
garder k et pc variables puisque les résultats diffèrent de façon signifi-
cative suivant que l'on utilise l'une ou l'autre des deux formulations tel
qu'expliqué et illustré à l'appendice B. Par conséquent, nous avons
choisi de prendre k et pc comme étant constantes.
En procédant ainsi, nous pouvons réécrire l'équation (1.1) de la
façon suivante:
aV2T(f,<) = ^ ^ ; r € fl(t) , t> 0 (1.4)
1.2 Formulation intégrale
Tout comme pour la méthode des éléments finis conventionnels, nous
devons réécrire l'équation (1.4) sous une forme intégrale équivalente pour
pouvoir solutionner par la méthode des éléments finis de frontière.
Pour ce faire, introduisons la fonction de Green (Morse et al., 1953
ou Beck, 1984) qui est donnée par:
G* = G*(Fj\ro,r) = — i -exp " " u(t - r) (1.5)
et est solution, pour un domaine infini, de l'équation différentielle
suivante:
où l'on considère ro et T fixes et r et t variables. Si, par contre, r et
-• *
t sont gardés fixes et que 1 on fait varier ro et T, alors G est solution
de l'équation différentielle ci-dessous.
- O ; r <t (1.6)
Le terme u(t-T) représente la fonction échelon-unité, 6 la pseudo
fonction delta de Dirac, r* le vecteur position du point (x,y) et ro celui
du point (XQ, yo) appelé respectivement observateur et source.
Pour fins de concrétisation, une interprétation physique possible de
la fonction de Green G* est de la prendre comme étant la température à un
point (x, y) au temps t générée par une source ponctuelle instantanée,
introduite à un point (xo, yo) au temps x avec une intensité de grandeur
unitaire (Carslaw et al., 1959).
La fonction de Green étant maintenant introduite, il ne reste plus
qu'à trouver l'équation intégrale équivalente à (1.4). En effet, on a
d{G T(ro,T)) r.»^_ll211i J_T/^ -I W < J
r = Or T (-l(r0,r)-r—
or dr or
En utilisant les équations (1.4) et (1.6), l'équation (1.7) devient:
d ( G * T ( r o . r ) ) _ a { C * V 2 T [ K T) r ( f ^ r ) T y a g « ) . T < f
ôr °
De plus, en intégrant cette dernière équation sur le domaine Œ(T) et
ensuite par rapport au temps de 0 à t-e (où E est un nombre positif plus
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En appliquant la seconde identité de Green au membre de droite de l'équa-






o Jr{T) \ on On )
où 9 représente la dérivation suivant la direction du vecteur normal
3n
unitaire n dirigé vers l'extérieur de la surface du domaine fi(x).
Pour pouvoir intégrer le membre de gauche de l'équation (1.9), nous
devons lui apporter une attention toute particulière. En effet, il n'est
pas possible d'inverser l'ordre d'intégration (i.e. intégrer par rapport
au temps et ensuite par rapport a l'espace) puisque le domaine subit une
déformation au fur et à mesure que le temps progresse. Cependant, il
existe une façon de réécrire ce terme en utilisant le théorème de trans-
port de Reynolds généralisé (O'Neill, 1983) qui dit:
Q{r) JQ{T) OT Jr(r)
où g est une fonction intégrable et différenciable sur Q(x) et dS(rg)/dt
est la vitesse de déplacement de la frontière suivant le vecteur normal n.
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J(i(t-e)
Par conséquent, l'équation (1.8) devient:
/ (G*T(ro,t-e))d.Qo = a I f [G* dT(^°'T) - T(ro,r)^-] dT0 drJïiu-o Jo Jnr) \ On On )
Todr + I (G*T(ro,0))dQo (1.12)
Jiï(Q)
La raison pour laquelle nous avons intégré par rapport au temps
jusqu'à t-e était d'éviter la singularité qui apparaît dans la fonction de
Green lorsque : + t et (xo, yo) "*" (x, y). Toutefois, en prenant la limite
lorsque e -^  0 et en tenant compte des différentes positions que peut
prendre le vecteur ? (Brebbia et al., 1984) l'équation (1.12) devient:
(1.13)
ro,0))d.Qofl (G*T(ro.T)l^^-)drodT + f (G*T(?o.
JoJr(D \ dt ) Jmo)




1/2. si / r€ F(r).où F(r) est un contour régulier en r:
o(r)/2x. si ; r6 F(r).ou F(r) n'est pas un contour régulier
en F.et ô{v) est l'angle intérieur du contour an (1.14)
point correspondant à f:
. 0. si rest à l'extérieur de fi(r).
En prenant la température de fusion Tf comme étant constante et aussi
comme température de référence, i.e. T, « 0 (Shaw, 1982), il s'en suit que
le troisième terme (du membre de droite de l'équation (1.13)) est toujours
nul. En effet, dS(r(j)/dt est non nul seulement lorsque la température de
fusion est atteinte à la frontière du point r0. Par conséquent,




X partir de cette dernière équation intégrale et aussi de la condi-
tion initiale (1.2) et de la condition frontière (1.3), nous sommes
maintenant en mesure de solutionner l'équation (1.4). Cependant, pour
cela, nous devons discrétiser l'équation (1.15) dans l'espace et dans le
temps, ce qui est fait au chapitre II.
CHAPITRE II
FORMULATION NUMÉRIQUE
2.1 Discrétisation de l'équation intégrale
Plutôt que de tenter de trouver des solutions analytiques à
l'équation (1.15) pour des geometries et des conditions frontières parti-
culières, nous réduisons cette équation à une forme algébrique pouvant
être solutionnée par une approche numérique dans le but de considérer
différentes geometries et conditions frontières.
2.1.1 Discrétisation dans le temps
Puisque les variations en fonction du temps de T(ro,T), 8T(ro,T)/9n
et de T(T) ne sont pas connues a priori, une technique de discrétisation
dans le temps par pas de temps (ne pas confondre avec la méthode des
différences finies) doit être introduite pour pouvoir solutionner numéri-
quement l'équation (1.15).
Il existe deux procédés différents de progression dans le temps
(Brebbia et al., 1984) utilisant cette technique du pas de temps. Le
premier traite chaque pas de temps comme un nouveau problème, et par le
fait même, nous devons à la fin de chaque pas de temps, calculer la
distribution de température pour un pas de temps donné à l'intérieur du
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domaine pour pouvoir l'utiliser comme valeur initiale pour le prochain pas
de temps. Pour le second procédé, le processus d'intégration dans le
temps repart toujours au temps t = Oî par conséquent, lorsqu'un nouvel
incrément dans le temps est ajouté, une intégrale de type convolution doit
être évaluée sur un contour variable en revenant dans le temps jusqu'à la
condition initiale. De plus, en utilisant ce dernier procédé, il n'est
pas nécessaire de calculer la distribution de température à l'intérieur du
domaine lors de la simulation. Néanmoins, il y a une intégrale sur le
domaine a évaluer qui peut être cependant transformée en une intégrale de
contour équivalente si T(rg,0) satisfait l'équation de Laplace, i.e.
V2T(ro,0) = 0
Malgré le fait que nous devons intégrer sur le domaine à chaque pas
de temps lors de l'utilisation du premier procédé, nous avons choisi de le
prendre puisque dans le second procédé, le nombre d'intégrales de contour
à évaluer augmente considérablement lorsque la simulation progresse dans
le temps. De plus, nous allons voir ultérieurement (voir sections 3.1.2.2
et 3.1.3) qu'il existe deux considérations particulières permettant de
minimiser l'évaluation des intégrales sur le domaine lorsque la simulation
avance dans le temps.
Par conséquent, en utilisant le premier procédé de progression dans
le temps, l'équation (1.15) s'écrit, pour un pas de temps donné, sous la
forme suivante:
15.
G* dn ' "' ' dn
pour s » 1, 2, ..., F où t représente le temps final de la simulation et
to = 0 s.
Puisque nous ne connaissons pas la variation du déplacement de la
frontière en fonction du temps et que nous voulons inverser l'ordre
d'intégration pour faciliter l'évaluation de l'équation intégrale (2.1),
nous supposons qu'il n'y a pas de déplacement à l'intérieur d'un même pas
de temps (At = t - t .) i.e.
v
 s s s-1
T(T) = T{t9) pour *,_! < r < t,.
De plus, ne connaissant pas non plus les variations de T ^ O . T ) et de
9T(ro,T) en fonction du temps, nous supposons également qu'ils demeurent
3n
constants sur chaque pas de temps, i.e.
o,r) _ dT(ro,t9)
=
pour t$-i < T < tt.
Il est évidemment possible de supposer des variations linéaires ou même
quadratiques de T(ro,T) et de 3T(?o,T)/3n en fonction du temps (Brebbia et
al., 1984) mais pour des raisons de temps de calcul, nous avons décidé de
ne pas considérer ces deux types de variations.
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En prenant en considération les hypothèses qui viennent d'être




-a f (T(ro,ta) f' ^-dr)clT0 (2.2)
JT(t.) \ Jt.-t on J
+ f (G'TiroJ^ndÇl,
Comme on le verra a la section (2.1.2), il est possible d'intégrer analy-
tiquement les intégrales suivantes:
•'• _. . f1' OG*/ ' G\IT et f ^-dr. (2.3)
2.1.2 Discrétisation dans l'espace
Pour la discrétisation dans l'espace, nous commençons par discrétiser
la frontière pour pouvoir évaluer les intégrales de contour apparaissant
dans l'équation (2.2).
Pour ce faire, nous approximons la frontière T(T) à l'aide de N
segments de droite que l'on appelle éléments linéaires (voir fig. 2.1)
avec une interpolation linéaire de la température T(?o»t ) et du gradient
S
3T(rQ,t )/3n. Ce type d'élément est appelé élément isoparamétrique, i.e.
S
les fonctions de transformation géométrique sont identiques aux fonctions




Par conséquent, les distributions de température et de gradient de






ou et représentent respectivement les vecteurs positions des
noeuds (j) et (j + 1) tels qu'illustrés à la figure (2.1). De même r* .
représente l'ensemble des vecteurs positions décrivant l'élément T., i.e.
(2.7)
pour — 1 < £ < 1 .
13.
Figure 2.1: Discrétisation d'une frontière en 12 éléments linéaires
avec numérotation des noeuds suivant le sens anti-horaire.
En considérant cet te d i sc ré t i s a t ion de la f ron t i è re , l 'équat ion (2.2)
se r é é c r i t de la façon suivante:


















En regroupant les termes en TCr^,^) et en 3T(rJ0+ , t g ) /8n on obtient:
a
(a (ftin('?^-) + *i-i (2.11)
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où
{ V ! ? ' * * . ) et
Pour l'évaluation de l'intégrale sur le domaine fi nous approximons ce
dernier en le subdivisant en M éléments triangulaires similaires à ceux
utilisés dans la méthode des éléments finis. Cependant, la technique est
conceptuellement différente puisque la distribution de température à
l'intérieur du domaine est déjà connue a priori.
Pour des raisons de temps de calcul, nous supposons que la tempéra-
ture est uniforme sur chaque triangle. Il n'est évidemment pas néces-
saire, pour cette hypothèse, d'avoir une continuité de la température
entre les triangles. Ainsi, pour un triangle donné, on obtient:
où r|) représente le vecteur position du centre de gravité du L
triangle.
En tenant compte de cette dernière discrétisation, l'équation (2.10)
prend la forme suivante:
N ,
. v _ V ^ / / (1), - . » , (2) ,-. .
N
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Jni.it.-i) V
et ce, en vertu de (1.5).
L'évaluation des intégrales dans le temps et l'espace sera vue en
détail à la section suivante.
2.1.3 Technique de résolution
À partir de l'équation (2.12), nous sommes en mesure d'évaluer la
valeur désirée (i.e. la température ou le gradient de température) à
chaque noeud de la frontière. Pour ce faire, nous réécrivons cette
équation pour chacun de ces noeuds pour ainsi obtenir le système d'équa-
tions linéaires de N équations et N inconnues suivant:
(2.14)
pour s — 1,2,..., F (tp étant le temps final);
où les composantes des matrices sont données par:
(6jj : symbole de Kronecker)
\*.-!); (ij = 1,2 N . L = 1.2,.. .,
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avec r représentant le vecteur position du noeud (i) de la frontière où
l'on désire connaître la température ou le gradient de température,
communément appelé le vecteur position de l'observateur.
De même, les composantes des vecteurs colonnes sont données par:
{Ta}T = [T{rlt9) Ttf.t,) ... T(f0N,*,)] ;
dn dn '" dn
{rs.1}T=[r(r<1),t,_1)
X noter que T(?o,t ) représente la température au noeud (i) de la
frontière au temps t , tandis que T(rg , t .) est la température au noeud
S S ^  X
(L) du domaine (i.e. au centre de gravité du L triangle constituant le
domaine Q) au temps t . .
Pour solutionner le système d'équations linéaires (2.14), il suffit
de regrouper les inconnues à gauche et les valeurs connues à droite et
d'utiliser la méthode la plus appropriée à la résolution. Toutefois, il
faut remarquer que, pour le premier pas de temps (i.e. à s = 1), les
températures correspondant aux centres de gravité de chacun des triangles
sont déjà connues par la condition initiale (1.2). Par contre, pour
s = 2, 3, ..., F, nous devons au temps t , une fois le système d'équations
S
(2.14) solutionné, calculer une nouvelle distribution de température
23.
correspondant aux centres de gravité des triangles en utilisant l'équation
(2.12), et prendre cette nouvelle distribution connue condition initiale
pour le prochain pas de temps (At . = t . - t ).
S•" X S T 1, S
En utilisant la technique du pas de temps où chaque pas de temps est
traité comme un nouveau problème, il est possible de séparer la simulation
du problème d'ablation en deux parties, i.e.
1. La phase de préfusion
2. la phase de fusion
La phase de préfusion est la phase où il n'y a que de la conduction,
elle se termine lorsqu'au moins un des points situé à la frontière a
atteint la température de fusion. Par contre, la phase de fusion repré-
sente celle qui englobe les processus simultanés de conduction et d'abla-
tion du solide; elle suit évidemment la phase de préfusion.
Que l'on soit dans la phase de préfusion ou celle de fusion, le
système d'équations (2.14) doit être solutionné. Cependant, la façon de
résoudre ce système diffère suivant que l'on se trouve dans l'une ou
l'autre de ces phases. En effet, il est facile de constater que les
matrices [H], [G] et [B] dépendent de la géométrie du domaine, de la
diffusivité thermique et aussi du pas de temps. Par conséquent, puisque
la diffusivité est constante, et que pour la phase de préfusion, la
géométrie du domaine demeure fixe, il s'en suit qu'en prenant un pas de
temps constant pour cette phase, les matrices [H], [G] et [B] n'ont besoin
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d'être calculées qu'une seule fois au début. Il suffit donc de les
conserver en mémoire si elles sont de petites tailles ou de les emmaga-
siner sur disque si elles sont de grandes tailles. Par conséquent, pour
solutionner le système d'équations (2.14) lors de la phase de prêfusion,
nous n'avons qu'à inverser la matrice CH] une seule fois au début (les
valeurs inconnues étant les températures prises aux noeuds de la fron-
tière) et effectuer des produits matriciels à tous les pas de temps
jusqu'à ce qu'au moins un des noeuds de la frontière ait atteint la
température de fusion.
Pour la phase de fusion, puisqu'il y a déformation du domaine, les
matrices CH3, CG] et CB] doivent être recalculées à tous les pas de temps
jusqu'à ce que le solide soit complètement fondu. Nous devons donc, à
chaque pas de temps, solutionner le système d'équations (2.14) en utili-
sant la méthode d'élimination de Gauss.
2.1.4 Calcul du déplacement de la frontière
Pour le calcul du déplacement de la frontière lors de la phase de
fusion, nous devons utiliser une technique toute particulière. Première-
ment , pour le premier pas de temps suivant celui où la température de
fusion a été atteint au noeud (i) de la frontière, nous supposons qu'il
n'y a pas encore eu de déplacement de ce noeud. Par la suite, afin de
trouver la nouvelle position du noeud (i) pour le prochain pas de temps
(At .) (il n'y a pas de déplacement à l'intérieur d'un même pas de temps
Sri
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par hypothèse) nous commençons par calculer le gradient de température
(8T(?o»t )/3n) au noeud (i) et au temps t (la température étant déjà
S S
connue et égale à la température de fusion à ce noeud) en solutionnant le
système d'équations (2.14). Ensuite, nous substituons la valeur du
gradient ainsi trouvée dans la condition frontière de Stefan donnée par
(1.3) mais écrite entièrement en termes de quantités nodales, tel que
développé par O'Neill (1983), i.e.:
(2.15)
où
Les termes £._. et £. représentent respectivement les longueurs des
éléments r. et r. (voir fig. 2.2).
Il ne reste plus qu'à déplacer le noeud (i) d'une distance égale au
module de AS (r0 ) et suivant la direction du vecteur m mais de sens
inverse (la valeur de q(ro,t ) étant par définition négative et supérieure
en valeur absolue à la valeur de k9T(ro,t )/8n). La partie ainsi fondue




Figure 2.2: Portion de la frontière discrétisée montrant les éléments
F et F avec leurs vecteurs normaux unitaires respectifs
et aussi le vecteur nodal unitaire m donnant la direction
du déplacement du noeud (i).
Puisque le domaine se déforme en fonction du temps, il est nécessaire de
développer un algorithme pouvant discrétiser automatiquement le domaine en
éléments triangulaires. Le développement de cet algorithme sera expliqué
en détails au chapitre 111.
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2.2 Évaluation des intégrales
L'évaluation des intégrales de contour, de même que celle de l'inté-
grale sur le domaine ft requièrent une attention toute particulière. En
effet, dans les intégrales de contour apparaissent certaines singularités.
Nous verrons, dans la première partie de cette section, comment traiter
ces singularités. Pour l'intégration sur le domaine exposée à la seconde
partie, nous montrerons, en utilisant la transformation en coordonnées
polaires, le moyen d'éviter les problèmes d'intégration numérique occa-
sionnés par l'utilisation de la méthode directe dite de Hammer. Cette
méthode distribue symétriquement les points d'intégration à l'intérieur de
chaque triangle et son utilisation peut causer des problèmes numériques si
le terme aAt est très petit comparativement aux dimensions géométriques
du problème (Wrobel et al., 1981a).
2.2.1 Intégration sur la frontière
Avant d'évaluer les intégrales de contour, nous devons, en tout
premier lieu, intégrer par rapport au temps les intégrales définies en
(2.3). Comme il a été mentionné â la section précédente, il est possible










A — - — r — avec <its = ts- fa_i .4a A* a
Ej(A) est appelée intégrale exponentielle et se développe en série absolu-
ment convergente de la façon suivante (Abramowitz et al. , 1965):
Ç
avec y représentant la constante d'Euler.
Ensuite,
n





Comme étape suivante, nous devons évaluer les intégrales de contour.
Cependant, ces intégrales, définies en (2.9) et (2.10), contiennent des
singularités lorsque R devient nul (voir les équations (2.16) et (2.18)).
Nous allons tout d'abord évaluer ces intégrales en considérant les singu-
larités pour ensuite les évaluer lorsqu'il y a absence de celles-ci.
2.2.1.1 Traitement des singularités
Puisque la frontière est discrëtisée en éléments linéaires, les
singularités (i.e. R - 0) surviennent seulement lorsque nous intégrons sur
l'élément précédant ou suivant le noeud (i) de la frontière où se trouve





Figure 2.3: Définitions utiles à l'intégration analytique des intégra
les de contour lorsqu'il y a présence de singularités.
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Pour l'intégrale définie en (2.9), la singularité est de type loga





Puisque ? .(ç) est une fonction vectorielle qui parametrise l'élément
linéaire i\ (pour j = 1, 2, ...N), telle que définie en (2.7), l'intégrale
(2.19) prend la forme suivante:
/((\-t\ , \ 2 \
h-i (2.20)
En posant v = ( —r^~)^i_i ^ a n s cette dernière intégrale, nous obtenons
pour m • 1 :










En adoptant le même changement de variable pour m = 2, l'intégrale
(2.20) devient:
(2.22)
J /•*#-! i la » Y
U-x
De façon similaire pour j = i, on obtient:
(2.23)
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Pour cette dernière intégrale, le changement de variable choisi est
v =f ô"~H •£*• Ainsi, pour m = 1:





De même, pour m » 2:
(2.25)
Lorsque les valeurs de a. . et a. sont inférieures ou égales à
l'unité, la convergence des séries (2.21), (2.22), (2.24) et (2.25) est
garantie avec un maximum de six termes (le degré de précision étant de
l'ordre de 10 5 ) . Si par contre a . et a. sont supérieures à l'unité, la
convergence devient plus lente et peut même ne jamais être atteinte
dépendamment de la capacité numérique de l'ordinateur. Pour remédier à
cela, il suffit, premièrement, d'intégrer analytiquement sur des petits
segments dj !. et d^ qui appartiennent respectivement aux éléments T. .
et T et qui possèdent les deux propriétés suivantes (voir fig. 2.4):




ensuite d'intégrer numériquement sur le reste des éléments T. et T.,
(2) (2)
c'est-à-dire sur les segments d._. et d.
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»7 = - 1 17 = 0 ' 7 = 1
« O
;; = _ 1 ,7 = 0 , 7 = 1
o »
Figure 2.4: Division des elements r ^ et T± en deux parties de
t—1 > _ \ui ' _. ^
A 4A<
manière a ce que
En procédant ainsi, nous devons évidemment changer la façon d'évaluer
les intégrales définies en (2.20) et (2.23). Nous allons tout d'abord
évaluer l'intégrale (2.20).
La valeur de ç pour laquelle R*^ (ç) - d[l\ est donnée par:
puisque
Par conséquent, il suffit de séparer l'intégrale (2.20) en deux









Puisque la singularité survient lorsque Ç = 1, c'est l'intégrale
(2.27) qui doit être évaluée analytiquement. Par conséquent, en posant
._. , cette dernière intégrale devient, pour m = 1
/,-!
jii)





Puisque nous avons choisi d^  \. pour que
l'équation (2.28) se réécrit de la façon suivante:
2
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De même pour m = 2
(2.30)
(-1)'
Nous devons maintenant intégrer numériquement l'intégrale définie en
(2.26) en ramenant ses bornes d'intégration de -1 à 1. Pour ce faire,
nous posons:
36.
Par conséquent, l'intégrale (2.26) devient:
I
(2.31)
C'(m) / — ^ L(/u
ou
Cependant, pour évaluer l'intégrale exponentielle apparaissant dans
l'équation (2.31), nous ne pouvons pas utiliser son développement en
série. En effet, puisque A. > 1, la convergence de cette série peut
être très lente comme il a été déjà mentionné plus tôt dans cette section.
Pour y remédier, il suffit de poser Z = u - A._. dans l'intégrale exponen-
tielle pour ramener les bornes d'intégration de 0 à l'infini. En procé-
dant ainsi, l'équation (2.31) se réécrit:
z) d,j . (2.32))
Pour évaluer cette dernière intégrale, nous devons intégrer numéri-
quement, en premier lieu, par rapport à Z en utilisant la quadrature de
Gauss-Laguerre ensuite par rapport à n en utilisant cette fois-ci la
quadrature de Gauss-Legendre. Les nombres de points d'intégration
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nécessaires à l'évaluation numérique de ces intégrales seront donnés au
chapitre III.
De façon similaire, l'intégrale (2.23) doit être également séparée en
deux parties pour que
2
La valeur de Ç pour avoir R.(Ç) = d. est donnée par:
24"
puisque






Contrairement à l'intégrale (2.20), la singularité survient dans
l'intégrale (2.23) lorsque Ç = -1. Par conséquent, l'intégrale (2.33)
doit être évaluée analytiquement en posant v = f T——)£.. Ainsi, nous
obtenons pour m = 1,
j(U




Pour l'évaluation de l'intégrale (2.34), nous procédons de la mime
façon que celle définie en (2.26) sauf que les changements de variable
sont dans l'ordre,
s = u - Ai . où Ai =
4/raAf,
pour pouvoir intégrer numériquement l'intégrale exponentielle Ei(A.) par
la méthode de Gauss-Laguerre, et
pour permettre l'intégration par rapport a v par la méthode de
Gauss-Legendre. En effectuant ces deux changements de variable,
l'intégrale (2.34) prend la forme suivante:
f)
 (2.37)
Maintenant que la singularité qui apparaît dans l'intégrale (2.9) a
été traitée, il nous reste celle apparaissant dans l'intégrale (2.10).
Cette dernière est de type 1/R (voir l'équation 2.18). Cependant, puisque
ou
,„„,-*,. -i r ( t'v, a«;<o
= \voj\i) - r II i »; ;
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pour
», j = 1,2,..., N avec x*+J = z* et y*+1 = y^  )




2.2.1.2 Evaluation des intégrales ne contenant pas de singularité
Pour terminer l'évaluation des intégrales de contour, il nous reste à
réévaluer les intégrales (2.9) et (2.10) mais cette fois-ci, sans la
présence de singularité, c'est-à-dire lorsque j * i-1 et j * i.
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D'abord, pour l'évaluation de l'intégrale (2.9), nous devons faire le
changement de variable
z = u — Aj avec .4, = —
pour permettre d'intégrer numériquement l'intégrale exponentielle Ej(A.)
par la méthode de Gauss-Laguerre puisque la série définie en (2.17)
converge lentement lorsque A. est supérieur à l'unité. Par conséquent,
l'intégrale (2.9) devient:
= -ii- f Um)exp{-Aj) r ^rr-dA dç (2.38)




Pour évaluer numériquement l'intégrale (2.38), nous procédons exacte-
ment de la même façon que celle définie en (2.32) et (2.37).
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Pour l'évaluation de l'intégrale définie en (2.10), avec évidemment
j * i-1 et j * i, nous utilisons uniquement la méthode de Gauss-Legendre.
En effet,
- i i ( •/•<.,.! gg;(o (Z15MÏL\\IT








Par conséquent, il est possible de sortir le produit scalaire de l'inté-
grale (2.39) pour obtenir ainsi
43.
y» A
Figure 2.5: Représentation du produit scalaire.
Jusqu'à présent, nous avons évalué les intégrales de -contour pour
l'observateur situé à chaque noeud de la frontière. Cependant, si nous
voulons évaluer la distribution de température à l'intérieur du domaine,
nous devons recalculer les intégrales de contour définies en (2.9) et
(2.10) mais cette fois-ci pour l'observateur situé à un des centres de
gravité des triangles qui constituent le domaine. Puisque dans cette
situation il ne peut y avoir de singularité à l'intérieur des intégrales
de contour, nous utilisons les intégrales définies en (2.38) et (2.40)
pour les évaluer numériquement. Il suffit de remplacer le vecteur posi-
tion r par le vecteur position r qui est celui du centre de gravité du
Leme t r i a n g l e f 2, ...M).
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2.2.2 Intégration sur le domaine
Pour intégrer numériquement sur les éléments triangulaires, il existe
une méthode directe dite de Hammer (Hammer et al., 1956). Cependant, dû à
la petite diffusivité de l'aluminium ( aslO~ ha2 / s), l'utilisation de cette
méthode peut occasionner des problèmes numériques (Wrobel et al., 1981a).
La méthode alternative présentée ici, pour l'évaluation de l'inté-
grale définie en (2.13) est la transformation de cette dernière en coor-
données polaires (R,G) avec intégration analytique par rapport à R (Wrobel
et al., 1981a). La variable R représente le module du vecteur position
R = ?Q - r dans le système de coordonnées (UQ, V Q ) et 0 l'angle que fait
ce vecteur position avec la direction positive de l'axe u (voir fig. 2.6).
Avant de développer les intégrales en coordonnées polaires, il est
primordial de bien déterminer l'emplacement de l'observateur (r) au temps
t par rapport au triangle sur lequel s'effectue l'intégration au temps
S
t . . En effet, si l'observateur se retrouve
S™ J.
1) à l'extérieur
2) sur un des sommets (2.41)
3) sur un des côtés
4) ou à l'intérieur
du triangle, nous obtenons quatre intégrales différentes a évaluer.
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Si le domaine demeurait fixe lors de la simulation, il serait évidem-
ment facile de prédire l'emplacement de l'observateur au temps t par
S
rapport aux triangles approximant le domaine au temps t .. En effet,
S™ J.
l'observateur, de par la technique que nous utilisons, ne peut se situer
qu'aux noeuds de la frontière ou aux centres de gravité des triangles et
ceci au temps t . Cependant, lorsqu'il y a ablation, le domaine subit des
S
déformations et la disposition des triangles et de la frontière au temps
t n'est évidemment pas la même que celle au temps t _.. Par conséquent,
nous devons développer un algorithme prédisant la position de l'observa-
teur par rapport au triangle où s'effectue l'intégration. Le développe-
ment de cet algorithme est expliqué à l'appendice C.
La position de la source par rapport à un triangle étant déterminée,
nous sommes prêts à intégrer en considérant les quatres cas présentés en
(2.41).
2.2.2.1 L'observateur est situé à l'extérieur du triangle
Tout comme pour la méthode des éléments finis, les sommets, pour un
triangle donné, possèdent une numérotation déterminée à l'avance de 1 à 3.
Cette numérotation ne tient évidemment pas compte de l'orientation du
triangle par rapport à l'observateur. Nous devons donc, avant de passer à
l'intégration, refaire une renumêrotation des triangles pour bien définir
les bornes d'intégration en 0. Pour commencer, nous devons déterminer le
côté (représenté par IL. ~(Q) à la figure 2.6) qui est balayé entièrement
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par 0 seulement lorsque ce dernier a parcouru tout son domaine d'intégra-
tion représenté par l'intervalle Q® 1> ®3J • ^ar convention, nous associons
le chiffre 2 au sommet qui est opposé à ce côté. L'angle 6fe est évidem-
ment l'angle que fait le vecteur position du sommet (2), dans le système





Figure 2.6: Définitions utiles pour l'intégration en coordonnées




Par la suite, une fois l'angle Qj déterminé, nous trions en ordre
croissant les deux angles correspondant aux deux autres sommets pour que 9
puisse varier suivant le sens anti-horaire i.e. Q\ S 0 S 63 (fig. 2.6).
Cependant, si après avoir trié les deux angles, 83 - 6\ > II (fig. 2.7) alors,
63 devient Gj et l'ancien 8i + 211 devient G3. De plus, si 62 < 0i (fig.




a) Cas où 02 > b) Cas où 02 < 0i, donc 02 doit
être substitué par 02 + 2 H.
Figure 2.7: Cas particulier où G3 - Q\ > H, donc 63 doit devenir 0j et
l'ancien 0j + 211 doit devenir le nouveau 83.
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Les angles 0}, 02 et ©3 étant déterminés, l'intégrale définie en
(2.13) devient, pour l'observateur (r = (x, y)) situé à l'extérieur du
L triangle.
abs ( / ( exp ( -^^ ) R(ê) ) dR ) de
ie3 \JRL,
En intégrant analytiquement par rapport à R, cette dernière équation
devient:





.,- ,(LJ) _ AL.k) ,
I \ — •<• n •» o • " 1 1 1( j )
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et
Jt = 2,3,l , J = 3,l,2 lorsque i = 1.2,3
CL K") (L K )
Les points (xv0 ' ' > YQ ) (K = 1, 2, 3) représentent les coordonnées
des sommets du L triangle dont l'ordre de numérotation dépend de la
façon dont les angles ont été triés. De plus, le point (x,y) représente
la position de l'observateur. La démonstration de l'expression IL ,(0)
(qui est l'équation de la droite passant par le côté opposé au sommet (j)
du Leme triangle écrite en coordonnées polaires) est présentée à l'appen-
dice C.
La raison pour laquelle nous prenons la valeur absolue des intégrales
en R est que le sommet (2), comme l'illustre la figure 2.7, peut être
placé de manière à ce que les intégrales en R s'effectuent en inversant
les bornes d'intégration (associées à R) apparaissant dans l'équation
(2.42). Mais puisque les résultats des intégrales en R sont toujours
positifs (l'intégrant est positif), il n'est donc pas nécessaire de
vérifier l'ordre dans lequel les bornes d'intégration sont disposées
lorsque nous utilisons la valeur absolue.
Il est à noter que si nous faisons passer une droite par deux sommets
d'un triangle et que cette même droite passe aussi par le point où se
trouve l'observateur, alors les deux angles correspondant respectivement à
ces deux sommets servant à l'intégration en coordonnées polaires sur le
triangle, sont égaux (voir fig. C.3 à l'appendice C). Par
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conséquent, l'intégrale dont les bornes d'intégration correspondent à ces
deux angles, est nulle.
En prenant en considération cette dernière remarque, nous évitons par
la même occasion d'obtenir une division par zéro dans l'équation (2.44)
puisque cette situation survient seulement lorsque deux sommets sont
alignés avec l'observateur (voir appendice C).
2.2.2.2 L'observateur est situé sur un des sommets du triangle
Par convention, nous choisissons de prendre le sommet (2) comme étant
le sommet où se trouve l'observateur en lui associant l'angle 02 qui est
évidemment nul. Pour les besoins de l'intégration, nous devons, en toute
évidence, déterminer l'ordre dans lequel les deux autres angles doivent
être disposés. La technique est la même que celle utilisée dans le cas où
l'observateur est situé à l'extérieur du triangle sauf que dans cette
situation, nous ne considérons pas l'angle 0g (voir fig. 2.8).
En se référant à la figure 2.8, l'intégrale (2.13) devient:
L.JdÇl° • ïsk f( T ( (^)) ) (2A5)
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a) Cas où 93 - ©i <
b) Cas où 93 - ©i > n, donc 03 doit devenir Gj et l'ancien &i + 2n doit
devenir le nouveau 63.
Figure 2.8: Exemples où l'observateur est situé sur un des sommets du
Leme triangle.
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En intégrant analytiquement par rapport à R, on obtient:
(2.46)
2.2.2.3 L'observateur est situé sur un des côtés du triangle
Comme pour les deux cas précédents, nous définissons une convention
pour le sommet (2) qui, dans cette situation, est le sommet opposé au côté
où se trouve l'observateur en lui associant évidemment l'angle 02. Une
fois l'angle 62 déterminé, nous trions en ordre croissant les angles
correspondant aux deux autres sommets (voir fig. 2.9). Cependant, tout
comme pour le cas où l'observateur était situé a l'extérieur du triangle,
il y a deux cas particuliers à considérer pour bien définir les angles 0i
et 63 avant de passer à l'intégration. Toutefois, dans le cas présent,
nous devons utiliser une technique différente pour déterminer les angles
01 et 03 car la différence entre ceux-ci est toujours égale à II (voir fig.
2.9). Pour remédier à cela, il suffit de comparer l'angle 02 avec les
deux autres angles. Lorsque l'angle 02 est plus grand que 03 (fig. 2.10a)
ou plus petit que 0j (fig. 2.10b) l'angle 03 doit devenir l'angle 0j et
l'ancien Q\ + 211 doit devenir le nouveau 03. Pour le deuxième cas parti-
culier (i.e. 02 < 0i), nous devons en plus substituer 0£ par 02 + 211.
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(1,3) (£.3)
Figure 2.9: Définitions utiles à l'intégration en coordonnées polaires
pour l'observateur situé sur un des côtés du L m e triangle.
Par conséquent, lorsque l'observateur est situé sur un des côtés du





R{8) dR de .
(2.A7)
En intégrant analytiquement par rapport à R et en tenant compte du









a) Cas où 82 > ©3
(3)
b) Cas où 62 < Qi> donc 62 doit
être substitué par 0 2 + 211.
Figure 2.10: Cas particulier où 63 doit devenir Gj et où l'ancien
9j + 211 doit devenir le nouveau ©3 lorsque a) ©2 > ©3 e t
b) ©2 < ©i-
2.2.2.4 L'observateur est situé à l'intérieur du. triangle
Lorsque l'observateur est situé à l'intérieur, il suffit, avant de
passer à l'intégration, d'ordonner les angles en ordre croissant (voir
fig. 2.11) i.e. 0 2 ©1 < 0 2 < ©3 < 211.
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Une fois les angles triés, l'intégrale définie en (2.13) devient:
f G\IQO = —\- I [I92 ( rRt..3«» / /_-Ri<Q\\•)R(0)
L
En intégrant analytiquement par rapport à R, on obtient:




Figure 2.11: Définitions utiles pour l'intégration en coordonnées
polaires avec l'observateur situé à l'intérieur du L
triangle.
2.2.2.5 Remarque
Pour évaluer les intégrales par rapport à 0, il suffit de ramener les
bornes d'intégrations entre -1 et 1 (Carnahan et al., 1969) et d'utiliser
la quadrature de Gauss-Legendre. Le nombre de points d'intégration sera
déterminé au chapitre suivant.
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Comme nous pouvons le constater, le terme 1/oAt apparaissant dans
S
l'intégrale définie en (2.13) joue un rôle important puisque ce dernier
apparaît devant et dans la fonction exponentielle. En effet, la diffusi-
vité étant petite (aslO ^m2/s) nous pouvons éventuellement nous retrouver
avec une multiplication d'un grand terme (l/4IIaAt ) par un petit terme
S
(exp(-R2/4otAt )) si At est relativement petit (At < 100 s), pouvant
S S S
ainsi occasionner la perte de chiffres significatifs. Le fait de passer
en coordonnées polaires, nous permet d'éviter cette situation, dû au fait
que le terme l/4IIaAt est multiplié par 2 ctAt lorsque le changement de
S S
coordonnées est effectué (voir équations (2.43), (2.46), (2.48) et
(2.50)).
2.3 Résumé du chapitre
Dans ce chapitre, nous avons d'abord discrétisé l'équation intégrale
définie en (1.15) dans le temps et l'espace dans le but d'obtenir le
système d'équations linéaires défini en (2.14). Par la suite, nous avons
montré comment utiliser les résultats provenant de la résolution de ce
système pour calculer l'évolution de la température sur la frontière et à
l'intérieur du domaine et aussi pour calculer le déplacement de la fron-
tière en utilisant la condition de Stefan écrite en termes de quantités
nodales (voir ëq. (2.15)).
De plus, nous avons vu comment les intégrales de contour doivent être
évaluées analytiquement lorsqu'il y a présence d'une singularité et
numériquement autrement. Ensuite, pour éviter des problèmes d'intégration
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numérique sur le domaine, nous avons montré comment intégrer en coordon-
nées polaires sur tous les triangles discrétisant le domaine.
CHAPITRE III
EXEMPLES NUMÉRIQUES
3.1 Optimisation de la méthode numérique
Avant de considérer des problèmes de nature complexe, il est
important d'étudier le comportement numérique de la méthode des éléments
finis de frontière décrite au chapitre II. En effet, la précision des
résultats dépend énormément de la discrétisation spatiale, du pas de temps
et du nombre de points d'intégration. Pour étudier l'influence qu'ont ces
trois facteurs sur les résultats, considérons l'ablation d'un cylindre
circulaire d'aluminium de longueur infinie, de rayon 0.5 m, dont la
température initiale est uniforme à 300 K (26.8 C) et auquel on impose un
flux constant de 100 kW/m2 sur la face latérale. Les valeurs de la
diffusivité (a) et de la conductivité (k) thermiques sont respectivement
8.3 x 10~5 m2/s et 232 W/ m K (voir section B.2). De même, la valeur de
la chaleur latente est 9.53 x 108 J/m3 (Tremblay, 1986).
Pour solutionner ce problème de Landau à une phase, nous approximons
le cercle avec 20 éléments linéaires sur lesquels on impose le flux de





Figure 3.1: Discrétisation du cercle de rayon 0.5 m en 20 éléments
linéaires.
Dû à la déformation du domaine lors de la phase de fusion, nous
devons intégrer sur le domaine à chaque pas de temps. Pour ce faire, un
maillage automatique doit être développé i.e. après chaque déformation du
domaine, une reconfiguration triangulaire approximant le domaine doit être
effectuée sans aucune aide externe au programme lors de la simulation.
Pour les besoins de ce travail, en termes de maillage automatique,
nous utilisons une technique simple qui consiste tout d'abord à trouver le
centre de gravité du domaine que l'on définit comme étant l'origine du
système d'axes (x ,y ) . Ensuite, nous joignons avec une ligne droite
chaque noeud de la frontière avec le centre de gravité du domaine qui,
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dans ce problème, est le centre du cercle. Ces lignes droites sont
définies par
où 0 n n et j = 1,2,....N = 20.
Par la suite, nous subdivisons ces lignes en plusieurs parties en prenant
différentes valeurs de À. Comme étape finale, nous construisons la
configuration triangulaire que nous désirons obtenir. Dans ce travail,
nous utilisons trois différentes configurations (voir fig. 3.2) et
étudions l'influence qu'a chacune de ces configurations sur la précision
des résultats. La seule différence qui existe entre la deuxième (fig.
3.2b) et la troisième (fig. 3.2c) configuration est l'orientation des
triangles.
La raison pour laquelle nous prenons de petites subdivisions proches
de la frontière est de faire absorber le fort gradient de température qui
existe à cet endroit au début de la simulation.
Puisque le gradient de température est très élevé au début de la
phase de préfusion, montrons que le choix d'un bon pas de temps et d'une
bonne configuration triangulaire est primordial pour obtenir de bons
résultats lors de cette phase.
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a) Première configuration avec b) Deuxième configuration avec
300 triangles et 320 triangles et
X = 0, 0.05, 0.1, 0.2, 0.3, 0.5, X- 0, 0.1, 0.2, 0.4, 0.6
0.7 et 0.9. et 0.8.
c) Troisième configuration avec 320 triangles et
X - 0, 0.1, 0.2, 0.4, 0.6, et 0.8.
Figure 3.2: Discrétisation du domaine en éléments triangulaires.
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3.1.1 Phase de préfusion
Comme il a été mentionné à la section 2.1.3, la phase de préfusion
est celle où il n'y a que de la conduction et qui se termine lorsque la
température de fusion est atteinte a au moins un des points de la fron-
tière. Vu que la température initiale du cylindre est uniforme et que le
flux imposé à sa face latérale est constant, il s'ensuit que l'évolution
de la température est la même pour tous les points situés à une distance
fixe r de l'axe central du cylindre. Par conséquent, tous les points
situés sur la frontière atteignent la température de fusion au même temps
t,. De plus, les propriétés thermiques étant constantes, il existe une
solution analytique (voir équation (B.14)) donnant l'évolution de la
température a la frontière. Nous allons utiliser cette solution analy-
tique comme référence pour déterminer un pas de temps, un nombre de points
d'intégration et une configuration triangulaire.
Pour des problèmes d'ablation de nature plus complexe, il n'existe
malheureusement pas toujours de solution analytique pour la phase de
préfusion. Toutefois, nous voulons avoir une bonne idée de la tendance
des résultats pour de tels problèmes. Pour cela, nous avons décidé de
calculer à chaque minute de la phase de préfusion, l'erreur relative
commise sur le bilan d'énergie net (i.e. l'énergie absorbée par le solide
durant une minute versus l'énergie fournie au cylindre pour la même
période de temps) (voir appendice D). La raison de l'utilisation d'un tel
procédé est qu'il donne une bonne indication de la précision des résul-
tats. En effet, comme nous allons le voir au cours de cette section,
lorsque la solution numérique approche la solution analytique, l'erreur
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relative sur le bilan d'énergie net calculée à chaque minute est toujours
près de zéro, sauf au début où elle est élevée -dû au fort gradient de
température.
3.1.1.1 Choix du pas de temps
Si nous voulons que la température a la frontière du cylindre
atteigne le point de fusion avec précision, un petit pas de temps doit
être adopté. Cependant, dû au fait que l'intégrant (i.e. la solution
fondamentale), apparaissant dans l'intégrale sur le domaine, devient une
pseudo fonction delta de Dirac lorsque At -»• 0 (Mors« et al, 1953), des
S
problèmes numériques peuvent être introduits à l'intérieur de la solution
si le pas de temps est trop petit; et cela même si nous utilisons la
transformation en coordonnées polaires (Wrobel et al, 1984).
Par conséquent, le choix d'un petit pas de temps est limité et cette
limite dépend de la géométrie du domaine et de la diffusivité thermique
(Hong et al., 1983). Par exemple, pour notre problème, un pas de temps de
10 secondes ne donne pas de bons résultats, par contre ceux obtenus avec
un pas de temps de 30 secondes sont de beaucoup supérieurs comme le
démontrent bien les figures 3.3 et 3.4.
D'autre part, en se référant à ces mêmes figures, nous pouvons
constater que les résultats obtenus avec At = 60 s ne sont pas supérieurs
S
à ceux obtenus avec At = 30 s. La raison est que le pas de temps de 60 s
S
est trop grand pour bien représenter le gradient élevé de température
65.
existant a l'intérieur du cylindre au début de la phase de préfusion.
Nous avons donc choisi de prendre un pas de temps de 30 s lors de la phase
de préfusion pour le reste des simulations à venir.
La façon dont l'erreur relative sur le bilan d'énergie net est
calculée à chaque minute, nous donne des informations intéressantes. En
effet, lorsque l'erreur relative sur le bilan d'énergie net calculée à
chaque minute est en général positive, cela nous indique que la tempéra-
ture augmente plus rapidement que la réalité (il y a plus d'énergie absor-
bée que d'énergie fournie) (voir fig. 3.4 avec At = 60 s). Par contre,
S
lorsque l'erreur relative sur le bilan d'énergie net calculée à chaque
minute est en général négative, c'est l'inverse qui se produit i.e. la
température augmente moins rapidement que la réalité (il y a moins














Évolution de la temperature à la frontière en fonction du
temps donnée par la solution analytique (B.14) et par le
modèle utilisant trois pas de temps différents
















Erreur relative sur le bilan d'énergie net calculée à
chaque minute jusqu'à ce que le point de fusion soit
atteint à la frontière en utilisant différents pas de temps




3.1.1.2 Choix du nombre de points d'intégration
Lors de la détermination du pas de temps, nous avons utilisé 12
points d'intégration pour intégrer numériquement à partir de la quadrature
de Gauss-Legendre au lieu de 6 points tel que recommandé par Wrobel et
Brebbia (1981b). Comme l'illustrent les figures 3.5 et 3.6, l'utilisation
de 6 points d'intégration ne donne pas des résultats acceptables. La
raison de l'utilisation d'un aussi grand nombre de points d'intégration
/ _R2 \
est imputable à la présence de l'expression exp I \ apparaissant dans
\4aAt /
S
les intégrales concernées. En effet, dû à la petite valeur de la diffu-
sivité (a = 8.3 x 10~5 mz/s) et à la valeur du pas de temps (At = 30 s),
S
cette expression peut devenir très petite et par conséquent difficilement
intégrable numériquement.
Pour l'intégration numérique utilisant la quadrature de Gauss-
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Figure 3.5: Évolution de la température à la frontière en fonction du
temps donnée par la solution analytique (B.14) et par le
modèle utilisant 6 et 12 points d'intégration (Gauss-
Legendre) avec la configuration triangulaire de la figure
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Figure 3.6: Erreur relative sur le bilan d'énergie net calculée à
chaque minute jusqu'à ce que le point de fusion soit
atteint à la frontière en utilisant 6 et 12 points d'inté-
gration (Gauss-Legendre) avec la configuration triangulaire
de la figure 3.2c et At • 30 s.
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3.1.1.3 Choix de la configuration triangulaire
Jusqu'à maintenant, toutes les simulations ont été effectuées en
utilisant la configuration triangulaire de la figure 3.2c. En se référant
aux figures 3.7 et 3.8, on peut constater que les résultats obtenus avec
la troisième configuration sont de beaucoup supérieurs à ceux obtenus en
utilisant les deux premières configurations. Si nous analysons la
deuxième configuration (fig. 3.2b), nous pouvons constater que les plus
gros triangles situés sur la couche en bordure de la frontière absorbent,
au début de la phase de préfusion, la majorité du gradient de température,
ce qui tend à faire augmenter la température plus rapidement que celle
utilisant la troisième configuration. En effet, la configuration de la
figure 3.2c est telle que ce sont les plus petits triangles se trouvant en
bordure de la frontière qui absorbent la plus grande partie du gradient de
température donnant ainsi de meilleurs résultats.
Pour la configuration de la figure 3.2a, la représentation des







configuration de la fig. 3.2a
configuration de la fig. 3.2b
configuration de la fig. 3.2c
Figure 3.7: Évolution de la température a la frontière en fonction du
temps donnée par la solution analytique (B.14) et par le
modèle utilisant les trois configurations triangulaires de
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Figure 3.8: Erreur relative sur le bilan d'énergie net calculée à
chaque minute jusqu'à ce que le point de fusion soit
atteint à la frontière en utilisant les configurations
triangulaires de la figure 3.2 et avec At = 30 s.
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3.1.2 Phase de fusion
Puisqu'il n'existe pas de solution analytique pour la phase de fusion
et qu'il y a déformation du domaine, donc reconfiguration des triangles,
nous évaluons l'erreur relative commise sur le bilan d'énergie net de tout
le procédé d'ablation (i.e. les phases de préfusion et de fusion) pour
vérifier la validité des résultats (voir appendice D).
3.1.2.1 Choix du pas de temps
Pour la phase de fusion, étant donné que nous recalculons à tous les
pas de temps les matrices [H], [G] et [B] (voir équation (2.14)) et que le
gradient de température est beaucoup moins important que celui du début de
la phase de préfusion, nous jugeons bon d'augmenter le pas de temps pour
diminuer le temps de calcul. Cette augmentation ne doit cependant pas
être trop importante puisque nous supposons qu'il n'y a pas de déplacement
à l'intérieur d'un même pas de temps. Par conséquent, nous choisissons
d'augmenter le pas de temps à 60 secondes pour la phase de fusion au lieu
de le garder à 30 secondes. Cet accroissement du pas de temps au début de
la phase de fusion ne modifie pas significativement les résultats en
termes de position de la frontière et de bilan d'énergie puisque le
gradient de température à l'intérieur du domaine est beaucoup moins
important que celui observé au début de la phase de préfusion (voir table
3.1). En fait le déplacement de la frontière calculé avec un pas de temps
de 60 secondes, est le même que celui calculé avec un pas de temps de 30
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secondes lors de la phase de fusion. La figure 3.9 montre la position
d'un noeud situé sur la frontière en fonction du temps lors de la phase de
fusion calculée numériquement à partir de la technique décrite à la
section (2.1.4) avec At = 60 s. Évidemment nous n'avons pas à refaire ce
S
graphique pour les autres noeuds de la frontière puisque, par symétrie,
les déplacements sont les mêmes.
TABLE 3.1: Comparaison des résultats entre deux différents pas de temps
pour la phase de fusion avec i t » 30 s pour la phase de
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Courbe donnant, pour la phase de fusion, la position d'un
noeud situé sur la frontière en fonction du temps avec
At = 60 s et utilisant la configuration de la figure 3.2c.
À noter que sur le graphique de la figure 3.9, le temps t = 0
correspond au début de la phase de fusion.
3.1.2.2 Diminution du nombre d'éléments triangulaires lors de la phase
de fusion
Pour les deux pas de temps utilisés pour la phase de fusion (i.e.
At = 30 s et 60 s), le nombre d'éléments triangulaires est diminué au fur
et à mesure que le gradient de température à l'intérieur du domaine
diminue. En fait, la diminution du nombre d'éléments se fait suivant le
principe qui suit. À chaque pas de temps, avant d'effectuer le remaillage
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du domaine lors de la phase de fusion, nous calculons la différence entre
la plus grande et la plus petite température du domaine. Ensuite, selon
la différence obtenue, le nombre de couches de triangles discrétisant le
domaine et leur répartition sont déterminés te l qu'indiqué à la table 3.2.
TABLE 3.2: Nombre de couches de triangle discretisant le domaine avec la repartition de
ceux-ci suivant la différence obtenue entre la plus grande et la plus petite
température du domaine lors de la phase de fusion.
Différence (notée diff)
entre la plus petite et
la plus grande température
du domaine lors de la phase
de fusion (K)
200 < diff < 933.2
100 < diff < 200
50 < diff < 100
10 < diff < 50
2 < diff < 10
0 < diff < 2









Répartition des couches de
triangles suivant le







Les choix des valeurs de X ont été faits pour que l'épaisseur des
différentes couches de triangles soit semblable, excepté pour celles
situées proche de la frontière où elles doivent être plus minces que les
autres couches afin de mieux absorber le gradient de température plus
élevé à la frontière qu'au centre au début de la simulation.
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A « 0,0.1,0.2,0.4,0.6 et 0.8 A * 0,0.1,0.2,0.5 et 0.7
A = 0,0.2.0.4 et 0.7 A » 0,0.3 et 0.5
A = 0 et 0.4 A = 0
Figure 3.10: Diminution du nombre d'éléments triangulaires lors de la
phase de fusion au fur et à mesure que le gradient de
température à l'intérieur du domaine diminue en utilisant
la configuration de la figure 3.2c.
76.
Cette technique de diminution du nombre d'éléments triangulaires mène
à de très bons résultats et a le grand avantage de diviser par huit le
temps de calcul nécessaire lorsque le nombre d'éléments est maintenu fixe.
Pour les deux cas, la position de la frontière est la même (celle illus-
trée à la fig. 3.9) et la différence entre les résultats se situe au
niveau de l'erreur relative sur le bilan d'énergie net de tout le procédé
d'ablation qui est toutefois négligeable (voir table 3.3).
TABLE 3.3: Comparaison des résultats entre un nombre fixe et un nombre
décroissant d'éléments triangulaires durant la phase de
fusion avec At « 30 s pour la phase de préfusion et
At » 60 s pour la phase de fusion et en ut i l i sant la
s
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3.1.2.3 Vitesse d'ablation lorsque tout le domaine atteint la
température de fusion
Un certain temps après le commencement de la phase de fusion, la
température interne du domaine qui n'a pas encore subi l 'ablation, atteint
le point de fusion sans pour autant provoquer la fonte de tout le domaine
dans l 'écart de" temps considéré, la quantité de chaleur latente
emmagasinée n'étant pas suffisante. Par conséquent, nous
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n'avons plus à solutionner le système d'équations linéaires (2.14) pour
pouvoir utiliser la condition de Stefan qui calcule le déplacement des
noeuds (i.e. l'équation (2.15)) puisque le gradient de température (3T/3n)
est nul à l'intérieur du domaine. En fait, l'équation (2.15) peut être
reformulëe de la façon suivante:
Puisque le flux est constant, le déplacement de la frontière atteint
ce qu'on appelle la vitesse d'ablation en régime établi (Warren et al.,
1961) donnée par-2- • * — pour la valeur de flux utilisée de
pL h
-100 kW/m2 (le signe - étant utilisé pour dire que le flux entre dans le
domaine).
3.1.3 Plans de symétrie
Toutes les simulations effectuées jusqu'à maintenant l'ont été en
solutionnant pour tous les noeuds situés sur la frontière du cercle.
Cependant, par symétrie, il est possible de solutionner seulement pour les
noeuds situés sur le quart de cercle. En effet, si nous trouvons la
température ou le gradient de température à chacun des noeuds du quart de
cercle, nous l'avons fait évidemment pour tout le cercle complet par
symétrie.
Pour solutionner sur le quart de cercle, nous utilisons la même
technique que le cercle complet. En effet, nous utilisons l'équation
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(2.12) définie au chapitre II avec comme frontière discrëtisée le cercle
complet et comme domaine discrétisé l'intérieur de ce cercle complet, sauf
que cette équation n'est évaluée que pour l'observateur situé sur un des
noeuds du quart de cercle i.e. pour r = r où "r (i = 1,2,...,6) est le
vecteur position du noeud (i) du quart de cercle. Par la suite, nous
mettons en évidence les températures ou les gradients de température qui
par symétrie, sont identiques. Par exemple, en évaluant l'intégrale de
contour définie à la deuxième ligne de l'équation (2.12) avec l'obser-
vateur situé sur le noeud (i) (r ) (i.e. nous multiplions la i ligne de
la matrice [H] par le vecteur colonne des températures {T } prises aux
S




, , t 9 ) (3.1)
puisque par symétrie (voir fig. 3.11):
(3.2)
= T{rl0\t9) = r(r017,*,
Par conséquent, la matrice [H] qui, initialement était une matrice de
20 x 20, est maintenant devenue une matrice (6 x 6) par symétrie; les
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lignes 7 à 20 étant automatiquement éliminées dû à leur égalité (tout
comme les températures prises aux noeuds du cercle complet (voir les
équations en (3.2)) avec les lignes de 1 à 6 i.e. pour j - 1,2,...,6
ZT S ZT S
TJ-S TT S TT S TT S
2,j — •n10,j — •*312,j — •n2O,.7'
Hs- = Hs'• = Hs = Hs
Hs'• = Hs'• = Hs = Hs
ZT S _ TTS _ TTS TT S
S ZT S
J-




Figure 3.11: Numérotation des noeuds de la frontière pour montrer la
symétrie selon les axes des x et y .
Cette technique, appelée processus de condensation directe avec
intégration sur les éléments réfléchis (Brebbia et al., 1984), s'applique
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également aux matrices [G] et [B]. Ces matrices deviennent respecti-
vement, après condensation, des matrices de (6 x 6) et (M/4) x 6. M
représente le nombre d'éléments triangulaires discrêtisant le cercle
complet dont la configuration est telle qu'il y a symétrie par rapport aux
axes x et y , ce qui est le cas pour les configurations des figures 3.2b
et 3.2c mais non pour celle de la figure 3.2a.
Cette façon de solutionner par symétrie sur le quart de cercle a
l'avantage de donner exactement les mêmes résultats que ceux obtenus avec
le cercle complet mais avec environ quatre fois moins de temps de calcul
c'est-à-dire 1.12h au lieu de 4.2h sur un MV8000 de Data General.
3.1.4 Effet de l'augmentation du nombre d'éléments linéaires à la
frontière sur les résultats
Le temps de calcul étant beaucoup moindre en solutionnant sur le
quart de cercle que sur le cercle complet, étudions l'influence d'une
augmentation du nombre d'éléments linéaires à la frontière sur les
résultats avec toutefois le même nombre de couches triangulaires,
c'est-à-dire 6. En prenant, par exemple, 32 éléments au lieu de 20 (i.e.
8 éléments sur le quart de cercle au lieu de 5), l'évolution de la tempé-
rature à la frontière est presque identique à celle calculée avec la
solution analytique (voir fig. 3.12). De plus, l'erreur relative sur le
bilan d'énergie net calculée à chaque minute durant la phase de préfusion
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Évolution de la température à la frontière donnée par la
solution analytique (B.1A) et par le modèle utilisant deux
nombres différents d'éléments linéaires sur le quart de
cercle avec la configuration triangulaire de la figure 3.2c
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Erreur relative sur le bilan d'énergie net calculée à
chaque minute jusquà ce que le point de fusion soit atteint
à la frontière en utilisant 5 et 8 éléments linéaires sur
le quart de cercle avec la configuration triangulaire de la
figure 3.2c et At = 30 s.
32.
le déplacement de la frontière est le même que celui calculé avec 20
éléments (voir fig. 3.9).
Même si les résultats obtenus avec 32 éléments sont supérieurs à ceux
obtenus avec 20 éléments, sur le bilan global de la simulation, la diffé-
rence n'est pas assez importante pour justifier un temps de calcul qui est
plus de trois fois supérieur (voir table 3.4).
TABLE 3.4: Comparaison des résultats obtenus en utilisant deux nombres différents
d'éléments linéaires a la frontière, en solutionnant sur le quart de
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3.2 Exemples de flux variables sur différentes geometries
Pour effectuer l'ablation de solides d'aluminium, nous avons supposé
trois distributions de flux de chaleur différentes.
Dû à 1'algorithme que nous avons développé pour mailler le domaine
d'intégration, le choix du problème d'ablation susceptible d'être simulé
est limité. En effet, du début de la simulation jusqu'à ce que tout le
solide ait atteint la température de fusion, la frontière du solide doit
être telle qu'il n'y ait pas de concavité, en ce sens qu'il n'y ait pas de
droite, partant du centre de gravité du domaine, d'intégration et allant
jusqu'à un des noeuds de la frontière, qui sorte à l'extérieur du domaine.
3.2.1 Ablation d'un demi-cylindre elliptique d'aluminium
Avant de donner un exemple de solide où une concavité importante
survient lors de la simulation, considérons un demi-cylindre elliptique
d'aluminium de longueur supposée infinie dont l'équation est donnée par:
< 3 > 3 )
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Cette géométrie ne possède pas de problème de concavité lors de la
simulation pour les distributions de flux de chaleur que nous avons
choisies. Il aurait été possible de considérer un demi-cylindre circu-
laire, mais nous voulions voir la fiabilité du modèle avec une forme
géométrique différente de celle utilisée à la section (3.1).
La température initiale du demi-cylindre elliptique est uniforme à
300 K (26.8 C) avec une frontière adiabatique située sur la face latérale




Figure 3.14: Définition du problème utilisant un demi-cylindre
elliptique d'aluminium.
Pour les trois distributions de flux utilisées dans cette section,
nous supposons que la source de chaleur provient du toit d'un four de
grandes dimensions de sorte que le flux de chaleur se dirige vers le bas
(l'influence des murs est négligeable par rapport à celle du toit).
Puisque le solide est un demi-cylindre elliptique a température uniforme,
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l'axe y est un axe de symétrie. De même la face latérale plane du
demi-cylindre étant une frontière adiabatique, l'axe x agit également
comme un axe de symétrie. La situation est identique à celle où nous
imposerions par symétrie le même flux de chaleur sur l'autre demi-cylindre
elliptique imaginaire et situé en dessous de l'axe x . Par conséquent,
tout comme le cas du cylindre circulaire de la section 3.1, nous solution-
nons sur le quart de l'ellipse, en utilisant le processus de condensation
directe avec intégration sur les éléments réfléchis, défini à la section
3.1.3.
Pour éviter des problèmes de déplacement de noeuds situés sur la
frontière lorsque le solide devient petit, nous arrêtons la simulation
lorsque le volume du solide final ne représente plus que 1% du volume
initial.
Pour solutionner numériquement, le quart de l'ellipse est discrêtisé
en 6 éléments linéaires et le domaine en 384 éléments triangulaires
utilisant la configuration triangulaire de la figure 3.2c avec 6 couches
de triangles. Le pas de temps utilisé pour la phase de préfusion est 30 s
et celui utilisé pour la phase de fusion est 60 s. Les propriétés thermi-
ques sont les mêmes que celles utilisées à la section 3.1.
À noter que toutes les simulations apparaissant dans cette section
sont effectuées en utilisant un VAX-II/785 de Digital qui est envrion 1.6
fois plus rapide qu'un MV8000 de Data General.
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Comme première distribution de flux de chaleur provenant du toit,
nous supposons un flux uniforme de 100 kW/m2. De plus, nous supposons que
la distance existant entre le toit et le solide n'a pas d'influence sur le
flux. Par conséquent, le flux de chaleur entrant à chaque noeud du quart
de l'ellipse est donné par:
Ç77T = (-1.0 x 105J • m') nT (3.4)
où m est tel que défini à l'équation (2.15) et j est le vecteur unitaire
suivant la direction positive de l'axe y .
La figure 3.15 montre que, lors de la phase de préfusion, les résul-
tats obtenus pour la conduction à l'intérieur du demi-cylindre elliptique
avec la distribution de flux définie en (3.4), sont excellents.
La figure 3.16 montre à toutes les 5 minutes la position de la
frontière du solide. On y voit le temps qu'a pris le domaine tout entier
pour atteindre la température de fusion, et aussi la position de la
frontière du solide dont le volume ne représente plus que 1% du volume
initial. En se référant a cette même figure, on voit que le demi-cylindre
elliptique commence à fondre en premier sur le dessus, ce qui est normal
puisque le flux de chaleur entrant dans le domaine est maximal (100 kW/m2)
au noeud (7). Au noeud (1) le solide ne peut fondre puisque
q m1 = 0 m1 W/m2. Cependant, lorsque le noeud (2) atteint l'axe des x ,
il n'y a plus de solide entre le noeud (2) et le noeud (1), nous devons
donc enlever l'élément (1) et renuméroter les noeuds de la frontière de 1





























Figure 3.15: Erreur relative sur le bilan d'énergie net calculée à
chaque minute jusqu'à ce que le point de fusion soit
atteint à la frontière du demi-cylindre elliptique, en
utilisant la distribution de flux de chaleur définie en
(3.4).
u*. A
fo : début de la phase de fusiou.
'i : teuips pris pour que tout le
solide soit à la température
de fusiou.
t-2 : temps pris pour que le volume
du solide filial lie représente
plus que 1% du volume iuitial.




Position de la frontière du solide donnée â toutes les 5
minutes; celle où tout le solide est à la température de
fusion et celle où le volume du solide final ne représente
plus que 1% du volume initial. Le flux utilisé est celui
défini en (3.4).
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arrive sur l'axe x . En fait, à la fin de la simulation, le nombre
o
d'éléments discrëtisant la frontière du quart de l'ellipse est tombé à
deux.
Mime si les éléments linéaires ne représentent que de façon approxi-
mative la forme réelle de la frontière du solide, ils nous donnent une
bonne indication de la façon dont le solide se déforme et aussi de l'em-
placement de la frontière en fonction du temps. En effet, l'erreur
relative sur le bilan d'énergie net de tout le procédé d'ablation est
seulement de 0.29% (voir la sortie des résultats donnés par le modèle â la
table 3.5).
Comme deuxième distribution de flux, nous considérons un flux variant
spacialement. Pour cela, nous supposons que le toit est situé à une
distance de 2 mètres par rapport au plancher. De plus, nous supposons un
flux variant de façon inversement proportionnelle au carré de la distance
séparant le toit du solide. Ainsi, le flux entrant à chaque noeud du
quart de l'ellipse est donné par:
où y est la composante en y des coordonnées du noeud (i).
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TABLE 3 . 5 : Données du problème pour simuler l ' a b l a t i o n d'un demi -cy l indre
e l l i p t i q u e u t i l i s a n t l a d i s t r i b u t i o n de f l u x d é f i n i e en ( 3 . 4 )
e t r é s u l t a t s de l a s imula t ion donnés par l e modèle .
< « < < DONNEES DU PROBLEME >>>>>
PAS DE TEMPS POUR LA PREFUSION ( s ) : 30
PAS DE TEMPS POUR LA FUSION ( s ) : 60
VALEUR DE LA CONDUCTION THERMIQUE ( U / ( n K>) : 2 3 2 . 0
VALEUR DE LA DENSITE (kg/nAA3) : 2 645 . 0
VALEUR DE LA CHALEUR SPECIFIQUE ( J / ( k g K ) : 1 054 . 0
VALEUR DE LA DIFFUSIVITE <B*À2/SEC.) : 8 . 3E-05
CHALEUR LATENTE DE FUSION i . e . RHO_L <J/mÀ*3> : 9 .53E+08
TEMPERATURE DE F U S I O N ( C ) : 660.0
TEMPERATURE INITIALE DU DOMAINE (C) : 2 6 . 8
< « « RESULTATS DE LA SIMULATION » » >
DUREE DE LA PHASE DE PREFUSION 8 4 . 5 0 m i n .
ERREUR RELATIVE COMMISE SUR BILAN D'ENERGIE NET DE
LA PHASE DE PREFUSION : 0 . 8 0 %
ERREUR RELATIVE COMMISE SUR LE BILAN D'ENERGIE NET DE
IOUT LE PROCEDE D'ABLATION JUSQU'A CE QU'IL NE
RESTE PLUS QUE 0 . 9 6 X DU SOLIDE INITIAL : 0 . 2 9 %
TEMPS REEL DE SIMULATION
TEMPS DE CALCUL SUR UN VAX- I I / 7 8 5
1 5 2 . 6 7 m i n .
( h :m i n : s
0 : 4 7 : 3 1 . 2 6
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Malgré le fait que la valeur nominale du flux de chaleur provenant du
toit est deux fois plus élevée que celui du premier cas, la distribution
du flux à la surface du solide est moins importante. En effet, elle part
de zéro au noeud (1) et va jusqu'à 78 kW/m2 au noeud (7). Par consé-
quent, il est tout à fait naturel de s'attendre à ce que le temps de
simulation soit plus élevé que celui utilisant le flux défini en (3.4)
(voir fig. 3.17 et 3.18 et table 3.6).
En examinant le temps de calcul de la simulation utilisant le flux
défini en (3.4), nous constatons (table 3.5) qu'il est plus grand que
celui de la simulation utilisant le flux défini en (3.5) (table 3.6) et
cela même si le temps réel à simuler est plus petit. La raison de ce
phénomène est dû à la technique que nous utilisons pour diminuer le nombre
d'éléments triangulaires lors de la phase de fusion. En effet, le
gradient de température à l'intérieur du domaine étant plus élevé avec
l'utilisation du flux défini en (3.4) que celui utilisant le flux défini
en (3.5), la diminution du nombre d'éléments triangulaires dans le premier
cas est plus lente que dans le second cas, nécessitant par le fait même un
temps de calcul plus élevé.
Comme troisième distribution de flux, nous considérons la même
situation que le cas précédent sauf que le flux de chaleur provenant du
toit est inversement proportionnel à l'exponentiel affecté du carré de la
distance séparant le toit du solide. Cependant, cette distance est
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divisée par la hauteur du toit pour éviter une diminution trop rapide du
flux de chaleur avant qu'il n'atteigne le solide. Ainsi, le flux de
chaleur entrant à chaque noeud du quart de l'ellipse est donné par:
• = f-2.0 x 105exp (- (^~^j ) I • »*' J A* (3.6)
En se référant aux figures 3.19 et 3.20 et à la table 3.7, nous
pouvons voir que les résultats obtenus en utilisant cette distribution de
flux sont similaires à ceux obtenus avec la première distribution de flux
définie en (3.4). En effet, la distribution part de zéro au noeud (1) et
va jusqu'à 105 kW/m2 au noeud (7). Cependant, cette distribution diminue
au fur et à mesure que le solide subit l'ablation, ce qui explique un
temps de simulation plus long que celui utilisant la distribution définie
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Figure 3.17: Erreur relative sur le bilan d'énergie net calculée à
chaque minute jusqu'à ce que le point de fusion soit
atteint a la frontière du demi-cylindre elliptique uti-
lisant la distribution de flux de chaleur définie en (3.5).
y.J\
t0 = 121.0 mil» (
fi = 178.0 miu
t-i = 227.3 min
to : début de la phase île fu.siuu.
t\ : teni|>s pris pour que tout le
solide suit à la température
de msiou.
tt : temps pris pour que le volume
du solide Muai ue représente
plu» que 1% du volume iuitial.
0.6m ,r
Figure 3.18: Position de la frontière du solide donnée à toutes les 5
minutes, celle où tout le solide est à la température de
fusion et celle où le volume du solide final ne représente
plus que 1% du volume initial. Le flux utilisé est celui
défini en (3.5).
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TABLE 3.6: Données du problème pour simuler l 'ablation d'un demi-cylindre
elliptique uti l isant la distribution de flux définie en (3.5)
et résultats de la simulation donnés par le modèle.
< « « DONNEES DU PROBLEME > > » >
PAS DE TEMPS POUR LA PREFUS ION ( s ) : 3 0
PAS DE TEMPS POUR LA FU S ION < s ) : 6 0
VALEUR DE LA CONDUCTION THERMIQUE ( U / ( m K ) > : 2 3 2 . 0
VALEUR DE LA DENSITE <k.s/»AA3) : 2 6 4 5 . 0
VALEUR DE LA CHALEUR SPECIFIQUE <J / (kg K> : 1 054 . 0
VALEUR DE LA DIFFUSIVITE <nAA2/SEC> : 8 . 3E -05
CHALEUR LATENTE DE FUSION i . e . RHO_L (J/m**3> : 9 .53E+08
TEMPERATURE DE FU S I ON <C ) : 660.0
TEMPERATURE I N I T I A L E DU DOMAINE ( C ) : 26.8
«<« RESULTATS DE LA SIMULATION » > »
DUREE DE LA PHASE DE PREFUSION 120.50 min.
ERREUR RELATIVE COMMISE SUR BILAN D'ENERGIE NET DE
LA PHASE DE PREFUSION : 0.67 %
ERREUR RELATIVE COMMISE SUR LE BILAN D'ENERGIE NET DE
TOUT LE PROCEDE D'ABLATION JUSQU'A CE QU'IL NE
RESTE PLUS QUE 0.99 % DU SOLIDE INITIAL : 0.30 X
TEMPS REEL DE SIMULATION
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Figure 3.19: Erreur relative sur le bilan d'énergie net calculée à
chaque minute jusqu'à ce que le point de fusion soit
atteint à la frontière du demi-cylindre elliptique uti-
lisant la distribution de flux de chaleur définie en (3.6).
f0 = 85.5 min <Mi
'o : délmt île In plia.se de fusiou.
11 : temps pris pour que tout le
solide suit à la température
de fusiou.
tj : temps pris pour que le volume
du solide Kual ue représente
plus que \% du volume initial.
Figure 3.20:
f, = 133.5 ruiu.
i = ICI.5 min
0.6»i
Position de la frontière du solide donnée à toutes les 5
minutes; celle où tout le solide est à la température de
fusion et celle où le volume du solide final ne représente
plus que 1% du volume initial. Le flux utilisé est celui
défini en (3.6).
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TABLE 3.7: Données du problème pous simuler l'ablation d'un demi-cylindre
elliptique utilisant la distribution de flux définie en (3.6)
et résultats de la simulation donnés par le modèle.
< < < < < DONNEES DU PROBLEME > > > > >
PAS DE TEMPS POUR LA P R E F U S I O N < s ) : 3 0
PA S DE TEMPS POUR LA F U S I O N ( s ) : 6 0
VALEUR DE LA CONDUCT ION THERMIQUE ( W / ( m K ) > : 2 3 2 . 0
VALEUR DE LA DENSITE (k3/mAA3) : 2 645 . 0
VALEUR DE LA CHALEUR SPECIFIQUE ( J / ( k 3 K) : 1 054 . 0
VALEUR DE LA DIFFUSIVITE <mAA2/SEC.) : 8 . 3E-05
CHALEUR LATENTE DE FUSION i . e . RHO.L <J/m*A3) : 9 .53E+08
TEMPERATURE DE F U S I O N ( C ) : 660.0
TEMPERATURE INITIALE DU DOMAINE (C) : 2 6 . 8
« < « RESULTATS DE LA SIMULATION » > »
DUREE DE LA PHASE DE PREFUSION 85.00 min.
ERREUR RELATIVE COMMISE SUR BILAN D'ENERGIE NET DE
LA PHASE DE PREFUSION : 0.81 X
ERREUR RELATIVE COMMISE SUR LE BILAN D'ENERGIE NET DE
TOUT LE PROCEDE D'ABLATION JUSQU'A CE QU'IL NE
RESTE PLUS QUE 0.98 % DU SOLIDE INITIAL : 0.42 7.
TEMPS REEL DE SIMULATION
TEMPS DE CALCUL SUR UN VAX-II/785
161.50 min .
( h : m i n : s
0: 48:10.31
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3.2.2 Exemple d'un problème d'ablation ne pouvant être solutionne en
utilisant la configuration triangulaire proposée
Comme exemple d'un problème d'ablation ne pouvant être solutionné en
utilisant la configuration triangulaire de la figure 3.2c (i.e. il y a une
droite partant du centre de gravité du domaine d'intégration et allant à
un des noeuds de la frontière qui sort du domaine lors de la simulation),
nous prenons un parallélépipède rectangulaire d'aluminium de longueur
infinie. La section transversale de ce solide a pour dimensions 1.2 m de
large et 0.6 m de haut. La température initiale du parallélépipède est
uniforme à 300 K avec une frontière adiabatique à la base. Le flux de
chaleur imposé aux autres faces est celui défini en (3.4).
Tout comme le cas du demi-cylindre elliptique, nous solutionnons sur
la moitié du rectangle (i.e. sur le quart du carré de coté 1.2m) avec les
mêmes paramètres de résolution numérique que le demi-cylindre elliptique




Figure 3.21: Discrétisation de la moitié du rectangle en 6 éléments
linéaires.
En se référant à la figure 3.22, on voit que les résultats obtenus
pour la phase de prëfusion sont satisfaisants. Cependant, la figure 3.23
montre qu'après un certain temps lors de la phase de fusion, la droite
partant de l'origine et allant jusqu'au noeud (3) de la dernière fron-
tière, sort du domaine. Far conséquence, le maillage automatique que nous
avons développé ne s'applique plus. Pour simuler l'ablation d'un tel
solide, un maillage automatique tenant compte de ce genre de concavité
serait de mise. Cependant, le développement d'un tel maillage automatique
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Exemple d'un problème d'ablation ne pouvant être simulé en
utilisant la configuration triangulaire de la figure 3.2c.
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3.3 Résumé du chapitre
Dans ce chapitre, nous avons montré l'importance de choisir une
configuration triangulaire et un pas de temps appropriés, spécialement
pour la phase de préfusion, pour simuler un problème d'ablation utilisant
la méthode des éléments finis de frontière. Il a été démontré qu'un léger
changement dans la configuration triangulaire (fig. 3.2c versus 3.2b) peut
avoir un effet significatif sur la précision des résultats, et qu'un pas
de temps approprié doit être choisi, ni trop petit (pour éviter des
problèmes lors de l'intégration numérique) ni trop grand (pour bien
accommoder le haut gradient de température existant au début de la simu-
lation) .
Nous avons aussi montré, lors de la phase de fusion, qu'une diminu-
tion du nombre d'éléments triangulaires, lorsque le gradient de tempéra-
ture à l'intérieur du domaine diminue, laisse la vitesse de déplacement de
la frontière pratiquement inchangée, tout en réduisant le temps de calcul
de façon considérable. De plus, nous avons vu que le processus de conden-
sation directe avec intégration sur les éléments réfléchis pour tenir
compte des plans de symétrie, réduit le temps de calcul de façon appré-
ciable tout en donnant exactement les mêmes résultats que ceux obtenus
sans l'utilisation des plans de symétrie.
Une fois la méthode des éléments finis de frontière optimisée, nous
avons simulé l'ablation d'un demi-cylindre elliptique d'aluminium en le
soumettant à trois différents modèles de flux de chaleur. De par la
qualité des résultats obtenus, nous avons montré que la méthode des
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éléments finis de frontière peut s'adapter à différentes situations. Une
seule limite cependant: dû à la technique utilisée pour le maillage
automatique, le solide ne doit pas présenter de concavité importante au
cours de l'ablation, la concavité étant définie, pour les besoins de ces
travaux, à la section 3-2.
CONCLUSION
Pour étudier le problème d'ablation à deux dimensions, nous avons
utilisé la méthode des éléments finis de frontière en supposant les
propriétés thermiques constantes. Même si cette méthode nécessite l'éva-
luation d'une intégrale sur le domaine, elle a le principal avantage de
réduire de un la dimension du problème, résultant en un plus petit système
d'équations linéaires à solutionner. Des simulations faites avec diffé-
rents pas de temps, points d'intégration et configurations triangulaires
ont montré que la méthode est très sensible à ces trois facteurs et qu'un
bon choix doit être fait dans chaque cas.
La qualité des résultats obtenus pour l'ablation d'un cylindre
circulaire d'aluminium en utilisant un flux de chaleur uniforme et aussi
pour l'ablation d'un demi-cylindre elliptique d'aluminium en utilisant
trois différents flux de chaleur, montre que la méthode des éléments finis
de frontière donne d'excellents résultats. De plus, le temps de calcul
peut être réduit considérablement lorsque des techniques telles que la
condensation directe (pour tenir compte des plans de symétrie) et la
réduction, lors de la phase de fusion, du nombre d'éléments triangulaires
discrétisant le domaine lorsque le gradient de température diminue, sont
utilisées, et cela sans pour autant changer les résultats. Toutefois, dû
à la reconfiguration automatique qui a été développée dans ce travail, le
solide dont on veut simuler l'ablation, ne doit pas présenter de concavité
importante tout au long de la simulation.
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Le modèle développé offre la possibilité de simuler l'ablation de
solides autres que ceux d'aluminium. De plus, il pourrai; facilement être
couplé à un modèle à deux dimensions donnant une distribution de flux de
chaleur à l'intérieur d'un four de fusion. L'algorithme ce fonctionnement
du programme simulant l'ablation d'un solide apparaît à l'appendice E et
le listage en annexe.
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APPENDICE A
NOMENCLATURE
c chaleur massique (J/ kg K ) ;
G* fonction de Green de l'équation de diffusion pour un
domaine infini;
k conductivité thermique (W/ m K ) ;
L chaleur latente (J/kg);
q flux de chaleur (valeur négative par convention) (W/m2);
'
r
' vitesse de déplacement de la frontière (m/s);
dt
f vecteur position du point d'intérêt (x,y) appelé
observateur;
f0 vecteur position du point (x , y ) appelé source;
R vecteur partant de l'observateur et allant à la source
(i.e. ? o - ? ) ;
R module du vecteur S (m) ;
T{r,r) température au point correspondant à ? au temps T;
Tf température de fusion du solide supposée constante (K);
Att pas de temps correspondant à t -t (pas nécessairement
S S™• 1
constant);
tg temps après la somme de s pas de temps;
F nombre de pas de temps nécessaire à la simulation;
ii vecteur unitaire normal à la frontière F ( T ) et pointant
vers l'extérieur du domaine îî(x) ;
N nombre d'éléments linéaires isoparamétriques discrétisant
la frontière T ( T ) ;
M nombre d'éléments triangulaires constants discrétisant le
domaine
lj longueur de l'élément T.(T) (m);
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m1 vecteur unitaire indiquant la direction en sens inverse du
déplacement du i noeud de la frontière;
o) longueur du déplacement du i ' noeud de la frontière
calculée sur la période de temps At ;
ensemble des vecteurs positions décrivant l'élément
1-j (-1 s ç S 1);
module du vecteur partant du i noeud de la frontière et
allant sur un point situé sur l'élément de la frontière T.
(i.e. ||?ojU) - ^ 11) (m);
\yoI"k* ) coordonnées cartésiennes des sommets du L e m e triangle
' (k = 1, 2, 3);
{xo(X),yo(X))J ensemble des points situés sur la droite partant de l'ori-
gine et allant au noeud (j) de la frontière;
RLJ($) équation de la droite passant par le côté opposé au sommet
(j) du L triangle écrite en coordonnées polaires;
r0 vecteur position du centre de gravité du L triangle;
(x,y) coordonnées cartésiennes;
(s'mî/o) coordonnées cartésiennes;
(uo,iy) coordonnées cartésiennes où l'origine est l'observateur
r = (x, y).
SYMBOLES





_ variation par rapport au temps;
dt




a diffusivité thermique (m/s2)
<*>{?) coefficient dépendant de la location de l'observateur
?- (x, y);
èi,j symbole de Kronecker;
6( ) pseudo fonction delta de Dirac;
F (T) position du j élément linéaire de la frontière au temps
T;
ÇIL(T) position du L élément triangulaire du domaine au temps
T;
V'(m) fonctions d'interpolation linéaire (m = 1, 2);
7 constante d'Euler.
INDICE SUPERIEUR
i,j correspond au i ou j noeud de la frontière;
(L) correspond au L triangle du domaine;
INDICE INFÉRIEUR
i,j correspond au i ou j élément de la frontière;
o coordonnées relatives à r = (x , y ).
o o o
APPENDICE B
FORMULATION DE L'ÉQUATION D'ÉNERGIE UTILISANT LA
TRANSFORMATION DE KIRCHHOFF ET L'ENTHALPIE SENSIBLE
Dans ce qui va suivre, nous allons montrer comment les équations
(1.1) à (1.3) du chapitre I peuvent être réécrites de façon équivalente
pour pouvoir considérer la variation de la conductivité k et de la chaleur
volumique pc tout en supposant que la diffusivitë a demeure constante.
Pour ce faire, il existe deux techniques différentes, soit l'utilisation
de la transformation de Kirchhoff et celle de l'enthalpie sensible telles
que définies plus-bas. Ensuite, nous allons, pour un problème de conduc-
tion donné, comparer les différents résultats obtenus en utilisant, soit
la transformation de Kirchhoff avec une diffusivitë constante, soit la
formulation enthalpique avec également une diffusivité constante, soit
encore toutes les propriétés thermiques constantes.
B.l Réécriture de l'équation différentielle (1.1)
Tout d'abord, considérons la transformation de Kirchhoff qui est
définie par (Elliot et al, 1982):
6{T) = / Â-rfT; T<T,
 (B>1)
où T, est la température de fusion du solide. Noter que cette définition
s'applique à toute valeur de T, plus petite ou plus grande que T,, mais
dans le contexte du problème d'ablation on est seulement intéressé à T^T .
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En dérivant par rapport au temps l'équation (B.l), on obtient:
d$(T) dO(T)dT , dT
{ }
De même, en dérivant deux fois par rapport à l'espace, l'équation
(B.l) devient:
d20(T)
 = _0_ fd$(T)\
dx] ÔXi { dxi )
d (d6{T)dT
dxi \ dT dxi
ou bien
(B.3)




avec la condition initiale
(B.5)
et la condition frontière
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? e nt).t>o n.6)
L'équation (B.4) se solutionne de la même façon que l'équation (1.4)
sauf qu'à la place de T, on obtient un potentiel qui est e(T) (Carlsaw et
al., 1959). Pour obtenir la température à partir de e(T), il suffit de
trouver sa fonction inverse ou une approximation de celle-ci. Cette
fonction inverse existe toujours puisque e(T) est une fonction monotone
croissante. En effet, par définition, 6(T) est une intégrale et de plus k
est toujours positif.
Une autre façon de réécrire les équations (1.1) à (1.3) est d'utili-
ser la transformation de l'enthalpie sensible qui est définie par (Elliot
et al., 1982):
H(T) = f pcdT ; T<Tf (B.7)
JT,
Toutefois, au lieu d'utiliser les équations (1.1) à (1.3) pour
trouver leurs formes équivalentes, nous allons passer directement par les
équations (B.4) à (B.6). On a, par définition:
dH{T) = pcdT (B.8)
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et
d$(T) = kdT (B.9)
d'où, en regroupant (B.8) et (B.9),
d6(T) = -dH(T) = adH(T)
pc
De plus, en intégrant cette dernière équation de T a If, où T < T, et
en considérant a comme étant constant, on obtient:
= aH(T)
Par conséquent, l'équation différentielle (B.4) devient
^ ; reQ(t) . t >0
ut
avec la condition initiale
; f
et la condition frontière
; r 6 T(t) , t>0
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Il est important de remarquer que les équations (B.4) et (B.ll) ont
exactement la même forme. Ainsi, qu'on utilise l'une ou l'autre des
transformations, l'évolution.de la température du solide demeure la même.
Cependant, il faut distinguer les deux cas. Lorsque l'on solutionne avec
la transformation de Kirchhoff et que l'on considère a constant, il est
sous-entendu que la chaleur volumique pc varie proportionnellement avec la
conductivité. C'est l'inverse qui se produit lorsque l'on solutionne avec
la formulation utilisant l'enthalpie sensible, i.e. k varie proportionnel-
lement à pc.
Par contre, si la diffusivité du solide est fonction de la tempéra-
ture, alors les résultats obtenus diffèrent suivant que l'on utilise l'une
ou l'autre des formulations comme le démontre bien l'exemple numérique qui
suit.
B.2 Comparaison entre les différents résultats
Soit un cylindre circulaire d'aluminium de longueur infinie de rayon
0.5 m, dont la température initiale est uniforme â 300 K et auquel on
impose un flux constant de 100 kW/m2 sur la face latérale.
Ce problème est le même que celui de la section 1 du chapitre III
sauf que l'on ne considère que la phase de préfusion i.e. jusqu'à ce que
la température de fusion soit atteinte a la surface du solide. Pour
solutionner ce problème, nous procédons de trois façons différentes.
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D'abord, nous supposons que les propriétés thermiques de l'aluminium
sont toutes constantes, ensuite nous utilisons la transformation de
Kirchhoff i.e. nous tenons compte de la variation de la conductivite en
fonction de la température de l'aluminium solide tout en conservant la
diffusivitë constante et pour terminer, nous utilisons la formulation avec
l'enthalpie sensible, qui elle, tient compte de la variation de la chaleur
volumique pc, tout en conservant la diffusivité constante.
Il est important de noter que, dans les trois cas mentionnés ci-haut,
nous utilisons une diffusivité moyenne i.e.
max ~ l-min
où T . représente la température minimum du solide qui est 300 K, T lamin r v -i
 m a x
température maximale qui est celle de. fusion et a(T) l'approximation
polynômiale (Tremblay, 1986) de la diffusivité en fonction de la tempéra-
ture de l'aluminium solide qui est donnée par:
a(T) = -3.69 x 1(T12T2 - 4.26 x 10"8T + 1.11 x 10"4 (m2/s)
pour 250 K < T < 933.15 K
Pour comparer les trois façons de procéder, nous regardons l'évolu-
tion de la température à la frontière, en fonction du temps, jusqu'à ce
que la température de fusion de l'aluminium soit atteinte à la surface.
Dans le premier cas où toutes les propriétés thermiques sont gardées
constantes, la solution analytique (Carslaw et al., 1959) est:
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K) (B.14)
où k = 232 W/mK représente la conductivité calculée à la température
correspondant à la diffusivité moyenne (a = 8.3 x 10~5m2/s) à partir de
l'approximation polynômiale suivante (Tremblay, 1986):
k(T) = -8.65 x HT5!12 + 6.26xlO~2r + 226 (W/(mK))
pour 250 K < T < 933.15 K .
De plus, Fg représente le flux imposé à la surface, r le rayon du
cylindre et a , où n = 1,2,..., les racines positives de la fonction de
Bessel du premier ordre.




${T) = -2.88 x 10"5r3 + 3.13xlO"2r2 + 226T - 2.15 x 105 (W/m) (B.16)
pour 250 K < T < 933.15 K .
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est une approximation polynômiale (Tremblay, 1986) de la transformation de
Kirchhoff.
La différence qui existe entre (B.14) et (B.15), à part le fait qu'on
a substitué T par 8(T), est la disparition de la conductivitë dans (B.15).
En effet, cette différence provient essentiellement de la condition
frontière (B.6) où la conductivité n'apparaît pas comparativement à (1.3).
Il faut remarquer que, le terme de déplacement de la frontière du solide
est nul, i.e.
- 0dt * ° '
puisque dans cette section nous ne considérons qu'un problème de
conduction pure, le problème se termine lorsque la frontière atteint la
température de fusion.
Une fois que l'on connaît la valeur de 9(T) en fonction du temps,
nous devons trouver la température correspondante. Pour ce faire, nous
prenons une autre approximation polynômiale servant à représenter la
fonction inverse de (B.16). Le polynôme est donné par
T(6) - 1.01 x 1(T1403 + 3.89 x 1O"902 + 4.71 x 1(T30 + 933.15 (K)
pour B < 0 .
Et pour finir, la solution analytique correspondant à la transforma-
tion de l'enthalpie sensible est:
117.
puisque c'est la diffusivité qui apparaît dans la condition frontière
(B.13) à la place de la conductivité dans (1.3).
De façon similaire à la transformation de Kirchhoff, H(T) est donne
par (Tremblay, 1986):
H{T) = -0.04T3 + 652212 + 2.04 x 10aT - 2.44 x 109 (J/m3)
pour 250 K < T < 933.15 K.
et
T{H) = 2.77 x l(T27.ff3 - 2.01 x 10~1TfT2 + 3.13 x \Q~~ H + 933.15 (K)
pour H < 0 .
Les résultats des trois solutions analytiques sont donnés à la figure
(B).
Comme nous pouvons le constater sur le graphique, les résultats
obtenus ne sont pas les mêmes pour les trois cas. Ceci est facilement
explicable par le fait que la conductivité k ne varie pas proportionnel-
lement à la chaleur volumique pc. La valeur de pc augmente d'environ 27%
lorsque la température passe de 300 K à 933.15 K, tandis que la valeur de
k diminue d'environ 12% (Tremblay, 1986). Pour cette raison, nous avons
préféré opter pour les propriétés thermiques constantes dont la courbe se
situe entre celle de la formulation enthalpique et celle de la transfor-
mation de Kirchhoff, étant évidemment plus pris de cette dernière due à la
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B Comparaison entre les différents résultats obtenus utilisant
toutes les propriétés thermiques constantes, la transformation
de Kirchhoff avec une diffusivité constante et celle de
l'enthalpie sensible avec également une diffusivité constante.
APPENDICE C
COMPLÉMENT À L'INTÉGRATION EN
COORDONNÉES POLAIRES DU DOMAINE
C l Détermination de l'emplacement de l'observateur par rapport au
triangle sur lequel s'effectue l'intégration
En premier lieu, nous vérifions si l'observateur est situé à l'exté-
rieur du triangle sur lequel s'effectue l'intégration que l'on note comme
étant le L triangle. La technique utilisée pour cela est de déterminer
s'il existe au moins une paire de sommets du L triangle telle que la
droite passant par ces deux sommets se trouve entre l'observateur et le
troisième sommet. Par exemple, si l'on définit la paire de sommets comme
étant (x(L'k),y(L'k)) et (x(L'^,y(L'*)) , alors la façon de déterminer si
o o o o
les coordonnées de l'observateur et celles du troisième sommet
(x 'J'y*1 '•* ) sont situées de part et d'autre de la droite passant par la
paire de sommets, est d'utiliser, en supposant que la droite ne soit pas
verticale, l'inégalité suivante (voir fig. C.la):
x (Y(x) - y) < 0 .
 (c#1)
CL k'i ("L k^Y(X) représente l'équation de la droite passant par (xk ' ,yv ' J ) et













 £ 0 et j , k, I = 1.2.3 mais j £ k £ Î .
Dans le cas où la droite est verticale i.e. x{ * ' - x'L' ' = 0 (voir
o o
fig. C.lb), le test à utiliser est l'inégalité suivante:
faL'k) - ;r) X (xl0L'k) - x{0L'jA < 0 . (C2)
Si après avoir essayé les trois paires de sommets du L e m e triangle,
l'inégalité (Cl) ou (C.2) n'est pas vérifiée, alors l'observateur se
trouve, soit sur un des sommets, soit sur un des côtés ou encore à l'inté-
rieur du triangle.
Pour déterminer si l'observateur est situé sur un des sommets, il
suffit de vérifier si les coordonnées d'un des sommets sont les mêmes que
celles de l'observateur. Si ce n'est pas le cas, nous regardons si
l'observateur est situé sur un des côtés du triangle. Pour cela, nous
vérifions si la somme des distances prises de l'observateur a chacun des
sommets correspondant à un côté est égale à la distance entre ces deux
sommets qui est, en fait, la longueur du côté (voir fig. C.2). Si, une
fois de plus ce cas n'est pas vérifié, alors l'observateur ne peut être










Figure C.I: Test pour vérifier si l'observateur est situé à l'extérieur
du Leme triangle avec j = 3, k - 1, £= 2.
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Figure C.2: Test pour vérifier si l'observateur est situé sur un des
côtés du L triangle.
C.2 Transformation en coordonnées polaires des droites passant par les
côtés d'un triangle donné.
La transformation en coordonnées polaires des droites passant par les
trois côtés du L triangle s'effectue dans le système de coordonnées
(u ,v ) (voir fig. 2.6). Par conséquent, l'équation de la droite passant
par le côté opposé au sommet (j) (j = 1,2,3) est donnée par:
jL.k) (L.l) _ (L.k)




où 1c = 2,3,1, /= 3,1,2 lorsque j = 1,2,3
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Pour la transformation en coordonnées polaires, nous utilisons
l'équation (C.3) puisqu'elle permet de considérer les droites verticales
(i.e. u' L f^ - u^L'k^ = 0). Ainsi, en posant u - RcosO et v = RsinG,
o o • o o
l'équation (C.3) devient:
(ifein* - c{0L-k)) (u</-'> - u[L-k)) = (iîcostf - u[L'k)) (v{0LJ) - t-iL-*») (c.4)
Puisque u » x - x et que v • y - y, l'équation (C.4) se réécrit
(dans le système de coordonnées (x ,y )) sous la forme suivante:
R ((l{j)cos8 + casino) = -{.v{0L-k)y{0LJ) - .v{oLJ)yioL-k) + d{jyJt + c(j)y) (c.5)
ou
_ JL.l) ,.(£..*•) • vt A — u{L-k) — n{L-l)Cij) * -l o ~ J o ^l U(J) ~ Vo -Jo
Avant de diviser les deux membres de l'équation (C.5) par
d^.^cosS + C..,sin9, montrons que lorsque cette expression est nulle,
l'équation (C.5) n'a pas besoin d'être utilisée lors de l'intégration en
coordonnées polaires du L triangle.
En effet, si d..vCos9 + C...sin0 = 0 alors cela implique que
U ; U ; / JL,l) (L.fc)
Puisque 9 est l'angle que fait le vecteur R^  . (voir fig. C.3) avec la
direction positive de l'axe u , il s'en suit immédiatement que la droite
passant par le côté opposé au sommet (j) passe également par l'origine de
(u ,v ) lorsque l'équation (C.6) est satisfaite. Par conséquent, pour
o o
tout point situé sur un côté qui est aligné avec l'observateur,
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l'angle 0 demeure toujours constant, d'où la non nécessité d'utiliser ce
côté pour l'intégration en coordonnées polaires du triangle.
Par conséquent, tous les côtés indispensables à l'intégration en
coordonnées polaires du L triangle peuvent s'exprimer sous la forme
suivante:
RLJ = °—j (c.7)
où IL .(0) est l'équation en coordonnées polaires de la doite passant par
emele côté opposé au sommet (j) du L triangle.
y» A
Figure C.3: Exemple d'un triangle dotot un des côtés est aligné avec
l'observateur.
APPENDICE D
CALCUL DE L'ERREUR RELATIVE SUR
LES BILANS D'ÉNERGIE NET
D. 1 Phase de préfusion
Pour avoir une bonne idée de la tendance des résultats lors de la
phase de préfusion, nous calculons à chaque minute l'erreur relative
commise sur le bilan d'énergie net i.e.
Erreur relative (pour 60 s) = I =jjj I x
ou
et
E = l'énergie absorbée par le solide durant une minute;
3i
E, - l'énergie fournie au solide durant une minute.
La raison pour laquelle nous ne prenons pas la valeur absolue de
l'erreur relative est pour nous indiquer que lorsque l'erreur relative
calculée à chaque minute est positive, la température augmente plus
rapidement que la réalité (il y a plus d'énergie absorbée que d'énergie
fournie). Par contre, lorsque l'erreur relative calculée à chaque minute
est négative, c'est l'inverse qui se produit (il y a moins d'énergie
absorbée que d'énergie fournie).
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Puisque nous considérons un solide tridimentionnel dont une des
dimensions est supposée infinie de sorte que l'échange thermique est
bidimentionnel, nous supposons, pour les besoins du calcul du bilan
d'énergie net, que le solide possède une longueur unitaire.
Le domaine étant discrëtisé en M éléments triangulaires constants,
l'énergie absorbée par le solide pendant une minute est donnée par
E? = f (pc(T(ro,tu) - T(ro,tu - 60)))
^n(o)
M
( < L \ < L \ ) (J) (D.2)
où fi(0) est le domaine de la section transversale du solide lors de la
phase de préfusion, ^_(L) l'aire du L e m e triangle de la configuration
triangulaire discrétisant ce domaine, r le vecteur position correspon-
dant au centre de gravité du L triangle, t un multiple positif de 60s.
De plus, p et c représentent respectivement la densité et la chaleur
massique de l'aluminium et sont calculées à la température correspondant à
la valeur moyenne de la diffusivité (voir appendice B) à partir des
approximations polynomiales suivantes (Tremblay, 1986):
p{T) = -2.19 x l(T4r2 + 0.104T + 2666 (kg/m3)
et
c(T) = 0.459T + 767 (J/(kgK))
pour 250K.<r < 933.15 K
De même la frontière étant discrétisée en N éléments linéaires
isoparamétriques et le flux de chaleur imposé à la face latérale du solide
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étant négatif par convention, l'énergie fournie pendant une minute est
donnée par:
= r I (-q(?o,T))dTdT
JtM-60Jr(0)
1 /•*« / ^ ,
où /, représente la longueur du j élément linéaire (r.(0)) lors de la
phase de prëfusion, ? (i = 1,2,..,N et "r = r1) le vecteur position du
ieme noeud de la frontière.
De plus, le flux chaleur étant supposé constant sur chaque pas de
temps (At - t - t ) , l'équation (D.3) devient:
S S S*" J.
\ U
+l \j=l
où u est un multiple positif de p, avec p = 6O/At , At étant évidemment
S S
choisi pour être un diviseur de 60s.
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D.2 Phase de fusion
Pour la phase de fusion, nous ne pouvons pas calculer à chaque minute
l'erreur relative sur le bilan d'énergie net. En effet, le solide se
déformant et la partie fondue étant enlevée immédiatement, il est très
difficile de calculer avec précision l'énergie absorbée par le solide pour
une période donnée lors de phase de fusion. De plus, lorsque le solide
est à la température de fusion, il est difficile d'estimer la chaleur
latente accumulée par le solide. Par conséquent, pour avoir une bonne
idée sur la précision des résultats obtenus lors de cette phase, nous
calculons l'erreur relative commise sur le bilan d'énergie net de tout le
procédé d'ablation jusqu'à ce que le volume du solide final ne représente
plus que 1% du volume initial, i.e.
Erreur relative globale = ( ° ~ / j x 100 % (P.5)
où
E = l'énergie nécessaire pour prendre la température initiale du
solide et la monter a celle de fusion (T-)
+ l'énergie nécessaire pour faire fondre le solide jusqu'à ce
qu'il ne représente plus, en volume, que 1% du volume initial,
et
Ef = l'énergie fournie au solide durant tout le procédé d'ablation.





PL £ 4r(£) - 2>£(Z) (J)
L=1
où t_ est le temps final de simulation (i.e. le temps nécessaire pour que
le volume du solide final ne représente plus que 1% du volume initial), H_
le nombre d'éléments triangulaires constants discretisant le domaine final
et A_(L) l'aire du L triangle de la configuration triangulaire discre-
tisant ce domaine.
L'équation (D.6), donnant l'énergie absorbée par le solide lors de la
simulation, ne considère pas la chaleur latente pouvant être accumulée par
le solide restant, cepandant, l'erreur maximale pouvant être commise en ne
considérant pas cette accumulation de chaleur latente est de l'ordre de
0.4% pour les solides d'aluminium dont la température initiale est uni-
forme à 300 K.
De même l'énergie fournie lors de la simulation est donnée par:
(J) (D.7)
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où £. (t ) représente la longueur du j élément (T.(t )) discrétisant laj s j s
frontière (r(t )) au temps t .
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APPENDICE E
ORGANISATION GÉNÉRALE DU PROGRAMME
Le programme appelé ABLATION et servant à simuler un problème d'abla-
tion à deux dimensions est un programme écrit en Fortran-77 et comprend
115 200 octets. La version apparaissant en annexe est une version compa-
tible avec les ordinateurs de la série VAX-II.
• 0
E. 1 Création des fichiers d'entrée et du sous-programme donnant la
distribution de flux de chaleur aux noeuds de la frontière.
Avant d'exécuter le programme ABLATION, deux fichiers appelés respec-
tivement ENTREE.DAT et COORD_FRONT.DAT, doivent être créés. Le premier
fichier (i.e. ENTREE.DAT) doit avoir, dans l'ordre, les informations
suivantes (voir table E.l):
endroit où l'on veut que les fichiers, contenant les différents
résultats de la simulation, soient imprimés i.e. l'unité de disque
avec le répertoire et les sous-répertoires faisant partie de l'arbo-
rescence;
le pas de temps de la phase de préfusion <A t ) ainsi que celui de la
phase de fusion (At.) (en seconde);
- les intervalles de temps pour imprimer dans les fichiers correspon-
dants, la température à la frontière ainsi qu'à l'intérieur du
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domaine de même que la distribution du flux de chaleur (AtT), le
déplacement de la frontière (At.) et l'erreur relative sur le bilan
d'énergie net calculée seulement sur l'intervalle de temps choisi
(At ). Ces intervalles de temps doivent être évidemment des multi-
E
pies des pas de temps utilisés pour la simulation (en seconde);
température de fusion du matériau solide utilisé (degré C);
température initiale du matériau solide que l'on suppose uniforme
(degré C);
valeur de la chaleur latente volumique ( i . e . pL) où la valeur de p
est prise à la température de fusion du matériau (J/m3);
valeur de la conductivite thermique (W/(m K));
valeur de la densité (kg/m3);
valeur de la chaleur massique (J/(kg K)).
Table E.l: Contenu du fichier ENTREE.DAT pour
la simulation effectuée à la section 3.1.2











Le deuxième fichier (COORD_FRONT.DAT) doit contenir d'abord le nombre
de noeuds situés sur la frontière, ensuite la position de ceux-ci, en
mètre, par rapport à une origine donnée. Cependant, lorsque la frontière
est fermée (voir fig. 3.1), il faut ajouter 1 au nombre de noeuds situés
sur cette frontière et mettre comme noeud final la position du premier
noeud entré pour que le programme puisse déceler que la frontière est
fermée. L'ordre dans lequel la position des noeuds doit être entrée va
suivant le sens anti-horaire (voir table E.2). Par contre, lorsqu'il y a
un axe de symétrie ou une frontière adiabatique selon x , le fichier doit
contenir le nombre de noeuds situés sur la frontière non fermée, sans
l'axe de symétrie, avec la position de ces derniers. L'origine doit
cependant être située à mi-chemin sur l'axe de symétrie et le premier
noeud sur l'axe positif des x (voir fig. E.I et table E.3). Si en plus
d'avoir un axe de symétrie selon x , il y a un axe de symétrie selon y le
fichier doit contenir le nombre de noeuds situés sur la frontière non
fermée sans les axes de symétrie, avec la position de ces noeuds.
L'origine est située à l'intersection des deux axes de symétrie (voir fig.
E.2 et table E.4).
De plus, avant l'exécution du programme ABLATION, une routine appelée
FLUX_DIST et servant à distribuer le flux de chaleur à chacun des noeuds
situés sur la frontière doit être écrite, compilée et liée au programme.
Pour savoir quelles informations doit contenir la routine FLUX_DIST, voir
la figure E.3. La distribution de flux choisie est celle définie à
l'équation (3.4).
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Table E.2: Contenu du fichier COORD_FRONT.DAT pour













































Figure E.l: Discrétisation d'un demi-cercle de rayon 0.5 m en 10
éléments linéaires avec un axe de symétrie selon x .
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Table E.3: Contenu du fichier COORD_FRONT.DAT pour



























Figure E.2: Discrétisation d'un quart de cercle de rayon 0.5 m en 5
éléments linéaires avec des axes de symétrie selon x et
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Table E.4: Contenu du fichier COORD_FRONT.DAT pour









À la fin de l'exécution du programme ABLATION, les informations
suivantes sont disponibles dans les fichiers correspondants qui eux sont
situés à l'endroit indiqué dans le fichier ENTREE.DAT:
i) évolution de la température ou du gradient de température, suivant la
valeur qui est inconnue aux noeuds de la fontière (VALEUR_INC.DAT);
ii) évolution de la température à l'intérieur du domaine
(TEMP_DOMAINE.DAT);
iii) Erreur relative sur le bilan d'énergie net calculée sur l'intervalle
de temps indiqué dans le fichier ENTREE.DAT (ERREUR.DAT);
iv) flux de chaleur distribué aux noeuds lors de la simulation
(FLUX_DIST.DAT);
v) Configuration triangulaire du domaine initial (DOMAINE.DAT);
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vi) position de la frontière en fonction du temps lors de la phase de
fusion (POS_FRONT.DAT);
vii) les résultats de la simulation (SORTIE.DAT) comprenant:
1) la durée de la phase de préfusion (t ) ,
2) l'erreur relative commise sur le bilan d'énergie net de la phase
de préfusion (%),
3) l'erreur relative commise sur le bilan d'énergie net calculée
lors de la simulation(%),
4) le temps réel de simulation,






C ROUTINE SERVANT A DISTRIBUER LE FLUX DE CHALEUR

















C XF,YF «VECTEURS CONTENANT LES COORDONNEES DES
C NOEUDS SITUES SUR LA FRONTIERE FERMEE.
C
C NB_N :NOMBRE DE NOEUDS SITUES SUR LA FRONTIE-
C RE FERMER.
C
C NB_N S : NOMBRE DE NOEUDS DE LA FRONTIERE OUVERTE
C OU FERMEE DEPENDAMMENT S'IL Y A DES AXES
C DE SYMETRIE OU NON.
C
C FLUX N :VECTEUR CONTENANT LA VALEUR DU FLUX
C ENTRANT A CHAQUE NOEUD SITUE SUR LA
C FRONTIERE OUVERTE OU FERMEE.
C
C TEMP N :VECTEUR CONTENANT LA TEMPERATURE AUX
C NOEUDS SITUES SUR LA FRONTIERE OUVERTE
C OU FERMEE AU TEMPS "TEMPS-DELTA_T'
C










C (X,Y)/NORME :VECTEUR UNITAIRE SORTANT DEFINI
C AU NOEUD I DE LA FRONTIERE.
C









Figure E.3: Listage de la routine FLUXJDIST où le flux distribué est
celui défini à l'équation (3.4).
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E.2 Organigrammes du programme ABLATION
Le programme ABLATION est divisé en deux parties (voir fig. E.4):
Initialisation des données nécessaires à la simulation par l'entre-
mise du sous-programme INITIALISER.
Résolution du problème d'ablation par la méthode des éléments finis
de frontière, par l'entremise du sous-programme SIMULATION.
INITIALISER
SIMULATION
Figure E.4: Organigramme du programme ABLATION.
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E.2.1 Description du sous-programme INITIALISER
Le sous-programme INITIALISER (voir Fig. E.5) est execute au tout
début pour fournir les renseignements nécessaires à la simulation du
problème d'ablation. Il commence par lire les fichiers ENTREE.DAT et
COORD_FRONT.DAT et vérifie par la suite si la frontière est fermée. Si
elle ne l'est pas (i.e. il y a un ou deux axes de symétrie), alors la
routine SYMETRIE_FRONT est appelée pour calculer, par symétrie, la posi-
tion des noeuds manquant pour obtenir une frontière fermée dans le but
d'utiliser le processus de condensation directe. La routine MAILLAGE_AUT0
est utilisée pour calculer les coordonnées des sommets des triangles
discrétisant le domaine et cela à partir des coordonnées des noeuds situés
sur la frontière fermée. La configuration triangulaire utilisée est celle
de la figure 3.2c.
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F Lecture du fichier
[ ENTREE-DAT
Écriture des valeurs lues
daus le fichier SORTIE.DAT
Lecture du fichier
COORD-FRONT.DAT




des sommets des trian-
gles dans le fichier
DOMA1NE.DAT
Figure E.5: Organigramme du sous-programme INITIALISER.
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E.2.2 Description du sous-programme SIMULATION
Le sous-programme SIMULATION (fig. E.6) sert à simuler le problème
d'ablation en commençant par la phase de préfusion, en utilisant le pas de
temps choisi pour cette phase (At ), et en finissant par la phase de
fusion, en utilisant également le pas de temps correspondant (At,).
Cependant, lors de la phase de fusion, lorsque la température du domaine
devient saturée, le pas de temps choisi est 5 secondes pour éviter un
changement trop brusque de la frontière lorsque le solide devient petit.
Voici la description des routines utilisées dans le sous-programme
SIMULATION:
CENTRE_GRA_TRI: calcule le centre de gravité de chacun des triangles pour
évaluer la distribution de température à l'intérieur du domaine.
MATRICES_H_G: calcule les éléments de matrices H et G définies en (2.14)
et regroupe les valeurs (températures ou gradients de température à la
frontière) connues a droite et inconnues à gauche du système d'équations
linéaires (2.14).
MATRICES_B: calcule les éléments de la matrice B définie en (2.14).
FLUX_DIST: distribue le flux de chaleur à chaque noeud situé sur la
frontière.
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VERI_TEMP_FUSION: vérifie s'il y a un noeud a la frontière qui a atteint
la température de fusion. Si oui, la valeur inconnue à ce noeud est
maintenant le gradient de température et la valeur connue est la tempéra-
ture de fusion.
DEP FRONT: déplace les noeuds de la frontière qui ont atteint la tempéra-
ture de fusion en utilisant la condition de Stefan écrite en termes de
quantités nodales (voir équation (2.15)).
DIMIN_NB_COUCHE: diminue le nombre de couches triangulaires discretisant
le domaine et cela en suivant les spécifications de la table 3.2.
AIREJTRIANGLE: calcule l'aire des triangles discrétisant le domaine pour
déterminer le pourcentage en volume du solide restant.
E.3 Remarque
Le choix du solide homogène et isotrope dont l'échange thermique est
bidimensionnel n'est pas limitatif. Cependant, pour considérer un solide
dont l'aire de la section transversale est plus grande que 1 m2, il faut
choisir un nombre plus élevé de couches subdivisant le domaine. Pour
cela, il suffit de changer dans la routine INITIALISER, la valeur de la
variable NB_COUCHE de même que les valeurs du vecteur LAMBDA. De plus, il
faut modifier la routine DIMIN_NB_COUCHE pour l'adapter à la nouvelle
distribution de couches choisies. Il faut toutefois s'assurer que les

















ACalcul de la distributionde temperature à lafrontière /
/Calcul de la distribution




Calcul de l'énergie accu-
mulée par le solide et de
l'énergie fournie au solide/
VERLTEMP.FUS10N
Qui





niotl f) » 0 y— pi ERREUR.DAT
FLUX.D1ST
c Fin de la pliade préfusion
SORTIE.DAT
a) Phase de préfusion
Figure E.6: Organigramme du sous-programme SIMULATION (suite page
suivante).
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C« MODELE MATHEMATIQUE SERVANT A SIMULER
C* UN PROBLEME D'ABLATION A DEUX DIMEN-
C* SIONS POUR UN DOMAINE HOMOGENE AVEC







PARAMETER(NB F = 32,NB E = 532,NB D = 365)
REAL XF(0:NB"F+1),YE(0TNB F+1),TEMP F(NB F),
+ T(NB E),XI(NB D),YKNB D)"
INTEGER E(NB Ë,3),TY<NB F)
C
C XF,YF .'COORDONNEES DES NOEUDS A LA FRONTIERE.
C TEMP F :TEMPERATURE IMPOSEE OU CALCULEE, SELON LE CAS, AUX
C NOEUDS SITUES SUR LA FRONTIERE DU DOMAINE.
C TY(I) :SI TY(I)='O' ON A UNE CONDITION DE TYPE DIRICHLET AU
C NOEUD I,
C SI IY(I)»'l' ON A UNE CONDITION DE IYPE NEUMANN AU
C NOEUD I.
C E '.NUMEROTATION DES NOEUDS POUR LES ELEMENTS TRIANGULAIRES
C DISCRETISANT LE DOMAINE.
C T :TEMPERATURE CORRESPONDANT AU CENTRE DE GRAVITE
C DE CHACUN DES ELEMENTS TRIANGULAIRES.












SUBROUTINE INITIALISER<XF,YF,IYfTEMP F,E,I ,XI,YI)
C
C ROUTINE SEVANT A INITIALISER LES VALEURS NECESSAIRES
C AU DEROULEMENT DU PROGRAMME.
C
PARAMETER(NB.F = 32,NB_E = 532,NB_D = 365,NB_DIV = 10)
REAL XF(0:NBIF+1),YF(0:NB_F+1),IEMP_F<NB_F),LAMBDA(NB_DIV),
+ K,RHO L,PI,IMP,CGT(NB E,2),T(NB E) ,XKNB~D),YKNB D),~
+ DT DEP,DT C,DT A,RHO,C,ALPHA,FUS ION,KELVIN,EPSILON
INTEGER ORD1,E<NB E,3),0RD2,EL,NB COUCHE,TY(NB F),N ELE,










COMMON/IMPRESSION/DT IMP T,DT IMP P,DT ERR
DATA EPSILON/l.OE-6/"
C
C 0RD1 :NOMBRE DE POINTS UTILISES POUR L'INTEGRATION NU-
C MERIQUE A UNE DIMENSION PAR LA METHODE DE GAUSS-
C LEGENDRE.
C 0RD2 :NOMBRE DE POINTS UTILISES POUR L'INTEGRATION NUME-
C RIQUE A UNE DIMENSION PAR LA METHODE DE GAUSS-
C LAGUERRE.
C NB.COUCHE :NOMBRE DE COUCHES POUR DISCRETISER LE DOMAINE.
C LAMBDA : DETERMINE LA LARGEUR DES COUCHES SERVANT A
C DISCRETISER LE DOMAINE.
C NOF :NOMBRE DE NOEUDS ET D'ELEMENTS SUR LA FRONTIERE
C FERMEE.
C NOF M :NOMBRE DE NOEUDS SUR LA FRONTIERE N'INCLUANT PAS
C LA PARTIE ADIABETIQUE S'IL Y A LIEU.
C NOI '.NOMBRE DE NOEUDS SITUES DANS LE DOMAINE.
C EL '.NOMBRE D'ELEMENTS TRIANGULAIRES SITUES DANS LE
C DOMAINE.
C N ELE :NOMBRE D'ELEMENTS TRIANGULAIRES DISCRETISANT LE
C DOMAINE OUVERT OU FERMER SELON LE CAS.
143.
C ALPHA :DIFFUSIVIIE THERMIQUE.<«AA2/S)
C K :CONDUCTIVITE THERMIQUE.(«/(• K>)
C RHO :DENSITE <k9/nAA3)
C CP ICHALEUR MASSIQUE (J/(k9 K))
C RHO L : DIFFERENCE D'ENTHAPIE DE LA FUSION OU 'L1 EST
C LA CHALEUR LATENTE.(J/mAA3)
C DT IMP T : INCREMENT POUR IMPRIMER LES DIFFERENTES TEMPERATURES.
c DT!IMP_P : INCREMENT POUR IMPRIMER LA POSITION DE LA FRONTIÈRE.
C DT~ERR~ : INCREMENT POUR IMPRIMER L'ERREUR RELATIVE SUR LE
C ~ BILAN D'ENERGIE NET CALCULE, LORS DE LA PHASE DE PRE-
C FUSION, SEULEMENT POUR LA PERIODE DE CET INCREMENT.
C FERMER :DIT SI LA SURFACE EST FERMEE OU NON.ELLE EST FERMEE
C SI IL N'Y A AUCUNE SURFACE ADIABETIQUE.
C QUART :DIT S'IL IL Y A UN PLAN DE SYMETRIE PAR RAPPORT A Y.
C FUSION :TEMPERATURE DE FUSION DU MATERIAU CONSIDERE EN CELSIUS.
C TEMP :TEMPERATURE INITIALE DU DOMAINE EN CELSIUS.
C KELVIN :DONNE LA CORRESPONDANCE DE 0 DEGRE CELCIUS EN KELVIN.
C ENDROIT :NOM DE L'ENDROIT OU L'ON VEUT IMPRIMER LE OU LES
C FICHIERS DE SORTIE.
C CGT :COORDONNEES DU CENTRE DE GRAVITE DES TRIANGLES
C DISCRTISANT LE DOMAINE.
C T '.TEMPERATURES AU CENTRE DE GRAVITE DES TRIANGLES













REAO<1,A) DT C,DT A































OPEN ( 1, F IL£=NOMFICH, STATUS» ' UNKNOWN ' )
WRITE(1,1O) JNINT(DT_C),JNINT(DT_A),K,RHO,CP,ALPHA,RHO.L,
FUSION,TEMP
F0RMAT(X,3(/),15C '),'««< DONNEES DU PROBLEME » » > ' , 2 < / ) ,
',14,21/),+ 2X,'PAS DE TEMPS POUR LA PREFUSION (s)
+ 2X/PAS DE TEMPS POUR LA FUSION (s)
+ 2X,'VALEUR DE LA CONDUCTION THERHIGUE <U/<n K)>
+ 2X,'VALEUR DE LA DENSITE (k9/»AA3)
+ 2X,'VALEUR DE LA CHALEUR MASSIQUE (J/(k3 K)
+ 2X,'VALEUR DE LA DIFFUSIVITE (•AA2/SEC.)
2X,'CHALEUR LATENIE DE FUSION i.e. RHO_L <J/nAA3)
2X,'TEMPERATURE DE FUSION (C)




OPEN < 2, F ILE= ' COORD FRONT. DAI ', STATUS= ' UNKNOWN ' )
READ(2,A) NOF M






















IF (ABS(YF<N0F M)).GT.EPSILON) QUARI=.TRUE
N1=NOF M-l
END IF
IF (.NOT.FERMER) CALL SYMETRIE_FRONT(XF,YF)
































C ROUTINE SOLUTIONNANT LE PROBLEME
C D'ABLATION A DEUX DIMENSIONS PAR LA
C METHODE DES ELEMENTS FINIS DE FRONTIERE
C EN CONSIDERANT UNE VARIATION LINEAIRE
C DE U ET DE DU/DN SUR DES ELEMENTS LINE-
C AIRES CONSTITUANT LA FRONT1ERE.LE DOMAI-
C EST DISCRETISE EN ELEMENTS TRIANGULAIRES
C LINEAIRES AVEC UNE TEMPERATURE CONSTANTE
151.
C SUR CHAQUE ELEMENT.
C
PARAMETERS F = 32,NB_E = 532,NB_D = 365,NB_DIV = 10)
REAL K,XI(NB~D> ,YI(NB_D),CGI(NB_E^2> , X F ( 0 : N B V I >,
+ YF <O :NB F + 1 ) 7 H < N B F , N B F + D , G < N B F , 2 * N B F ) ,
+ XI AV(NB D ) , Y I AV(NB D) ,AIRE(NB Ë),TEMP F(NB F ) ,
+ HD(NB E,NB F+1) ,GD(NB E,2ÂNB F) ,B<NB F,NB E ) ,
+ BD<NB~E,NB~E) ,PR0D6<NB_F>,PRÔDGD(NB_Ë) ,PR6DHD<NB_E) ,
+ PR0DBD(NB Ê),PRODB<NB F) ,VAL(2*NB F ) , I ( NB E),VAL INC<NB F ) ,
+ FUSION,VECÏ C(NB F),LÂMBDA(NB OIV),DS<NB F),FLUX(NB F , 2 7 ,
+ DT DEP,M fDT C ,DÏ A,H TEMP<NB F fNB F+1 ) ,ÂIPE TOI,NORME,
+ ENÊR D,ENER D.TOT7ENER.IN,ENER_IN_TOT,PAS_AV7T_AV(NB_E),
+ RHO,CP,T INÏTTNB E),AIRE TOI INIT,LXY(O:NB F+1),AIRE INIKNB E),
+ TEMPS COND,EPSILON,KELVIN,UNITE,TEMPS FIN,FLUX MOY,LÔNG MAX,~
+ FLUX NOEUD(NB F)
INTEGER E AV(NB E,3),E(NB E,3),EL,EL AV,EL INIT,NB COUCHE,
• INDK(3>7lNDL(3),IY(NB F),DT ÊRR,DI IMP T,N ELE,
+ DT IMP P,NOF M,NOF,NOÎ,EXPO,NB COUCHE ÂV














C VAL INC :VALEURS DES TEMPERATURES OU DES GRADIENTS TROUVES
C APRES LA RESOLUTION DU SYSTEME D'EQUATIONS.
C EL AV :NOMBRE D'ELEMENTS DANS LE DOMAINE AU PAS TEMPS DE
C PRECEDANT.
C ABLA : INDIQUE QUEL NOEUD EST EN PHASE DE FUSION.
C STEADY STATE:INDIQUE SI LE DOMAINE A ATTEINT LA TEMPERATURE
C DE SATURATION.
C FIN COND : INDIQUE SI LA PHASE DE PREFUSION EST TERMINER.
C TERMINER : INDIQUE SI LA SIMULATION EST TERMINER.




C INITIALISATION DES POINTS D'INTEGRATION ET DES POIDS POUR
C L'INTEGRATION NUMERIQUE,DE MEME QUE DES FACTORIELS UTILE








C INDK ET INDL SONT UTILISER POUR POUVOIR FAIRE L'INTEGRATION









C INITIALISATION ET DETERMINATION DU NOMBRE DE COLONNES QUE
C POSSEDE LA MATRICE G.
C
N_ELE_INIT=N_ELE




































C DETERMINATION DES VALEURS CONNUES CONSTITUANT LE
C VECTEUR COLONNE QUI MULIIPLI LA MATRICE G.
C
CALL ASSIG VAL CONNUE<TY,FLUX,TEMP F,VAL,NE G)
C
C
C DEBUT DE LA CONDUCTION
C
FIN COND=.FALSE.



















12 F0RMAT(2X,'T = TEMPERAIURE (C)f G = GRADIENT <C/a)',2</>,
+ 2X,'NOEUD X Y TYPE',/)
URITE(2,1)
1 FORMAI(2X,'NOEUD X Y IEMPERATURE (C)',/)
URITE(3,2>
2 FORMAI(2X,'TEMPS ERREUR EN Z',/)
URITE(8,8)




































CALL MATRICES H G(XFfYF,H,G,TY,ABLA,NE G)
CALL MATRICE B(XI,YI,E,XF,YF,B,EL)
C
C EVALUATION DES MATRICES POUR L'EVALUATION DES TEMPERATURES
C INTERNES.
C
CALL MATRICES HD GD(XF,YF,CGT,HD,GD,TY,ABLA,NE G)
CALL MAIRICE_BD(XI,YI,E,CGI,BD,EL)
C
C ROUTINE SERVANT A VERIFIER S'IL N'Y PAS DE NOEUD QUI
C A ATTEINT LA TEMPERATURE DE FUSION.
C




C VERIFIE SI LA PHASE DE PREFUSION N'EST PAS TERMINER
C
DO WHILE ( (I .LE.NOF M).AND.(.NOT.FIN COND))
IF (ABLA(D) FIN COND=.IRUE.
1=1+1
END DO
IF (.NOT.FIN COND) THEN
DO I=1 ,NOF>
DO J=1,NÔF.M











CALL PRODUIT MAI(G,VAL,PRODG,NOF M,NE G,NB F,2ANB F)



















CALL PRODUIT MAI(B,T,PROBB,NOF H,N ELE,NB F,NB E)
CALL PRODUIT~MAT(BD,T,PRODBD,N"ELE7N ELE,NB E,NB E)
C
C CALCUL DE LA MATRICE AUGMENTEE.
C
DO 1=1,NOF M
VECT C(lT=PRODG(I) + PRODB(I)
END DO
CALL PRODUIT MAT(H TEMP,VECT C,VAL INC,NOF M,NOF M,
+ ~ NB.F,NB F+l)
CALL PRODUIT MAT<HD,VAL ÏNC,PRODHD,N.ELE,NOF_M,NB_E,NB_F+1)
C
C EVALUATION DES TEMPERATURES INTERNES.
C
DO 1=1,N ELE
T(I) = PRODGD(I) + PRODBD(I) - PRODHD<I)
END DO
C





ELSE IF (TY(I).EQ.2) THEN
FLUX(I,2)=-VAL INC(I)AK
ELSE IF (TY(I).EQ.3) IHEN
FLUX(1,1)=-VAL INC(I)ÀK







C VERIFICATION DE LA FIN DE LA CONDUCTION
C
CALL VERI TEMP FUSION(TY,ABLA,FLUX,VAL,VAL INC,G,H,
+ ~ GD,HD,NE G)
1=1
DO WHILE (d.LE.NOF M) .AND. <.NOT.FIN COND) )




C CALCUL DE L'ERREUR RELATIVE SUR LE BILAN D'ENERGIE ET
C DE L'ENERGIE CUMULEE ,ET IKPRRESSION DE RESULTATS
C
DO 1=1,N ELE
ENER IN=ENER IN+AIRE<I)ARHOACPA<Ï(I)-Ï AV(I)>
END DO





IF (FERMER) ENER D=ENER D+LXY<NOF)A
+ (-FLÛX(N0Fp2)-FLUX(l,l))A0.5
ENER D=ENER DA(PAS-PAS AV)
ENER_D_IMP=ÊNER.D_IMP+ËNER_D
ENER~D~IOT=ENER~D~IOT+ENER~D
IF <7jMOD(JNINT(PÀS),DT ERR).EQ.O).OR.(FIN COND>) THEN




































IF <TY<I).EQ.l) IEHP F(I)=VAL INC(I>
IF (ABLA(I)) IEHP F(î)=0.0
END DO










55 FORMAT<X,/,11C ' ) , ' < « « RESULTATS DE LA SIMULATION » > » ' ,
+ 2X,'DUREE DE LA PHASE DE PREFUSION',145,': ',F8.2,
+ ' lin.',/)
IF (JNINT(PAS).GT.O) IHEN
ERREUR=1OO.OA(ENER IN TOT-ENER D TOD/ENER D TOT
URITE(15,60) ERREUR
60 F0RMAK2X,'ERREUR RELATIVE COMMISE SUR BILAN D''ENERGIE
+ NET D E ' , / ,
+ 2X,'LA PHASE DE PREFUSI0N' ,T45 , ' : ' , F 7 . 2 , ' Z ' , / )
END IF
C
C DEBUT DE L'ABLATION.
C
EL_AV=EL
N ÊLE AV=N ELE
NÔM='POS FRONT.DAT'
NOMFICH=ÊNDROIT//NOM
OPEN ( 3 , F ILE=NOMF ICH, STATUS= ' UNKNOWN ' )
C
C IMPRESSION DES RESULIATS.
C
C











CALL PRODUIT MAT(B,T,PRODB,NOF M,N ELE AV,NB E,NB E)






80 FORMAT(2X,'L"ELEMENT ',12,' DE LA DIAGONALE EST NUL AU'















DETER=SIMUL(NB F,NOF M,H,VAL INC,1)
IF (DETER.EQ.0.0) THEN
URIIE(15,65) JNINT(PAS)







DO UHILE ((STEADY STATE).AND.(I.LE.NOF M))






CALL PRODUIT MAT(GD,VAL,PRODGD,N ELE,NE G,NB E,2ANB F)
CALL PRODUIT MAT(HD,VAL INCfPRODHD,N ELË,NOF~MrNB E^NB F+1)
CALL PRODUIT~MAT(BD,T,PRODBD,N ELE,N~ELE AV,NB E,NB E ) ~
DO 1=1,N ELE~
159.













N ÊLE AV=N ELE
C
C IMPRESSION DES RESULIATS.
C
C
C CONSTRUCTION DES FICHIERS DE SORTIE.
C
IF UJMODUNINKPAS-TEMPS COND-DT_C),DT_IMP P).EQ.O)
+ .OR.(STEADY STATE)) THEN
URITE(3,A) PAS,NOF H
DO I=lrNOF M
URITE<3,20) I , XF ( I ) ,YF ( I )
END DO
END IF
IF <<JHQD(JN INK PAS-TEMPS COND-DI C) fDI IMP D .EQ .0 )






































C DEPLACEMENT DE LA FRONTIERE.
C





IF (FERMER) ENER D=ENER D+LXY<NOF)A
+ " (-FLÛX(N0F,2)-FLUX(l,l))*0.5
ENER_D=ENER_DÀ(PAS-PAS_AV)
ENER D TOT=ËNER D TOT+ENER D
CALL"DËP FRONT(XF>F,FLUX,VAL INC,DS,DT,TY,ABLA)
CALL DIMÎN NB COUCHE(T)
CALL MAILLÂGE_AUTO(XF,YF,XI,YI, E)
CALL CENTRE GRAV TRKE,XI,YI,CGT)




CALL MATRICE B(XI AV,YI AV,E AV,XF,YF,B,EL AV)
CALL MAIRICEJD ( XÏ_AV, Y ï_AV, Ê_AV, CGT, BD, EL_AV )
CALL MATRICES H G(XF,YF,H,G,TY,ABLA,NE G)
CALL MATRICES~HD GD(XF,YF,CGT,HD,GD,TY7ABLA,NE G)
CALL VERI TEMP FUSION(IY,ABLA,FLUX,VAL,VAL INC,G,H,
+ GD,HD,NE G)
DO 1=1,NOF H
IF (TY(I).EQ.l) TEMP_F(I)=VAL INC(I)
IF (ABLA(D) TEMP F(ï)=0.0
END DO





















POÛRC SOLIDE=(AIRE TOT/AIRE TOT INIDA100.0

















IF (FERMER) ENER D=ENER D+LXY(NOF)A
+ " (-FLÛX(N0E,2)-FLUX(I,l))A0.5
ENER D TOT=ENER D TOT+ENER DA(PAS-PAS AV)






AIRE TÔT=A IRE TOT+AIREd)
END DO"
POURC SOLIDE=(AIRE TOT/AIRE IOT INIDAIOO.O
IF (PÔURC SOLIDE.LT.1.0) TERMINËR=.TRUE.
C
C IMPRESSION DES RESULTATS.
C
C











+ .OR.(TERMINER)) THEN "
URITE(8,A) PAS
DO 1=1,NOF H




ENER_ IN_TOT= (AIRE_TOT_ IN IT-A IRE_IOT ) ARHO.L
ENER~IN=0.0
DO 1=1,N ELE INIT
ENER IN=ENËR_IN+AIRE_INIT(I)A(-I_INII(I))
END DO
ENER IN TOT=ENER IN TOT+ENER INARHOACP
IF (ÂBSTENER IN TOlT.LT.EPSILON) THEN
ERREUR=O.0~
ELSE
ERREUR=100.0A(ENER IN TOT-ENES D TOT)/ENER IN TOT
END IF
WRITE(15,70) POURC SOL IDE,ERREUR
70 FORMAT(2X,'ERREUR RELATIVE COMMISE SUR LE BILAN D"ENERGIE NET
+ DE',/,
+ 2X,/I0UT LE PROCEDE D''ABLATION JUSQU"A CE OU" IL NE',/,
+ 2X,'RESTE PLUS QUE ',F5.2,' % DU SOLIDE INITIAL',T45,
+ ': ',F8.2,' %',/)
WRITE(15,85) PAS/60.0





























C ROUTINE CALCULANT LES VALEURS POUR L'INTE-
C GRAIION A UNE DIMENSION PAR LA METHODE
C DE GAUSS-LEGENDRE ET CECI POUR DIFFERENTS























































































































































C ROUTINE CALCULANT LES VALEURS POUR L'INTE-
C GRATION NUMERIQUE A UNE DIMENSION PAR LA
C METHODE DE GAUSS-LAGUERRE ET CECI POUR











































































































C ROUTINE CALCULANT LES MAX PREMIERS FACTORIELLES
C





FACT<1) = 1 . 0
DO I=2,MS0M+l











C ROUTINE SERVANT A FAIRE LE MAILLAGE AUÏO
C MATIQUE D'UN DOMAINE CONVEXE.
C
PARAMETER(NB F = 32,NB E ~ 532,NB D = 365,NB DIV = 10)










CGDX = CGDX + XF(I)



























































































































SUBROUTINE CENIRE GRAV TRI(E,XI,YI,CGT)
C




PARAMETER (NB E = 532,NB D = 365)


















C ROUTINE CALCULANT LA LONGUEUR DES




PARAMETER <NB F = 32)












SUBROUTINE ASSIG_VAL CONNUE<TY,FLUX,TEMP F,VAL,NE G)
C
C ROUTINE SERVANT A ASSIGNER AU VECTEUR COLONNE 'VAL* LES VALEURS
C CONNUES POUR SOLUTIONNER LE SYSTEME D'EQUATIONS LINEAIRES.
C
PARAMETER(NB F = 32 )
REAL FLUX(NB~F,2),IEMP F(NB F),VAL(NB F),K,ALPHA,RHO L







IF ( TY ( I ) . EQ . l ) THEN











ELSE IF <TY(I).EQ.2) THEN
VAL(L-l)=-FLUX(Ifl)/K
VAL(L)=TEMP F(D
ELSE IF (IY(I).EQ.3) THEN
VAL(L-1)=TEMP E(D
VAL(L)=-FLUX(Î,2)/K













ELSE IF (TY(1).EQ.2) THEN
VAL(NE.G)=-FLUX(1,1)/K
VAL(1)=TEMP F(l)
ELSE IF (TY(1).EQ.3) THEN
VAL(NE G)=TEMP F(l)
VAL(1)=-FLUX(1,2)/K




















C ROUTINE CALCULANT LES MATRICES H ET G AVEC L'OB-





PARAMETER(NB F = 32,MS0M =50)
REAL XF(0:NB"F+1),YF(0:NB F+1),G(NB_F,2ANB F),H(NB_F,NB_F+1)
+ ,SINGSOMG1(MSOM),SINGSOMG2(MSOM),LXY(0:NB F+l),CHANGE,


















C CALCUL DE LA CONSTANTE QUI DEPEND DE L'EMPLACEMENT













IF (DIFF.LT.O.O) TETAI = 2.0API - IETA1
DIFF=XF(J)-XF(J+1)
IF (ABS(DIFF).LI.EPSILON) DIFF=0.0
IF (DIFF.LI.O.O) TETA2 = 2.0API - TETA2
IF (ABS(TETAl-TEIA2).LI.1.0E-4) IEIA1=IETA2
IF (TETAI.GT.IETA2) TETA2 = IEIA2 + 2.0API














IF ( d . EQ . l ) .AND. (K.EQ.NOF)) K = 0
C
C TRAITEMENT DES SINGULARITES.
C









G(I,L) = G<I,L) • <1.0-EULER-LOG<IERM)-SOM1)A
+ LXY(J)/(8.0API)







































G(I,L) = G<I,L) + <3.0-EULER-L0G(TERM)-S0Ml)A
LXY(J)/(8.0API)




X3=LAMBDAAXF(J+1) + ( 1.0-LAMBDA)AXF <I)









































G<ItL) = G(I,L> + RES1ALXY(J)/U6.OAPI)









IF (.NOT.FERMER) CALL SYMETRIE HAT FRONT(H,G,NOF M,NB F)
C
C REGROUPEMENT DES COLONNES OU LE NOEUD CORESPONDANT A UNE

















































































C ROUTINE SERVANT A CALCULER NUMERIQUEMENT L'INTE-
C GRALE P/R AU TEMPS ET P/R A L'ESPACE PAR LA ME-
C THODE DE GAUSS-LAGUERRE ET PAR LA METHODE DE
C GAUSS-LEGENDRE,ET CECI POUR TRAITER LA SINGULA-
C RITE LORSQUE L'OBSERVATEUR EST SITUE SUR LA ERON-
C TIERE.
C


























C FONCTION DONNANT LA DISTANCE ENTRE L'OBSER-
C VATEUR ET LA SOURCE SITUES SUR LA FRONTIERE
C ET CECI P/R AU DEUXIEME ELEMENT DE REFERENCE
C UTILISE POUR TRAITER LA SINGULARITE POUR

















C FONCTION DONNANT LA DISTANCE ENTRE L'OBSER-
C DATEUR ET LA SOURCE SITUES SUR LA FRONTIERE
C ET CECI P/R AU DEUXIEME ELEMENT DE REFERENCE
C UTILISE POUR TRAITER LA SINGULARITE POUR
C J=I.
C















C FONCTION SERVANT A CALCULER LA


















C FONCTION SERVANT A CALCULER LA
C MATRICE G DANS LE CAS OU J = I - 1 .
C
PARAMETER(NB F = 32 )













C FONCTION SERVANT A CALCULER LA
C MATRICE G DANS LE CAS OU J = I .
C
PARAMETER(NB F = 32)
















C FONCTION SERVANT A CALCULER LA


















C ROUTINE CALCULANT NUMERIQUEMENT PAR LA METHODE DE
C GAUSS-LEGENDRE L'INTEGRALE A UNE DIMENSION,ET
C CECI POUR L'OBSERVATEUR SITUE SUR LA FRONTIERE.
C
PARAMETER(NB F = 32)



















C ROUTINE CALCULANT NUMERIQUEMENT L'INTEGRALE P/R AU TEMPS
C ET P/R A L'ESPACE PAR LA METHODE DE GAUSS-LAGUERRE ET
C PAR LA METHODE DE GAUSS-LEGENDRE,ET CECI POUR L'OBSER-
















X = X + WZ(0RD2,L)/(PZ(0RD2fL) +
+ R1F(PT(ORD1,K),XF,YF)/DENOM)
END DO









C FONCTION SERVANT A CALCULER LA DISTANCE
C ENTRE L'OBSERVATEUR ET LA SOURCE SITUES
C SUR LA FRONTIERE.
C
PARAMEIER(NB F = 32)


















PARAMETER(NB F = 3 2 )






























































SUBROUTINE MATRICES HD GD(XF,YF,CGT,HD,GD,TY,ABLA,NE G)
C
P____ _ _ _ _ _ _ . .
 M w. M «..«•«»»«.«. «.-.»*•«- — — — • — — — — -.• — . — — _ _ _ _ _ _ _ _
C
C ROUTINE CALCULANT LES MATRICES HD ET GD






PARAMEIER(NB F = 32,MS0M = 50,NB_E = 532,NB_DIV = 10)
REAL XF(0:NB F+l),YF(0:NB F+1),GD(NB E.2ANB F),HD(NB EfNB F+1),
+ LXY(0:NB_F+lJ,CGT(NB_E,2)^FACT(MS0M+l),KSI,PI,EULER,EPSILON,
+ CHANGE,LAMBDA(NB DIV)
INTEGER P,PLIM,EL,IY(NB F),NE G,NB_COUCHE,N ELE
LOGICAL ABLACNB F+1),FERMER
COMMON/PROP/ALPHA/DOMM/EL,NO I ,N ELE
COMMON/FRONT/NOF, NOE M/CONST/DENOM,PI/FACTOR/FACT/LONG/LXY
COMMON/INDICE/I,J/MESH/LAMBDA,NB COUCHE/CONIOUR/FERMER







































GD(I1,L) = GD(I1,L) + RES1ALXY(J)/(16.O*PI)
107.





























GD<I1,L) = GD(I1,L) + RES1ALXY(J)/(16.OAPI)








IF (.NOT.FERMER) CALL SYMETRIE MAT FRONT(HD,GD,N ELE,NB E)
C
C REGROUPEMENT DES COLONNES OU LE NOEUD CORESPONDANT A UNE




















































































C ROUTINE CALCULANT NUMERIQUEMENT PAR LA METHODE DE
C GAUSS-LEGENDRE L'INTEGRALE A UNE DIMENSION,ET
C CECI POUR L'OBSERVATEUR SITUE DANS LE DOMAINE.
C
PARAMETER(NB.F = 32,NB_E = 532)
















P—— — — — ———————————— — _—_——•.—•.———————«.-—— — — — _ — — — — — „ — — — .
C
C ROUTINE CALCULANT L'INTEGRALE P/R AU IEMPS PAR
C LA METHODE DE GAUSS-LAGUERRE ET P/R A L'ESPACE
1 9 0 ,
C PAR LA METHODE DE GAUSS-LEGENDRE ,ET CECI POUR L'OBSERVA-




PARAMETERS F = 32,NB E = 532)
REAL XF(O:NB~F+l)fYF(O:NB F+1),CGT(NB E,2)
REAL U1(12,12) ,PT(12,12) ,WZ(15,15) ,P2(15,15)
INTEGER 0RDl,0RD2
COMMON/INTEG1/0RD1, Ul,PT/INTEG1 T/0RD2,UZ,PZ







X = X + UZ(0RD2,L)/<PZ(0RD2fL) +
+ RlD(PT(ORDlfK)rXF,YF,CGT)/DENOM)
END DO









C FONCTION SERVANT A CALCULER LA DISTANCE
C ENTRE LA SOURCE ET L'OBSERVATEUR SITUE
C DANS LE DOMAINE.
C
PARAMETER(NB F = 32,NB E - 5 32 )















C FONCTION UTILISEE POUR CALCULER LA MATRICE HD.
C
£________—. _____________ ________ _______________________
C
PARAMETER(NB_F = 32,NB_E = 532)



























































C FONCTION UTILISEE POUR CALCULER LA MATRICE GD.
C
C










SUBROUTINE SYMETRIE MAI FRONT(H,G,NB L,NB LIG)
C
C ROUTINE SERVANT A COMPLETER LA MATRICE H, HD, G El GD
























































SUBROUTINE PROD_SCAL ( XF, YF, DX





C ROUTINE CALCULANT LE PRODUIT SCALAIRE
C ENTRE LE VECTEUR ALLANT DE L'OBSERVATEUR
C A LA SOURCE ET LE VECTEUR NORMAL DIRIGE














SUBROUTINE MATRICE B(XI,YI,E,XF,YF,B,EL AV)
C
C ROUTINE CALCULANT LES ELEMENTS DE LA MATRICE B




PARAMETER(NB F = 32,NB E = 532,NB_D = 365)
REAL PI
REAL KSIjXKNB D),YI(NB D),XE<O:NB F+1),YF(O:NB F+l),
+ B(NB F,NB~E)





















C ROUTINE CALCULANT LA MATRICE BD POUR L'OBSERVATEUR
C SITUE DANS LE DOMAINE.
C
PARAMETER(NB E = 532,NB D = 365,NB DIV = 10)
REAL KSI,PI,XI(NB D),YI(NB D),CGT(NB E,2),BD(NB E,NB E),
+ LAMBDA(NB DIV)
INTEGER E<NB E,3),EL,EL AV,NOF,NOF M,N1,I,J,K,N2,«,NB COUCHE
LOGICAL FERMER





































C ROUTINE SERVANT A REGROUPER LES TERMES DE LA MATRICE
C 'B' ET 'BD1 QUI CORRESPONDENT A LA MEME TEMPERATURE A
C UN POINT DONNE DU DOMMAINE PAR SYMETRIE.
C
PARAMETER<NB E = 532)
REAL B(NB LIG,NB E)
INTEGER EL AM,NÛF M,NB COUCHE AV
LOGICAL QUART




























































C ROUTINE CALCULANT EN COORDONNEES POLAIRES L'IN-
C TEGRALE SUR LE DOHAINE POUR L'OBSERVATEUR
C SITUE SUR LA FRONTIERE.
C
PARAHETER(NB E = 532,NB D = 365)




































































IE (ABS(PHI(2) -PHI( l ) ) .GE.1 .0E-4) THEN
IF (ABS(PHI(2)-PHI(1)) .QT.PI) PHI( l )=PHI( l ) -2 .0API
DO 11=1,IORD
X=X+UHI0RD,Il)A<EXP(-<R2P<PTU0RD,Il),XI fYI,P,PX,PY,







IF (ABS(PHI(3) -PHI(2) ) .GE.1 .0E-4) THEN















SUBROUTINE POSIIION POINT<XI,YI,E,PX,PY fINSIDE)
C
C ROUTINE SERVANT A DETERMINER SI L'OBSERVATEUR
C SITUE SUR LA FRONTIERE EST SITUE A L'INTERIEUR D'UN
C TRIANGLE CONSTITUANT LE DOMAINE DU PAS DE TEMPS PRECE-
C DANT.
C
PARAMETER(NB E = 532 ,NB D = 3 6 5 )
REAL XKNB_D) ,YKNB_D) ,PX,PY fY,
Y1,Y2,X
INTEGER E(NB E , 3 ) , I , J , I N S I D E
COMMON/INDICÈ/I,J
DATA EPSIL0N/1 . 0E-6 /





























































































C ROUTINE SERVANT A DETERMINER SI DEUX POINTS SE TROUVE























C ROUTINE SERVANT A HEURE EN ORDRE CROISSANT LES DEUX
C AUTRES ANGLES CORRESPONDANT AUX SOMMETS AUTRES QUE
C 'N21 AVEC L'OBSERVATEUR SITUE SUR UN SOMMET (N2> OU
C A L'EXTERIEUR DU TRI ANGLE. DANS LE DERNIER CAS N2 REPRE-
C SENTE LE SOMMET QUI SEPARE L'INTEGRATION EN DEUX PARTIES
C




















































C ROUTINE SERVANT A DETERMINER L'ORDRE DES DEUX
C AUTRES ANGLES POUR POUVOIR BIEN EFFECTUER
C L'INTEGRATION EN COORDONNEES POLAIRES,ET CECI
C DANS LE CAS OU L'OBSERVATEUR EST SITUE SUR UN DES
C COTES DU TRIANGLE A L'EXCLUSION DES SOMMETS.
C
PARAMETER(NB E = 532)
REAL PHI(3) ,PHI1,PHI2,PHI3









































C ROUTINE SERVANT A METTRE EN ORDRE CROISSANT LES
C ANGLES CORRESPONDANT AUX SOMMETS DU TRIANGLES


































C FONCTION SERVANT A CALCULER LA DISTANCE ENTRE
C UN COTE D'UN TRIANGLE ET L'OBSERVATEUR SITUE
C SUR LA FRONTIERE.
C
PARAMETER<NB E = 532,NB D = 365)
REAL ZETA,XI(NB D),YI(NB D),PX,PY,A,B,
+ PHI1,PHI2,ÎETA




















C INDIC :LORSQUE INDIC EST NEGATIF, SIMUL CALCUL L'INVERSE
C DE LA MATRICE A QUI EST N PAR N.LORSQUE INDIC EST
C NUL, SIMUL SOLUTIONNE LE SYSTEME D'EQUATIONS LI-
C NEAIRES ET INVERSE LA MATRICES A.LE RESULTAT EST
C DANS LE VECTEUR X.LORSQUE INDIC EST POSITIE, SIMUL
C SOLUTIONNE LE SYSTEME D'EQUATIONS LINEAIRES SANS
C INVERSER LA MATRICE.
C
C SIMUL : RETOURNE LA VALEUR DU DETERMINANT DE LA MATRICE.
C
C NB : DIMENSION MAXIMALE DE LA MATRICE A.
C
C
C POUR PLUS D'EXPLICATIONS VOIR LE LIVRE "APPLIED NUMERICAL
C METHODS' PAR B.CARNAHAN,H.A. LUTHER ET JAMES O.UILKES




PARAMETER(NB F = 40)
REAL A(NB,NB+l)fSIHUL,Y(NB_F)fX(NB)











C SEARCH FOR IHE PIVOT ELEMENT . . . .
PIVOT=O.
DO 11 1=1 ,N
DO 11 2=1,H
C SCAN IROU AND JCOL ARRAYS FOR INVALID PIVOT SUBSCRIPTS.
IF ( K . EQ . l ) GO TO 9
DO 8 ISCAN=1,KM1
DO 8 JSCAN=1,KM1
IF (I.EQ.IROU(ISCAN)) GO TO 11
IF (J.EQ.JCOL(JSCAN)) GO TO 11
8 CONTINUE






C INSURE THAT SELECTED PIVOT IS LARGER THAN EPSILON
207.

















IF (I.EQ.IROUK) GO TO 18
A(I,JCOLK >=-AIJCK/PIVOT
DO 17 J=1,MAX
17 IF (J.NE.JCOLK) A(I,J)=A(I,J)-AIJCKAA(IROWK,J)
18 CONTINUE
C





20 IF (INDIC.GE.O) X(JCOLI)=A(IROUI,MAX)
C
C ADJUST SIGN OF DETERMINANT
INTCH=O
NM1=N-1
DO 2 2 I=1,NM1
DO 22 J=IP1,N








C IF INDIC IS POSITIVE REIURN WIIH RESULTS




C IF INDIC IS NEGATIVE OR ZERO,UNSCRAMBLE THE INVERSE
C FIRST BYE ROUS








C THEN BYE COLUMNS

















C ROUTINE CALCULANT LE PRODUIT MATRICIEL D'UNE
C MATRICE NB_L X NB_C AVEC UNE MATRICE NB_C X 1
C



















C ROUTINE SERVANT A VERIFIER SI UN OU PLUSIEURS NOEUDS ONT
C ATTEINT LA TEMPERATURE DE FUSION ET A FAIRE LE REARRANGE-
C MENT DES MATRICES.
C
PARAMETER(NB F = 32,NB E = 532)
REAL FLUX(NB F,2)fVAL(2ANB F),G(NB_F,2ANB F),H(NB F,NB F+l),
GD(NB E,2ANB F),HD(NB E,NB F+l),VAL INC(NB F)














































































































































SUBROUTINE DEP FRONT(XF,YF,FLUX,DU DN,DS,DT,TY,ABLA)
C
C ROUTINE SERVANT A DEPLACER LA FRONTIERE DE
C CHANGEMENT DE PHASE EN UTILISANT LA CONDITION




PARAMETER (NB F = 32)
REAL XF(O:NB F+1),YF(O:NB F+l)fK,RHO L,NORME,FLUX(NB F,2),
+ DS(NB EÏ,DU DN(NB F>7M<NB F,2),XF TEMP(O:NB F+l),
+ YF_TEMP(O:NB_F+I>,DT































SUBROUTINE ENLEVE_ELE_FRONT<XFtYE,IY,ABLA,XF AV,YF AV)
c
C ROUTINE SERVANT A ENLEVER LE NOEUD J+l LORSQUE L'ELEMENT J EST
C DEVENU IROP PETIT.
C
PARAMETER(NB_F = 32)
REAL XE(O:NB_F+1),YF(O:NB F+1),LXY(O:NB F+1>,LONG MIN,









IF (LXY(NOF M-D.LI.LONG MIN) THEN







































































C ROUTINE SERVANT A DECIDER LE NOMBRE DE DIVISIONS
C QUE L'ON PEUT PRENDRE POUR L'EVALUATION DE L'IN-





PARAMETER (NB_E = 532,NB_DIV = 10)
























































































C ROUTINE SERVANT A DIRE QUELS NOEUDS A ATTEINT
C LA TEMPERATURE DE FUSION PAR SYMETRIE.
C
PARAMETER(NB_F = 3 2 )
LOGICAL ABLA7NB_F+1),QUART























C ROUTINE CALCULANT L'AIRE DES ELEMENTS
C TRIANGULAIRES.(MAA2)
C
PARAMETER (NB D = 365,NB_E = 532,NB_DIV = 10 )
REAL X I ( N B _ D ) 7 Y I ( N B D),AIRE(NB_E),LAMBDA(NB_DIV)
















AIRE(Il )=ABS((XI(E(I f2)) -XI(E(I , l ) ) )A




























C ROUTINE SERVANT A CALCULER LE TEMPS 'CPU1 ET D'AUIRES
C STATISTIQUES ET A LES IMPRIMER DANS LE FICHIER 'SIATS.DAT'
C
INTEGERS TIMER DATA,TIMER ADDR,TIMER ROUTINE,STATUS
EXTERNAL TIMER ROUTINE
INTEGERÀ4 LIB$ÎNII.IIMER,LIB$SHOU.TIMER,LIB$FREE.T IMER
EXTERNAL LIB*INIT TIMER,LIB$SHOW TIMER,LIB$FREE TIMER
LOGICAL FIRST
DATA FIRST/ .TRUE. /
TIMER DATA=2
IE(FIRST)THEN





STATUS = LIBtSHOU IIMER (TIMER ADDR,,TIMER ROUTINE,TIMER DATA)
IF(.NOT.STATUS)CALL LIBiSIGNAL (ZVAL(STATUS))























OPEN ( 1 0 , E ILE=NOMF ICH, STATUS= ' UNKNOWN ' , ACCESS* ' APPEND ' )
1=1
J= INDEX(STAIS ( I : ) , 'CPU ' )
IF ( J .NE .O) THEN
L=l











URITE(10 , 10 ) TEMPS_CALCUL
10 FORMAT(2X,T46,' ( " h :m i n : s ) ' , /
+ ,2X,'TEMPS DE CALCUL SUR UN VAX - I 1 / 7 8 5 ' , 1 4 5 , ' : 'A)
