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Abstract—In this paper, we consider a point-to-point link
between an energy harvesting transmitter and receiver, where
neither node has the information about the battery state or energy
availability at the other node. We consider a model where data is
successfully delivered only in slots where both nodes are active.
Energy loss occurs whenever one node turns on while the other
node is in sleep mode. In each slot, based on their own energy
availability, the transmitter and receiver need to independently
decide whether or not to turn on, with the aim of maximizing
the long-term time-average throughput. We present an upper
bound on the throughput achievable by analyzing a genie-aided
system that has noncausal knowledge of the energy arrivals at
both the nodes. Next, we propose an online policy requiring an
occasional one-bit feedback whose throughput is within one bit of
the upper bound, asymptotically in the battery size. In order to
further reduce the feedback required, we propose a time-dilated
version of the online policy. As the time dilation gets large, this
policy does not require any feedback and achieves the upper
bound asymptotically in the battery size. Inspired by this, we
also propose a near-optimal fully uncoordinated policy. We use
Monte Carlo simulations to validate our theoretical results and
illustrate the performance of the proposed policies.
Index Terms—Throughput, energy harvesting, decoding cost,
distributed power control.
I. INTRODUCTION
Fifth generation wireless networks aim to provide connec-
tivity to massive numbers of low power sensors, deployed to
collect the data for monitoring and surveillance. Often, these
applications require the sensors to be deployed at places that
are not easily accessible. Thus, the lifetime of a sensor is
limited by the battery attached to it. The energy harvesting
(EH) technology circumvents this problem, as an EH sensor
can harvest the energy from the environment, e.g., from a
solar source [1], [2]. On the other hand, the design of EH
communication systems becomes more challenging because
of the randomness in the energy arrivals. Specifically, due to
the finiteness of the energy storage (battery), it is necessary
to design power management policies that strike the right
balance between ensuring energy availability when required
and avoiding loss of harvested energy when the battery is full.
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The design of power management policies for point-to-point
links where both the transmitter and receiver are energy har-
vesting nodes (EHNs), termed as dual EH links, is undertaken
in [3]–[7] with the objective of optimizing the transmission
time [3], throughput [4], [5], delay-limited throughput [6] and
packet drop probability [7]. However, most of the work on
dual EH considers noncausal knowledge of energy arrivals at
both the transmitter and receiver, and the issue of coordination
between the transmitter and receiver is neglected for ease of
analysis. Dual EH links constitute a basic building block for
wireless sensor networks where all nodes are EHNs. Hence,
the design of online policies for energy management in dual
EH links is important.
In this paper, we consider a dual EH link between an
EH transmitter and an EH receiver, communicating over a
Gaussian channel. Neither node has information about the
battery state or energy arrivals of the other node. Hence,
both the transmitter and the receiver remain uncertain if the
other node will be ‘on’ in the next slot. Data is delivered
successfully if and only if both the transmitter and the receiver
are simultaneously ‘on’ in any slot. It is worth noting that
perfect coordination between the transmitter and receiver can
be achieved if the receiver is allowed to send an acknowl-
edgment for a successfully received packet [8]. However, for
a link with an AWGN channel, since the success or failure
of an attempt can be inferred from the rate of transmission,
sending an acknowledgment signal is not necessary and is an
additional overhead for energy-starved sensors. The goal of
this work is to design a distributed and online power control
policy for both the nodes, to maximize the long-term time-
averaged throughput with minimal feedback about the battery
state at the other node. Our main contributions are as follows:
1) First, we derive an upper bound on the maximum achiev-
able throughput, by analyzing a system that has non-
causal knowledge of energy arrivals.
2) Next, we present an online, distributed power control
policy whose throughput is within one bit of the upper
bound, and requires an occasional one bit feedback.
3) In order to further reduce the amount of feedback to
achieve the upper bound, we propose a time-dilated
policy which achieves the upper bound and requires zero
feedback, in the limit as the time-dilation gets large.
4) We also propose a near-optimal, deterministic, fully un-
coordinated policy which requires no feedback about
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the battery state of the other node, and analytically
characterize its gap from the optimality.
5) Our simulation results confirm the theoretical findings
and illustrate the trade-offs between system parameters.
The policies presented here not only achieve rates close to
the upper bound but are also simple to implement. Further-
more, the proposed policy requires knowledge about only first
and second order statistics of the harvesting processes. Our
policies allow the nodes to operate in a truly uncoordinated
fashion, and nearly obviates the need for any feedback. Also,
in contrast to [5], where the upper bound is obtained by
assuming unit-sized batteries at the nodes, the upper bound
presented here is independent of the battery capacity.
II. SYSTEM MODEL
We consider a point-to-point link where an energy harvest-
ing node (EHN) needs to transmit data to another EHN over
a Gaussian channel. The harvesting process at the transmitter
and receiver are assumed to be stationary and ergodic random
processes with their mean harvesting rates denoted by µt and
µr, respectively. The energy harvested at the transmitter and
receiver in the nth slot is denoted by Et(n) and Er(n), respec-
tively. At both the nodes, the harvested energy is stored in a
perfectly efficient, finite capacity battery. Since the amount of
energy harvested is random, both the transmitter and receiver
do not know the exact battery state at their counterpart. Hence,
in any slot, the transmitter does not know if the receiver will
be ‘on’ to receive the data or not, and vice-versa. A data packet
is successfully delivered if and only if both the transmitter and
receiver are simultaneously on in a slot.
The power control policy at the transmitter and receiver
over an N slot horizon is denoted by Pt = {pt(n)}Nn=1 and
Pr = {pr(n)}Nn=1, respectively, where pt(n) and pr(n) denote
the energy used by the transmitter and receiver, respectively,
in the nth slot. The power control policy at the receiver, pr(n),
is binary valued, i.e., if it decides to turn on in a slot, it always
consumes R units of energy; and it does not incur any energy
cost in the sleep mode [3], [6], [7], [9]. On the other hand, the
transmit power control policy is continuous valued. Without
loss of generality, we assume that each slot is of unit duration;
hence, we use the terms power and energy interchangeably.
By the principle of energy conservation, the battery at the
transmitter evolves as
Btn+1 = min
{
max{0, Btn + Et(n)− pt(n)}, Btmax
}
. (1)
In the above, Btn denotes the battery at the transmitter at the
start of the nth slot, and Btmax < ∞ denotes the size of the
battery at the transmitter. The battery at the receiver is of
size Brmax, and its state B
r
n evolves in a similar fashion. We
also consider the use of super-capacitor at the transmitter, for
temporarily holding energy budgeted for transmission. Its role
in the operation of the transmitter will be elaborated on later.
We assume that the rate achieved corresponding to power
pt(n) is well approximated by the capacity expression, i.e.,
R(pt(n)) , log(1+pt(n)) [10], [11], which is an upper bound
on the actual rate. For simplicity, we assume that the power
spectral density of the additive white Gaussian noise at the
receiver is unity. Our aim in this paper is to devise a distributed
power control strategy for the transmitter and the receiver, i.e.,
Pt and Pr, such that the long-term time-averaged throughput
is maximized. That is, our goal is to maximize
T , 1
N
N∑
n=1
1{pr(n) 6=0} log(1 + pt(n)). (2)
In the above, 1{pr(n)6=0} is an indicator function which takes
value one if pr(n) is nonzero, otherwise it is equal to zero.
Thus, 1{pr(n) 6=0} log(1 + pt(n)) denotes the rate achieved in
the nth slot, which is nonzero if and only if both the EHNs
are on in the nth slot, i.e., pt(n) 6= 0 and pr(n) 6= 0.
Mathematically, the problem of maximizing the long-term
time-averaged throughput can be written as
max
{pt(n),pr(n),n≥1}
lim inf
N→∞
T (3a)
subject to: 0 ≤ pt(n) ≤ Bnt , (3b)
pr(n) ∈ {0, R}, and pr(n) ≤ Bnr . (3c)
In (3c), the constraint pr(n) ∈ {0, R} denotes the fact that
the power control policy at the receiver is binary-valued, i.e.,
it consumes 0 or R units of energy, depending on whether
it is off or on, respectively. Note that, for a given sample
path of the harvesting processes and deterministic policies
conditioned on the sample path, lim infN→∞ T is a well
defined deterministic quantity. We seek to obtain the power
control policy for the transmitter and receiver such that they
can operate without requiring knowledge of each other’s
battery state, while achieving near-optimal performance. First,
in order to benchmark the performance of any policy, we
derive an upper bound on the throughput in (3).
III. UPPER BOUND ON THE THROUGHPUT
In this section, we derive an upper bound on the achievable
long-term time-averaged throughput by considering a system
in which both the EHNs are equipped with infinite size
batteries, and have noncausal information about the energy
arrivals. The following Lemma provides the upper bounds.
Lemma 1. The long-term time-averaged throughput of a dual
EH link satisfies:
a) lim infN→∞ T ≤ log(1 + µt) if µrR > 1,
b) lim infN→∞ T ≤
(
µr
R
)
log
(
1 + Rµtµr
)
if µrR ≤ 1.
Proof: See Appendix A.
In the above Lemma, the first scenario (a) corresponds to
the setting where the average harvesting rate at the receiver
exceeds R, the energy consumed by it per slot when it is
on. Thus, the battery state at the receiver has a positive
drift even if it remains on in all slots, i.e., the receiver
is energy unconstrained. This case is equivalent to having
only the transmitter as an EHN. Case (b) corresponds to
a scenario when the receiver is energy-constrained, i.e., the
average energy harvested in a slot is less than the energy
consumed in one slot. Consequently, the receiver can only
turn on intermittently. To avoid loss of energy, the transmitter
must avoid sending data when the receiver is off. However,
this requires the transmitter to know the state of the battery
at the receiver. In the next section, we present near-optimal
policies for both the scenarios.
IV. ASYMPTOTICALLY OPTIMAL POLICIES
In the following, we first consider Case (a) and present a
policy which asymptotically achieves the upper bound given
in Lemma 1, and does not require any feedback about the
battery state at the receiver.
A. Energy Unconstrained Receiver, µrR > 1
First, when the battery state has a positive drift, it is known
that the probability that the receiver does not have sufficient
energy to turn on decays exponentially with the size of the
battery [8]. Consequently, with high probability, the receiver
can always remain on, making this case equivalent to the
scenario where only the transmitter is EH. The optimal policy
in this scenario, denoted by Pu, is the same as the one
proposed in [12], which is as follows:
pu(n) =
{
µt + δ
+
t , B
t
n ≥ B
t
max
2 ,
min{Btn, µt − δ−t }, Btn < B
t
max
2 ,
(4)
where δ+t = δ
−
t = βtσ
2
t
logBtmax
Btmax
. Here, σ2t denotes the
asymptotic variance of the harvesting process at the trans-
mitter, and βt ≥ 2 is a constant. It is shown in [12] that
the policy Pu , {pu(n)}Nn=1 converges to the optimal utility
at the rate Θ
((
logBtmax
Btmax
)2)
while the transmitter battery
discharge probability simultaneously goes to zero at the rate
Θ
(
Btmax
−βt
)
. The transmitter battery discharge probability
is defined as ptd , limN→∞ 1N
∑N
n=1 1{Btn=0}. The receiver
battery discharge probability is defined similarly. Thus, in
the scenario described in the Case (a), Pu is asymptotically
optimal as the battery size gets large.
Next, we present a policy which achieves the throughput
within one bit of the upper bound for Case (b), with an
occasional one bit feedback about the receiver’s battery state.
B. Energy Constrained Receiver, µrR < 1
In this section, we present a policy that requires occasional
one bit feedback. Qualitatively, the policy operates as follows.
The receiver sends a one bit feedback whenever the battery
level crosses the half-full mark. We assume that the feedback
is received without error and delay, and ignore the energy and
time overhead in sending it. The one bit feedback enables
the transmitter to track whether the receiver’s battery is more
than or less than half full. Further, the receiver executes a
deterministic policy in either half of the battery state; and the
transmitter follows the receiver’s policy and transmits only
in slots where the receiver is also on. In the slots when
the receiver is off, the transmitter accumulates the energy
prescribed by its own policy in a super capacitor and uses
the accumulated energy for transmission in the next slot when
the receiver turns on. The consequence of using a super
capacitor to temporarily store energy is that the battery energy
discharge at the transmitter depends only on its own battery
state; specifically, it is independent of the policy at the receiver.
We now describe the policy in mathematical terms. The
energy accumulated in the super capacitor by the end of nth
slot, given that the transmitter does not transmit in that slot,
is given by
Ce(n) =
{
Ce(n− 1) + µt + δ+t , if Btn ≥ B
t
max
2 ,
Ce(n− 1) + min {µt − δ−t , Btn}, if Btn < B
t
max
2 ,
(5)
and Ce(n) = 0, if data is transmitted in the nth slot, and δ+t =
δ−t = βtσ
2
t
logBtmax
Btmax
. Here, we assume that the capacity of the
super capacitor is sufficient to store the energy accumulated
between two consecutive data transmissions. Let 1R+ denote
an indicator function which takes the value one if Brn ≥ B
r
max
2
and zero otherwise. Also, let N+r , b Rµr c, and N−r , d Rµr e.
In the nth slot, the transmitter follows the policy Pct given by
pct(n) =

Ce(n− 1) + µt + δ+t , if Btn ≥ B
t
max
2 ,
n = Non +N
+
r 1R+ +N
−
r (1− 1R+),
Ce(n− 1) + min {µt − δ−t , Btn}, Btn < B
t
max
2 ,
n = Non +N
+
r 1R+ +N
−
r (1− 1R+),
0 otherwise.
(6)
In the above, Non denotes the previous slot when the trans-
mitter and receiver were scheduled to turn on. It is initialized
to zero at the first slot (Non = 0 when n = 0), and at any slot
index n satisfying n = Non + N+r 1R+ + N
−
r (1 − 1R+), the
transmitter and receiver make an attempt if they have energy,
and Non is set to Non = n, i.e., it is updated to the current
slot index. The policy (6) is derived using the policy given
in (4), i.e., in each slot, the transmitter computes the energy
prescribed by pu(n) for that slot, and transfers the energy from
the battery to the super capacitor. In a slot when the receiver
is on, the transmitter uses all the energy accumulated in the
super capacitor till that slot to transmit its data.
The policy at the receiver is given as
pcr(n) =

R, Brn ≥ B
r
max
2 , n = Non +N
+
r
R, R ≤ Brn < B
r
max
2 , n = Non +N
−
r ,
0 otherwise.
(7)
The receiver’s policy Pcr , {pcr(n)}Nn=1 also emulates the
policy Pu given in (4). Specifically, the receiver executes a
policy similar to Pu by turning on after N+r , b Rµr c slots
(resulting in a negative drift in the battery state) if battery is
more than half full, otherwise it turns on after N−r , d Rµr e
slots (resulting in a positive drift in the battery state).
In the discussion to follow, let Pc denote the joint power
management policy proposed above, i.e., Pct , {pct(n)}Nn=1
and Pcr given by (6) and (7), respectively. The following
Lemma asserts that the throughput achieved by the policy Pc
is within 1 bit of the upper bound, when the battery capacity is
large. In addition, the probability of battery discharge decays
polynomially with the battery size at the transmitter, and it
decays exponentially fast with the battery size at the receiver.
Lemma 2. Let T c denote the time-average throughput
achieved by the policy Pc. For policy Pc, the battery dis-
charge probability at the transmitter and receiver are ptd =
Θ
(
Btmax
−βt
)
and prd = Θ
(
exp
(
−Brmaxµrδ−rσ2r
))
, respec-
tively, where βt ≥ 2 and δ−r , N−r − Nr, with Nr , Rµr .
In addition,
(
µr
R
)
log
(
1 + Rµtµr
)
− T c − 1 = O
(
logBtmax
Btmax
)
.
Proof: See Appendix B.
A careful examination of the proof of Lemma 2 reveals
that the one bit gap in the throughput arises because of the
receiver’s policy. From (7), the receiver’s policy is to wake up
once in N+r slots if its battery is more than half full, and to
wake up once in N−r slots if its battery is less than half full.
Due to this, the drift in the receiver’s battery remains fixed at
δ−r = N
−
r − Nr when Brn < Brmax/2 and δ+r , Nr − N+r
when Brn ≥ Brmax/2, irrespective of the value of Brmax. In
order to close the gap, we need finer control over the battery
drift at the receiver. We need it to be of the order o(1/Brmax),
similar to that at the transmitter. This can be achieved using
time-dilation, as described next.
V. OPTIMAL THROUGHPUT VIA TIME-DILATION
The key idea behind time dilation is to spread the drift
δ+r and δ
−
r at the receiver over a larger number of slots,
resulting in a smaller per-slot drift. That is, instead of (7),
which operates in batches of b Rµr c or d Rµr e slots, we consider a
policy that operates in batches of bRf(Brmax)µr c and d
Rf(Brmax)
µr
e
slots, where f(·) > 1 is a time-dilation function. For example,
if f(Brmax) is an integer, the time dilated policy turns the
receiver on for f(Brmax) slots out of bRf(B
r
max)
µr
c slots if the
battery at the receiver is more than half full, and it turns the
receiver on for f(Brmax) slots out of dRf(B
r
max)
µr
e if the battery
is less than half full. This results in a drift of
δ+r,f (B
r
max) = f(B
r
max)Nr −
⌊
Rf(Brmax)
µr
⌋
(8)
δ−r,f (B
r
max) =
⌈
Rf(Brmax)
µr
⌉
− f(Brmax)Nr (9)
over bRf(Brmax)µr c and d
Rf(Brmax)
µr
e slots, respectively. Hence,
the per-slot drift is given by
δ+eff =
δ+r,f (B
r
max)
bRf(Brmax)µr c
and δ−eff =
δ+r,f (B
r
max)
dRf(Brmax)µr e
. (10)
The transmit policy is still determined according to (6).
Furthermore, with the help of the one bit feedback, the
transmitter can ensure that it transmits only in the f(Brmax)
slots when the receiver is ‘on’. It can be shown that the
dynamics of the policy under time dilation is similar to the
dynamics of the policy Pc, as long as the dilation function
f(Brmax) is sub-linear in B
r
max. As a consequence, the proof
of Lemma 2 can be extended to the time dilated policy as well,
and the gap from the upper bound in this case can be made
to approach zero as the battery size at the receiver gets large.
Also, the policy operates over a longer time-window, has a
smaller per-slot drift and lower rate of crossing the half-full
mark, resulting in a smaller feedback overhead. We omit the
details here due to lack of space.
In the next section, we propose a near-optimal policy which
operates without any feedback from the receiver, and yet
achieves a throughput close to the policy Pc.
VI. A POLICY FOR FULLY UNCOORDINATED LINKS
In this section, we propose an uncoordinated policy which
prescribes a deterministic pattern for the receiver to turn on,
and does not require any feedback from the receiver. At the
transmitter, the policy Puc follows the same strategy as Pct
given by (6). However, the indicator variable 1R+ is not
available at the transmitter. Hence, it keeps the frequency
with which it transmits after N+r and N
−
r slots the same
as for policy Pc, but executes it in a deterministic pattern.
The receiver also turns on in the same deterministic pattern,
provided it has the energy to do so. To derive the deterministic
pattern according to which the receiver turns on for the policy
Puc, we first compute the empirical distribution of the battery
states at the receiver in which it turns on after N+r slots,
denoted as pi+r , under the policy Pc. Then, starting from the
first slot, under the policy Puc, the receiver turns on after N+r
and N−r slots in the same ratio as the policy Pc. That is:
• We compute n
+
n− =
∑N
n=1 1{Btn≥Brmax}∑N
n=1 1{Btn<Brmax}
, for policy Pc.
• The receiver turns on at the last slot of every batch of
N+r slots for n
+ consecutive batches, after that it turns
on at the last slot of every batch of N−r slots for n
−
consecutive batches, and so on.
Note that, in the above, n+ and n− are integers, which can
result in an approximation of the stationary probabilities with
which the receiver turns on after N+r and N
−
r slots. Using
larger integers results in a smaller approximation error, leading
to the same empirical distribution in the battery states as for
policy Pc. This, in turn, results in the two policies attaining
roughly the same average throughput. On the other hand, if n+
and n− are large, the receiver is essentially executing a policy
with a negative and positive drift (respectively) for a large
number of consecutive slots, which could increase the battery
discharge/overflow probability, leading to a loss of throughput.
The following Lemma characterizes the difference between
the throughput achieved by the policy Pc and Puc, in terms
of battery discharge probability of policy Puc.
Lemma 3. The throughput achieved by the policy Puc,
denoted by T uc, satisfies
T c − T uc = O(piuc0 ), (11)
where piuc0 denotes the stationary probability that battery at
the transmitter or receiver (or both) is empty, while operating
under policy Puc.
Proof: See Appendix C.
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Fig. 1. Energy unconstrained receiver: The policy presented in (4) achieves
the bound. Parameters chosen are R = 0.5 and Btmax = B
r
max = 50.
The significance of the above result comes from the fact that
the battery discharge probability, piuc0 , can be made to decrease
rapidly with the battery size, for a well designed policy. Due
to this, the gap between the throughput achieved by Puc and
Pc can be made small.
VII. SIMULATION RESULTS
We evaluate the performance of the proposed policies by
evaluating the time-averaged throughput using Monte Carlo
simulations of the system over 107 slots. The harvesting
processes at the transmitter and receiver are assumed to
be spatially and temporally independent and identically dis-
tributed according to the Bernoulli distribution with harvesting
probabilities ρt and ρr, respectively.
Fig. 1 shows the average per slot throughput when the
receiver is energy unconstrained. We note that the policy
given in (4) achieves the upper bound derived in Lemma 1.
In this case, the harvesting rate at the transmitter completely
determines the average throughput performance.
In Fig. 2, we show the average per slot throughput when
the receiver is energy constrained. The performance of policy
Pc given in (6) and (7), which requires an occasional one bit
feedback, is benchmarked against the upper bound. We see
that the throughput of Pc is very close to the upper bound.
The figure also shows the the time-dilated policy discussed in
Sec. V further closes the gap to the upper bound. In Fig. 3,
we study the impact of the battery size at the two nodes on
the performance of the policy Pc for a system with an energy
constrained receiver. The per slot throughput achieved by the
policy is near-optimal even with small capacity batteries.
Finally, in Fig. 4, we compare the performance of the policy
Puc against the throughput of the policy Pc. We note that the
throughput achieved by Puc is only marginally lower than that
achieved by Pc. Thus, the price paid for fully uncoordinated
operation is quite small.
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Fig. 2. Energy constrained receiver: The policy Pc with occasional one
bit feedback, achieves a throughput close to upper bound. The time-dilation
further improves its performance. The result corresponds to time-dilation
f(·) = 100. Other parameters are R = 0.5 and Btmax = Brmax = 1000.
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Fig. 3. Impact of battery size on the throughput of policy Pc, for R = 0.5.
VIII. CONCLUSIONS
In this paper, we considered the problem of designing power
control policies for uncoordinated dual EH links, where both
the transmitter and receiver are unaware of the battery state
of their counterparts. First, we derived an upper bound on
the achievable throughput with the help of a genie-aided
system, which has noncausal knowledge of the energy arrivals.
Then, we considered a scenario where the receiver is energy
unconstrained, and presented a policy which achieves the
upper bound. Next, we considered the case of an energy
constrained receiver, and presented a policy which achieves
the upper bound asymptotically through time-dilation and
requires occasional one bit feedback . We also presented a fully
uncoordinated policy in which the nodes deterministically
make their data transmission attempts, and empirically showed
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Fig. 4. The fully uncoordinated policy Puc achieves a throughput close to
that of the policy Pc. For Puc, the values of (n+, n−) are (5, 1), (1, 1) and
(2, 1) for ρr = 0.1, 0.2 and 0.4, respectively. Other parameters: Btmax =
Brmax = 50, R = 0.5.
that it achieves near-optimal throughput without requiring any
feedback. Future work could extend the proposed policies to
fading channels and spatially correlated harvesting processes.
APPENDIX
A. Proof of Lemma 1
Case a): From (2), the time-averaged throughput of a
dual EH link can be upper bounded as
T = 1
N
N∑
n=1
1{pr(n)6=0} log(1 + pt(n)),
≤ 1
N
N∑
n=1
log(1 + pt(n))≤ log
(
1 +
1
N
N∑
n=1
pt(n)
)
.
The last inequality above follows from Jensen’s inequality.
Next, taking the limit N →∞, we get
lim inf
N→∞
T ≤ lim inf
N→∞
log
(
1 +
1
N
N∑
n=1
pt(n)
)
,
(c)
= log
(
1 + lim inf
N→∞
1
N
N∑
n=1
pt(n)
)
,
(d)
≤ log
(
1 + lim inf
N→∞
1
N
N∑
n=1
Et(n)
)
,
(e)
= log(1 + µt),
where (c) follows because the logarithm is a continuous func-
tion, (d) follows from the fact that the total energy consumed
can not exceed the total energy harvested, and (e) follows
from the ergodicity of the harvesting process. This completes
the proof in Case (a).
Case b): In this scenario, the receiver can only turn on
intermittently, and the lack of information about the battery
state of the other node can lead to energy loss at the nodes.
To obtain an upper bound, we consider a genie-aided system
where the transmitter and receiver are equipped with infinite
sized batteries, and the entire energy harvested over N slots
is made available in the first slot itself, at both the nodes. In
this case, there is no energy loss due to lack of coordination,
as both the transmitter and receiver know the number of slots
when the receiver can turn on. Hence, the throughput of this
system is an upper bound on (3a).
From the strong law of large numbers, for large N , the
energy at the transmitter and the receiver at the beginning of
communication is Nµt and Nµr, respectively. Thus, the total
number of slots the receiver can remain on is N ′ = bNµrR c.
The long-term time-averaged throughput, Tg , of this genie-
aided system is
lim inf
N→∞
Tg ≤ lim inf
N→∞
1
N
N ′∑
n=1
log(1 + pt(n)),
≤ lim inf
N→∞
N ′
N
log
(
1 +
Nµt
N ′
)
. (12)
The last inequality above is based on the fact that it is
optimal to equally allocate the energy available over the N ′
slots, since the logarithm is a concave function. Noting that
limN→∞ N
′
N =
µr
R completes the proof.
B. Proof of Lemma 2
Proof: The proof of this Lemma is adapted from [12].
At the transmitter, we choose δ+t = δ
−
t = βtσ
2
t
logBtmax
Btmax
. On
the other hand, at the receiver, δ+r = Nr − b Rµr c, and δ−r =
d Rµr e − Nr, where Nr = Rµr . First, we analyze the battery
discharge probability at the transmitter and receiver, denoted
by ptd and p
r
d, respectively. We use [12, Lem. 2], which was
derived for the case where only the transmitter is an EHN.
Recall that the energy transferred from the battery to the
super capacitor at the transmitter depends on the battery state
at the transmitter, while the feedback sent by the receiver
only determines the slot in which the data is transmitted,
using the energy accumulated in the super capacitor. Similarly,
the decision to turn on at the receiver depends only on
the state of the battery at the receiver. Thus, the batteries
at both the transmitter and receiver evolve independently
of each other. Hence, the result in [12, Lem. 2] is appli-
cable to our case where both the transmitter and receiver
are EHNs. Thus, the battery discharge probabilities at the
transmitter and receiver decay as Θ
(
exp
(
−Btmaxδ−t
σ2t
))
and
Θ
(
exp
(
−Brmaxµrδ−rσ2r
))
, respectively. Since δ+t = δ
−
t =
βtσ
2
t
logBtmax
Btmax
, ptd = Θ
(
Btmax
−βt
)
, βt > 0. Similar results
hold for the battery overflow probabilities also.
Next, to show that the policy Pc asymptotically achieves
within one bit of the upper bound, we first characterize the
rate obtained in a slot. Under policy Pc, the receiver turns
on after N+r and N
−
r slots, depending on the battery state at
the receiver. Thus, the rate obtained in a slot ranges between
RN−rmax , R
(
N−r (µt + δ
+
t )
)
and RN+rmin , R
(
N+r (µt − δ−t )
)
.
Here, RN−rmax denotes the maximum rate obtained in a slot,
which is achieved when receiver turns on after N−r slots and
the battery at the transmitter remains more than half full during
all the N−r slots. Similarly,RN
+
r
min is the minimum rate obtained
in a slot, which is achieved when the receiver turns on after
N+r slots and the battery at the transmitter is less than half
full for the entire duration of N+r slots. Since R is an analytic
function, using Taylor’s expansion, we can write
RN−rmax = R
[
(Nr + δ
−
r )(µt + δ
+
t )
]
= R(Nrµt)+R(1)(Nrµt)δmax+R(2)(Nrµt)δ2max+o(δ2max)
where δmax , δ−r (µt + δ+t ) +Nrδ+t . Similarly,
RN+rmin = R(Nrµt) +R(1)(Nrµt)δmin +R(2)(Nrµt)δ2min
+ o(δ2min)
where δmin , δ+r δ−t − Nrδ−t − µtδ+r . Now, the actual rate
achieved depends by the amount of energy used for transmis-
sion, which, in turn, depends on the number of slots since the
previous transmission attempt. It also depends on the sequence
of states the batteries at the two nodes go through, starting
from the slot the transmitter previously made an attempt.
Hence, the transmit power corresponding to an arbitrary state
sequence s can be written as
ps =
{
N−r µt + ksδ
+
t − (N−r − ks)δ−t , if s ∈ SN−r ,
N+r µt + `sδ
+
t − (N−r − `s)δ−t , if s ∈ SN+r ,
(13)
where 0 ≤ ks ≤ N−r and 0 ≤ `s ≤ N−r denote the number
of slots when the battery at the transmitter is more than half
full, when the communication happens in N−r and N
+
r slots,
respectively. Also, SN−r and SN+r denote the set of sequence
of states in which the receiver turns on after N−r and N
+
r
slots, respectively.
The total number of bits transmitted corresponding to an
arbitrary state sequence s in which the transmit energy is
Nrµt + δs, is written as
Rs = R(Nrµt) +R(1)(Nrµt)δs +R(2)(Nrµt)δ2s + o(δs)2.
(14)
In the above, since N−r = Nr + δ
−
r N
+
r = Nr − δ+r and
δ+t = δ
−
t , δs (by comparing ps with Nrµt + δs) is given as
δs =
{
µtδ
−
r −N−r δ−t + 2ksδt if s ∈ SN−r
−N+r δ−t − µtδ+r + 2`sδt if s ∈ SN+r .
(15)
The rates obtained for policy Pc can also be characterized
in terms of the Markov chain described in the following. In
terms of Markov reward process, the rate Rs can be viewed
as the reward obtained when the Markov chain M visits the
state s. The state of Markov chain is given by a set of tuples
of battery states at the transmitter and the receiver. Depending
on the length of the sequence of tuples of the battery states,
the state space of the Markov chain can be partitioned into
two disjoint subsets, containing N+r and N
−
r length sequences
of battery states, denoted by SN+r and SN−r , respectively. A
typical state s ∈ SN+r is denoted as {(Btm, Brm)}
N+r
m=1. The
transition probabilities of this Markov chain can be written
in terms of the transition probabilities of the Markov chains
describing the evolution of the battery at the transmitter and
receiver, given by (1). For instance, in a scenario where the
transmitter and the receiver harvest the energy according to a
Bernoulli process [9], the probability of making a transition
from an arbitrary state s ∈ SN+r to a state s′ ∈ SN+r , in which
the reward obtained is RN+rmin, can be written as follows. The
probability of transition from s to s′ is one, if the battery
at the transmitter and receiver in the last tuple of the state
s is such that Bt
N+r
<
Brmax
2 − N+r and BrN+r ≥
Brmax
2 + R,
and for state s′, Btm <
Btmax
2 as well as B
r
m >
Brmax
2 for all
1 ≤ m ≤ N+r ; otherwise it is zero. Note that, the rate RN
+
r
min
is the reward corresponding to the state which is given by
the set of tuples of battery states in which the battery at the
transmitter is always less than half full while the battery at the
receiver is more than half full.
Under the above Markov chain formulation, the time-
averaged throughput is
T c =
∑
s∈S
pis
Rs
Ns
, (16)
where pis denotes the steady state probability of the system
being in a state s such that the rate Rs is obtained in N
slots. Note that, the existence of the steady state distribution
is ensured by the fact that the Markov chain M has a finite
number of states. Also, in the above, Ns takes the value N+r
and N−r depending on the state s. Next, using (14), time-
averaged throughput in (16) can be rewritten as
T c =
∑
s∈S
N
−
r
pis
Rs
Nr + δ
+
r
+
∑
s∈S
N
+
r
pis
Rs
Nr − δ+r
, (17)
= R(Nrµt)
 1
Nr + δ
+
r
∑
s∈S
N
−
r
pis +
1
Nr − δ+r
∑
s∈S
N
+
r
pis

+R(1)(Nrµt)
 1
N−r
∑
s∈S
N
−
r
pisδs +
1
N+r
∑
s∈S
N
+
r
pisδs

+R(2)(Nrµt)
 1
N−r
∑
s∈S
N
−
r
pisδ
2
s +
1
N+r
∑
s∈S
N
+
r
pisδ
2
s

+
∑
s∈S
N
+
r
piso(δ
2
s) +
∑
s∈S
N
−
r
piso(δ
2
s). (18)
In the following, we study the behavior of each of the terms
in RHS of (18). The first term in (18) can we rewritten as
R(Nrµt)
Nr
(
1 + δ
−
r
Nr
)(
1− δ+rNr
)
1 + δ−r
Nr
∑
s∈S
N
+
r
pis − δ
+
r
Nr
∑
s∈S
N
−
r
pis

=
R(Nrµt)
Nr
(
1 + δ
−
r
Nr
)(
1− δ+rNr
) [1 + δ−r pi+r
Nr
− δ
+
r pi
−
r
Nr
]
, (19)
where pi+r ,
∑
s∈S
N
+
r
pis and pi−r ,
∑
s∈S
N
−
r
pis denote the
stationary probability of being in a state such that the receiver
turns on after N+r and N
−
r slots, respectively. Next, using the
energy conservation principle at the receiver
pi+r
(
R
Nr − δ+r
)
+(pi−r −prd)
(
R
Nr + δ
−
r
)
= µr(1−pro), (20)
where prd and p
r
o denote the probability of battery discharge
and overflow, respectively. Simplifying the above equation,
and using the result for discharge and overflow probability,
prd and p
r
o, derived at the start of this section, we get
pi+r δ
−
r − pi−r δ+r = O(δ−r ) (21)
On the other hand, the second term in (18) is written as
R(1)(Nrµt)
 1
N−r
∑
s∈S
N
−
r
pis
(
µtδ
−
r −N−r δ−t + 2ksδt
)
+
1
N+r
∑
s∈S
N
+
r
pis
(−N+r δ−t − µtδ+r + 2`sδt)

= R(1)(Nrµt)
(
−δ−t +
µtδ
−
r pi
−
r
N−r
+
µtδ
+
r pi
+
r
N+r
+
2δt
N−r
∑
s∈S
N
−
r
pisks +
2δt
N+r
∑
s∈S
N
+
r
pis`s

= R(1)(Nrµt)
(
−δ−t −
µtδ
+
r δ
−
r
(Nr + δ
−
r )(Nr − δ+r )
+
µtNr
(Nr + δ
−
r )(Nr − δ+r )
[pi−r δ
−
r − pi+r δ+r ] +A
)
,
(22)
where A , 2δt
N−r
∑
s∈S
N
−
r
pisks +
2δt
N+r
∑
s∈S
N
+
r
pis`s. Using
(21), we have
pi−r δ
−
r − pi+r δ+r = δ−r − δ+r + (pi−r δ+r − pi+r δ−r ). (23)
Note that the quantity in (22) converges to zero as O(δ+r )+
O(δ−r )+O(δ
+
t ), and
∑
s∈S
N
+
r
piso(δ
2
s),
∑
s∈S
N
−
r
piso(δ
2
s) and
the last but one term in (18), goes to zero as O(δ+r
2
)+O(δ−t
2
)
and O(δ−r
2
) + O(δ−t
2
), respectively. The proof completes by
noting that the right-hand side in (19) converges to R(µtNr)Nr ,
and Nr = NbNµrR c
.
C. Proof of Lemma 3
Proof: To prove the result, we consider a Markov chain
M′ which has the same state space as the Markov chain
M, described in the proof of Lemma 2, and its transition
probabilities are governed by the policy and the harvesting
statistics at both the nodes. The average throughput achieved
by the policy Puc can be written as
T uc =
∑
s∈S
piucs
Rucs
Ns
,
where piucs denote the stationary probability of Markov chain
M′ being in the state s ∈ S. Thus, the difference between the
time-average throughput achieved by two policies, using (16),
can be written as
T c − T uc =
∑
s∈S
pis
Rs
Ns
−
∑
s∈S
piucs
Rucs
Ns
,
(a)
=
∑
s∈S
Rs
Ns
(pis − piucs ) ,
(b)
<
RN−rmax
N+r
(piuc0 − pi0) <
RN−rmax
N+r
piuc0 ,
where (a) follows from the fact the rate obtained in state s is
the same for both Pc and Puc, and (b) uses the fact that the
stationary distribution sums to one, and the maximum achieved
rate is RN+rmax. This completes the proof.
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