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Abstract
In this paper, we study a sequence of polynomials, A1(z); A2(z); : : : useful in the study of
production functions. The sequence {An(z)} is given by
A1(z) = z; An+1(z) =−
n∑
j=1
Aj(z
n−j+2):
We present a closed (although not completely transparent) formula for the An(z) and study
convergence properties of An(z). We shall also make some calculations of An() for roots of
unity , and study the limiting behavior of An(z) as n goes to in3nity.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The goal of a recent article [1] by one of the authors was to 3nd an inverse trans-
formation to one which arises in economics in the study of production functions.
Fix an integer n¿ 1, and assume that we are given a number at for each t ∈Zn+,
where Z+ is the set of nonnegative integers. Letting I = [0; 1) be the half-open unit
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interval, de3ne the pro2t function  on I n by
(p) =
∑
t∈Zn+
(1− pt)+at ;
where for any real number r, r+ is r for r¿ 0, and is 0 otherwise. See [1] for a
discussion of  in terms of the original economics problem.
Problem. Given the function , 3nd at for each t ∈Zn+.
In [1], Cohen and Pagliacci found an algorithm for solving the problem as follows:
In the case n= 1, the solution is
at = (t + 1)
(
1
(t + 1)
)
− 2t
(
1
t
)
+ (t − 1)
(
1
(t − 1)
)
:
For n¿ 1 one can reduce the (n+1)-dimensional case to the n-dimensional case by
means of a sequence of operators, Bm, m¿ 1, such that if  is a pro3t function on
I n+1, then Bm is a pro3t function on I n, and we get the following.
Theorem 1.1. Assume that for p∈ I n and p′ ∈ I ,
(p;p′) =
∑
t∈Znp; t′∈Zp
(1− pt − p′t′)+at; t′ :
Then
∑
t∈Zp(1− pt)+at;0 =(p; 1) and for each value of m¿ 1,∞∑
t=0
(1− pt)+at;m = Bm(p):
Our present interest in the result is that the operators Bm are given by a sequence
of polynomials Bm(z; w), divisible by z which act as follows:
If (p;p′) is given, let
zkwm(p) = k
{

(
1
k
p; 1=m
)
−
(
1
k
p; 1
)}
;
and extend linearly to get the de3nition of Bm(p) = Bm(z; w)(p).
So the problem is to 3nd the polynomials Bm(z; w). It turns out that there is another
sequence of polynomials, this time of one variable, {An(z)} with the following property
(cf. [1, Theorem 4]):
Theorem 1.2. Bm(z; w) =
∑m
j=1 Aj(z
m−j+2)wm−j+2:
Thus the problem is reduced to understanding the An(z). They are given by
A1(z) = z; An+1(z) =−
n∑
j=1
Aj(zn−j+2): (1)
The purpose of this paper is to present a closed formula for the An(z), to study limit
properties of the {An(z)}, and to make some calculations of An() for roots of unity ,
which indicate that the An(z) may have some interesting number theoretic properties.
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2. A closed formula for An(z)
Theorem 2.1.
An+1(z) =
∑
(−1)a a!
a1!a2! : : : ar!
zx
a1
1 :::x
ar
r ; (2)
where the sum is taken for 1¡x1¡ · · ·¡xr6 n + 1,
∑r
j=1 ajxj = n + a, and a =∑r
j=1 aj6 n.
Before giving the proof of this theorem, we rephrase its statement in words, in order
to emphasize its constructive character. The above formula is, in fact, the result of the
following procedure:
(i) Consider all nondecreasing partitions of 2n into the sum of n positive integers.
(ii) For each such partition, consider the monomial zp, where p is the product of the
summands.
(iii) Multiply zp by the number of diHerent permutations of those summands which
are greater than 1.
(iv) Take the resulting term with positive sign iH the number of summands greater
than 1 is even.
The sum of all terms obtained in this way is An+1(z).
For example to calculate A5(z), let n= 4 and look at the partitions
8 = 1 + 1 + 1 + 5 yielding − z5;
8 = 1 + 1 + 2 + 4 yielding 2z8;
8 = 1 + 1 + 3 + 3 yielding z9;
8 = 1 + 2 + 2 + 3 yielding − 3z12;
8 = 2 + 2 + 2 + 2 yielding z16:
Thus A5(z) = z16 − 3z12 + z9 + 2z8 − z5.
In the proof we shall use the following notation:
by
r∑
j=1
ajxj + n− a= 2n; (3)
we shall denote a partition of 2n where n−a summands are equal to 1 and aj are equal
to xj, for j = 1; : : : ; r. We shall also say that (−1)aa!=(a1!a2! : : : ar!) is the coeIcient
of zx
a1
1 :::x
ar
r in the expansion of An+1(z), regardless of the fact that the same exponent
may occur in some other summand. In other words, we shall distinguish between terms
arising from diHerent partitions.
Proof. By virtue of (1), it suIces to show that the right-hand side of (2) is equal to
−∑nj=1 Aj(zn−j+2). We proceed by induction on n¿ 1. The claim is trivial for n= 1,
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so let n¿ 1. Let
zx
a1
1 ···xarr
be one of the terms appearing on the right-hand side of (2). Note that
∑r
j=1 ajxj=n+a:
Let k = 2; : : : ; r, and de3ne bj = aj for j = 1; k and bj = aj − 1 for j = 1; k. Thus
n+ a=
r∑
j=1
ajxj = x1 + xk +
r∑
j=1
bjxj¿ x1 + xk +
r∑
j=1
bj = x1 + xk + a− 2;
so that xk6 n−x1+2. Moreover, since the left-hand side of (3) is the sum of n terms,
(a1 − 1)x1 +
r∑
j=2
ajxj + n− a= 2n− x1 (4)
is a sum of n − 1 terms. Assume that  of these are 1 and n − 1 −  are at least 2.
Then we have 2n− x1¿ +2(n− 1− ) so that ¿ x1 − 2. We subtract x1 − 1 from
both sides of (4). We obtain the following decomposition of 2(n − x1 + 1) into the
sum of n− x1 + 1 terms:
(a1 − 1)x1 +
r∑
j=2
ajxj + (n− x1 + 1− a′) = 2(n− x1 + 1);
where we have set a′=a−1. By induction it follows that in the expansion of An−x1+2(z),
the term
zx
a1−1
1 x
a2
2 ···xarr ;
appears with coeIcient
(−1)a′ a
′!
(a1 − 1)!a2! · · · ar! :
But (−1)a′ =(−1)a−1 =−(−1)a. The same arguments can be applied to x2; : : : ; xr . We
conclude that the terms zx
a1
1 ···x
aj−1
j ···xarr of the expansions of An−xj+2(z) give rise, in the
sum
∑r
j=1 An−xj+2(z
xj) of the right-hand side of (1), to a term zx
a1
1 ···xarr with coeIcient
−(−1)a
r∑
j=1
(a− 1)!
a1! · · · aj−1!(aj − 1)!aj+1! · · · ar!
= (−1)a (a− 1)!
a1! · · · ar!
r∑
j=1
aj
=(−1)a a!
a1! · · · ar! :
Conversely, each term u= zy
b1
1 :::y
br
r in the expansion of Aj(z) (16 j6 n) gives rise to
one term v = zy
b1
1 :::y
br
r (n−j+2) in Aj(zn−j+2). The term u corresponds to the partition of
2(j−1) in which bi summands are equal to yi,
∑r
i=1 bixi=j−1+b, where b=
∑r
i=1 bi,
and the remaining summands are equal to 1. The term v corresponds to the partition
of 2n obtained from the preceding one by adding a summand equal to n − j + 2 and
setting the remaining equal to 1.
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3. Calculating An() for  a root of unity
We shall study the generating function for the An.
Theorem 3.1. Let G(z; u) =
∑∞
k=1 Ak(z)u
k−1. Then
∞∑
m=0
G(zm+1; u)um = z: (5)
Proof. By checking the coeIcients of um, we notice that (5) is the same as saying
A1(z)=z (for m=0) and
∑n+1
k=1 Ak(z
n−k+2)=0 for m=n¿ 0. But these two statements
are exactly de3nition (1) of the An(z). Thus (5) and (1) are actually equivalent.
Theorem 3.2. Let  be an nth root of unity. Then
n∑
k=1
G(k ; u)uk−1 = (1− un): (6)
Proof. Apply (5) to  using the fact that n = 1, yielding
n∑
k=1
G(k ; u)
∞∑
m=0
unm+k−1 = : (7)
Since
∑∞
m=0 u
nm is the inverse of 1− un, this proves the result.
Now we shall see how this can be used to calculate An(). First let  = 1. Then
Theorem 3.2 says G(1; u)= 1− u. This says that A1(1)= 1, A2(1)=−1 and An(1)= 0
for n¿ 2. Next setting =−1, we get
G(−1; u) + G(1; u)u=−1(1− u2)
yielding
G(−1; u) =−1− u+ 2u2;
so that A1(−1) =−1, A2(−1) =−1, A3(−1) = 2 and An(1) = 0 for n¿ 3.
In a similar manner, we can calculate all the values of An() for  = e2i=3. Theo-
rem 3.2 gives two linear equations in G(; u) and G(2; u), which we solve to get
G(; u) = − 2u+ (− 1)u2 + 3u3 1
1 + u
;
yielding A1() = , A2() =−2, A3() = − 1 and An() = (−1)n+13 for n¿ 2.
Similarly we calculate
G(i; u) = i + u+ (1 + i)u2 − u3 1
1 + u2
;
yielding A1(i)= i, A3(i)=1+i, A2n(i)=(−1)n+1 for n¿ 2, and A2n+1(i)=0 for n¿ 2.
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This technique can be generalized to 3nd an algorithm for An() for any root of
unity  as follows.
Theorem 3.3. If  is a root of unity, G(; u) is a rational function, and there is an
algorithm for calculating it.
Proof. For n=1; 2; 3; 4 with =1;−1; e2i=3; i, we have seen above that Eq. (6) proves
the rationality of G(; u). Let us assume that G(; u) is rational for  a kth root of
unity for all k ¡n.
Assume now that  is an nth root of unity. Let  be the primitive nth root of unity,
e2i=n. Then  = t for some integer t. If t is not relatively prime to n then  is an
kth root of unity for some k ¡n, and we have the result by induction. So we need to
study the problem for the (n) diHerent values of t relatively prime to n, and between
1 and n, where  is the Euler -function.
For each such = t look at Eq. (6). For those values of k not relatively prime to
n, we already know that G(k ; u) is rational, so bring these functions to the right-hand
side. This leaves us with (n) linear equations in the (n) unknowns G(t; u) with t
relatively prime to n. Since the right-hand side of each equation is known to be rational,
it is suIcient to prove that the determinant of the matrix of coeIcients, which is a
polynomial in u, is not the zero polynomial. But the coeIcients in each equation are
ut−1, for all t = 1; : : : ; n relatively prime to n, with the same power never appearing
twice in the same column. In particular, the constant term and the leading coeIcient
are ±1, so the determinant is not zero.
4. The asymptotic behavior of An(z)
In the lemma that follows we use the following simple observations:
For any number  and all integers n¿ 2,
1 + + 
n−1∑
k=1
(1 + )k = (1 + )n (8)
and for all integers n¿ 3, if 16 j6 n− 2, then
(n− j)(j + 2)− (n+ 1)¿ n− 1 and (n− j)j¿ n− 1: (9)
Lemma 4.1. For all n¿ 2 and |z|¡ 1:
|An+1(z)|6 |z|n+1(1 + |z|n−1)n−1:
Proof. For the sake of simplicity, we shall write = |z|. We proceed by induction on
n¿ 2. The claim is true for n=2, since A3(z)= z3(z− 1). Let n¿ 2. By virtue of (1)
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and induction we have
|An+1(z)| =
∣∣∣∣∣∣
n∑
j=1
Aj(zn−j+2)
∣∣∣∣∣∣6
n∑
j=1
|Aj(zn−j+2)|
6 n+1 + 2n +
n∑
j=3
(n−j+2) j(1 + (n−j+2)( j−2)) j−2
= n+1 + 2n +
n−2∑
j=1
(n−j)( j+2)(1 + (n−j) j) j
= n+1

1 + n−1 +
n−2∑
j=1
(n−j)( j+2)−(n+1)(1 + (n−j) j) j


6 n+1

1 + n−1 + n−1
n−2∑
j=1
(1 + n−1) j


= n+1(1 + n−1)n−1;
where the next to last inequality follows from (9) and the last equality is a consequence
of (8).
Theorem 4.1. If |z|¡ 1,
lim
n→∞An(z) = 0:
Proof. Again letting 0¡= |z|¡ 1, we prove that
lim
n→∞ (1 + 
n)n = 1: (10)
It follows immediately by looking at the logarithm and observing that
lim
n→∞
ln(1 + n)
n
= 1 and lim
n→∞ n
n = 0: (11)
This implies that limn→∞ n ln(1 + n) = 0, so that (10) follows. Thus
lim
n→∞ 
n(1 + n−2)n−2 = 0:
The claim now follows from (10) and Lemma 4.1.
In the opposite direction, we get the following:
Theorem 4.2. If |z|¿ 1,
lim
n→∞ |An(z)|=∞:
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Proof. We need to observe two facts about the polynomials, the 3rst of which is a
consequence of Lemma 4.1, whereas the second follows from easy induction arguments:
(i) For n¿ 2, the sum of the coeIcients of An(z) is less than or equal to 2n−2.
(ii) The degree of An(z) + (−1)nz2n−1 (which is An(z) without the leading term) is
3× 2n−3.
Let =|z|¿ 1. From (i) and (ii) it follows that |An(z)|¿ 2n−1−2n−23×2n−3 . Choose
N so that for all n¿N we have 2n−3=(n− 1)¿ ln 2=ln . In particular, then, for such
n we have 2
n−3
¿ 2n−1 = 2× 2n−2 so that 2n−3 − 2n−2¿ 2n−2.
But then |An(z)|¿ 3×2n−3 (2n−3 − 2n−2)¿ 3×2n−32n−2, which clearly goes to in3n-
ity.
For |z| = 1, the asymptotic behavior is not regular. In Section 3, we have seen
examples of periodic behavior for roots of unity, for example An(1) = 0 for n¿ 3,
A2n(i)= (−1)n+1 and A2n(i)= 0, for n¿ 2. On the other hand, the values of An(e2i=5)
are unbounded. (We have not included the rather ugly calculations.)
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