1 3 first experiment ( Fig. 1 and 2A ), 12 animals ran in a modular aluminium recording enclosure that could be expanded or contracted to take one of three shapes: a small square (100 × 100 × 50 cm high), a rectangle with the longest side in the x direction (200 × 100 × 50 cm high), or a rectangle with the longest side in the y direction (100 × 200 × 50 cm high). The sequence of testing was A-B-A'-C-A'' (in a small subset of the experiments, A'' was not included). A polarizing white cue card (45 cm × 50 cm) was displayed at a constant location on the west wall midway between the corners. Each session lasted 10, 15, or 20 minutes. Intertrial intervals were 1-15 min.
In 9 rats, the experiments in squares and rectangles were succeeded by tests in the square enclosure in which a separate wall (50 cm long × 50 cm high) was inserted between the centre of one of the external walls and the centre of the box (Fig. 2B ). Trials were 10 min. Data was also recorded for 10 min before the wall was inserted and for 10 min after it was removed.
Seven rats were tested after removal of the external walls of the enclosure (10 min with walls, 10 -20 min without, 10 min with walls; Fig. 2C ). The external walls rested centrally on a square table (110 cm long × 110 cm). There was a 60 cm drop from the table down to the floor on the trials without walls.
Six rats were tested in a sequence of differently shaped environments: first a square box (100 × 100 cm or 150 × 150 cm, 50 cm high), then a circle (100 or 150 cm diameter, 50 cm high), and then the same square as on the initial trial ( Fig. 2D and S9 ). Only the walls of the environment were changed; the surface remained the same, as did the food reward. These conditions generally favour rate remapping in the hippocampus and the spatial phase or orientation of grid fields in the entorhinal cortex remain unchanged (16, 22) . Intertrial 4 intervals were 10 min. In 6 experiments (4 rats), the cue card on the wall of the circular box was rotated 90° and back on separate trials. All rotation experiments were performed with black curtains around the enclosure to mask distal cues. Between the trials, the rat rested on a pedestal outside the curtains. The floor was cleaned with water between each trial.
In 7 animals, more than one recording room was used during the course of experiments (baseline recordings in the small square, squares vs. rectangles, wall inserts, removal of walls, and circle vs. square; e.g., Fig. 2A vs. 2BC vs. 2D). Firing properties were compared across rooms in those experiments.
Spike sorting and cell classification
Spike sorting was performed offline using graphical cluster-cutting software. Clustering was performed manually in two-dimensional projections of the multidimensional parameter space (consisting of waveform amplitudes), using autocorrelation and crosscorrelation functions as additional separation tools (Fig. S2D) . Putative excitatory cells were distinguished from putative interneurons using a combination of spike width, average rate and the occasional presence of bursts (8). Putative interneurons were not included in any analysis.
Nearly all border cells in layers II and V of MEC, and in parasubiculum and the transition zone between parasubiculum, postrhinal cortex and MEC, had broad waveforms and low average rates (Fig. S2D ). Border cells in layer III of MEC had shorter peak-to-trough latencies ( Fig. S2D ) but because all cells on tetrodes in this layer (including grid cells) had narrow waveforms, it is unlikely that the waveforms originate exclusively from bypassing fibers.
Layer III cells were thus not excluded. In all layers, clusters of border cells were generally similar in shape and amplitude to those of grid cells in the same area ( Fig. S2D; 8 ).
5

Firing rates, place fields and spatial scale measurement
Position estimates were based on tracking of the LED closest to the centre of the rat's head.
The tracked positions were smoothed with a 15 point mean filter offline. To characterize firing fields, the position data were sorted into bins of 2.5 cm × 2.5 cm and the firing rate was determined for each bin. A spatial smoothing algorithm was used. The average rate in any bin x was estimated as:
where g is a smoothing kernel, h is a smoothing factor, n is the number of spikes, s i the location of the i-th spike, y(t) the location of the rat at time t, and [0, T] the period of the recording. A Gaussian kernel was used for g and h = 5 cm. In order to avoid error from extrapolation, we considered positions more than 5 cm away from the tracked path as unvisited. A firing field was estimated as a contiguous region of at least 200 cm 2 where the firing rate was above 30% of the peak rate. Additional fields were identified by deleting the detected field from the rate map and iterating the search for contiguous firing regions in the remaining part of the rate map until no additional fields were found. The cell's peak rate was estimated as the highest firing rate observed in any bin of the smoothed rate map. Mean firing rate was calculated as the total number of spikes divided by trial duration. The spatial correlation between neural activity on consecutive trials in the same enclosure was estimated by correlating the rates of firing in corresponding bins of the pair of smoothed rate maps for each cell.
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Analysis of border cells
Putative border fields were identified first by identifying collections of neighboring pixels with firing rates higher than 0.3 times the maximum firing rate and covering a total area of at least 200 cm 2 . For all experiments in square or rectangular environments, the coverage of a given wall of by a field was then estimated as the fraction of pixels along the wall that was occupied by the field, and c M was defined as the maximum coverage of any single field over any of the four walls of the environment. The mean firing distance d m was computed by averaging the distance to the nearest wall over all pixels in the map belonging to some of its fields, weighted by the firing rate. To achieve this, the firing rate was normalized by its sum over all pixels belonging to some field, resembling a probability distribution. Finally, d m was normalized by half of the shortest side of the environment (i.e. the largest possible distance to its perimeter) so as to obtain a fraction between 0 and 1. A border score was defined by comparing d m with the maximum coverage of any wall by a single field c M ,
Border scores ranged from -1 for cells with central firing fields to +1 for cells with fields that perfectly line up along at least one entire wall. Intuitively, the border scores provide an idea of the expansion of fields across walls rather than away from them. It should be noted that the measure saturates when the width of the field approaches half the length of the environment.
'Border cells' were defined as cells with border scores above 0.5. Only cells with stable border fields (spatial correlation > 0.5) were included in the sample. In experiments with walls inserted into the recording enclosure, the analysis was restricted to border cells with fields along a single wall, i.e. cells where the border score for the preferred wall was at least twice as high as the score for any of the remaining three walls.
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Analysis of grid cells
The structure of all rate maps was evaluated by calculating the spatial autocorrelation for each smoothed rate map (7). Autocorrelograms were based on Pearson's product moment correlation coefficient with corrections for edge effects and unvisited locations. With λ (x, y) denoting the average rate of a cell at location (x, y), the autocorrelation between the fields with spatial lags of τ x and τ y was estimated as:
where the summation is over all n pixels in λ (x, y) for which rate was estimated for both λ (x, y) and λ (x -τ x , y -τ y ). Autocorrelations were not estimated for lags of τ x , τ y where n < 20.
The degree of spatial periodicity (gridness) was determined for each recorded cell by selecting a ring around the center of the autocorrelogram containing the 6 closest fields (7). The Pearson Correlation of this ring with its rotation in α degrees was obtained for angles of 60° and 120° on one side and 30°, 90° and 150° on the other. A grid score g was defined as the minimum difference between any of the elements in the first group and any of the elements in the second.
A cells was classified as a grid cell when the correlations at 60º and 120º of rotation exceeded each of the correlations at 30 º, 90 º and 150º (grid score > 0). For some analyses (counts of grid fields and estimates of grid spacing), a threshold of 0.30 was used. If fewer than 6 peaks 8 were identified, the circle was fitted around the outermost peak. The central peak was not included in the analysis.
For each grid cell, the spacing of the grid was defined as the distance from the central peak to the vertices of the inner hexagon in the autocorrelogram (the median of the six distances). The orientation of the grid was defined as the angle between a camera-fixed reference line (0°) and the vector to the nearest vertex of the inner hexagon in the counterclockwise direction (9).
Analysis of head-direction cells
The rat's head direction was calculated for each tracker sample from the projection of the relative position of the two LEDs onto the horizontal plane, corrected for the possible angle between the placement of the two LEDs and the rat's true heading. The directional tuning function for each cell was obtained by plotting the firing rate as a function of the rat's directional heading, divided into bins of 1 degree. Gaussian smoothing with a standard deviation of 5.1 degrees was applied. The preferred firing direction was defined as the circular mean of the directional tuning function. Based on the preferred firing direction, a head direction score was computed for each cell, with the aim of identifying unimodal and concentrated head direction distributions. To achieve this, the circular mean and the arc around it containing half of the distribution were obtained. The head direction score was defined as in such a way that for a delta distribution h=1 while for a uniform distribution h=0. Fig. S12B shows firing fields for these cells after correction for directional tuning.
Rotation experiment
In a subset of the experiments in the circular environment, the cue card was moved 90 degrees along the arc of the circle on one of the trials in order to determine if simultaneously recorded border cells, grid cells and head direction cells rotated coherently (Fig. 3) . To identify the angle of rotation for grid cells, border cells and head direction cells, the map or directional tuning curve in the rotation trial was rotated in steps of 1 degree and for each step the Pearson correlation coefficient with the original map in the unrotated baseline trial was obtained. The angle of rotation was defined as the angle that gave maximal correlation between the rotated maps.
Theta analysis
Theta modulation of individual cells was determined from their spike-train autocorrelation functions. A cell was defined as theta modulated if the mean power within 1 Hz of each side of the peak in the 5-12 Hz frequency range was at least 10 times greater than the mean spectral power 10 highpass filtered at 2 Hz (S1). Theta activity in the local field potential was analysed by filtering EEG from the entorhinal tetrodes off-line (S2). An acausal (zero phase shift) FFT bandpass filter was applied to the signals. The filter function was constructed using a Hamming window. For the low cut-off frequencies, 5 and 6 Hz were chosen for the stopband and passband, respectively; 10 and 11 Hz were chosen for high passband and stopband cut-off frequencies.
Histology and reconstruction of recording positions
Electrodes were not moved after the final recording session. The rats received an overdose of either Equithesin or Pentobarbital and were perfused transcardially with 0.9% saline followed by 4% formaldehyde. The brains were extracted and stored in 4 % formaldehyde. At least 24 hours later, the brains were quickly frozen, cut in sagital sections (30 m) using a cryostat, mounted and stained with cresyl violet. Every section in the area of the tetrode trace was retained.
The positions of the tips of the recording electrodes were determined from digital pictures.
The measurements were made using AxioVision (LE Rel. 4.3). A shrinkage coefficient was calculated by dividing the distance measured from the surface of the brain to the tips of the recording electrode by the last depth of the electrodes. In case of multiple recordings along the dorsoventral extent of the electrode trace, the position of the electrodes at recording was extrapolated using the read-out of the tetrode turning protocol, adjusted for shrinkage. 
Firing properties of border cells in extended boxes
There was no change in the mean rate of the border cells in the experiments where the square recording environment was extended to a rectangle (square: 1.80 ± 0.23, rectangle: 1.83 ± 0.27, t(43) = 0.28), although the peak rate increased slightly in the extended enclosure (square: 9.0 ± 0.8; rectangle: 10.5 ± 1.1; t(43) = 2.1, P < 0.05). When the rat was returned to the small square after the rectangle, rate maps were similar to those recorded on the baseline trial (spatial correlation: r = 0.74 ± 0.02 for first versus second square; r = 0.64 ± 0.06 for first versus third square; Fig. 2A and S4).
Border cells are distinct from grid cells
The activity of the cells that passed the criterion for border cells was fundamentally different from that of grid cells and head direction cells that were recorded simultaneously on the same tetrodes ( 
Border cells are distinct from head direction cells
Although a subset of the border cells showed some modulation by head direction (Fig. 1D) , the firing fields of border cells were not merely caused by overrepresentation of certain head directions at the periphery of the environment (Fig. S2BC ). The degree of directional tuning was 13 quantified for each cell of the entire sample by computing the head direction with the circular mean firing rate (the 'preferred' head direction) and then determining the arc around this direction that contained half of the spike distribution. Cells were classified as head direction cells when this arc was smaller than 45 degrees and their head direction was stable across sessions (stability was defined as a directional correlation of more than 0.5). By this criterion, 68 cells in the total sample were modulated by head direction. These cells, as a group, did not fire more along the walls than in the centre of the box (75.9 ± 0.8% of the spikes occurred in the outer part; 
Border cells may calibrate spatial representations
The neural mechanisms for representation of self-location in grid cells have not been determined but are likely to involve interactions between self-motion cues and learned associations with the external environment (3, 9, S4-S6) . The fact that animals may confound rotationally equivalent positions in rectangular environments even when these positions differ in non-geometrical features, such as brightness or texture (S8), points to geometrical shape as one of the key external determinants of the brain's spatial representations (S8, S9) . Border cells may be part of the circuit by which entorhinal and other representations get calibrated by the local borders of the environment.
Border cells represent both local and global borders
The fact that border fields line up along discrete walls and inserts suggests that many border cells respond to low-level features of spatial geometry, such as vertical surfaces and corners, rather 15 than the global shape of the environment. This subset of the border cells may extract specific features of the spatial environment, much in the same way that cells in the striate cortex signal the contours of a visual image (S10). Other cells, particularly in the deep layers of MEC, have fields along the entire periphery of the environment and may respond to borders more globally.
The existence of a large subpopulation with preferential responses to individual walls and inserts is consistent with studies showing that spatial discrimination is determined primarily by local geometrical features (S11).
Border cells vs. place cells
Border cells are also distinct from place cells. Whereas border cells fire unconditionally at borders in all environments, place cells are active only in a subset of the environments, and the firing locations in these environments may vary from one to the other (14,15). Hippocampal place cells may also be controlled by barriers (S12) but usually they do not line up along the wall, they are not orientation-specific, and they do not respond unconditionally to borders. Unlike entorhinal border cells (Fig. 2B ), cells with fields at an internal barrier do not have additional, similarly oriented fields along the perimeter of the recording box (S12). These differences suggest that hippocampal neurons may not treat barriers differently from other discrete objects (S13-S15). (border score > 0.50) . Cells are sorted according to brain region and cell layer (MEC, medial entorhinal cortex; LII-LVI: layers II to VI; PaS, parasubiculum; POR-PaS-MEC, transition between postrhinal cortex, parasubiculum and medial entorhinal cortex). Each panel shows the rate map of one cell. Red is maximum, dark blue is zero. Pixels not covered are white. Animal numbers (five digits), cell numbers (1-3 digits), and peak firing rates are indicated above each panel. A subset of these cells are shown in Fig. 1 . See Figure S2B for path diagrams and Figure  S2C for directional modulation of the same cell sample. Note slight overrepresentation of cells with border fields along mulitple walls in the deep layers of MEC (compared to the superficial layers). Figure S2B . Fig. S2A ; same figure layout). Trajectories are in black. Each red dot corresponds to the location of one spike of the cell. Cells are sorted according to brain region and cell layer as in Fig. S2A .Note that nearly all cells classified as border cells had activity along the walls independently of the direction of running; only a small subset, shown in Fig.S2C , was modulated by head direction but their directional tuning generally did not account for their border-related firing fields (see also Fig. S12 ).
Trajectories with spike locations for the complete sample of border cells (same cells as in
The most striking exceptions may be cell 144, which is probably a head direction cell (Fig. S12B) , and cell 656, which may be a grid cell (Fig. S9 ). POR-PaS-MEC Figure S2C . Head direction tuning in border cells. Polar plots show, for each border cell in Fig. S2A and B, the firing rate as a function of head direction (black) and the amount of time that the rat faced each direction (blue trace). Rat number, cell number, and peak firing rates are indicated. A subset of 8 border cells in layers III-VI and parasubiculum showed significant modulation by head direction (head direction scores >0.75; see Fig. S12 ). Figure S5 . Colour-coded rate maps showing firing fields for the entire sample of border cells recorded before and after introducing a discrete wall inside the square enclosure. Four trials are shown for each experiment; the wall was inserted on the two middle trials (horizontal and vertical orientation, respectively). Animal numbers (5 digits), cell numbers (3 digits) and peak rates are indicated. Red is maximum, dark blue is zero. Pixels not covered are white. The position of the insert can be seen as a stripe of white pixels extending from the west wall and the north or south wall, respectively. Fourteen cells had fields along a single wall of the enclosure in the baseline condition (all cells in the left half of the figure and the three first cells in the right half ). In these cells, a new field appeared when the insert was parallel to the wall along which the original field was anchored. The new field was always on the same side of the associated wall as the original field, relative to the distal cues. Note the remnant of the new field after removal of the insert on the fourth trial in some cells. In cells with fields on multiple walls, new fields were often not observed. For electrode positions, see Fig. S1 . No insert Insert 1 Insert 2 No insert Figure S6 . Effect of changing wall orientation and wall height (rat 12018, cell 205) . A discrete 50-cm wall was placed in the center of an elevated table with a 60 cm drop on all four sides. Between successive trials, the wall was rotated 45 degrees (upper and middle rows). On the two last trials (bottom row), the wall was replaced with a 5 cm rectangular barrier (left, a 5 cm high table; right, a 5 cm high fence). The rat could climb over the barrier. Rate maps are colour-coded as in Fig. 1 . The trajectory is superimposed on the rate map (black trace). The position of the insert is visible as a stripe of white or grey pixels. Peak rates are indicated. Note persistence of an orientation-specific border field in spite of reduced height. Figure S7 . Colour-coded rate maps showing firing fields for the entire sample of border cells recorded before and after removal of the walls. Red is maximum, dark blue is zero. Pixels not covered are white. Animal numbers (5 digits), cell numbers (3 digits) and peak rates are indicated. The sequence of testing is from left to right. Border fields were often but not always maintained after removal of the external walls. In at least one experiment, the fields moved to a different border (cell 222; see also Fig. S8 ). For electrode positions, see Fig. S1 . Colours are scaled individually for each trial (note occasional trials with 1 Hz peak rate, where the cell is essentially silent). Figure S8 . Relocation of border field coincides with realignment of the grid representation. The figure shows rate maps (left) and directional maps (right) for a border cell (top), three grid cells (middle), and two head direction cells (bottom) recorded simultaneously in the medial entorhinal cortex before and after removal of the external walls of the recording enclosure (as in Fig. S7 ). Animal and cell numbers are indicated to the left. Trials are presented chronologically from left to right in each panel. Symbols as in Fig. 1 and 4 . Removing the walls changed the spatial phase but not the orientation of the grid fields (16). Head direction preferences remained stable. Note that the shift in grid phase was accompanied by a change in the wall preference of the border cell. Previous work has shown that grid realignments are accompanied by remapping in the hippocampal place cell population (16). performed in the same room. For cell numbers 47, 201, 205, 577 , and 684, the room was different from the one shown in Fig. S2A . Note that border fields are maintained across box shapes. Cell 656 is a possible exception but the rate map suggests that this cell may be a grid cell (with most of the grid vertices at the walls in the square environment). The vertices of simultaneously recorded grid cells did not appear to move, suggesting that the spatial phase of the grid was constant and that global remapping may not have occurred in the hippocampus (16). More substantial interventions, e.g. with changes in floor texture and food rewards accompanying the shape change, might be associated with displacement of border fields and grid fields as well as global remapping in the hippocampus (16). ring rate is shown above each panel. The colour scale extends from 0 to the peak rate of the rst trial; higher frequencies are shown in dark red. Note increased distance between grid elds in the extended direction after changing the square into a rectangle in this particular experiment. Figure S12 . Border fields are not dependent on head direction tuning. A, Circular distribution of head-directional firing preferences across the entire sample of border cells. Note that preferred head direction is distributed evenly, in contrast to the orientation of the border fields, which is parallel to the walls of the enclosure (i.e., their orientations are in multiples of 90 degrees). Red numbers along the axes indicate frequency. B, Colour-coded rate maps showing direction-controlled firing fields for the subset of 8 border cells with suprathreshold head direction modulation in the square enclosure (stable directional tuning and a head direction index greater than 0.75, i.e. more than half of the spike distribution within an arc of 45 degrees; see Fig. S2C ). These rate maps include only time segments when the rat is looking in a direction that falls within the central quartiles of the distribution of firing directions around the circular mean firing direction for the cell. Red is maximum, dark blue is zero. Pixels not covered at the preferred firing direction are white. Animal numbers, cell numbers and peak rates are indicated.
Note that border-associated activity persists in 4 or 5 of these cells after controlling for head direction, suggesting that, with very few exceptions (primarily cells 144 and 425), border fields were not caused by head direction modulation.
