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Abstract
In this thesis, we study the structure of the polyhedral product ZK(D1, S0) de-
termined by an abstract simplicial complex K and the pair (D1, S0). We showed
that there is natural embedding of the hypercube graph in ZKn(D1, S0) where
Kn is the boundary of an n-gon. This also provides a new proof of a known
theorem about genus of the hypercube graph. We give a description of the invert-
ible natural transformations of the polyhedral product functor. Then, we study
the action of the cyclic group Zn on the space ZKn(D1, S0). This action deter-
mines a Z[Zn]-module structure of the homology group H∗(ZKn(D1, S0)). We also
study the Leray-Serre spectral sequence associated to the homotopy orbit space
EZn ×Zn ZKn(D1, S0).
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11 Introduction
A polyhedral product is defined as a natural topological subspaces of Cartesian
product, determined by a simlicial complex K. This construction arose as a gen-
eralization of spaces known as moment-angle complexes which have been studied
under the field of Toric Topology. Early instances of the theory of polyhedral prod-
ucts can be found in the works of G. Porter [Porter, 1966; Porter, 1970]. In the 80s
and 90s, moment-angle complexes have been studied by S. Lo´pez deMedrano as
spaces resulting from the intersection of real quadrics [Lo´pez de Medrano, 1989].
Similar approach has been used in [Lo´pez de Medrano and Verjovsky, 1997;
Bosio and Meersseman, 2006] to classify moment-angle manifolds as connected
sum of product of spheres. The cohomology of moment-angle complexes has been
studied by Hochster [Hochster, 1977], Baskakov [Baskakov, 2002], Panov [Panov,
2008], Buchshtaber and Panov [Buchshtaber and Panov, 2000], Franz [Franz, 2006;
Franz, 2003].
2Denham and Sucio [Denham and Suciu, 2007a] studied the polyhedral products
with respect to fibrations. In a seminal paper [Bahri et al., 2010], A. Bahri,
M. Bendersky, F. R. Cohen and S. Gitler (BBCG) provided fundamental results
about stable splitting of polyhedral products. This result shows that after taking
the reduced suspension the polyhedral product space stably splits into a wedge
sum of smash polyhedral product. It is time give some definitions which we will
use in the whole thesis.
1.1 Some Definitions and Notations
In this thesis, we use polyhedral product or moment-angle complex to denote the
following object.
Definition 1.1.1. Let K be a simplicial complex with vertex set [n] = {1, · · · , n}
and (X,A) denote a collection of triples (Xi, Ai, xi) of CW-complexes. The gener-
alized moment-angle complex or polyhedral product functor ZK(X,A) is defined
using the functor
D : cat(K)→ CW∗
as follows: for each σ in K, let D(σ) =
i=n∏
i=1
Yi, where Yi =

Xi, if i ∈ σ
Ai, if i /∈ σ
.
The generalized moment-angle complex is ZK(X,A) =
⋃
σ∈KD(σ) = colimD(σ).
If (Xi, Ai, xi) = (X,A, x) for all i, we write ZK(X,A) instead of ZK(X,A).
3Definition 1.1.2. Given a simplicial complex K and a collection of triples
(X,A) = (Xi, Ai, xi)
n
i=1, The generalized smash moment-angle complex ẐK(X,A)
is defined as the image of ZK(X,A) in the smash product X1 ∧ · · · ∧Xn.
Using the above notations, the following theorem can be found in [Bahri et al.,
2010].
Theorem 1.1.3. Given (X,A) = {(Xi, Ai)}ni=1 where (Xi, Ai, xi) are connected,
pointed CW-pairs, there is a homotopy equivalence
H : ΣZKn(X,A) ' Σ(
∨
I⊂[n]
ẐK(XI , AI))
Based on the works of BBCG, in his unpublished PhD thesis Ali Al-Raisi [Al-
Raisi, 2014] showed that their exits a choice of Aut(K)-equivariant homotopy
equivalence for the above theorem. Our work on this thesis heavily uses the result
of BBCG and Ali Al-Raisi. Related works from a different viewpoint have been
done by Fu and Grbic [Fu and Grbic´, 2020].
1.2 Overview of this Thesis
We start with a nice relationship between the hypercube graph and polyhedral
product ZKn(D1, S0) corresponding to the pair (D1, S0) and Kn, the boundary of
an n-gon. We show that the n-dimensional hypercube graph naturally embeds in
4ZKn(D1, S0). We give a new proof to the well-known theorem that the hypercube
graph Qn has genus 1 + (n − 4)2n−3 by using the real moment angle complex
corresponding to the boundary of an n-gon. Moreover, we prove the following
proposition about surface embedding of polyhedral products.
Proposition 2.2.6. Let K be a subcomplex of the boundary of an n-gon and each
of the vertices are contained in K.Then ZK(D1, S0) can be embedded in a closed,
compact and orientable surface with minimal genus 1 + (n− 4)2n−3.
We also define the natural action of Zn on ZKn(D1, S0) and prove that
ZKn(D1, S0)/Zn is an orientable surface. In Ali’s thesis [Al-Raisi, 2014], it is
shown that ZKn(D1, S0) → ZKn(D1, S0)/Zn is a branched covering. Based on
that result we prove the following lemma.
Lemma 2.3.4. Let K be the boundary of an n-gon. Then ZK(D1, S0)/Zn is a
closed, compact and orientable surface. The genus of ZK(D1, S0)/Zn is given by
the following formula:
g(ZK(D1, S0)/Zn) = 1 + 2n−3 − 1
2n
∑
d|n
φ(d)2n/d (1.1)
In chapter 3, we give a description of the invertible natural transformations of
ZK(−,−) and prove the following proposition.
Proposition 3.2.2. The set of invertible natural transformations Iso(ZK,ZK) is
isomorphic to the automorphism group Aut(K).
5In chapter 4, we study the action of Zn on the homology of ZKn(D1, S0) and
give complete description of the Z[Zn]-module structure of H∗(ZKn(D1, S0)). We
describe the relationship between Lyndon words and the number of orbits arising
from the Zn-action on the basis of H∗(ZKn(D1, S0)). We prove the following (for
details see chapter 4).
Theorem 4.3.3. Let Kn be the boundary of an n-gon and Zn = 〈σ〉 be the cyclic
group of order n. Then as a Z[Zn]-module the homology group H1(ZKn(D1, S0)) is
isomorphic to a direct sum of induced representations
⊕
w∈L
IndZnZn/d Nw, where Nw
is a direct summand of H1(ZKn(D1, S0)) as an abelian group, d > 1 is a divisor
of n and Zn/d = 〈σd〉 ⊂ Zn.
Moreover, if 1 < d < n, Nw is isomorphic to Zι(w)n/d−1 as a Z-module and the
action of Zn/d = 〈σd〉 on Nw has matrix representation (with respect to standard
basis) as

An/d 0
An/d
. . .
0 An/d
0 −1
0
0
In/d−2
−1
−1

which is a square matrix of dimension ι(w)n/d−1, with ι(w)−1 copies of standard
6cycle matrix An/d on the upper left block diagonal terms. If d = n, then Nw is
isomorphic to (Z[Zn])ι(w)−1.
In the last chapter, we focus on the homotopy orbit space of ZKn(D1, S0) which is
defined as EZn×Zn ZKn(D1, S0). We show that the Leray-Serre spectral sequence
of this space collapses at the E2-page ( proposition 5.6.1) and we also give a
complete description of all the non-zero terms of the E2-page ( Figure 5.3).
Proposition 5.6.1. The Leray-Serre spectral sequence of the fibration X →
EG×G X → BG collapses at the E2-page.
72 Hypercube Graph and Real
Moment-angle Complex
Introduction
In graph theory, the hypercube graph is defined as the 1-skeleton of the n-
dimensional cube. The graph theoretical properties of this graph has been studied
extensively by Harary et al in [Harary et al., 1988]. It is well known that this graph
has genus 1 + (n− 4)2n−3. This fact was proved by Ringel in [Von Ringel, 1955],
Beineke and Harary in [Beineke and Harary, 1965a]. The moment-angle complex
or polyhedral product has been studied recently in the works of Buchstaber and
Panov [Buchstaber and Panov, 2015], Denham and Suciu [Denham and Suciu,
2007b], Bahri et al. [Bahri et al., 2010]. In this paper, we give an embedding of
the hypercube graph in the real moment-angle complex and calculate the genus
of the hypercube graph. This demonstrates an interesting relationship between
8the geometry of hypercube graph and real moment-angle complex.
2.1 Genus of a Graph
Definition 2.1.1. The hypercube graph Qn for n ≥ 1 is defined with the following
vertex and edge sets.
V = {(a1, · · · , an) | ai = 0 or 1}
= the set of all ordered binary n-tuples with entries of 0 and 1
E = {unordered pair (u, v) ∈ V × V | u and v differ at exactly one place}
It is straightforward to see that the hypercube graph can also be defined recursively
as a cartesian product [Harary, 1969, p. 22].
Q1 = K2, Qn = K2Qn−1.
Now we will define the genus of a graph. In this paper, a ‘surface’ will mean a
closed compact orientable manifold of dimension of 2. A graph embedding in a
surface means a continuous one to one mapping from the topological representa-
tion of the graph into the surface. More explanation about graph embeddings can
be found at [Gross and Tucker, 1987].
9Definition 2.1.2. The genus γ(G) of a graph G is the minimal integer n such
that the graph can be embedded in the surface of genus n. In other words, it is
the minimum number of handles which needs to be added to the 2-sphere such
that the graph can be embedded in the surface without any edges crossing each
other.
Figure 2.1: K3,3 and K5 embedded in a torus.
Example 2.1.3. All planar graphs have genus 0. The complete graph with 5
vertices denoted by K5 and the complete bipartite graph with 6 vertices denoted
by K3,3 both have genus 1 ( Figure 2.1). The non-planarity of these graphs denoted
by Kn and Km,n are explained in [West, 1996, chapter 6].
Definition 2.1.4 (2-cell embedding). Assume that G is a graph embedded in a
surface. Each region of the complement of the graph is called a face. If each face
is homeomorphic to an open disk, this embedding is called a 2-cell embedding.
In this paper we will restrict our attention to 2-cell embeddings of graphs because
the embedding of the hypercube graph in a real moment-angle complex is a 2-cell
embedding. We describe it in the next section.
Now restricting our attention to 2-cell embeddings of a graph G in a surface with
10
genus g, we can see that
γM(G) = max{g | G has a 2-cell embedding on a surface with genus g}
must exist. This is true because if a graph has a 2-cell embedding in a surface
Sg, then each handle of the surface must contain at least one edge. So we have a
loose upper bound of γM(G) ≤ e (See [Perez, 2007] for further explanation). So
we can define the maximum genus of a finite connected graph as follows.
Definition 2.1.5 (Maximum genus). The maximum genus γM(G) of a connected
finite graph G is the maximal integer m such that G has a 2-cell embedding on
the surface of genus m.
Two theorems which are important tools in the analysis of graph embeddings
follow next.
Theorem 2.1.6 (Euler’s Formula). Let a graph G has a 2-cell embedding in the
surface Sg of genus g, with the usual parameter V,E, F . Then
|V | − |E|+ |F | = 2− 2g (2.1)
Proof. See [Gross and Tucker, 1987, Chapter 3]
Theorem 2.1.7. [Duke, 1966] A graph G has a 2-cell embedding in a surface Sg
of genus g if and only if γ(G) ≤ g ≤ γM(G).
11
The last theorem tells us that if there exist 2-cell embeddings of a graph in surfaces
of genera m and n with m ≤ n, then for any integer k with m ≤ k ≤ n, there exists
a 2-cell embedding of the graph in a surface with genus k. A detailed explanation
and proof of this theorem can be found in Richard A. Duke’s original paper [Duke,
1966].
Using these theorems, we can find a lower bound for the genus of the hypercube
graph. Let a graph G is embedded in a surface and fi denote the number of faces
which has i edges as its boundary. So we have
2|E| =
∑
i
ifi
For the hypercube graph, each face must have at least 4 edges as its boundary.
Therefore,
2|E| =
∑
i≥4
ifi ≥
∑
i
4fi = 4|F |
which implies |F | ≤ |E|
2
. Now using Euler’s formula,
g = 1− |V |
2
+
|E|
2
− |F |
2
≥ 1− |V |
2
+
|E|
2
− |E|
4
= 1− |V |
2
+
|E|
4
But for the hypercube graph Qn, we have |V | = 2n, |E| = n2n−1. So using the
12
above inequality we get a lower bound1 for the genus of a hypercube graph,
γ(Qn) ≥ 1− 2n−1 + n2n−3 = 1 + (n− 4)2n−3 (2.2)
To show that this lower bound can be achieved, we will use the real moment-angle
complex. In fact, we prove the following theorem.
Theorem 2.1.8. For n ≥ 3, the hypercube graph can be embedded in a surface
with genus 1 + (n− 4)2n−3. Moreover, this embedding is a 2-cell embedding.
2.2 Moment-Angle Complex and Hypercube
Graph
Definition 2.2.1. Let (X,A) be a pair of topological spaces and K be a finite
simplicial complex on a set [m] = {1, · · · ,m}. For each face σ ∈ K, define
(X,A)σ = Y1 × · · · × Ym
where
Yi =

X if i ∈ σ
A if i /∈ σ
1See [Beineke and Harary, 1965b] for more detail on the inequalities involving genus of a
graph
13
The moment-angle complex ZK(X,A) corresponding to pair (X,A) and simplicial
complex K is defines as the following subspace of the cartesian product Xm.
ZK(X,A) =
⋃
σ∈K
(X,A)σ
For our calculation we will use the pair (D1, S0). This space, ZK(D1, S0) is called
the real moment-angle complex corresponding to K.
Example 2.2.2. Let Ln denote the simplicial complex with n discrete points.
Then by the above definition
ZLn(D1, S0) = (D1 × S0 × · · · × S0) ∪ (S0 ×D1×
· · · × S0) ∪ · · · ∪ (S0 × S0 × · · · ×D1)
It is easy to see that ZLn(D1, S0) is homeomorphic to of the hypercube graph Qn.
From the definition of the moment-angle complex, we can prove the following
lemma.
Lemma 2.2.3. Let f : L ↪→ K be an inclusion map of simplicial complex where
L and K both have the same number of vertices. Then there exists an inclusion
map of moment-angle complexes, Zf : ZL(X,A) ↪→ ZK(X,A).
Proof. We can consider L as a subcomplex of K. So any face σ of L is also a face
14
of K. From this we can conclude that
(X,A)σ ⊂
⋃
τ∈K
(X,A)τ
This implies that ZL(X,A) ⊂ ZK(X,A).
Example 2.2.4. Let Kn be the boundary of an n-gon and Ln be the n vertices
of Kn. Using the above lemma, we can conclude that ZLn(D1, S0) = Qn is em-
bedded in ZKn(D1, S0). Also, if we consider the complement of ZLn(D1, S0) in
ZKn(D1, S0), we will get a collection of open discs (D1 ×D1)o which is straight-
forward from the definitions. So, this embedding of Qn in ZKn(D1, S0) is clearly
a 2-cell embedding.
It is interesting to note that ZKn(D1, S0) is a closed compact surface with genus
1 + (n− 4)2n−3. This fact was proved by Coxeter in [Coxeter, 1937]. We will give
an inductive proof here.
Proposition 2.2.5. For n ≥ 3, ZKn(D1, S0) is a closed, compact and orientable
surface with genus 1 + (n− 4)2n−3.
Proof. For brevity, we write ZKn to denote ZKn(D1, S0).
If n = 3, it is straightforward that ZKn = ∂(D1 ×D1 ×D1) ≈ S2. Let’s assume
the statement is true for an integer n ≥ 3. So ZKn is an orientable surface of
genus 1 + (n− 4)2n−3. Also note that
15
ZKn =
n factors︷ ︸︸ ︷
D1 ×D1 × S0 × · · · · · · · · · × S0
∪ S0 ×D1 ×D1 × S0 × · · · × S0
...
∪ S0 × · · · · · · · · · × S0 ×D1 ×D1
∪D1 × S0 · · · · · · · · · · · · × S0 ×D1
Let B be the last term in the union that is B = D1 × S0 × · · · × S0 ×D1 ⊂ ZKn .
So B is 2n−2 copies of D1 ×D1 on the surface ZKn . Now note that,
∂(B) = (S0 × S0 × · · · × S0 ×D1) ∪ (D1 × S0 × · · · × S0 × S0)
and
ZKn+1 = ((ZKn −B)× S0) ∪ (∂B ×D1)
This means that to construct ZKn+1 , we first delete 2n−2 copies of D1 ×D1 from
ZKn , then take two copies of ZKn −B and glue 2n−2 copies of 1-handle along the
boundary of B. Therefore,
ZKn+1 = ZKn#ZKn#(2n−2 − 1)S1 × S1
16
Here one of the 2n−2 handles is being used to construct the first connected sum
ZKn#ZKn and the remaining 2n−2−1 copies of 1-handles are connected as 2n−2−1
copies of torus. So clearly ZKn+1 is a closed compact orientable surface with genus
2(1 + (n− 4)2n−3) + 2n−2 − 1 = 1 + ((n+ 1)− 4)2(n+1)−3.
In the above discussion, we have proved that the hypercube graph Qn can be
embedded in the real moment-angle complex ZKn(D1, S0) which is a surface of
genus 1 + (n− 4)2n−3. Hence Theorem 2.1.8 is proved.
2.2.1 Surface Embedding of Moment-Angle Complex
Using the idea above, we can answer a natural question: what kind of moment-
angle complexes can be embedded in a closed, compact and orientable surface?
Let K be a finite simplicial complex on the vertex set [n] = {1, · · · , n}. Since
we want to embed ZK(D1, S0) in a surface, one preliminary investigation shows
that K cannot have any maximal faces which contain more than two vertices.
Hence, K must be a subcomplex of the boundary of an n-gon. Now we can have
a family of moment-angle complexes which can be embedded in a surface with
genus 1 + (n− 4)2n−3. More precisely, we can have the following proposition.
17
Proposition 2.2.6. Let K be a subcomplex of the boundary of an n-gon and
assume that each of the n vertices are contained in K.Then ZK(D1, S0) can be
embedded in a closed, compact and orientable surface with minimal genus 1+(n−
4)2n−3.
Proof. Let Kn be the boundary of an n-gon and Ln be the set of n discrete
vertices of Kn. For any subcomplex K of Kn containing n-vertices, we have
Ln ⊂ K ⊂ Kn. Therefore, we have an embedding ZLn(D1, S0) ⊂ ZK(D1, S0) ⊂
ZKn(D1, S0). Now by theorem 2.1.8, we know that the minimal genus of ZLn = Qn
is 1 + (n− 4)2n−3. Hence, the conclusion follows.
2.3 Action of Zn on Qn and ZKn(D1, S0)
Let Zn denote the cyclic group with n elements generated by σ. Since Kn can
be considered as the boundary of a regular n-gon, we can define an action of
Zn on Kn by rotating the n-gon by 2pi/n radians about the centre. If (i, i + 1)
represents an edge, then this action will take this edge to (i + 1, i + 2) (here
the vertices are considered as i ( mod n)). So We can define an action of Zn
on ZKn(D1, S0) by σ(x1, · · · , xn) = (xσ(1), · · · , xσ(n)) = (x2, · · · , xn, x1) where
(x1, · · · , xn) ∈ (D1, S0)τ for a maximal face τ ∈ Kn. So σ is rotating the coor-
dinates of a point in the moment-angle complex ZKn(D1, S0). We can define a
18
similar action of Zn on the hypercube graph Qn by rotating the coordinates of a
point. It is straightforward to note that the following diagram commutes.
Qn ZKn(D1, S0)
Qn/Zn ZKn(D1, S0)/Zn
Therefore the quotient graph Qn/Zn is embedded in the quotient space
ZKn(D1, S0)/Zn. We will show that the quotient space
ZKn(D1, S0)/Zn is also a closed connected orientable surface. Therefore, calculat-
ing the genus of the surface ZKn(D1, S0)/Zn would suffice to give an upper bound
for the genus of the quotient graph Qn/Zn. First we will prove that ZKn/Zn is
closed connected, compact and orientable manifold. Then we will calculate the
genus of this surface. Indeed the following theorem can be found in Ali’s thesis
[Al-Raisi, 2014] theorem 4.2.2.
Theorem 2.3.1. Let Zm be the subgroup of Zn i.e. m|n, then ZKn(D1, S0)/Zm
is a closed surface.
It is not surprising that the quotient surface ZK(D1, S0)/Zn must be an orientable
surface. We can prove it by giving a ∆-complex structure on this surface and check
that all the triangles on the surface can be given an orientation such that any two
neighboring triangles’ edges fit nicely. Recall that for an orientable surface, it is
possible to decompose the surface into oriented triangles in such a way that any
two triangles meet at a neighbouring edge with opposite direction.
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Lemma 2.3.2. The surface ZKn(D1, S0)/Zn is an orientable surface.
Proof. First note that the action of Zn permutes the coordinate of a point in a
cyclic manner. So we only need to consider the space D1 × D1 × S0 × · · · × S0,
which is actually 2n−2 copies of D1 ×D1. We call one such square a even square
(odd square) if the sum of the last (n − 2) coordinates is even (odd). For each
of these squares, we draw a diagonal from the lower left corner to the top right,
make a triangulation of the surface and give suitable orientation to each triangle.
For even squares, take a counterclockwise orientation (00 → 10 → 11 → 01) and
for odd squares take a clockwise orientation (00 → 10 → 11 → 10) as shown in
Figure 2.2.
00 10
01 11
(a) Even squares
00 10
01 11
(b) Odd squares
Figure 2.2: Orientation on the triangles on ZKn(D1, S0)/Zn
Then we glue these squares along their boundaries under the identification gen-
erated by Zn and check that the orientation of each square is preserved. Let
12 . . . n represent the coordinate (1, . . . , n) where i = 0 or 1. For abbrevia-
tion, we write directed edges as (000, 010) which represent the directed edge from
(0, 0, 0) to (0, 1, 0).
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Case 1:(n = 3). We have two copies of D1 ×D1 (Figure 2.3a). Under the action
of Zn, we have the following identification of edges on the boundary of this two
squares.
(000, 010) ∼ (000, 100), (001, 011) ∼ (010, 110),
(100, 110) ∼ (001, 101), (101, 111) ∼ (011, 111)
As shown in Figure 2.3, we can give orientation to to each of the triangles such
that the orientation of each edge fits together.
(a) (b)
Figure 2.3: Quotient space ZK3(D1, S0)/Z3.
Case 2:(n = 4). In this case, we have four copies of D1×D1 as shown in (Figure
2.4b). And we have the identification of edges as follows:
(0000, 0100) ∼ (0000, 1000), (0010, 0110) ∼ (0100, 1100),
(1000, 1100) ∼ (0001, 1001), (1011, 1111) ∼ (0111, 1111)
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(1001, 1101) ∼ (0011, 1011), (0011, 0111) ∼ (0110, 1110),
(1010, 1110) ∼ (0101, 1101), (0001, 0101) ∼ (0010, 1010)
We can see from the figure that the orientation of each triangle is compatible to
each other.
Figure 2.4: Quotient space ZK4(D1, S0)/Z4.
Case 3: (n ≥ 5). For n ≥ 5, we can have the identification of edges as follows:
(0000x, 1000x) ∼ (000x0, 000x1), (0010x, 0110x) ∼ (010x0, 110x0),
(100x0, 110x0) ∼ (00x01, 10x01), (101x1, 111x1) ∼ (01x11, 1x111),
(1001x, 1101x) ∼ (001x1, 101x1), (001x1, 011x1) ∼ (01x10, 11x10),
(1010x, 1110x) ∼ (010x1, 110x1), (000x1, 010x1) ∼ (00x10, 10x10),
Here, x represents a string of length (n − 4) whose characters can be 0 or 1.
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From the above identification, one can check that any two neigbouring square has
compatible orientation. Therefore, all this identifications preserve the orientation
of the surface. Therefore, ZK(D1, S0)/Zn is an orientable surface.
Since the quotient of a compact and connected space is also a compact and con-
nected space, we have proved the following theorem.
Theorem 2.3.3. Let K be the boundary of an n-gon. Then ZK(D1, S0)/Zn is a
closed, compact and orientable surface.
In a similar manner, it is also possible to show that theorem 2.3.3 is true for a
subgroup Zm ⊂ Zn where m | n. More detail can be found in Ali’s thesis [Al-Raisi,
2014]. Or, one can just use the above triangulation to show that the quotient space
is orientable.
2.3.1 Branched coverings and the genus of ZK(D1, S0)/Zn
Next, we will prove the following lemma which gives a formula for finding the
genus of the quotient space.
Lemma 2.3.4. The genus of ZK(D1, S0)/Zn is given by the following formula:
g(ZK(D1, S0)/Zn) = 1 + 2n−3 − 1
2n
∑
d|n
φ(d)2n/d (2.3)
where φ is the Euler totient function.
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To prove this lemma, we will use the Riemann-Hurwitz formula for branched
covering. Note that the quotient map ZK(D1, S0) → ZK(D1, S0)/Zn would be a
covering map if remove a finite number of points (the corners of each D1 ×D1).
So this quotient map is a branched cover. We use the following definition from
[Wm. Pitt Turner, 2011].
Definition 2.3.5. Let X and Y be two surfaces. A map p : X → Y is called
a branched covering if there exists a codimension 2 subset S ⊂ Y such that
p : X \ p−1(S)→ Y \ S is a covering map. The set S is called the branch set and
the preimage p−1(S) is called the singular set.
Definition 2.3.6. Let p : X → Y be a branched covering of two surfaces where
Y is connected. The degree of this branched covering is the number of sheets of
the induced covering after removing the branch points and singular points.
In [Al-Raisi, 2014], it is proved that ZK(D1, S0)→ ZK(D1, S0)/Zn is a branched
covering of degree n. Since the quotient is closed, compact and orientable we can
apply the classical Riemann-Hurwitz formula for branched covering.
Theorem 2.3.7 (Riemann-Hurwitz Formula). Let G be a finite group acting on
the surface X, such that the map p : X → X/G be a branched covering with a
branch subset S ⊂ X/G. Let Gy represent the isotropy subgroup for a point y ∈ X
and χ(X) be the Euler characteristic of X. Then
χ(X) = |G| · χ(X/G)−
∑
x∈S
(
|G| − |G|
nx
)
(2.4)
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with nx = |Gy| for y ∈ p−1(x) and x ∈ S.
To apply this formula we need to calculate the cardinality of the isotropy subgroup
for each of the singular points in ZK(D1, S0). It is straightforward that the action
of Zn on a point permute its coordinate in a cyclic manner. The only points in
ZK(D1, S0) which have a nontrivial isotropy group have coordinates 0’s or 1’s only.
Therefore, the cardinality of the isotropy subgroup is related to the number of
aperiodic necklaces with 2-coloring. We will give some necessary definitions related
to aperiodic necklaces and then count the Euler characteristic of ZK(D1, S0)/Zn
by using the Riemann-Hurwitz formula.
Definition 2.3.8. Let W represent a word of length n over an alphabet of size k.
We define an action of the cyclic group Zn = 〈σ〉 on W by rotating its characters.
For example, if W = a1a2 · · · an where each ai is a character from the alphabet,
then σ(W ) = ana1a2 · · · an−1. A word W of length n is called an aperiodic word
if W has n distinct rotation.
Definition 2.3.9. An equivalence class of an aperiodic word under rotation is
called a primitive necklace.
The total number of primitive n-necklaces on an alphabet of size k, denoted by
M(k, n), is given by Moreau’s formula [Moreau, 1872],
M(k, n) =
1
n
∑
d|n
µ(d)kn/d
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Note that we can deduce Moreau’s formula by using Mo¨bius inversion formula
and the fact that
kn =
∑
d|n
dM(k, d)
Total Number of Necklace of length n with k-coloring: Note that this
number is the same as
∑
d|nM(k, d) since M(k, d) gives us the number of aperiodic
necklaces for each divisor d of n. So, we have
∑
d|n
M(k, d) =
∑
d|n
1
d
∑
c|d
µ(c)kd/c
=
1
n
∑
d|n
∑
c|d
n
d
µ(d/c)kc
=
1
n
∑
c|n
∑
b|n
c
d=bc
n
d
µ(d/c)kc
=
1
n
∑
c|n
kc
∑
b|n
c
µ(b)
(n
c
)(1
b
)
=
1
n
∑
d|n
φ(d)kn/d
The last line follows since
∑
b|n
c
µ(b)(n
c
)(1
b
) = φ(n/c), where φ is the Euler’s totient
function.
For our calculation, k = 2 since we are only concerned about words with 2 letters
or necklaces with 2-coloring. We will denote this Moreau’s formula by
M(n) =
1
n
∑
d|n
µ(d)2n/d
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So we have,
∑
d|nM(d) =
1
n
∑
d|n φ(d)2
n/d.
Proof of lemma 2.3.4. Note that Zn acts on a point of ZK(D1, S0) by cycli-
cally permuting the coordinates. So Zn acts freely on all but finitely many points.
The coordinate of those points can be only 0 or 1. Each point in the branch set
can be considered a primitive necklace of length d where d|n. Clearly, there are
M(d) points in the branch set which has isotropy group Zn/d. So the summation
in the Riemann-Hurwitz formula becomes
∑
x∈S
(
|G| − |G|
nx
)
=
∑
d|n
M(d)(n− n
n/d
)
Now using the Riemann-Hurwitz formula,
χ(ZK(D1, S0)) = n.χ(X/G)−
∑
d|n
M(d)(n− n
n/d
)
=⇒ (4− n)2n−2 = n.χ(X/G)−
∑
d|n
nM(d) +
∑
d|n
dM(d)
=⇒ 2n − n2n−2 = n.χ(X/G)− n
∑
d|n
M(d) + 2n
=⇒ χ(ZK(D1, S0)/Zn) =
∑
d|n
M(d)− 2n−2
=⇒ χ(ZK(D1, S0)/Zn) = 1
n
∑
d|n
φ(d)2n/d − 2n−2
=⇒ g(ZK(D1, S0)/Zn) = 1 + 2n−3 − 1
2n
∑
d|n
φ(d)2n/d
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So the quotient space ZKn(D1, S
0)/Zn has genus equal to
1 + 2n−3 − 1
2
(# of n-length necklace with 2-coloring)
Example 2.3.10. For n = 6, ZKn(D
1, S0) is a surface with genus 1+(6−4)26−3 =
17. Under the above formula, the genus of the quotient space ZKn(D
1, S0)/Zn is
1 + 23 − 1
2
(#of 6-length necklace with 2-coloring)
The number of 6 length necklace with 2-coloring is exactly
1
6
∑
d|6
φ(d)26/d =
1
6
(1.26 + 1.23 + 2.22 + 2.2) = 14
So ZKn(D
1, S0)/Zn has genus 9− 14/2 = 2.
2.3.2 An upper bound for genus of quotient graph Qn/Zn
From the above discussion, we have proved the following lemma.
Lemma 2.3.11. The genus of the quotient graph, Qn/Zn has an upper bound:
γ(Qn/Zn) ≤ 1 + 2n−3 − 1
2n
∑
d|n
φ(d)2n/d (2.5)
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3 Invertible Natural
Transformations of ZK(−,−)
Introduction
Given an abstract simplicial complex K, the polyhedral product ZK(−,−) defines
a functor from the category of based pairs Pairs∗ to the category of based spaces
Top∗. So it is natural to ask what the set of natural isomorphims of this functor
looks like. In this chapter, we will give a description of all the invertible natural
transformations of polyhedral product functor to itself. We will prove that this set
of natural isomorphisms are completely determined by the underlying simplicial
complex K.
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3.1 Functoriality of ZK(−,−)
LetK be a simplicial complex with vertex set [n] = {1, · · · , n}. From the definition
it is straightforward to check that ZK(−,−) is a functor from Pairs∗ to Top∗. To
an object (X,A) in Pairs∗, polyhedral product functor assigns an object ZK(X,A)
in Top∗, and to a map of pointed pairs f : (X,A) → (Y,B) it assigns a pointed
map ZK(f) : ZK(X,A) → ZK(Y,B) mapping (x1, · · · , xn) to (f(x1), · · · , f(yn)).
Let Aut(K) denote the set of simplicial isomorphisms of K to itself. For any
element τ ∈ Aut(K), there is an induced isomorphism of ZK(X,A) denoted by
τ(K) : ZK(X,A)→ ZK(X,A) which maps (x1, · · · , xn) to (xτ(1), · · · , xτ(n)). This
definess a natural isomorphism of ZK(−,−) since the following diagram commutes
ZK(X,A) ZK(Y,B)
ZK(X,A) ZK(Y,B)
ZK(f)
τ(K) τ(K)
ZK(f)
3.2 Natural Isomorphisms of ZK(−,−)
Let Iso(ZK,ZK) denote the set of invertible natural transformations from
ZK(−,−) to itself. From the above discussion, we have the following proposi-
tion.
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Proposition 3.2.1. The map
Φ : Aut(K)→ Iso(ZK,ZK)
τ 7→ τ(K)
is an injective group homomorphism.
We will show that this map is also surjective. More precisely, we will prove the
following proposition.
Proposition 3.2.2. The set of invertible natural transformations Iso(ZK,ZK) is
isomorphic to the automorphism group Aut(K).
Construction of inverse map (Θ) of Φ: Pick an arbitrary natural isomorphism
η ∈ Iso(ZK,ZK) and let W = {∗, p1, · · · , pn} be a discrete space with n+1 points,
∗ as base point. Then by definition ZK(W,W ) = W n and η(W,W ) is an isomorphism
from W n to itself. Due to the naturality of η, we have the following commuting
diagram for any map f : W → W .
W n W n
W n W n
ZK(f)
η(W,W ) η(W,W )
ZK(f)
Let Σn denote the symmetric group on n letters. We prove proposition 3.2.2
in three steps. First, we consider the discrete space W and show that there is
an σ ∈ Σn which corresponds to η(W,W ). Second, we show that η is completely
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determined by this σ. Finally, we show that Φ : Iso(ZK,ZK) → Aut(K), η 7→ σ
gives a well defined map.
Lemma 3.2.3. There exists σ ∈ Σn such that η(W,W )(p1, · · · , pn) =
(pσ(1), · · · , pσ(n)).
Proof. Let η(W,W )(p1, · · · , pn) = (u1, · · · , un). Now consider the set U = {u1, · · · ,
un}. We claim that U contains all the points pi for i = 1, ..., n. We will
prove by contradiction. Assume that there exists some pi (say p1 WLOG)
which is not in U . Define a function f : X → X which maps p1 to the base
point ∗, and fixes every other points. Then ZK(f)(p1, · · · , pn) = (∗, p2 · · · , pn)
and ZK(f)(u1, · · · , un) = (u1, · · · , un) (since f keeps all of ui’s fixed). Since
η(W,W ) commutes with ZK(f), we see that η(W,W ) maps both (p1, · · · , pn) and
(∗, p2, · · · , pn) to (u1, · · · , un), which is a contradiction as η(W,W ) is an isomor-
phism. This implies that (u1, · · · , un) is a permutation of (p1, · · · , pn). There-
fore we can choose a permutation σ ∈ Σn such that η(W,W )(p1, · · · , pn) =
(pσ(1), · · · , pσ(n)).
Now fix the above permutation σ ∈ Σn for η. In the following lemma we will show
that η is completely determined by this σ.
Lemma 3.2.4. Let (X,A) be any arbitrary pair and (x1, · · · , xn) ∈ ZK(X,A).
Then η(X,A)(x1, · · · , xn) = (xσ(1), · · · , xσ(n)).
Proof. First we will consider the pair (X,X). Let W be defined above (con-
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taining n + 1 discrete points with a base point). Define f : W → X as
f(pi) = xi for i = 1, · · · , n. Since the following diagram commutes we have
η(X,X)(x1, · · · , xn) = η(X,X)(f(p1), · · · , f(pn)) = η(X,X) ◦ ZK(f)(p1, · · · , pn) =
ZK(f) ◦ η(W,W )(p1, · · · , pn) = ZK(f)(pσ(1), · · · , pσ(n)) = (f(pσ(1)), · · · , f(pσn)) =
(xσ(1), · · · , xσ(n)).
W n Xn
W n Xn
ZK(f)
η(W,W ) η(X,X)
ZK(f)
Now for any pair (X,A), we have an inclusion map ZK(X,A) ↪−→ ZK(X,X) which
satisfies the following commuting diagram.
ZK(X,A) ZK(X,X)
ZK(X,A) ZK(X,X)
η(X,A) η(X,X)
This commutative diagram implies that for any (x1, · · · , xn) ∈ ZK(X,A), we have
η(X,A)(x1, · · · , xn) = (xσ(1), · · · , xσ(n)).
We have proved that η is completely determined by σ ∈ Σn. Now define Θ(η) =
σ. In the next lemma, we will show that this gives us a well defined map Θ :
Iso(ZK,ZK)→ Aut(K).
Lemma 3.2.5. σ is an element in Aut(K).
Proof. Prove by contradiction. If σ /∈ Aut(K), then there exists a maximal face
F ⊂ K such that σ(F ) is not a maximal face of K. Let F = {i1, · · · , ik} and
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σ(is) = js for s = 1, · · · , k. So σ(F ) = {j1, · · · , jk} is not a maximal face of
K. Now consider a pair (X,A) where X = {∗, p1, · · · , pn, q1, · · · , qn} and A =
{∗, q1, · · · , qn}. Pick a point (y1, · · · , yn) ∈ ZK(X,A) where
yl =

pl, if l ∈ F
ql, if l /∈ F
Now note that η(X,A)(y1, · · · , yn) = (yσ(1), · · · , yσ(n)) = (z1, · · · , zn) where
zl =

pl if l ∈ σ(F )
ql if l /∈ σ(F )
But this is not possible since σ(F ) is not a maximal face and hence (z1, · · · , zn) /∈
ZK(X,A). This implies σ must be an element in Aut(K).
Hence, proposition 3.2.2 is proved.
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4 The Homology of ZKn(D1, S0)
as a Z[Zn]-module
Introduction
In this chapter we will give a complete description of the homology of ZKn(D1, S0)
as a Z[Zn]-module where Kn is the boundary of an n-gon (n ≥ 3). The result
is mainly based on the work of Ali Al-Raisi ([Al-Raisi, 2014]) who showed that
that Aut(Kn) acts in a natural way on the stable splitting of ZKn(D1, S0). We
consider the Zn-action on the homology of ZKn(D1, S0) and describe the action
as a representation of the cyclic group Zn. This computation is related to the
classical counting problem of Lyndon words and necklace 2-coloring.
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4.1 Notations and Preliminaries
From this chapter on we always assume that n ≥ 3. Let K be an abstract simplicial
complex on vertex set [n] = {1, · · · , n}. Given a sequence I = (i1, · · · , ik) with
1 ≤ i1 < · · · < ik ≤ n, define KI = {τ ∩ I|τ ∈ K}. The next proposition follows
from the corollary 2.24 of [Bahri et al., 2010].
Proposition 4.1.1. Let K be an abstract simplicial complex. Then there exists
homotopy equivalences
ΣZK(Dm+1, Sm)→ Σ(
∨
I /∈K
|K| ∗ Sm|I|)→
∨
I /∈K
Σ2+m|I||KI |
Let Kn denote the boundary of an n-gon. The following corollary is an immediate
consequence of proposition 4.1.1.
Corollary 4.1.2. There exists a homotopy equivalence
H : ΣZK(D1, S0)→
∨
I /∈K
Σ2|KI |.
Example 4.1.3. Let K be the boundary of a 4-gon. Then ΣZK(D1, S0) =
Σ(∂(D1×D1)×∂(D1×D1)) = Σ(S1×S1) = ΣS1∨ΣS1∨Σ(S1∧S1) ≈ S2∨S2∨S3.
There are three sequences I for which KI is non-trivial. We get Σ2|KI | = S2
for I = {1, 3} or {2, 4}, and Σ2|KI | = S3 for I = {1, 2, 3, 4}. This gives∨
I /∈K Σ
2|KI | = S2 ∨ S2 ∨ S3.
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It is natural to ask whether this suspension admits an Aut(K)-equivariant ho-
motopy equivalence to the stable decomposition. Ali Al-Raisi gave an explicit
formula of this Aut(K)-equivariant map in [Al-Raisi, 2014] from which one can
get the following proposition.
Proposition 4.1.4. There exists an Aut(K)-equivariant homotopy equivalence
H : ΣZK(D1, S0)→
∨
I /∈K
Σ2|KI |. (4.1)
Let Zn = 〈σ〉 be the cyclic group of order n. From Ali’s formula it can be showed
that the action of Zn on the right hand side of equation 4.1.4 is induced by σ(KI) :
KI → Kσ(I) which sends vertex i to σ(i). This gives a Zn-invariant decomposition
of the homology of ZKn(D1, S0). First we prove that Zn acts trivially on H0 and
H2.
Lemma 4.1.5. The Zn-action on H0(ZKn(D1, S0)) and H2(ZKn(D1, S0)) is triv-
ial.
Proof. First note that ZKn(D1, S0) is a closed, compact and orientable sur-
face. Let Zn = 〈σ〉 and f : ∆0 → ZKn(D1, S0), ∗ 7→ p be a generator of
H0(ZKn(D1, S0)). Since ZKn(D1, S0) is path-connected, one can show that f
and σ(f) are homotopy equivalent. Hence σ∗ : H0 → H0 is the identity map.
Now we show the triviality of Zn-action on H2. It is enough to show that
the Zn-action preserves the orientation of the surface ZKn(D1, S0). Recall that
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00 10
01 11
00 10
01 11
Figure 4.1: Orientation of a 2-cell in ZKn(D1, S0). Left: even squares, right: odd
squares. The coordinates of four vertices of the square are shown as 00, 10, 11, 01.
These correspond to the i-th and (i+ 1) mod n-th coordinate.
ZKn(D1, S0) =
⋃
τ⊂Kn
(D1, S0)τ , where τ ranges over the maximal faces of Kn. Each
of the terms in this union corresponds to 2n−2 copies of squares. Pick a square of
the form 1 × · · · i−1 × D1︸︷︷︸
i
× D1︸︷︷︸
i+1
×i+1 · · · × n where auxiliary coordinates ’s
are 0 or 1 ( and note that active coordinates i, i+1 are taken modulo n). Now give
an counterclockwise (clockwise) orientation to this square if the sum of the aux-
iliary coordinates is even (odd) as shown in Figure 4.1. Now note that any two
neighbouring squares’ orientations are compatible which induces an orientation
for ZKn(D1, S0).
One can check that this orientation is preserved by the Zn-action on ZKn(D1, S0),
since the action is rotating the coordinates one by one. Hence the conclusion
follows.
Since Zn acts trivially on H0 and H2, we study the action of Zn on the one
dimensional homology H1(ZKn(D1, S0)).
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4.2 Lyndon Words and Gap Number of Primi-
tive Necklaces
Definition 4.2.1. A k-ary Lyndon word of length n in an alphabet of size k is
an n-length word which is the smallest element in the lexicographical ordering
of all its circular rotations ([Lothaire, 1997]). We define a rotation of a word
w = a1a2 · · · an as r(w) = ana1a2 · · · an−1.
Let R(w) denote the set of all rotations of a word w. Clearly, if w is a Lyndon word
of length n, then |R(w)| = n. Let Ln denote the set of n-length Lyndon words
in alphabet {0, 1}. Since each Lyndon word of length n has exactly n distinct
rotations, it follows that
2n =
∑
d|n
d |Ld|
By Mo¨bius inversion formula one can calculate the number of Lyndon words of
length n as shown in equation (4.2). This is called the Witt’s formula [Jacobson,
1979; Bourbaki, 1994] or Moreau’s necklace counting function [Moreau, 1872],
|Ln| = 1
n
∑
d|n
µ(d)2n/d (4.2)
Here, µ denotes the Mo¨bius function.
Definition 4.2.2. Given a Lyndon word w ∈ Ln, define the gap number ι(w) as
the number of times 01 appears as a substring of w.
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We describe a correspondence between the stable summands of eq. 4.1 in propo-
sition 4.1.4 and Lyndon words of length d with d | n. If w ∈ Ld where d|n, we
can create a corresponding sequence I ⊂ [n] by repeating the Lyndon word n/d
times and then take a vertex at 0’s positions. For example, let w = 00101 ∈ L5
and n = 10. We take the sequence I = (1, 2, 4, 6, 7, 9) which corresponds to the
positions of 0’s in ww. Also, note that ι(w) = 2, so there are ι(w)n/d−1 = 3 basis
elements (namely (1,4), (4,6), (6, 9)) corresponding to KI in the stable splitting
( Figure 4.2).
1 2 3 4 5 6 7 8 9 10
Figure 4.2: Gap number and basis elements
It is evident from this example that the gap number ι(w) gives us the number
of basis element in the corresponding stable summand in H1(ZKn(D1, S0)). From
proposition 4.1.4, we have the following quick lemma:
Lemma 4.2.3. Let w = w1 . . . wd be a Lyndon word with d | n and 1 < d ≤ n.
Let I be the sequence corresponding wn/d. Then the stable summand Σ2|KI | is
equivalent to
ι(w)n
d
−1∨
i=1
S2.
Proof. First note that wn/d = w . . . w has ι(w)n
d
−1 many blocks of 0’s. Since Kn is
an n-gon, any two consecutive vertices are path connected. Hence the conclusion
follows.
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We first give a formula for calculating this gap number ι(w) and then prove our
main results.
Let L(n, k) denote the number of n-length binary Lyndon words where 01 appears
exactly k times. Then we have the following formula.1
Lemma 4.2.4.
L(n, k) =
2
n
∑
d|gcd(n,k)
µ(s)
(
n/d
2k/d
)
.
Proof. An n-length binary Lyndon word is equivalent to a primitive necklace of
length n with 2-coloring (see definition 2.3.9, definition 2.3.8). If the count of 01-
substring in w is k, there are k blocks of 0’s and k blocks of 1’s. Therefore for an
n-beads necklace we have to choose 2k positions as the boundary of those blocks
(k positions for 01 and k positions for 10) . So we have the following identity
2
(
n
2k
)
=
∑
d|gcd(n,k)
n
d
L(n/d, k/d)
This identity follows from the fact that we can construct a 2-colored arbitrary
necklace with 2k blocks by first choosing one of the L(n/d, k/d) words of length
n/d with k/d blocks, rotating it in n/d ways and then repeating it d times. We
1Thanks to online community member ‘joriki’ who has answered my question at [joriki
(https://math.stackexchange.com/users/6622/joriki), 2020] and helped me figure out this for-
mula.
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can rewrite the equation by setting n = ux, k = vx where u, v are coprimes.
2
(
ux
2vx
)
=
∑
d|x
ux
d
L(
ux
d
,
vx
d
) =
∑
d|x
ud L(ud, vd)
Apply Mo¨bius inversion formula to get
ux L(ux, vx) = 2
∑
d|x
µ(d)
(
ux/d
2vx/d
)
=⇒ L(n, k) = 2
n
∑
d|gcd(n,k)
(
n/d
2k/d
)
Example 4.2.5. Consider the binary Lyndon words with length 6. We have
L6 = {000001, 000011, 000101, 000111, 001011, 001101, 001111, 010111, 011111}.
Clearly, we have L(6, 2) = 4. By the above formula we also get,
L(6, 2) =
2
6
∑
d|2
µ(d)
(
6/d
4/d
)
=
1
3
((
6
4
)
−
(
3
2
))
=
1
3
(15− 3)
= 4 .
Example 4.2.6 (Lyndon Word and Zn action on Stable splitting). Let k6 be the
boundary of a 6-gon. Pick w = 001011 ∈ L6. This corresponds to a sequence
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I = (1, 2, 4). Under the action of Zn, this I obviously has an orbit of size 6:
{(1, 2, 4), (2, 3, 5), (3, 4, 6), (4, 5, 1), (5, 6, 2), (6, 1, 3)}. Since ι(w) = 2, we can take
one basis element (1, 4) for |KI | in the stable splitting of 4.1.4. Hence, we get
6⊕
i=0
Z
as a Zn-invariant summand of H1(ZK6(D1, S0)).
Notation: Let Ad denote the standard cycle matrix in GL(d,Z). So Ad is a
d× d matrix with each entry 0 or 1.
Ad =

0 · · · 1
1 0 · · · 0
. . . . . .
...
. . . . . .
0 1 0

4.3 Z[Zn]-module Structure of H1(ZKn(D1, S0))
Recall the definition of induced representation. LetH is a subgroup of G and M be
a left Z[H]-module. Then IndGHM is defined as the tensor product Z[G]
⊗
Z[H]M ,
where Z[G] is considered as a right Z[H]-module. The following proposition found
in [Brown, 1994] (proposition 5.3, p67) will be very handy in our calculation.
Proposition 4.3.1. Let G be a finite group and N be a Z[G]-module such that
N =
⊕
i∈IMi as an abelian group. Suppose the action of G transitively permutes
the summands. Choose M to be one of the summands and let H ⊂ G be the
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subgroup fixing M . Then M is a Z[H]-module and N ∼= IndGH M .
Let L =
 ⋃
d|n
1<d<n
Ld
⋃{w ∈ Ln|ι(w) > 1}. Note that this L gives a complete set
of representatives of the orbits of Zn-action on {I | I /∈ Kn and |KI | nontrivial }.
Motivated by the example in 4.2.6 we first proof the following lemma.
Lemma 4.3.2. Let w ∈ L with length |w| = d. Then we have a Zn-invariant
submodule Mw which is a direct summand of H1(ZKn(D1, S0)) and has Z-rank
equal to d(ι(w)n/d− 1) = ι(w)n− d. As a Z-module we have,
Mw ∼=
d⊕
i=1
Zι(w)n/d−1 (4.3)
Proof. Create the corresponding sequence I ⊂ [n] by repeating the Lyndon word
n/d times and taking a vertex at 0’s position. Then orbit(I) has d distinct elements
under the action of Zn. Each sequence in orbit(I) correspond ι(w)n/d− 1 copies
of Z in H1. Hence the conclusion follows.
Now we describe the Z[Zn]-module structure of H1(ZKn(D1, S0)).
Theorem 4.3.3. Let Kn be the boundary of an n-gon and Zn = 〈σ〉 be the cyclic
group of order n. Then as a Z[Zn]-module the homology group H1(ZKn(D1, S0)) is
isomorphic to a direct sum of induced representations
⊕
w∈L
IndZnZn/d Nw, where Nw
is a direct summand of H1(ZKn(D1, S0)) as an abelian group, d > 1 is a divisor
of n and Zn/d = 〈σd〉 ⊂ Zn.
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Moreover, if 1 < d < n, Nw is isomorphic to Zι(w)n/d−1 as a Z-module and the
action of Zn/d = 〈σd〉 on Nw has matrix representation (with respect to standard
basis) as

An/d 0
An/d
. . .
0 An/d
0 −1
0
0
In/d−2
−1
−1

which is a square matrix of dimension ι(w)n/d−1, with ι(w)−1 copies of standard
cycle matrix An/d on the upper left block diagonal terms. If d = n, then Nw is
isomorphic to (Z[Zn])ι(w)−1.
Proof. The first part of the theorem follows from lemma 4.3.2 and proposition
4.3.1. Note that for each w ∈ L, there exists a Zn-invariant summand Mw which
has rank ι(w)n− d as a Z-module. Since w is a Lyndon word of length d, we can
decompose Mw as d copies of Zι(w)n/d−1 which are fixed by Zn/d = 〈σd〉. Then by
proposition 4.3.1, Mw = Ind
Zn
Zn/d Nw where Nw is isomorphic to ι(w)n/d− 1 copies
of Z.
Now we will describe the matrix representation of Zn/d-action on Nw. First assume
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that 1 < d < n. Since ι(w) represents the number of blocks of 0’s. Create a n-
length word by repeating n/d times. So there are ι(w)n/d many blocks of 0’s and
this n-length word gives us a I /∈ KI . Pick one vertex from each of these blocks:
(v11, · · · , v1ι(w), v21, · · · , v2ι(w), vn/d1 , · · · , vn/dι(w)). Choose a basis for Nw as
e1 = (v
1
1, v
1
2), en/d+1 = (v
1
2, v
1
3), · · · , e(ι(w)−1)n/d+1 = (v1ι(w), v21)
e2 = (v
2
1, v
2
2), en/d+2 = (v
2
2, v
2
3), · · · , e(ι(w)−1)n/d+2 = (v2ι(w), v31)
...
en/d = (v
n/d
1 , v
n/d
2 ), e2n/d = (v
n/d
2 , v
n/d
3 ), · · · , eι(w)n/d−1 = (vn/dι(w)−1, vn/dι(w))
With respect to this basis, we get the desired matrix representation.
Now assume d = n. By proposition 4.3.1, we have Nw ∼= IndZn{id} Zι(w)−1 =
Z[Zn]
⊗
Z
Zι(w)−1 =
ι(w)−1⊕
i=1
Z[Zn]
Corollary 4.3.4. Let p ≥ 5 be a prime and Kp be the boundary of a p-gon. Then
as a Z[Cp]-module the homology group H1(ZKp(D1, S0)) is isomorphic to a direct
sum of 2(1+(p−4)2
p−3)
p
copies of Z[Zp].
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4.4 Examples
4.4.1 The Homology of ZK5(D1, S0) as a Z[Z5]-module
ZK5(D1, S0) is a closed surface with genus g = 1 + (5− 4)25−3 = 5, therefore we
have,
H∗(ZK5(D1, S0)) =

Z if ∗ = 0, 2
10⊕
i=1
Z if ∗ = 1
Now we will describe the Z5-action on H1(ZK5(D1, S0)). From proposition 4.1.4
we have
H1(ZK5(D1, S0)) ∼=
⊕
I /∈K5
1<|I|<5
H1(Σ|KI |)
Now note that the set of 5-length Lyndon words on {0, 1} contains five words,
L5 = {00001, 00011, 00101, 00111, 01011, 01111}. Among these only 00101, 01011
has gap number greater that 1. So, L = {w ∈ L5 | ι(w) > 1} = {00101, 01011}.
We get the following summands in H1 as Z[Z5]-module
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Table 4.1: Z[Z5]-module structure of H1(ZK5(D1, S0))
Lyndon word, w Orbits
Z[Z5]-invariant
summand in H1
w = 00101
(1 2 4)
(2 3 5)
(3 4 1)
(4 5 2)
(5 1 3)
5⊕
i=1
Z ∼= Z[Z5]
w = 01011
(1 3 )
(2 4)
(3 5)
(4 1)
(5 2)
5⊕
i=1
Z ∼= Z[Z5]
Hence we have the following Z[Z5]-module isomorphism.
H1(ZK5(D1, S0)) ∼=
2⊕
i=1
Z[Z5]
4.4.2 The Homology of ZK6(D1, S0) as a Z[Z6]-module
We will describe the case for n = 6. Let K6 denote the boundary of a 6-gon.
Then we know that ZK6(D1, S0) is a closed compact and oriented surface of genus
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g = 1 + (6− 4)26−3 = 17. Therefore we have,
H∗(ZK6(D
1, S0)) =

Z if ∗ = 0, 2
34⊕
i=1
Z if ∗ = 1
Then by proposition 4.1.4 Zn acts on ZK6(D1, S0) by rotating the coordinates
cyclically which induces a Zn-equivariant map on H∗(ZK6(D1, S0)). Note that Zn
acts trivially on H0 and H2. The action of Zn on H1 is the interesting part. By
proposition 4.1.4, we have
H1(ZK6(D
1, S0)) ∼= H2(ΣZK6(D1, S0))
∼= H2(
∨
I /∈K
1<|I|<n
Σ2|KI |)
∼=
⊕
I /∈K
1<|I|<n
H2(Σ
2|KI |)
∼=
⊕
I /∈K
1<|I|<n
H1(Σ|KI |)
We have the following correspondece between {I|I /∈ K, 1 < |I| < 6} and( ⋃
d|6,d>1
Ld
)⋃{w ∈ L6|ι(w) > 1}. Recall that ι(w) denotes the number of 01
in a word w, from which we can get the rank of the corresponding summand in
H1 as an abelian group.
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Table 4.2: Z[Z6]-module structure of H1(ZK6(D1, S0))
Word length, d
Lyndon word, w
number of ‘01’, ι(w)
I /∈ K Orbits
Z[Zn]-invariant
summand in H1
d = 2, w = 01, ι(w) = 1 (1 3 5)
(1 3 5)
(2 4 6)
2⊕
i=1
Z2
d = 3, w = 001, ι(w) = 1 (1 2 4 5)
(1 2 4 5)
(2 3 5 6)
(3 4 6 1)
3⊕
i=1
Z
d = 3, w = 011, ι(w) = 1 (1 4)
(1 4)
(2 5)
(3 6)
3⊕
i=1
Z
d = 6, w = 010111, ι(w) = 2 (1 3)
(1 3)
(2 4)
(3 5)
(4 6)
(5 1)
(6 2)
6⊕
i=1
Z
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Word length, d
Lyndon word, w
number of ‘01’, ι(w)
I /∈ K Orbits
Z[Zn]-invariant
summand in H1
d = 6, w = 001101, ι(w) = 2 (1 2 5)
(1 2 5)
(2 3 6)
(3 4 1)
(4 5 2)
(5 6 3)
(6 1 4)
6⊕
i=1
Z
d = 6, w = 001011, ι(w) = 2 (1 2 4)
(1 2 4)
(2 3 5)
(3 4 6)
(4 5 1)
(5 6 2)
(6 1 3)
6⊕
i=1
Z
d = 6, w = 000101, ι(w) = 2 (1 2 3 5)
(1 2 3 5)
(2 3 4 6)
(3 4 5 1)
(4 5 6 2)
(5 6 1 3)
(6 1 2 4)
6⊕
i=1
Z
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Note that in the fourth column, we have listed the Z[Zn]-invariant subspaces
in H1. The Z-rank of one such summand is equal to ι(w)n − d, where w is
the corresponding Lyndon word. For each of the summand we get the following
Z[Zn]-module structure.
Lyndon word, w
Z[Zn]-module
structure
Matrix representation
Zn/d action
w = 01
2⊕
i=1
Z2 ∼= IndZ6Z3 Z2
0 −1
1 −1

w = 001
3⊕
i=1
Z ∼= IndZ6Z2 Z sign rep.
w = 011
3⊕
i=1
Z ∼= IndZ6Z2 Z ”
w = 010111
6⊕
i=1
Z ∼= Z[Z6] regular rep
w = 001101
6⊕
i=1
Z ∼= Z[Z6] ”
w = 001011
6⊕
i=1
Z ∼= Z[Z6] ”
w = 000101
6⊕
i=1
Z ∼= Z[Z6] ”
Therefore we get the following Z[Z6]-module isomorphism
H1(ZK6(D
1, S0)) ∼= (IndZ6Z3 Z2)
⊕
(⊕2i=1 IndZ6Z2 Zsign)
⊕
(⊕4i=1Z[Z6])
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4.4.3 Calculations with n = 7, 8, 9, 10
n = 7 :
H1(ZK7(D1, S0)) ∼=
14⊕
i=1
Z[Z7]
n = 8 :
H1(ZK8(D1, S0)) ∼=
3⊕
i=1
IndZ8Z2 Zsign
⊕
IndZ8Z4 Z
3
30⊕
i=1
Z[Z8]
n = 9 :
H1(ZK9(D1, S0)) ∼=
2⊕
i=1
IndZ9Z3 Z
2
70⊕
i=1
Z[Z9]
n = 10 :
H1(ZK10(D1, S0)) ∼=
4⊕
i=1
IndZ10Z2 Zsign
2⊕
i=1
IndZ10Z2 Z
3
1⊕
i=1
IndZ10Z5 Z
4
148⊕
i=1
Z[Z10]
53
54
5 Homotopy Orbit Space of
ZKn(D1, S0)
5.1 Introduction
Recall from the previous chapters (chapters 2 and 3), ZKn(D1, S0) admits a Zn-
action which induces a action on the homology H∗(ZKn(D1, S0)). In this chapter,
we consider the homotopy orbit space EG×GX where G = Zn, X = ZKn(D1, S0)
and EG is the universal bundle of the classifying space of G. We calculate the
homological spectral sequence of the fibration X → EG×GX → BG. We use the
Z[Zn]-module structure of H∗(ZKn(D1, S0)) to show that the spectral sequence
collapses at the E2-page.
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5.2 Homotopy Orbit Space
Let G be a finite dicrete group and X be a topological space on which G acts from
the left. We call such space a left G-space. Recall that associated to G there exists
a universal bundle G ↪→ EG→ BG, where EG is a contractible space and BG is
the classifying space. Here G acts on EG on the right. Recall that pi1(BG) ∼= G.
Definition 5.2.1 (Borel Construction). Given a principal G-bundle p : E → B
and a left G-space F , define the Borel construction
E ×G F
to be the quotient space E × F/ ∼ where (xg, f) ∼ (x, gf).
Let [e, f ] ∈ E ×G F denote the equivalence class of (e, f). Now define a map q :
E ×G F → B, [e, f ] 7→ p(e). One can show that the following diagram commutes.
G G
F E × F E
F E ×G F B
p
q
We can conclude that q : E ×G F → B is a fiber bundle. We say that q :
E ×G F → B is the fiber bundle over B with fiber F associated to the principal
bundle p : E → B via the action of G on F (see [Davis and Kirk, 2001, chapter 4]
).
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Definition 5.2.2 (Homotopy Orbit Space). Let EG → BG be the universal
bundle of a group G and X be a left G-space. We define the homotopy orbit
space of X to be the Borel construction EG×G X. We write XhG := EG×G X.
From the discussion above, it is clear that XhG → BG, [e, x] 7→ [e] is a fiber bundle
over BG with fiber X.
5.3 Homotopy Orbit Space of ZKn(D1, S0)
In this section, we set X = ZKn(D1, S0), the polyhedral product space corre-
sponding to pair (D1, S0), the boundary of an n-gon Kn and G = Zn, the cyclic
group of order n. In previous chapter, we have seen that X is a closed surface
and G has an action on X. This action gives us an branched covering where the
quotient space X/G is again a closed surface.
Let p : EG→ BG be the universal bundle of the cyclic group G. We can construct
the homotopy orbit space of X by taking the Borel construction EG×GX, where
G = Zn and X = ZKn(D1, S0). Although the action of G on X is not free (it has
fixed points, see chapter 2), G acts freely on EG×X. So we have a fiber bundle
X EG×G X
BG
where X = ZKn(D1, S0) and G = Zn. Recall that X is a closed, compact and
orientated surface with genus 1 + (n− 4)2n−3 and in chapter 3 we have described
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the Z[pi1(BG)] = Z[Zn]-module structure of H∗(X). Therefore we can use the
homology of X and BG to get information about the homology of the homotopy
orbit space EG ×G X. We describe some well known theorems which we used
heavily in our calculation.
Theorem 5.3.1 (Leray-Serre spectral sequence). Let R be an abelian group.
Suppose F ↪→ E → B is a fibration and F connected. Then there is a first
quadrant spectral sequence, {Er∗,∗, dr}, converging to H∗(E;R), with
E2p,q
∼= Hp(B;Hq(F ;R))
the homology of the space B with local coefficients in the homology of the fiber fiber
of p.
Proof. See [McCleary, 2001] chapter 5.
Proposition 5.3.2. For any exact sequence 0 → M ′ → M → M ′′ → 0 of Z[G]-
module, there is a long exact sequence
· · · → H1(G;M ′)→ H1(G;M)→ H1(G;M ′′)→
H0(G;M
′)→ H0(G;M)→ H0(G;M ′′)→ 0.
Proof. See [Brown, 1982] chapter I, section 6.
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Lemma 5.3.3. (Shapiro’s lemma) Let H be a subgroup of G and A an H-
module. Then
H∗(G; Ind
G
H(A))
∼= H∗(H;A).
Proof. See [Weibel, 1994] section 6.3.
5.4 Homology of Cyclic Group
Most of the topics we discuss in this section is about calculating the homology of
a cyclic group G with coefficients in a Z[G]-module M . A rigorous treatment of
group (co)homology can be found in [Brown, 1994; Weibel, 1994].
Definition 5.4.1. Given a group G, let P be a projective resolution of the trivial
module Z over Z[G] and M be a Z[G]-module. Then the homology of G with
coefficients in M is defined as
H∗(G;M) = H∗(P ⊗Z[G] M).
Example 5.4.2. Let G be the cylcic group Zn = 〈σ〉 of order n. We will calculate
H∗(Zn;Ztriv) and H∗(Zn;Z[zn]). One can have a periodic projective resolution of
the trivial Z[Zn]-module Ztriv as
· · · → Z[Zn] σ−1−−→ Z[Zn] 1+···+σ
n−1−−−−−−→ Z[Zn] σ−1−−→ Z[Zn] −→ Ztriv (5.1)
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where  is the augmentation map which sends σ ∈ Zn to 1 ∈ Ztriv. Let N = 1+σ+
· · ·+σn−1 be the norm element of Z[Zn]. It can be showed that ker  = (σ−1).Z[Zn]
and ker(σ − 1) = N.Z[Zn]. Hence we get
H∗(Zn; Z[Zn]) =

Z ∗ = 0
0 ∗ 6= 0
From the above resolution, we can calculate the homology of Zn with coefficients
in the trivial Z[Zn]-module Ztriv. Apply −⊗Z[Zn] Z on the resolution part to get
· · · → Z 0−→ Z ×n−→ Z 0−→ Z→ 0
Therefore we have
H∗(Zn; Ztriv) =

Z ∗ = 0
Zn ∗ = 1, 3, · · ·
0 ∗ = 2, 4, · · ·
In general, we can use the same technique to calculate the homology of Zn with co-
efficients in an arbitrary Z[Zn]-module M . Applying −
⊗
Z[Zn]M on the resolution
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part of equation 5.1, we have
· · · → Z[Zn]⊗Z[Zn] M
(σ−1)⊗Id−−−−−→ Z[Zn]⊗Z[Zn] M
(1+···+σn−1)⊗Id−−−−−−−−−−→ Z[Zn]⊗Z[Zn] M
(σ−1)⊗Id−−−−−→ Z[Zn]
⊗
Z[Zn]M → 0.
which is equivalent to
· · · →M 1−σ−−→M 1+···+σn−1−−−−−−→M 1−σ−−→M → 0.
From this we have the homology of the cyclic group Zn with coefficients in M as
follows,
H∗(Zn;M) =

M/(1− σ)M ∗ = 0
{x ∈M | σx = x}/NM ∗ = 1, 3, · · ·
{x ∈M | Nx = 0}/(1− σ)M ∗ = 2, 4, · · ·
where N = 1+σ+ · · ·+σn−1 ∈ Z[Zn]. Note that for an arbitrary Z[G]-module M ,
the sets MG = M/{gx− x | g ∈ G, x ∈M} and MG = {x ∈M | gx = x ∀g ∈ G}
are called coinvariants and invariant subgroup of M (See [Weibel, 1994, chapter 6]
for details).
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5.5 Calculating the Leray-Serre Spectral Se-
quence
We calculate the E2-page of the Leray-Serre spectral sequence of the fibration:
ZKn(D1, S0) EZn ×Zn ZKn(D1, S0)
BZn
(5.2)
for n = 6, 8. In the previous chapter, we have described the Z[Zn]-module struc-
ture of the homology of fiber ZKn(D1, S0). Now we compute
E2∗,∗ = H∗(BZn;H∗(ZKn(D1, S0))) ∼= H∗(Zn;H∗(ZKn(D1, S0))).
Calculation with n = 6
We computed earlier that as a Z[Z6]-module
H1(ZK6(D1, S0)) ∼= (IndZ6Z3 Z2)
2⊕
i=1
IndZ6Z2 Zsign(
4⊕
i=1
Z[Z6]).
From this we get,
H∗(BZ6;H1(ZK6(D1, S0))) ∼= H∗(Z6; IndZ6Z3 Z2)
2⊕
i=1
H∗(Z6; IndZ6Z2 Zsign)
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4⊕
i=1
H∗(Z6;Z[Z6])
In previous example (see example 5.4.2), we already worked out
H∗(Z6;Z[Z6]) ∼=

Z ∗ = 0
0 ∗ 6= 0
By Shapiro’s lemma, one can show that H∗(Z6; IndZ6Z2 Zsign) ∼= H∗(Z2; Zsign).
Applying −⊗Z[Z2] Zsign on the free resolution (see example 5.4.2) of Ztriv one can
get
· · · → Z ×2−→ Z ×0−→ Z ×2−→ Z→ 0
Hence, we get
H∗(Z6; IndZ3Z2 Zsign) ∼=

Z2 ∗ = 0, 2, · · ·
0 ∗ = 1, 3, · · ·
Similiarly, H∗(Z6; IndZ6Z3 Z
2) ∼= H1(Z3; Z2). We get the periodic chain complex
· · · → Z⊕ Z A−I−−→ Z⊕ Z I+A+A2−−−−−→ Z⊕ Z A−I−−→ Z⊕ Z→ 0
where A =
0 −1
1 −1
. By direct calculation we get, A−I =
−1 −1
1 −2
 , I+A+
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2 Z Z6 0 Z6 0 Z6 · · ·
1 Z4 ⊕ (Z2)2 ⊕ Z3 0 (Z2)2 ⊕ Z3 0 (Z2)2 ⊕ Z3 0 · · ·
0 Z Z6 0 Z6 0 Z6 · · ·
0 1 2 3 4 5 · · ·
Figure 5.1: E2-page for n = 6
A2 = 0, which implies ker(A−I) = 0, ker(I+A+A2) = Z⊕Z, coker(A−I) ∼= Z3.
Hence we get, H∗(Z3;Z⊕ Z) ∼=

Z3 ∗ = 0, 2, · · ·
0 ∗ = 1, 3, · · ·
Using all these calculations, we get the E2 page as shown in Figure 5.1. Now
we show that the spectral sequence collapses at the E2 page. First note that all
the differential d2p,q : E
2
p,q → E2p−2,q+1 are zero since the terms on each horizontal
line are periodic and E21,1 = 0. One can check that there is a cross-section of
the fibration (equation (5.2)) since the Zn-action on ZKn(D1, S0) has two fixed
points. Therefore the differentials out of E2∗,0 are all zero. Also, the only possible
differentials on the E3 page is d3 : E33,0 → E30,2, but this must be zero since
E30,2
∼= Z is torsion-free and E33,0 ∼= Z6 is a torsion group.
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Calculation with n = 8:
For n = 8, we have H1(ZK8(D1, S0)) ∼=
3⊕
i=1
IndZ8Z2 Zsign
⊕
IndZ8Z4 Z
3
30⊕
i=1
Z[Z8] as
a Z[Zn]-module. We only need to calculate H∗(Z8; IndZ8Z4 Z
3) ∼= H∗(Z4;Z3) where
the Z4-action has matrix representation A =

0 0 −1
1 0 −1
0 1 −1
. Applying −⊗Z[Z4] Z
3
on the free resolution of Ztriv, one can get
· · · → Z⊕ Z⊕ Z A−I−−→ Z⊕ Z⊕ Z I+···+A3−−−−−→ Z⊕ Z⊕ Z A−I−−→ Z⊕ Z⊕ Z→ 0
By direct computation, A−I =

−1 0 −1
1 −1 −1
0 1 −2
 , I+ · · ·+A
3 = 0, which implies
coker(A− I) ∼= Z4, ker(A− I) = 0 ker(I + · · ·+ A3) = Z3. Hence we get,
H∗(Z4;Z⊕ Z⊕ Z) ∼=

Z4 ∗ = 0, 2, · · ·
0 ∗ = 1, 3, · · ·
We get the E2-page as shown in Figure 5.2. Now with a similar argument as
before, one can also conclude that the spectral sequence collapses at the E2-page.
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2 Z Z8 0 Z8 0 Z8 · · ·
1 Z30 ⊕ (Z2)3 ⊕ Z4 0 (Z2)3 ⊕ Z4 0 (Z2)3 ⊕ Z4 0 · · ·
0 Z Z8 0 Z8 0 Z8 · · ·
0 1 2 3 4 5 · · ·
Figure 5.2: E2-page for n = 8
5.6 General Case
In this section, we will give a description of the E2-page for any n ≥ 3. Let
X = ZKn(D1, S0), G = Zn. We calculate the E2-page of the fiber bundle X →
EG×G X → BG. We will prove the following proposition:
Proposition 5.6.1. The Leray-Serre spectral sequence of the fibration X →
EG×G X → BG collapses at the E2-page.
As we have seen in section 5.4, the homology of cyclic group is periodic. To
prove the above proposition we only need the check that E21,1
∼= 0. Now recall the
notation of the previous chapter.
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Ln = set of n-length binary Lyndon words
ι(w) = number of blocks of 0’s in a Lyndon word w
L(n, k) = number of n-length Lyndon words with k blocks of 0
From theorem 4.3.3 in the previous chapter, we know that
H1(X) ∼=
 ⊕
w∈Ld
d|n,1<d<n
IndZnZn/d Nw
⊕
w∈Ln
(Z[Zn])ι(w)−1
where Nw is isomorphic to Zι(w)n/d−1 with the Zn/d-action represented by the
following matrix
M =

An/d 0
An/d
. . .
0 An/d
0 −1
0
0
In/d−2
−1
−1

where An/d is the standard cycle matrix of dimension n/d. Therefore it suffices
to prove the following lemma.
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Lemma 5.6.2. H∗(Zn; IndZnZn/d Nw)
∼=

Zι(w)−1 × Zn/d ∗ = 0
Zn/d ∗ = 2, 4, · · ·
0 ∗ = 1, 3, · · ·
Proof. By Shapiro’s lemma, we have H∗(Zn; IndZnZn/d Nw)
∼= H∗(Zn/d; Nw). One
can have the following short exact sequence,
0→ ker →
ι(w) copies of Z[Zn/d]︷ ︸︸ ︷
Z[Zn/d]⊕ · · · ⊕ Z[Zn/d] −→ Z→ 0
where  is the augmentation map. Note that ker  is isomorphic to Nw as a Z[Zn/d]-
module, since one can show that the matrix representation of the Zn/d-action on
ker  is exactly MT with respect to the standard Z-basis. Now by proposition
5.3.2, we have the associated long exact sequence
· · · → H2(Zn/d;Z)→ H1(Zn/d;Nw)→ H1(Zn/d; (Z[Zn/d])ι(w)))→ H1(Zn/d;Z)
→ H0(Zn/d;Nw)→ H0(Zn/d; (Z[Zn/d])ι(w))→ H0(Zn/d;Z)
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This implies that for i > 0, we have
Hi(Zn/d; Nw) ∼=

Zn/d i = 2, 4, · · ·
0 i = 1, 3, · · ·
To calculate the zeroth homology, we will directly compute the coinvariants
of Nw. More precisely, we calculate the coker(M − I). After careful cal-
culation, one can show that the Smith normal form of M − I is equal to
Diag( 1, · · · , 1, n/d, 0, · · · , 0) where 0 appears ι(w) − 1 many times. Hence we
get, coker(M− I) ∼= H0(Zn/d; Nw) ∼= Zι(w)−1 × Zn/d.
From this lemma, we can conclude that E21,1 = H1(Zn; H1(X)) = 0. Hence the
proof of proposition 5.6.1 follows.
Moreover, we can give a complete description of each term of the E2-page of the
sprectral sequence. Let rn =
bn
2
c∑
k=1
(k − 1)L(n, k) and note that the Z-rank of the
torsion-free part of E20,1 is equal to Rn =
∑
d|n
d>1
rd. Similarly, the torsion part of E
2
0,1
is equal to
⊕
d|n
1<d<n
(Zn/d)rd . Hence, one can have the E2-page of the Leray-Serre
spectral sequence as shown in Figure 5.3.
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2 Z Zn 0 Zn 0 Zn · · ·
1 ZRn
⊕
d|n
1<d<n
(Zn/d)rd 0
⊕
d|n
1<d<n
(Zn/d)rd 0
⊕
d|n
1<d<n
(Zn/d)rd 0 · · ·
0 Z Zn 0 Zn 0 Zn · · ·
0 1 2 3 4 5 · · ·
Figure 5.3: E2-page for the Leray-Serre spectral sequence
5.7 Hilbert-Poincare Series of EZn×ZnZKn(D1, S0)
Let k be a field of charateristic 0 or p with p - n. Similar to the previous section, we
can calculate the E2-page of the Leray-Serray spectral sequence with coefficients
in k. We get E2p,q = Hp(BZn; Hq(X; k)) = 0 for p > 0, q >= 0. In the E2-page,
only nonzero terms are
E20,q = H0(BG; Hq(X; k))
∼= (Hq(X; k))Zn for q = 0, 1, 2
the set of coinvariants of Hq(X; k) under the Zn-action. Since k is a field of
characterstic 0 or prime to n, we have the E2-page as shown in Figure 5.4.
Here Rn denotes the Z-rank of (H1(X; Z)Zn . Let P (Y, t) denote the Hibert
70
2 k 0 0 0 · · ·
1
Rn⊕
i=1
k 0 0 0 · · ·
0 k 0 0 0 · · ·
0 1 2 3 · · ·
Figure 5.4: E2-page for the Leray-Serre spectral sequence over field
Poincare series of a finite CW complex Y . From the above discussion we have
proved the following lemma.
Lemma 5.7.1. Let Y = EZn ×Zn ZKn(D1, S0), then the Hilbert-Poincare series
of Y is given by
P (Y, t) = 1 +Rn t+ t
2 (5.3)
where
Rn =
∑
d|n
d>1
∑
1≤k≤bn
2
c
(k − 1) L(n, k). (5.4)
Since we are working with field coefficients, and Zn acts simplicially on
ZKn(D1, S0), by theorem III.2.4 in [Bredon, 1972], we can say that the set of
coinvariants (H∗(ZKn(D1, S0); k))Zn is isomorphic to H∗(X/Zn; k). Recall that
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ZKn(D1, S0)/Zn is a closed compact orientable surface whose genus is given by
the following formula (see chapter 1 lemma 2.3.4).
g(ZKn(D1, S0)/Zn) = 1 + 2n−3 −
1
2n
∑
d|n
φ(d)2n/d
Hence one can get the following identity.
Lemma 5.7.2. Let L(n, k) denote the number of n-length binary Lyndon words
with k many blocks of 0’s and M(n) denote the number of 2-color necklaces. Then,
∑
d|n
d>1
∑
1≤k≤bn
2
c
(k − 1) L(n, k) = 2 + 2n−2 −M(n) (5.5)
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A Appendix: Simple Code to
Calculate the E2-page
A.1.1 E2-page caclulation for EZn ×Zn ZKn(D1, S0)
This is very simple jupyter notebook with sagemath and python to calculate the
E2-page of the Leray-Serre spectral sequence of the fibration X → EG ×G X →
BG where X = ZKn(D1, S0), G = Zn.
[1]: from collections import defaultdict
def iota(w):
'''
Given a Lyndon word w, returns the gap number
'''
return str(w).count('12')
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def seq(w):
'''
Given a Lyndon word w with |w| dividing n,
returns the corresponding face I.
'''
return [i for i,c in enumerate(w,start=1) if c=='1']
def list_all(n):
'''
returns all the orbit of Z_n action on the faces as a
dictionary of (d, iota)->orbit pair
'''
ans=defaultdict(list)
for d in divisors(n)[1:-1]:
for w in LyndonWords(2,d).list():
ans[(d,iota(w))].append(seq(str(w)*(n//d)))
for w in LyndonWords(2,n).list():
if iota(w)>1:
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ans[(n,iota(w))].append(seq(str(w)))
return ans
def mat_rep(n, d, i):
'''
given a divisor d of n with 1<d<n and iota(w)=i,
returns the matrix representation
'''
last = matrix(Permutation(list(range(2,n//d+1))+[1]))
M = matrix(Permutation(list(range(2,n//d+1))+[1]))
M = block_diagonal_matrix([M for i in range(i-1)])
M = block_diagonal_matrix([M,last])
M = M[:-1,:-1]
M[:,-1]=-1
return M
def homology_cyclic_grp(n, d, i):
'''
Calculates the homology of the chain complex given by the
↪→matrix representation.
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'''
if n==d:
M = matrix(Permutation(list(range(2,n+1))+[1]))
M = block_diagonal_matrix([M for i in range(i-1)])
d0 = matrix(ZZ, 0, M.nrows())
d1 = 1-M
d2 = sum(M^i for i in range(n))
C_k = ChainComplex({0:d0, 1:d1, 2:d2, 3:d1, 4:d2},
↪→degree=-1)
res = C_k.homology()
else:
M = mat_rep(n,d,i)
d0 = matrix(ZZ, 0, M.nrows())
d1 = 1-M
d2 = sum(M^i for i in range(n//d))
C_k = ChainComplex({0:d0, 1:d1, 2:d2, 3:d1, 4:d2},
↪→degree=-1)
res = C_k.homology()
return {'zero': res[0], 'odd':res[1], 'even':res[2]}
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A.1.2 Example with n = 8
First we list all the orbits according to their orbit size and gap number. For
sanity check, we will also check that the total number of basis element is equal to
2(1 + (n− 4)2n−3) = 2× 2× 129 = 258.
[2]: n = 8
ans = list_all(n)
s = 0
for d, gap in ans:
print('# of face:', len(ans[(d,gap)]), ', each has orbit_size:
↪→',d, ', gap_number: ', gap*n//d)
for l in ans[(d,gap)]:
print(' ', l)
s+=len(ans[(d,gap)])*d*(gap*n//d-1)
print('number of basis: ', len(ans[(d,gap)])*d*(gap*n//d-1))
print('Total number of basis elements in H_1: ', s)
print('===========================================')
# of face: 1 , each has orbit size: 2 , gap number: 4
[1, 3, 5, 7]
number of basis: 6
# of face: 3 , each has orbit size: 4 , gap number: 2
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[1, 2, 3, 5, 6, 7]
[1, 2, 5, 6]
[1, 5]
number of basis: 12
# of face: 16 , each has orbit size: 8 , gap number: 2
[1, 2, 3, 4, 5, 7]
[1, 2, 3, 4, 6, 7]
[1, 2, 3, 4, 6]
[1, 2, 3, 4, 7]
[1, 2, 3, 5, 6]
[1, 2, 3, 5]
[1, 2, 3, 6, 7]
[1, 2, 3, 6]
[1, 2, 3, 7]
[1, 2, 4, 5]
[1, 2, 4]
[1, 2, 5]
[1, 2, 6]
[1, 2, 7]
[1, 3]
[1, 4]
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number of basis: 128
# of face: 7 , each has orbit size: 8 , gap number: 3
[1, 2, 3, 5, 7]
[1, 2, 4, 5, 7]
[1, 2, 4, 6]
[1, 2, 4, 7]
[1, 2, 5, 7]
[1, 3, 5]
[1, 3, 6]
number of basis: 112
Total number of basis elements in H 1: 258
===========================================
Now we calculate the E21,∗ terms. We can calculate these terms for each Z[Zn]-
invariant summand of H1(ZKn(D1, S0)).
[3]: for d, gap in ans:
print('count: ',len(ans[(d,gap)]), '\n',
↪→homology_cyclic_grp(n,d,gap))
count: 1
{'zero': C4, 'odd': 0, 'even': C4}
count: 3
85
{'zero': C2, 'odd': 0, 'even': C2}
count: 16
{'zero': Z, 'odd': 0, 'even': 0}
count: 7
{'zero': Z x Z, 'odd': 0, 'even': 0}
A.1.3 Example with n = 10
[4]: n = 10
ans = list_all(n)
s = 0
for d, gap in ans:
print('# of face:', len(ans[(d,gap)]), ', each has orbit_size:
↪→',d, ', gap_number: ', gap*n//d)
for l in ans[(d,gap)]:
print(' ', l)
s+=len(ans[(d,gap)])*d*(gap*n//d-1)
print('number of basis: ', len(ans[(d,gap)])*d*(gap*n//d-1))
print('Total number of basis elements in H_1: ', s)
print('===========================================')
# of face: 1 , each has orbit size: 2 , gap number: 5
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[1, 3, 5, 7, 9]
number of basis: 8
# of face: 4 , each has orbit size: 5 , gap number: 2
[1, 2, 3, 4, 6, 7, 8, 9]
[1, 2, 3, 6, 7, 8]
[1, 2, 6, 7]
[1, 6]
number of basis: 20
# of face: 2 , each has orbit size: 5 , gap number: 4
[1, 2, 4, 6, 7, 9]
[1, 3, 6, 8]
number of basis: 30
# of face: 40 , each has orbit size: 10 , gap number: 2
[1, 2, 3, 4, 5, 6, 7, 9]
[1, 2, 3, 4, 5, 6, 8, 9]
[1, 2, 3, 4, 5, 6, 8]
[1, 2, 3, 4, 5, 6, 9]
[1, 2, 3, 4, 5, 7, 8, 9]
[1, 2, 3, 4, 5, 7, 8]
[1, 2, 3, 4, 5, 7]
[1, 2, 3, 4, 5, 8, 9]
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[1, 2, 3, 4, 5, 8]
[1, 2, 3, 4, 5, 9]
[1, 2, 3, 4, 6, 7, 8]
[1, 2, 3, 4, 6, 7]
[1, 2, 3, 4, 6]
[1, 2, 3, 4, 7, 8, 9]
[1, 2, 3, 4, 7, 8]
[1, 2, 3, 4, 7]
[1, 2, 3, 4, 8, 9]
[1, 2, 3, 4, 8]
[1, 2, 3, 4, 9]
[1, 2, 3, 5, 6, 7]
[1, 2, 3, 5, 6]
[1, 2, 3, 5]
[1, 2, 3, 6, 7]
[1, 2, 3, 6]
[1, 2, 3, 7, 8]
[1, 2, 3, 7]
[1, 2, 3, 8, 9]
[1, 2, 3, 8]
[1, 2, 3, 9]
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[1, 2, 4, 5]
[1, 2, 4]
[1, 2, 5, 6]
[1, 2, 5]
[1, 2, 6]
[1, 2, 7]
[1, 2, 8]
[1, 2, 9]
[1, 3]
[1, 4]
[1, 5]
number of basis: 400
# of face: 42 , each has orbit size: 10 , gap number: 3
[1, 2, 3, 4, 5, 7, 9]
[1, 2, 3, 4, 6, 7, 9]
[1, 2, 3, 4, 6, 8, 9]
[1, 2, 3, 4, 6, 8]
[1, 2, 3, 4, 6, 9]
[1, 2, 3, 4, 7, 9]
[1, 2, 3, 5, 6, 7, 9]
[1, 2, 3, 5, 6, 8, 9]
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[1, 2, 3, 5, 6, 8]
[1, 2, 3, 5, 6, 9]
[1, 2, 3, 5, 7, 8]
[1, 2, 3, 5, 7]
[1, 2, 3, 5, 8, 9]
[1, 2, 3, 5, 8]
[1, 2, 3, 5, 9]
[1, 2, 3, 6, 7, 9]
[1, 2, 3, 6, 8, 9]
[1, 2, 3, 6, 8]
[1, 2, 3, 6, 9]
[1, 2, 3, 7, 9]
[1, 2, 4, 5, 7, 8]
[1, 2, 4, 5, 7]
[1, 2, 4, 5, 8]
[1, 2, 4, 5, 9]
[1, 2, 4, 6, 7]
[1, 2, 4, 6]
[1, 2, 4, 7, 8]
[1, 2, 4, 7]
[1, 2, 4, 8]
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[1, 2, 4, 9]
[1, 2, 5, 6, 9]
[1, 2, 5, 7]
[1, 2, 5, 8]
[1, 2, 5, 9]
[1, 2, 6, 8]
[1, 2, 6, 9]
[1, 2, 7, 9]
[1, 3, 5]
[1, 3, 6]
[1, 3, 7]
[1, 3, 8]
[1, 4, 7]
number of basis: 840
# of face: 8 , each has orbit size: 10 , gap number: 4
[1, 2, 3, 5, 7, 9]
[1, 2, 4, 5, 7, 9]
[1, 2, 4, 6, 8]
[1, 2, 4, 6, 9]
[1, 2, 4, 7, 9]
[1, 2, 5, 7, 9]
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[1, 3, 5, 7]
[1, 3, 5, 8]
number of basis: 240
Total number of basis elements in H 1: 1538
===========================================
E21,∗ terms:
[5]: print('===============================')
for d, gap in ans:
print('count: ',len(ans[(d,gap)]), '\n',
↪→homology_cyclic_grp(n,d,gap))
===============================
count: 1
{'zero': C5, 'odd': 0, 'even': C5}
count: 4
{'zero': C2, 'odd': 0, 'even': C2}
count: 2
{'zero': Z x C2, 'odd': 0, 'even': C2}
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count: 40
{'zero': Z, 'odd': 0, 'even': 0}
count: 42
{'zero': Z x Z, 'odd': 0, 'even': 0}
count: 8
{'zero': Z x Z x Z, 'odd': 0, 'even': 0}
