Abstract. This paper realizes the localization method base on the SVO (Semi-Direct Visual Odometry) and IMU (Inertial Measurement Unit) without GPS. According to this novel visual estimation method, the position and orientation are estimated by the MSF (Multi Sensor Fusion) with EKF (Extended Kalman Filter). In order to consider the actual application, the accuracy and the repeatability are evaluated and analyzed. For this purpose, two types of experiments are performed, in which the accuracy and the repeatability of our navigation platform are described and analyzed.
Introduction
At present, the positioning and navigation of the quadrotor is a key problem to expand the application range of the UAV. Accurate navigation information of quadrotor is the foundation of flight control, flight path planning, autonomous complete tasks and other complex tasks.
In this paper, an integrated navigation based on monocular vision and IMU is studied. After reading a great deal of paper, SVO [1] monocular vision algorithms and MSF [2] - [4] algorithm which based on EKF method is introduced to an integrated navigation method. According to the integrated navigation method we build a quadrotor navigation platform, the platform consist of hardware and software components. Software is based on Ubuntu which is integrated ROS robot framework [5, 6] and hardware consist of a camera from IDS and flight controller and NUC computer.
Finally, after the quadrotor system is set up and two types of experiment of the aircraft will be carried out and the navigation data of the platform will be analyzed.
SVO algorithm
SVO algorithm, one of the novelest vision algorithms, integrates the advantages of direct method and feature-based method. So the efficiency of the SVO algorithm is much faster than one of them. SVO algorithm is mainly composed of motion estimation thread and 3D point map reconstruction thread, and the motion estimation thread is the core of the SVO algorithm.
The motion estimation thread is divided into three steps. At first, all the information of the last frame, including the image information of the last frame and the rigid body transformation information T of the last frame, and the image information collected by the current frame will be aligned in the sparse model-based image alignment step. In this step, from the image pixels, which will be projected to the corresponding 3D point that is named back-projecting 2D point u , and related current 2D point we can get the intensity residual I δ as Eq. 1.
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Here R is the image region for which the depth u d is known. After calculating the minimum of intensity residual with least square method, the rigid body transformation , 1 T k k− which we will get as Eq. 2 can be used as input in the next steps. 
In the second step, by comparing the intensity of the 3D feature points from mapping thread which project to the current frame image to the intensity of current frame, the intensity residual based on feature alignment will be optimize by as Eq. 3 where the i A is affine warping.
Finally the rigid body transformation will be optimized by geometric characteristics. Then the rigid body transformation will be optimized by calculating the minimum of the geometric distance between the pixel of the current frame and back-projecting 2D point as Eq. 4.
Finally the information from the motion estimation thread including the intensity of the image and rigid body transformation will be used to create the 3D points in the mapping thread. So after the all information are input to the mapping thread, it will determine whether it is a key frame or not. If it is a key frame, the depth filter will be initialed. Else, the depth of the filter will be updated. When the uncertainty of the depth is less than the depth filter, the point will be inserted to the 3D points.
MSF algorithm
MSF algorithm can fuse the rigid body transformation from both SVO algorithm and IMU, which is used to generate the optimal estimator. Firstly, we can built the system equations for the quadrotor system, which included the differential equation and sensor error and initial value information b ω , a b , 
According the system equation of quadrotor, we can get the states of the system as Eq. 6, which is used to get the optimal estimator of the rigid transformation by MSF algorithm based on EKF.
MSF algorithm is divided into two steps, the first step is the state prediction, and the second step is the state update step. In the prediction step, after setting up the initial values, the prediction states
and prediction error | 1 t t− P will be calculated according to the system equation as Eq.7.
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Here t F is state-transition function and t t B u is control signal and t Q is used to represented the covariance of the process noise. In the second step, according to the prediction error from the first step the kalman gain t K will be determined. And the visual measurements and the IMU measurements t z will be fused with the kalman gain as Eq. 8.
t t t t t t t t t t t t t t t t t t t t t t t t t
Here t H is sensor function and t R is used to represented the covariance of the measurement noise. On one hand the optimal state prediction | t t x and the update error | t t P will be used to provide the navigation information, on the other hand they will be used as input in the next state prediction step. So, we can use MSF algorithm to get the optimal state estimation of quadrotor which will be used to provide the navigation information by integrate all the optimal state estimation.
Navigation platform and experiments
A navigation platform is built according to the SVO algorithm and MSF algorithm. The navigation platform consist of the camera form IDS and flight control module and Intel NUC onboard computer. After the navigation platform setting up, two type of experiments is carried on. The first kind of experiment is about landing at the speed less than 0.1m/s. According to the data of landing experiment, it is very easier to find there are a lot of outlier point of the moving as Fig. 1 . So we randomly choose the datas of x axis, which are used to analyzed the outlier point by draw the picture as Fig. 3 according sample number. Regarding to the the related picture in the Fig. 1 , the more outlier points can be founded in the Fig.  3 . And we can easier to know that the outlier points are closely related to time as it show in the Fig. 4 . Fig. 4 reveal that the key of the outlier points is that, in some period of time, the navigation platform has process a lot of sampling point, Which mean the process of the navigation method is so fast that we could see the navigation platform is flying as Fig. 2 in the really world. Finally we can see the trajectory of navigation platform in the 3D world as Fig. 5 . In order to analyze the accuracy and the repeatability of our navigation platform, we repeat the landing experiment 20 times and the data are shown in the Fig. 6 , where we can find the average of measurement is 0.901m, the average error between the true value is 0.041m, the average relative error is 4.81%, and the biggest error is 0.11m. And the standard deviation of measurement data is 0.03, which means the repeatability of our navigation platform is good enough to use in the interior.
And the
The second experiment is moving our navigation platform according to a square trajectory or a trajectory like number 8 as Fig. 7 . The drift of our platform is really small which means that our platform can go back to the point where it take off as Fig. 7 . 
Conclusions
The integrated navigation method consist of SVO algorithm and MSF algorithm, which provide information for indoor or others without GPS environment. The navigation platform is built by us which is used to realize the navigation method and some experiments is used to prove the efficiency and the accuracy of the navigation system.
