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Prescribed trajectoryWe consider a proton and an electron bound by scalar electrodynamics with the proton forced by an
external agency to move along an asymptotically inertial trajectory. We apply previously developed
methods for atoms constrained to move relativistically (Barton and Calogeracos, 2005) to examine spon-
taneous excitation of the atom accompanied by photon emission. In the limit where the asymptotically
inertial trajectory tends to the well-known hyperbolic trajectory we do recover the constant transition
rate first obtained by Unruh a long time ago: the atom radiates as if it is found in a bath of photons at
the Unruh temperature (Barton and Calogeracos, 2008 [7]). In the case of a truncated hyperbolic trajec-
tory and for small accelerations we obtain a transition probability proportional to the square of the accel-
eration scaled by the acceleration at the Bohr orbit. On the other hand it is to be noted that the Unruh
transition rate is exponentially small for small accelerations. Hence accelerations of finite duration pro-
vide a more promising context for the observation of spontaneous excitation.
 2016 The Author. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).Introduction
The paper by Unruh [37] opened a field of research at the inter-
face of gravitation and quantum mechanics. To quote Haag [19]
almost verbatim: ”Unruh presented arguments showing that a lin-
early accelerated detector in Minkowski space on a hyperbolic (i. e.
constant acceleration) trajectory should respond to the vacuum
similar as one at rest in a medium filled with Planck radiation at
the temperature a=2p” (a is the acceleration). The connection
between the behavior of such a detector and Hawking’s radiation
by a collapsing black hole can be found in Unruh’s paper; the rela-
tion between Unruh’s observation and the Bisognano–Wichmann
theorem or the Kubo–Martin–Schwinger condition is explained
in Haag’s book. Bell and Leinaas [8] looked at the Unruh effect in
the context of electron storage rings and Audretsch, Mueller, and
Holtzmann [4] examined the case of an atom executing uniform
circular motion. Takagi [35] is an early review paper and Crispino
et al. [21] a more modern one. In two notable papers Scully et al.
[33] and Belyanin et al. [9] considered radiation by an atom accel-
erated inside a cavity; for the ensuing discussion see Hu and Roura
[22], Hu et al. [23], Scully et al. [34]. Certain aspects of Unruh’s cal-
culation have been criticized by Narozhny et al. [28]; see also Full-
ing and Unruh [17] and Narozhny et al. [29]. A question-mark on
Unruh radiation has been put by Ford and O’Connell [16]. Alsingand Milonni [3] in a paedagogical fashion put Unruh and Hawking
effects side by side. Important elaborations on the Unruh-DeWitt
detector are contained in Schlicht [32] and in Louko and Satz [26].
Returning to the above quote we think that part of the confu-
sion in the literature stems from (a) occasional mishandling of
the hyperbolic nature of the trajectory, (b) adopting an ambiguous
or over-primitive detector. Throughout this paper we consider an
atom following an asymptotically inertial (i.e. corresponding to con-
stant velocity as t ! 1) trajectory, such trajectories being the
only rectilinear ones that are realizable in the laboratory. We con-
sider a relativistic model consisting of a scalar nucleon of charge Zg
and of a Dirac electron of charge g, both interacting with a scalar
field. The field plays a dual role in that it provides the binding
and is also responsible for causing the atomic transitions. The
model is thus very much like ordinary electrodynamics but with-
out the complications attendant to gauge fixing; it and the conclu-
sion regarding the Unruh rate have been presented in two short
papers by Barton and Calogeracos [6,7], referred to as BC2005
and BC2008 respectively; in this work we provide further technical
details and we also examine the case of acceleration of finite dura-
tion (an older paper by Barton and Calogeracos [5], referred to as
BC1996, is a non-relativistic precursor of BC2005). The nucleon’s
position RðtÞ (BðtÞ  dR=dt) is externally prescribed and thus not
a degree of freedom. The starting point is provided in Section ‘A rel-
ativistic Hamiltonian for a bound state with the nucleus following
a prescribed trajectory and an auxiliary Hamiltonian’ by
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L amplitude; see (1.4) and (3.29)
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Li amplitude; see (3.37)
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rk; r? see (2.35) and line following it
R nucleon’s position vector
R see (5.3)
s spectroscopic notation; see (3.20)
sR see (E.22)
S generator; see (2.13)
Sps passive source transformation; see (2.30)
Ssc scale generator (2.42)
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S1, S2,... points defined in Section
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u;u1;u2 see (3.43)
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Ups passive source transformation; see (2.30)
Usc scale transformation (2.42)
Utr translation transformation; see (2.24)
v see (E.3)
V0 see (2.41)
VB see (2.35)
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W transition rate
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A. Calogeracos / Results in Physics 6 (2016) 377–395 379Hamiltonian (2.11). It is explained that due to the constraint on
RðtÞ the eigenvalue of the Hamiltonian does not coincide with
the total energy of the system. We perform a sequence of time-
dependent unitary transformations: a translation, a passive source
transformation, and a transformation U which is in turn built from
a scaling transformation, a non-unitary spinor boost, and a gauge
transformation. The passive source transformation leads to the
potential bVB rð Þ of strength Zg2 (Eqs. (2.32) and (2.35)) that binds
the electron to the nucleon and to the term (2.34) that couples the
electron to the radiation field. (Further products of the passive
source transformation include a term DM
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
where DM is a
mass-shift of the nucleon, and a term (2.37) that describes radia-
tion from the accelerated nucleon.) The inclusion of the parameter
Z allows us to take the limit g ! 0 and Z !1 with Zg2 finite and
thus consider a bound atom while the electron decouples from the
radiation field (we shall refer to this as the decoupling limit). We
construct the electronic states n;Bj i pertaining to a nucleon of
velocity B in terms of the states n;0j i appropriate to a nucleon at
rest. The end-result of Section ‘A relativistic Hamiltonian for a
bound state with the nucleus following a prescribed trajectory
and an auxiliary Hamiltonian’ is the auxiliary Hamiltonian (2.62)
that includes the term (2.64) coupling the electron to the radiation
field and the term (2.65) describing acceleration stresses within the
atom. The latter term leads to atomic excitations without photon
emission; it is not further considered in this work. We consider
small g so that we may treat electron-photon interaction perturba-
tively, and also small Zg2 so that the atom be lightly bound. Of
some interest is the case of uniform velocity, B ¼ constant. Then
the formalism ought just to amount to nothingmore than a Lorentz
transformation. Section ‘A relativistic Hamiltonian for a bound
state with the nucleus following a prescribed trajectory and an
auxiliary Hamiltonian’ concludes by showing that, and Appendix
A is in that respect useful. Appendix B shows that our spinor wave-
functions, arrived at via the sequence of transformations previ-
ously discussed, do transform under Lorentz transformations in
the correct fashion.
In Section ‘Electronic states of an atom at rest’ we review some
elementary facts concerning the spectrum of the atom at rest. In
Section ‘The transition amplitude to first order in perturbation the-
ory’ we define the atomic transitions we are interested in this work
as the ones that are forbidden in an inertial system, and write
down to first order in g the amplitude of one such transition that
consists of an electronic excitation from the ground state to the
next level accompanied by production of one photon. The treat-
ment up to and including Section ‘The transition amplitude to first
order in perturbation theory’ covers a general asymptotically iner-
tial (i.e. corresponding to constant velocity as t ! 1) trajectory.
In Section ‘The acceleration scenario and range of parameters’ we
restrict ourselves to the rectilinear case of a nucleon moving along
the z axis, with its velocity B defined over three stages as follows:
initial stage B ¼ B0; 1 < s < s0; ð1:1Þacceleration stage B ¼ tanhðasÞ; s0 < s < s0; ð1:2Þ
final stage B ¼ B0; s0 < s <1; ð1:3Þ
where B0 ¼ tanhðas0Þ. (Note: Units in which = c = 1 are used
throughout.) In Section ‘Calculation of the transition amplitude’
we consider an atom prepared at proper time 1 in its ground
state i with no photons present and write down to first order in
the coupling constant g the amplitude cfkð1Þ (Eq. (3.27)) that at
proper time þ1 the atom ends up at an excited state f while one
photon of momentum k is emitted. In the dipole approximation
the amplitude features the factor
L ¼ Lif þ La; ð1:4Þ
where Lif given by (3.39) and La given by (3.41), (3.42) stem from
the initial and final stages (1.1), (1.3) from the acceleration stage
(1.2) respectively.
In Section ‘The Unruh limit: x0 !1’ we write down the order g2
the transitionprobability Pðs0Þ for the process ðiÞ ! ðf Þ. By its nature
Pðs0Þ involves amomentum integration. If we take the limit s0 !1
whereby the trajectory tends to the strictly hyperbolic trajectory
(for brevitywe shall call this the ‘‘ Unruh scenario”)we soondiscover
that the momentum integration diverges. This divergence indicates
the constancy of the underlying Unruh rate. Indeed, if we define the
transition rate per unit proper time in the Unruh limit
W ¼ lim
s0!1
1
2
dPðs0Þ
ds0
ð1:5Þ
(the factor 1/2 stems from the fact that the duration of the acceler-
ation is 2s0), we observe that the momentum integration converges
both exactly and in the dipole approximation. We show that in this
limit the amplitude Lif is exponentially suppressed and the process
is governed just by La. The result involves Bessel functions K of pure
imaginary order and real argument. The eventual expression (4.25),
if one ignores a small correction, delivers a rate for the upward
(inertially forbidden) transition as if the atom were at rest and
interacting with a reservoir of photons at temperature a=2p thus
vindicating Unruh’s 1976 statement. It must be noted that the
Unruh rate is exponentially small for a=efi small (efi is the energy
of the transition).
In Section ‘Accelerations of finite duration’ we consider the
same atomic process for finite s0. The expression for La is given
by (5.1) as an integral over a finite interval of the real axis (see
(1.7) below; the same integral over the whole real axis leads in Sec-
tion ‘The Unruh limit: x0 !1’ to the modified Bessel function).
The transition probability cannot be calculated without a further
approximation. We use the fact that in any conceivable practical
application the ratio 1=h  a=efi will be small. Appendix E gives
the expansion of La in powers of a=efi after an excursion on the
complex plane. A rather natural requirement is that the accelera-
tion time should be much larger than the Bohr period:
s0  TB: ð1:6Þ
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probability P which can then be calculated to leading order in
a=efi fairly easily. The end result (5.37) shows that for small accel-
erations P scales as a=aBð Þ2ðs0=TBÞ2 (aB is the electron’s accelera-
tion in the Bohr orbit).
Appendix C deals with atomic matrix elements and Appendix D
with acceleration stresses. In Appendix E we consider the integralZ R
1
du exp ig uþ l sinhðuÞ½ f g; ð1:7Þ
(R real) for g large and obtain an expansion in powers of 1=g.
A relativistic Hamiltonian for a bound state with the nucleus
following a prescribed trajectory and an auxiliary Hamiltonian
The model
The free radiation Hamiltonian reads
Hrad ¼ 12
Z
d3x P2 þ r/ð Þ2
n o
; ð2:1Þ
with the standard equal-time commutation relations
/ðrÞ;Pðr0Þ½  ¼ id r r0ð Þ: ð2:2Þ
We expand as usual
/ rð Þ ¼ 1
4p3=2
Z
d3k
1ﬃﬃﬃ
k
p aðkÞ exp ik  rð Þ þ h:c:; ð2:3Þ
PðrÞ ¼  i
4p3=2
Z
d3k
ﬃﬃﬃ
k
p
aðkÞ exp ik  rð Þ þ h:c: ð2:4Þ
Then Hrad and the field momentum P assume the form
Hrad ¼ 12
Z
d3kk aþðkÞaðkÞ þ aðkÞaþðkÞf g; ð2:5Þ
P ¼ 1
2
Z
d3kk aþðkÞaðkÞ þ aðkÞaþðkÞf g: ð2:6Þ
It has already been stressed that the nucleon’s position RðtÞ is
externally prescribed and thus not a degree of freedom. The dis-
tinction is of immediate importance: the full Lagrangian of the sys-
tem involves the nucleon Lagrangian which for a scalar point
particle has the well-known form
Lnuc ¼ M
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
: ð2:7Þ
When we come to compute the Hamiltonian of the system we
should not Legendre-transform with respect to R: Rather the con-
straint on R entails that the nucleon Hamiltonian is the Routhian
(=minus the nucleon Lagrangian)
Hnuc ¼ M
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
: ð2:8Þ
This of course should be sharply distinguished from the energy
which is equal to M=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
. The distinction between frequencies
and energies shall be important in what follows. The role of the
Routhian in a constrained system is further explained in BC1996.
The nucleus is coupled to the field through a four-scalar
interactionZ
d3x/ðrÞZgd r Rð Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
¼ Zg/ðRÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
: ð2:9Þ
The parameter Z allows the coupling of the nucleus to the field
to be fixed independently of the coupling of the electron to the
field (the latter being g). This in turn allows us to adjust binding
energies independently of radiative transition rates.The electron is a point Dirac particle of mass m, with position
and momentum operators denoted by r and p respectively. The
electron Hamiltonian including the coupling to the field reads
Helectron ¼ a  pþ bmþ bg/ðrÞ: ð2:10Þ
Collecting (2.1), (2.9), (2.10) we write down the total Hamilto-
nian of the system:
H ¼ Hrad þ M þ Zg/ðRÞð Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
þ Helectron: ð2:11Þ
In what follows we shall work in the Schroedinger picture.
The sequence of transformations
Time-dependent transformations and auxiliary Hamiltonians
The above Hamiltonian shall be transformed by a sequence of
unitary transformations. Generally let a state Sj iold evolve in time
according to the Schroedinger equation
i
@
@t
Sj iold ¼ Hold Sj iold; ð2:12Þ
where Hold is the Hamiltonian in the representation currently used.
Under the action of a time-dependent transformation
UðtÞ ¼ exp iSðtÞð Þ; ð2:13Þ
states transform according to
Sj inew ¼ U1 Sj iold; ð2:14Þ
and evolve in time according to the law
i
@
@t
Sj iinew ¼ Hnew Sj inew;
where the new Hamiltonian Hnew is connected to the old via
Hnew ¼ U1HoldU þ D; D ¼ i @U
1
@t
U: ð2:15Þ
Sometimes it is better to use the symmetrized version
D ¼ i
2
@U1
@t
U  U1 @U
@t
( )
: ð2:16Þ
If @S=@t commutes with S, then i@U1=@t ¼ @S=@tð ÞU1 and
(2.15) assumes the simpler form
Hnew ¼ U1HoldU þ @S=@t; D ¼ @S=@t: ð2:17Þ
For the above to be valid it is only necessary that U have an
inverse (it need not be unitary). Note that the eigenvalues of Hnew
are generally frequenciesrather than energies.
Translation
One expects that simplification will occur if we transfer to a
frame co-moving with the nucleon. In classical mechanics the tran-
sition to a non-inertial frame is effected via the transformation
r0 ¼ r R ð2:18Þ
where r0 refers to the non-inertial frame. The above is inserted in
the Lagrangian and the latter acquires a term proportional to B  r0
(see e. g. paragraph 39 of Landau and Lifshitz [25]). An alternative
would be to use the formalism of canonical transformations as
implemented in classical mechanics (see e. g. Chapter 6 of Percival
and Richards [30] and in particular Example 6.9 where the present
question is discussed, or paragraph 45 of Landau and Lifshitz op cit)
and employ the generating function
F 2 r;p0ð Þ ¼ r  p0  RðtÞ  p0 ð2:19Þ
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nates and new momenta according to paragraph 6.4 of Percival and
Richards op cit. Then the new coordinates are
r0 ¼ @F 2=@p0 ¼ r R; ð2:20Þ
thus obtaining (2.18) as desired, and the old momenta are
p ¼ @F 2=@r ¼ p0: ð2:21Þ
The new classical Hamiltonian includes the term
@F 2=@t ¼ BðtÞ  p: ð2:22Þ
The classical generator is identified through (2.19) as
W2 ¼ RðtÞ  p0: ð2:23Þ
In quantum mechanics r and p are operators in a Hilbert space
and one needs the quantum version of the canonical transforma-
tion to connect new states to old. We thus introduce
Utr ¼ exp iRðtÞ  ðpþ PradÞf g; ð2:24Þ
where the exponent is (2.23) augmented by the term involving the
field momentum. One can check that
U1tr rUtr ¼ rþ R; U1tr /ðxÞUtr ¼ /ðx RÞ; U1tr /ðRÞUtr
¼ /ð0Þ: ð2:25Þ
The last of the above signifies that the nucleon is now fixed at
the origin. It can easily be shown that, if sj i is an eigenstate of r,
r sj i ¼ s sj i;
then
sh jUtr ¼ s Rh j;
and that, if wðsÞ is the Schroedinger wavefunction
wðsÞ ¼ sjwh i;
then
sh jUtr wj i ¼ wðs RÞ: ð2:26Þ
The generator of (2.24) is
Str ¼ R  ðpþ PradÞ; ð2:27Þ
and obviously commutes with
@Str=@t ¼ B  ðpþ PradÞ: ð2:28Þ
The above relation identifies Dtr of (2.17). The transformed
Hamiltonian Hð2Þ (the superscript ð1Þ reserved for (2.11) above)
free of R and parametrized by B alone reads
Hð2Þ ¼ U1tr Hð1ÞUtr þ Dtr
¼ M þ gZ/ð0Þð Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
þ Hrad  B:Prad½ 
þ a  p B  pþ bmþ bg/ðrÞ½ : ð2:29Þ
Note that the above derivation does not depend on whether B is
uniform or not. The transformation Utr is essentially identical to U
of BC1996.
The passive source transformation
The passive source transformationUps is well-known from old
fashioned nucleon-meson interactions; see e. g. Wentzel [38]; Hen-
ley and Thirring [20]. In paragraph 9.2 of the last reference the free
scalar meson Hamiltonian density is augmented by a term
gqðrÞ/ðrÞ and a canonical transformation delivers a new Hamilto-
nian consisting of a term diagonal in the fluctuations and a source-
dependent term describing creation and annihilation of fluctua-
tions. Transformation (2.30) supplies the binding potential for
the electron in the form of a Lienard–Wiechert potentialeliminating the /ð0Þ term in (2.29) and thus decoupling the
nucleon from the field, and also provides the electron-photon
interaction that induces the electronic transitions. We write in
terms of creation and annihilation operators
Ups ¼ exp iSps
 
; Sps  i
X
akak  aykak
 
: ð2:30Þ
The c-numbers ak appearing in (2.30) are designed so as to
eliminate /ð0Þ in (2.29) and they obviously depend on the velocity:
ak ¼ ak ¼
Ck
k B  k ¼
Zg
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
4p3=2k1=2 k B  kð Þ
;
Ck  Zg
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
4p3=2k1=2
: ð2:31Þ
Ups leads to the auxiliary Hamiltonian
Hrad  B  Prad þ Hð3Þatom Bð Þ þ Hð3Þint þ DM
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
þ Dps; ð2:32Þ
where
Hð3Þatom Bð Þ  a  p B  pþ bmþ bVB rð Þ; ð2:33Þ
Hð3Þint  bg/ rð Þ: ð2:34Þ
The binding potential appearing in Hð3Þatom Bð Þ as a result of Ups is
VB rð Þ ¼  Zg
2=4p
r2k= 1 B2ðtÞ
 
þ r2?
h i1=2 ; ð2:35Þ
where the k;? subscripts refer to direction parallel and perpendic-
ular to B.
The DM-proportional term in (2.32) is a divergent mass-shift
arising from the nucleon-photon interaction
DM  
X Ckj j2
k B  k ; ð2:36Þ
and is uninteresting for current purposes. Observe that according to
(2.31) and (2.30) Ups depends on the velocity B so Dps gives rise to
acceleration-dependent terms in the Hamiltonian. Specifically from
(2.17) and (2.32)
Dps ¼ i
X
ak  ayk
  Zg
4p3=2k1=2
d
dt
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
k B  kð Þ : ð2:37Þ
Term Dps is generally important in that it involves creation and
annihilation operators linearly and thus gives rise to radiation
emission from the accelerating nucleon. It does not affect electronic
transitions and is not relevant to the purposes of the present paper.
Dropping the last two terms in (2.32) on the grounds just men-
tioned we write down the auxiliary Hamiltonian to which Ups
leads:
Hð3Þ ¼ Hrad  B  Prad þ Hð3Þatom Bð Þ þ Hð3Þint : ð2:38Þ
Eigenvalues and eigenvectors of Hð3Þatom Bð Þ
The eigenstates jn;B > of (2.33) with eigenvalues enðBÞ satisfy
c0enðBÞ  c0B  pþ c  pþmþ VBðrÞf g jn;B >¼ 0; ð2:39Þ
and describe electrons bound to the nucleus but decoupled from the
radiation field. The jn;B > are to be normalized as follows:
hn;Bjq;Bi ¼
Z
d3rwþn ðr;BÞwqðr;BÞ ¼ dnq ð2:40Þ
i. e. they are normalized to unity in the conventional (laboratory)
space. The corresponding equation for B ¼ 0 reads
c0en þ c  pþmþ V0ðrÞf g jn;0 >¼ 0; V0 rð Þ ¼ 
Zg2=4p
r
;
ð2:41Þ
382 A. Calogeracos / Results in Physics 6 (2016) 377–395and has eigenvectors jn;0 > and eigenvalues en. The immediate
objective is to connect enðBÞ to en and jn;B > to jn;0 >.
We first focus on VBðrÞ in (2.39) and introduce the next trans-
formation as follows.
The scale transformation Usc. We define
UscðBÞ ¼ expð iSscðBÞð Þ;
SscðBÞ 
~k
2
bB  r  bB  p þ bB  p  bB  r n o; ð2:42Þ
where
~k  log
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
; ð2:43Þ
and bB ¼ B=B is the unit vector in the direction of B. Under the action
of Usc
U1sc rkUsc ¼ rk
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
; U1sc pkUsc ¼ pk=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
; ð2:44Þ
U1sc r?Usc ¼ r?; U1sc p?Usc ¼ p?: ð2:45Þ
If sj i is an eigenstate of rk with eigenvalue s,
rk sj i ¼ s sj i;
then
sh jUsc ¼ s=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
pD 			 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p :
If wðsÞ is the Schroedinger wavefunction
wðsÞ ¼ sjwh i;
then
sjUscjwh i ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p w s= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 B2p : ð2:46Þ
Under the action of Usc Eq. (2.39) becomes
c0enðBÞ þ
ck  Bc0ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p !pk þ c?  p? þmþ V0ðrÞ
( )
U1sc ðBÞ n;Bj i ¼ 0:
ð2:47Þ
Further comparing (2.47) with (2.41) and in order to get rid of
c0pk in the former we are led to the next transformation.
The spinor boost UspðBÞ. We define w by
B ¼ tanhw
and introduce the usual spinor boost (see e. g. Bjorken and Drell [12,
p. 29])
UspðBÞ ¼ eM þ eNc0c  bB ¼ UþspðBÞ; U1sp ðBÞ ¼ UspðBÞ; ð2:48Þ
where
eM ¼ coshw
2
; eN ¼ sinhw
2
:
In terms of B
~M; ~N ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
 1
2
s
: ð2:49Þ
Note that
UþspUsp ¼ 1þ a  Bð Þ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
– 1; ð2:50Þ
i. e. UspðBÞ is not unitary.
The following remark shall be useful. Let w be a spinor. Then for
the transformed spinor we have, using (2.50),Z
d3r Uspw
 þ Uspw  ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p Z d3rwþ 1þ a  Bð Þw
¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p Z d3rwþw; ð2:51Þ
where in the last step we evoked invariance under parity (or under
time-reversal) to drop the integral
R
d3rwþa  Bw.
Under the action of UspðBÞ gammamatrices transform according
to
bU1sp c0; ck; c?n obUsp ¼ c0 þ Bckﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p ; ck þ Bc0ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p ; c?
( )
: ð2:52Þ
and Eq. (2.47)
c0
enðBÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p þ ck pk  BenðBÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p !þ c?  p? þmþ V0ðrÞ
( )
	 U1sp ðBÞU1sc ðBÞ n;Bj i ¼ 0: ð2:53ÞThe gauge transformation Wðn;BÞ. This transformation is unitary
but n-dependent. It is a generalization of the W appearing in the
Schroedinger problem treated in BC1996, is defined as
Wðn;BÞ ¼ exp ienðBÞ B  rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p ! ¼W1ðn;BÞ; ð2:54Þ
and satisfies
W1ðn;BÞpkWðn;BÞ ¼ pk þ
BenðBÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p ;W1ðn;BÞrkWðn;BÞ ¼ rk:
ð2:55Þ
Then (2.53) reads
c0
enðBÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1B2
p þc pþmþV0ðrÞ
( )
W1ðn;BÞU1sp ðBÞU1sc ðBÞ n;Bj i ¼0:
ð2:56Þ
Upon comparison of (2.56) and (2.41) we obtain for enðBÞ:
enðBÞ ¼ en
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
: ð2:57Þ
Then Wðn;BÞ assumes the simpler form
Wðn;BÞ ¼ exp ienB  Rð Þ: ð2:58Þ
We define
n;Bj i ¼ Uðn;BÞ n;0j i; Uðn;BÞ  1 B2
 1=4
UscðBÞUspðBÞWðn;BÞ;
ð2:59Þ
thus concluding the task set after (2.41). We have repeatedly
stressed that the eigenvalues of the transformed Hamiltonian are
frequencies and not energies; relation (2.57) familiarly reflects
time-dilation. The first factor in the right hand side of (2.59) accom-
panies the spinor boost UspðBÞ and is a consequence of the normal-
ization requirement (2.40) and of property (2.51). Observe that
since UspðBÞ is not unitary Uðn;BÞ is not either.
The unitary transformation UðBÞ. We are at last in a position to con-
struct the transformation from the basis n;0j if g to n;Bj if g:
UðBÞ ¼
X
n
n;Bj i n;0h j ¼
X
n
Uðn;BÞ n;0j i n;0h j: ð2:60Þ
UðBÞ is unitary by construction:
U1ðBÞ¼
X
n
jn;0><n;Bj ¼
X
n
jn;0><n;0jbUþn ðBÞ¼UþðBÞ: ð2:61Þ
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(rather than bU1n ) in the expression for U1.
We collect the terms of Hð3Þ not affected by the transformations
of this section and write
Hð4ÞðBÞ  U1Hð3ÞðBÞU ¼ Hð4Þ0 ðBÞ þ Hint þ Datom; ð2:62Þ
where the diagonal term reads
Hð4Þ0 ðBÞ ¼ Hrad  B  Prad½  þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p X
n
jn;0 > en < n;0j; ð2:63Þ
the interaction term that we shall consider in the sequel is
Hint ¼ g
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1B2
p X
n
X
q
ð2:64Þ
j n;0><n;0jexp iðeneqÞB r
 
b/ rk
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1B2
p
;r?
 
jq;0>< q;0j;
and the term Datom, describing acceleration stresses, is presented in
(2.65), (2.66) below.
It may help if we provide an explanation concerning the factors
featuring in the double summation (2.64). The Lorentz factor in the
argument of / arises through U1sc /ðrÞUsc ¼ / rk
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
; r?
 
and
the Dirac b matrix through bU yspbbUsp ¼ b (cf (2.52)). The exponential
involving B  r arises throughWyn and Wq and its presence is due to
the basis-dependence of W.
On acceleration stresses
The last term in (2.62) stems from the time-dependence of all
three transformations UscðBÞ;UspðBÞ, and Wðn;BÞ involved in U .
We write it in the symmetrized version (2.16)
Datom ¼
X
n
X
q
jn;0 >< n;0jDnqjq;0 >< q;0j; ð2:65Þ
where
Dnq  DWð Þnq þ Dsp
 
nq þ Dscð Þnq; ð2:66Þ
where the three terms above stem from the gauge, spin, and scale
transformations respectively. Their calculation is moderately
tedious and results are quoted in Appendix D. Inspection of (D.1),
(D.2), (D.3) reveals that Datom describes acceleration stresses built
within the atom and gives rise to atomic transitions that do not
involve the radiation field; hence this term will not be considered
in this work. However its inclusion would be indispensable in any
realistic experiment since the transitions described by Datom com-
pete with the transitions accompanied by photon emission
described herein.
Perturbation theory
Electronic states of an atom at rest
Observe that in Eq. (2.41) the potential appears as a mass-term
rather than as a component of a four-vector in order to avoid the
complications relating to the problems of gauge fixing in a non-
inertial frame. We shall consider weak coupling only, writing the
fine structure constant
afs  g2=4p ’ 1=137
 1: ð3:1Þ
This entails light binding, in the sense that the internal motion
becomes nonrelativistic. The mass-like 1=r potential has been con-
sidered in paragraph 3.4.1 of Greiner et al. [18] and in the limit
(3.1) bound-state energies and wave-functions coincide with the
ones of the true nonrelativistic hydrogen atom:en ’ m
Z2a2fsm
2n2
; n ¼ 1;2;3; . . . ; ð3:2Þ
< rjn > wnðrÞ / expðr=naÞ; a ¼
1
mZafs
; ð3:3Þ
where a is the Bohr radius. Elementary atomic theory gives for the
acceleration aB in the first Bohr orbit
aB ¼ mZ3a3fs ’ 0:90	 1023 m=s2: ð3:4Þ
We are interested in transitions described in Section ‘Matrix
elements’ below and then, according to (3.2),
efi ¼ 38mZ
2a2fs: ð3:5Þ
Recall the expression for the period of the Bohr orbit
TB ¼ 2p= mZ2a2fs
 
; ð3:6Þ
and note for future use
efia ¼ 38 Zafs; efiTB ¼
6p
8
: ð3:7ÞThe transition amplitude to first order in perturbation theory
Given an asymptotically inertial trajectory of velocity Bwe con-
sider the transition
ðiÞ ! ðf Þ þ k; ð3:8Þ
where ðiÞ; ðf Þ are the initial and final atomic states and k is the
wave-vector of the emitted photon. In the language of auxiliary
states we have ji > j0 > initially and jf > jk > finally. The amplitude
will be determined by text-book first-order time-dependent pertur-
bation theory, treating the first three terms in (2.62) as the zeroth-
order Hamiltonian, and Hint of (2.64) as the perturbation. Without
loss of generality, we measure phases from t ¼ 0 ¼ s. Then, in an
obvious notation, the standard perturbative Ansatz, starting bare
at t ¼ 1, i.e. with cikð1Þ ¼ 0, reads
jw; t >¼ ji > j0 > exp iei
Z t
0
dt0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2ðt0Þ
q
 
þ
X
q
Z
d3kjq > jk > exp i
Z t
0
dt0 k Bðt0Þ  k½


þeq
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2ðt0Þ
q 
cqkðtÞ: ð3:9Þ
This yields the first-order solution, expressed in terms of proper
time,
cfkð1Þ ¼ i
Z 1
1
dsFðsÞ < f jHintji >
	 exp i
Z s
0
ds0 efi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2ðs0Þ
q
þ k Bðs0Þ  k
 
 
; ð3:10Þ
where the auxiliary function FðsÞ, of the form F ¼ expðm sj jÞ,
switches off the interaction adiabatically and covariantly as
sj j ! 1. The switching factor is needed in principle to make sense
of the outer integrals in (3.10) over the initial and final uniform
velocity stages, but disappears from the end-results upon taking
the limit m! 0 afterward. The matrix element in (3.10) reads
g
4p3=2k1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1B2ðsÞ
q
< f jbexp i efiBðsÞ  rþkkrk
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1B2ðsÞ
q
þk r?
 
 
ji> :
ð3:11Þ
It is instructive to consider uniform B. Then the integrals in
(3.10) provide a d-function that connects frequencies leading to
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  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
¼ k B  k; ð3:12Þ
or
k ¼ k0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
1 B  k^
; ð3:13Þ
which is indeed the standard expression for the Doppler shift for a
source of velocity B. In fact a short application of the Golden Rule
shows (BC2005, Section ‘Accelerations of finite duration’) that at
constant B excited states decay at the properly time-dilated rates,
i.e. with decay constants
CðBÞ ¼ Cð0Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
; ð3:14Þ
without any further (e.g. multipolar) approximations.
Clearly a time-dependent B influences the rate of processes that
can occur spontaneously in an inertial frame. However in this work
we are interested in transitions that are forbidden in an inertial
frame due to energy conservation; in such cases the necessary
energy is supplied by the agency enforcing the constraint on
RðtÞ. The specific example to be considered is (in standard spectro-
scopic notation) from the ground state i ¼ 1s to the first excited
state f ¼ 2pm; m ¼ 0; 1. The corresponding matrix element shall
be considered after the trajectory is specified in the next
subsection.
The acceleration scenario and range of parameters
From here on we consider only the rectilinear trajectory
described in Eq. (1.2). It is convenient to introduce scaled variables
x  as; x0  as0; ð3:15Þ
so (1.2) reads
B ¼ tanhðxÞ; B0 ¼ tanhðx0Þ: ð3:16Þ
We define
~c  1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p ¼ coshðxÞ: ð3:17Þ
Likewise we scale
g  efi=a; j  k=a: ð3:18Þ
Currently available laboratory accelerations do not exceed
1015 m/s2 achievable through atomic beam techniques [14]. This
is still very small when compared to the electron’s acceleration
in the Bohr orbit (3.4). Thus we confine our attention to
g 1; j=g ¼ k=efi  Oð1Þ: ð3:19Þ
Matrix elements
For the transition i ¼ 1s to f ¼ 2pm; m ¼ 0; 1 the atomic
matrix element
Mði! f Þ ¼< 2pmjb exp iK  rð Þj1s >; ð3:20Þ
where
K ¼ efiBþ k3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
;k?
 
ð3:21Þ
is calculated in Appendix C, where it is also explained that of the
above mentioned transitions it is only
Mðs! 2p;1Þ ð3:22Þ
that simplifies to a constant (independent of s) and this only in the
dipole approximation. More specifically
M¼Mðs! 2p;1Þ ¼ Makf ðsÞ; ð3:23Þwhere
M ¼ i128
243
ð3:24Þ
f ðsÞ¼ 1þ4
9
a2a2 j2? þj23
1
cosh2 asð Þ
þ2gj3 tanhðasÞcoshðasÞþg
2 tanhðasÞ
 !20@ 1A3
ð3:25Þ
exactly, and
f ðsÞ ¼ 1 ð3:26Þ
in the dipole approximation.
Calculation of the transition amplitude
We use (3.23) in (3.10) to obtain
cð2p1Þk ¼
gMak
4p3=2k1=2
Z 1
1
dsFðsÞf ðsÞIðsÞ; ð3:27Þ
where IðsÞ stands for the phase
IðsÞ 
Z s
0
ds0 efi þ k Bðs
0Þk3ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2ðs0Þ
q
8><>:
9>=>;: ð3:28Þ
In what follows we employ the dipole approximation (3.26) and
define
Lðs0Þ  Lif ðs0Þ þ Laðs0Þ;Lif ðs0Þ  Liðs0Þ þ Lf ðs0Þ; ð3:29Þ
Liðs0Þ 
Z s0
1
dsFðsÞ expðiIðsÞÞ; Laðs0Þ 
Z s0
s0
ds expðiIðsÞÞ;
Lf ðs0Þ 
Z 1
s0
dsFðsÞ expðiIðsÞÞ:
ð3:30Þ
To evaluate IðsÞ we make use of the scaled variables (3.18),
express B and the Lorentz factor in (3.28) using (3.16), (3.17) obtain
after elementary integrations
I xj j < x0ð Þ ¼ gxþ j sinh x j3 cosh x 1ð Þ; ð3:31Þ
Iðx > x0Þ ¼ x gþ j cosh x0  j3 sinh x0½  þ j sinh x0  x0 cosh x0½ 
þ j3½ cosh x0  1ð Þ þ x0 sinh x0; ð3:32Þ
Iðx < x0Þ ¼ x gþ j cosh x0 þ j3 sinh x0½  þ j  sinh x0 þ x0 cosh x0½ 
þ j3½ cosh x0  1ð Þ þ x0 sinh x0: ð3:33ÞThe amplitude Lif
In what follows it is useful to define the polar angle # of j with
respect to B:
j3 ¼ j cos#; j? ¼ j sin#: ð3:34Þ
We also define
x3  logj j3j? : ð3:35Þ
Then via simple trigonometry
x3 ¼ log tan#2
 
: ð3:36Þ
The amplitudes Li;f are easy to evaluate, by virtue of the adia-
batic switching factors F, and due to (3.32), (3.33) the integrands
are linear in x. Eventually we find
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	 exp i gx0 þ j sinh x0 þ j3 cosh x0  1Þð Þ½ f g; ð3:37Þ
Lf ¼ ði=aÞgþ j cosh x0  j3 sinh x0ð Þ
	 exp i gx0  j sinh x0 þ j3 cosh x0  1Þð Þ½ f g: ð3:38Þ
For nonzero x0 the two amplitudes combine into
Lif ¼ Li þ Lf ¼ ð2i=aÞ exp ij3ðcosh x0  1Þf gðgþ j cosh x0Þ2  j23sinh2x0
	 iðgþ j cosh x0Þ sinðj sinh x0 þ gx0Þf
þj3 sinh x0 cosðj sinh x0 þ gx0Þg: ð3:39Þ
As x0 !1, clearly Li; Lf , and therefore Lif vanish like expðx0Þ.
Then
Lif
		 		2!16expð2x0Þ
a2j4?
j2 sin2½jsinhx0þgx0þj23 cos2½jsinhx0þgx0
n o
:
ð3:40ÞThe amplitude La
It is convenient to define Q via
La ¼ expðij3Þa Q : ð3:41Þ
We substitute (3.31) in (3.30), set F ¼ 1 since we are in the
intermediate (acceleration) proper-time interval, change variables
according to (3.15), and use (3.35 and a hyperbolic-trigonometric
identity to obtain
Q 
Z x0
x0
dx exp i gxþ j? sinh xþ x3ð Þð Þf g: ð3:42Þ
We make a further change of variable
u ¼ xþ x3; u1 ¼ x0 þ x3; u2 ¼ x0 þ x3; ð3:43Þ
to finally obtain
La ¼ exp i gx3  j3ð Þf gJ=a; ð3:44Þ
where
J 
Z u2
u1
du exp  iguþ j? sinhuð Þf g: ð3:45ÞThe Unruh limit: x0 ! ‘
The amplitude
In this regime we need to consider only La (see the remark pre-
ceding (3.40)). The Unruh limit x0 !1 entails u2 !1 and
u1 ! 1. By virtue of the increasingly fast oscillation of the inte-
grand (3.45), J remains convergent, so that
J1  limx0!1J¼
Z 1
1
duexp iguþj? sinhuÞf g
¼2
Z 1
0
du cos guð Þcos j? sinhuð Þ sin guð Þsin j? sinhuð Þf g: ð4:1Þ
The relations [2, Eqs. 9.6.22 and 9.6.24]
KmðxÞ ¼ secðmp=2Þ
Z 1
0
ds cosðx sinh sÞ coshðmsÞ
¼ cscðmp=2Þ
Z 1
0
ds sinðx sinh sÞ sinhðmsÞ;
ð Remj j < 1; x > 0Þ; ð4:2ÞKmðxÞ ¼
Z 1
0
ds expðx cosh sÞ coshðmsÞ; ð arg xj j < p=2Þ ð4:3Þ
then lead to
J1 ¼ 2 cosðigp=2Þ þ i sinðigp=2Þf gKigðj?Þ ¼ 2 expðgp=2ÞKigðj?Þ:
ð4:4Þ
In accordance with (3.44) we obtain the amplitude L1 appro-
priate for very large duration of the acceleration:
L1 ¼ 2a exp i gx3  j3ð Þf g expðpg=2ÞKigðj?Þ: ð4:5Þ
According to (3.19) we work in the regime where g and j? are
comparably large; however, because the order is pure imaginary,
one cannot rely on the relatively simple asymptotic formulae for
Bessel functions K found in the literature. Note also (for example
from (4.2)) that K of pure imaginary order is real. For transversely
emitted photons (4.5) reduces to L1ð# ¼ p=2Þ ¼ ð2=aÞ
expðpg=2ÞKigðjÞ.
The transition rate
The amplitude (3.27) leads to the transition probability
Pðs0Þ ¼ g
2 Mj j2a2a4
16p3
Z
d3j
j2?
j
Z 1
1
dsFðsÞf ðsÞIðsÞ
				 				2; ð4:6Þ
where we used scaled variables and we momentarily reverted to
the exact expression (3.25) for the amplitude. We useZ
d3j
j2?
j
::½  ¼ 2p
Z 1
1
dj3
Z 1
0
dj?
j3?
j
½::; ð4:7Þ
to rewrite (4.6):
Pðs0Þ ¼ g
2 Mj j2a2a4
8p2
Z 1
1
dj3
Z 1
0
dj?
j3?
j
Z 1
1
dsFðsÞf ðsÞIðsÞ
				 				2:
ð4:8Þ
If we perform the s integration in (4.8) and then take the
s0 !1 limit we come against a diverging j3 momentum integra-
tion. (This can be seen in (3.25); if we take the limit s!1 or take
the dipole approximation we lose the terms proportional to j3; j23
that are indispensable for the convergence of the j3 integration.)
As already mentioned in the Introduction this is a reflection of
the underlying constant Unruh rate. If on the other hand we com-
pute the transition rate W (1.5) then the resulting expression con-
verges both exactly and in the dipole approximation although it
is impossibly complicated in the former. We thus adopt (3.26),
revert to L1 (4.5), and obtain W
W ¼ g
2 Mj j2a2a5
16p3
Z 1
1
dj3
Z 1
0
dj?
j2?
j
f ðx0Þj j2Re L1
dL1
dx0

 
; ð4:9Þ
where, by slight abuse of notation, dL1=dx0 means the asymptotic
expression of dL=dx0 as x0 !1. From (4.5)
L1 ¼
2
a
exp i gx3  j3ð Þf gepg=2Kigðj?Þ: ð4:10Þ
To compute dL1=dx0 we appeal to (3.44) and (3.45) and use ele-
mentary trigonometric identities:
dL1
dx0
¼ 1
a
exp ij3  ij? coshx0 sinhx3ð Þ  2cos gx0 þj? sinhx0 coshx3ð Þ:
ð4:11Þ
Hence we write
W ¼ g
2 Mj j2a2a3
2p2 e
pg=2
Z
d3j
j2?
j
Kigðj?Þ	cos gx3þj? coshx0 sinhx3ð Þ
	cos gx0þj? sinhx0 coshx3ð Þ: ð4:12Þ
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W ¼ g
2 Mj j2a2a3
4p3
epg=2ð2pÞ lim
x0!1
Z
dj?j3?Kigðj?Þ
	
Z 1
1
dj3
1
j
1
2
fcos gðx0 þ x3Þ þ j? sinh x0 þ x3ð Þ½ 
þ cos gðx0  x3Þ þ j? sinh x0  x3ð Þ½ g: ð4:13Þ
We focus on the inner integration in (4.13) and consider each
cosine separately. We make a change of variable from j3 to k
k ¼ j j3 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
j2? þ j23
q
 j3; ð4:14Þ
and define
l ¼ ka ¼ k k3 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2? þ k23
q
 k3: ð4:15Þ
From (4.14) and (3.34) we obtain
j3 ¼ j
2
?  k2
2k
; j ¼ j
2
? þ k2
2k
; dj3 ¼ 12
j2? þ k2
k2
dk: ð4:16Þ
Thus the integral of the first cosine in (4.13) readsZ 1
1
dj3
1
j
1
2
cos gðx0 þ x3Þ þ j? sinh x0 þ x3ð Þ½ 
¼ 1
2
Z 1
0
dk
1
k
cos gðx0 þ x3Þ þ j? sinh x0 þ x3ð Þ½ : ð4:17Þ
Observe that according to (4.14) and (3.35)
x3 ¼ log kj? ¼ log
l
k?
; ð4:18Þ
and that the right hand side of (4.17) reads
1
2
Z 1
0
dk
1
k
cos gðx0 þ logk logj?Þ þj? sinh x0 þ logk logj?ð Þ½ :
ð4:19Þ
Yet another change of variable
f ¼ x0 þ log k logj?; df ¼ dk=k; ð4:20Þ
transforms (4.19) to
1
2
Z 1
1
df cos gfþ j? sinh fð Þ½ : ð4:21Þ
Similar manipulations show that the second cosine in (4.13)
delivers the same result (4.21). We thus obtain for (4.13):
W ¼g
2 Mj j2a2a3
2p2 e
pg=2
Z 1
0
dj?j3?Kigðj?Þ
Z 1
1
df cos gfþj? sinh fð Þ½ f g:
ð4:22Þ
The above equation, although not our end result, is remarkable
on two counts: (a) all reference to x0 has disappeared, so W is a
constant transition rate, (b) the second integral in (4.22) is already
familiar from (4.1). We thus obtain
W ¼ g
2 Mj j2a2a3
p2
epg
Z
dj?j3?K
2
igðj?Þ: ð4:23Þ
We make use of the remarkable integral [31]Z 1
0
dxx3K2igðxÞ ¼
1
3
C 2þ igð Þj j2 ¼ 1
3
ð1þ g2Þ pg
sinhðpgÞ ð4:24Þ
to obtain the final expression for the transition rate
W ¼ 8afs
3
Mj j2a2e3fi
ð1þ a2=e2fiÞ
exp 2pefia
 
 1
: ð4:25Þ
Notice the Planckian factor featuring the Unruh temperature
a=2p. The a2=e2fi in the numerator of (4.25) is a correction to the
Unruh result already observed by Marzlin and Audretsch [27].Accelerations of finite duration
The amplitude
In this section we consider asymptotically inertial trajectories
of the type discussed in Section ‘The transition amplitude to first
order in perturbation theory’ but of strictly finite proper-time
duration 2s0. The amplitude La is given by (cf (3.45) and (3.43))
La ¼ 1a exp i gx3  j3ð Þf g
Z x0þx3
x0þx3
du exp i guþ j? sinhuð Þf g;
ð5:1Þ
where, in contrast to (4.1), the integration limits are finite and thus
the connection with the modified Bessel function is lost. Observe
also that for finite s0 we must retain the amplitude Lif (given by
the sum of (3.37) and (3.38)) in (3.29) (this is in contrast to the
Unruh scenario where the remark following (3.39) was operative).
We define the quantity
l  j?
g
¼ k?
efi
; ð5:2Þ
and the integral
JðRÞ 
Z R
1
du exp ig uþ l sinhu½ f g: ð5:3Þ
The integral appearing in the right hand side of (5.1) then reads
Jðx0 þ x3Þ  Jðx0 þ x3Þ: ð5:4Þ
Compare with (4.1) and note that in the above notation Jð1Þ
coincides with J1.
To handle (5.3) we must resort to some approximation. It has
already been explained in Section ‘The transition amplitude to first
order in perturbation theory’ that realistic accelerations entail
g 1: ð5:5Þ
In Appendix E we move over to the complex plane, deform the
path in (5.3) and use Laplace’s method to obtain an asymptotic
expansion of JðRÞ in powers of 1=g, the end-result being (E.38)
(note abbreviations (E.22)). We shall make use of the leading term
and write
JðRÞ ¼ i
g
exp ig Rþ l sinhðRÞð Þð Þ 1
1þ l coshðRÞ : ð5:6Þ
We combine (5.6), (5.4), (5.3), and (5.1) to obtain
La ¼ iefi exp i
k3
a
 
	


exp iefis0  i efil=a
 
sinh as0 þ x3ð Þ
 
	 1
1þ l coshðas0 þ x3Þ  exp iefis0 þ i efil=a
 
sinh as0  x3ð Þ
 
	 1
1þ l coshðas0  x3Þ

; ð5:7Þ
where, scaled variables having served their purpose, we have
reverted to the original ones. We expand sinh; cosh, and the
fractions in (5.7) to first order in a to obtain
La ¼ iefi exp i
k3
a
 
	
(
exp iefis0  i efil=a
 
sinh x3
 
expiefis0l cosh x3
	 1
1þ l cosh x3 
l sinh x3
1þ l cosh x3ð Þ2
as0
" #
 exp iefis0  i efil=a
 
sinh x3
 
exp iefis0l cosh x3
 
	 1
1þ l cosh x3 
l sinh x3
1þ l cosh x3ð Þ2
as0
" #)
: ð5:8Þ
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order in a:
Lif ¼ iefi þ k
ik3
efi þ k
 2 as0
( )
exp is0 efi þ k
  
 i
efi þ kþ
ik3
efi þ k
 2 as0
( )
exp is0 efi þ k
  
: ð5:9Þ
We denote by L1 the approximation of L (3.29) to first order in
a and combining (5.8) and (5.9) we obtain
L1 ¼ ias0 exp iefis0
   exp iefis0l cosh x3  l sinh x3
efi 1þ l cosh x3½ 2
((
 k3
efi þ k
 2
)
þ exp iefis0
 
exp iefis0l coshðx3Þ
 
	 l sinh x3
efi 1þ l cosh x3½ 2
þ k3
efi þ k
 2
))
: ð5:10Þ
Observe that a-independent terms in Lif and La have canceled
out as expected. We subsequently obtain
L1j j2¼2a2s20
l2sinh2ðx3Þ
e2fi 1þlcoshx3½ 4
þ k
2
3
efiþk
 4
(
þ2Re exp iefis0lcoshx3
  lsinhx3
efi 1þlcoshx3½ 2
k3
efiþk
 2
Re exp i2efis0
 
exp 2iefis0lcoshx3
  l2sinh2x3
e2fi 1þlcoshx3½ 4
2Re exp i2efis0
 
exp iefis0lcoshx3
 
	 lsinhx3
efi 1þlcoshx3½ 2
k3
efiþk
 2cos i2efis0  k23efiþk 4
)
: ð5:11Þ
Recall that x3; k3; k are functions of l; l through (4.15), (4.16),
(4.18), (5.2).
Calculation of the probability
We observe that if we keep the exact form (3.25) in expression
(4.6) the resulting j integral converges (contrast this with the
Unruh scenario where the transition probability diverges anyway;
see remark preceding (4.6)). This however leads to a non-trivial
integration over s followed by two equally complicated integra-
tions over j3; j?. Following the long-standing tradition in non-
relativistic QED we employ the dipole approximation in (3.23),
(3.26) (thus adopting (3.26)) and write
cfkð1Þ ¼ gaM4p3=2 
k
k1=2
L1; ð5:12Þ
P ¼ g
2a2 Mj j2
16p3
Z
d3k
k2?
k
L1j j2 exp ak?ð Þ; ð5:13Þ
where the exp ak?ð Þ factor in (5.13) imitates for large k? the effect
of f ðsÞ (3.25) in suppressing large values of the former. (We shall
see that the above mentioned k?-dependence suffices to make the
integral in (5.13) convergent.) In expression (5.13) for the transition
probability we use successively (4.15), (4.7), (4.16), (5.2) to write
P ¼ g
2 Mj j2a2e4fi
8p2
Z 1
0
Z 1
0
dldll
3
l
exp aefil
  L1j j2: ð5:14Þ
From (4.18) and (5.2) we obtain
x3 ¼ log l=lefi
 
: ð5:15ÞThis motivates the change of variable in (5.14) from k to
y ¼ log ka=lefi
 
; ð5:16Þ
Z 1
0
dl=l ¼
Z 1
1
dy=y: ð5:17Þ
From (4.16)
k3 ¼ lefi2 1 e
2y  ¼ lefi sinh y sinh yþ cosh y½ ;
k ¼ lefi
2
1þ e2y  ¼ lefi cosh y sinh yþ cosh y½ : ð5:18Þ
We substitute (5.15), (5.18) in (5.11) and the latter in (5.14) to
obtain
P ¼ g
2 Mj j2a2e4fia2s20
4p2
1
e2fi
J 1 þ J 3 þ 2efi ReJ 4
(
 1
e2fi
Re exp i2efis0
 J 2 
 2
efi
Re exp i2efis0
 J 4  cos 2efis0 J 3; ð5:19Þ
where
J 1 
Z 1
1
dysinh2y
Z 1
0
dl exp aefil
  l5
1þ l cosh yð Þ4
; ð5:20Þ
J 2 
Z 1
1
dysinh2y
Z 1
0
dl exp aefil
  l5
1þ l cosh yð Þ4
	 exp i2efis0l cosh y
 
; ð5:21Þ
J 3 
Z 1
1
dy
Z 1
0
dl exp aefil
 
l3 k
2
3
efi þ k
 4 ; ð5:22Þ
J 4 
Z 1
1
dy sinh y
Z 1
0
dl exp aefil
 l4k3 exp i2efis0l cosh y 
1þ l cosh yð Þ2 efi þ k
 2 :
ð5:23Þ
Note that as a consequence of (1.6), (3.5) and (3.6)
efis0 ¼ 3p4
s0
TB
 1: ð5:24Þ
One then suspects that by suitably applying the Riemann–
Lebesgue lemma one can prove that J 2 and J 4 are negligible. This
is confirmed in Appendix F.
We startwithJ 1 (5.20) and focus on the innerl integral in (5.20)
J 5 
Z 1
0
dl l
5
1þ l cosh yð Þ4
exp aefil
 
: ð5:25Þ
We expand in partial fractions in l:
l5
1þ l cosh yð Þ4
¼ l
cosh4y
 4
cosh5y
þ 10
cosh6y
 1
lþ 1cosh y
 10
cosh7y
 1
lþ 1cosh y
 2 þ 5cosh8y  1lþ 1cosh y 3
 1
cosh9y
 1
lþ 1cosh y
 4 : ð5:26Þ
All terms in (5.26) give rise to elementary integrals over l with
the exception of the third which brings in the incomplete gamma
function of order zero Cð0; zÞ as the integral R1z ett1dt (see Erdelyi
[15], p. 143, (1)). The result is
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a2e2ficosh
4y
þ 10
cosh6y
exp
aefi
cosh y
 
C 0;
aefi
cosh y
 
þ 73
6 cosh y
:
ð5:27Þ
The second term in (5.27) can be simplified if we use (3.7) and
the approximation of the incomplete gamma function for small
values of its argument (Erdelyi [15], p. 143, (5))
Cð0; zÞ ¼ c log zþ OðzÞ; ð5:28Þ
where c is the Euler–Mascheroni constant to write
C 0;
aefi
cosh y
 
¼ c log aefi
 þ logðcosh zÞ: ð5:29Þ
Further terms in (5.29) would lead to powers of the fine struc-
ture constant and are not included. In a similar vein we approxi-
mate the exponential in (5.27) by unity and hence
J 5¼ 1
a2e2ficosh
4y
þ 1
cosh6y
10c10log aefi
 þ73=6 þ10log coshyð Þ
cosh6y
:
ð5:30Þ
We combine the above with (5.25) and (5.20) and integrate over
y to obtain
J 1 ¼ 23a2e2fi
 20 log aefi
  8
3
c 20
3
log2þ 182
15
: ð5:31Þ
We turn to J 3 defined by (5.22) and note that the integral is of
the same form as the one in (5.25). Appropriately transcribing J 5
(5.30) we obtain
J 3 ¼ 1e2fi
1
a2e2fi
Z 1
1
dy
sinh2y
cosh4y sinh yþ cosh y½ 2
(
þð10c 10 log aefi
 þ 73=6ÞZ 1
1
dy
sinh2y
cosh6y sinh yþ cosh y½ 4
þ10
Z 1
1
dy
log cosh yðsinh yþ cosh yÞð Þ
cosh6y sinh yþ cosh y½ 4
)
: ð5:32Þ
The y integrals are elementary and are safely handled by Maple.
Eventually
J 3 ¼ 1e2fi
1
a2e2fi
8
3
þ 4 log 2
 
þ log aefi
  250
3
þ 120 log 2
 (
250
3
cþ 120c log 2þ 9161
90
 146 log 2

: ð5:33Þ
We substitute J 1 and J 3 in (5.19) to obtain the expression for
the transition probability:
P ¼ g
2 Mj j2a2e2fia2s20
4p2
A1 þA2 cos 2efis0
  
; ð5:34Þ
A1  1a2e2fi
2þ4 log 2ð Þþ log aefi
 
120 log 2310=3ð Þ258c=3þ120 log 2
ð458=3Þ log 2þ10253=90 1
e7fis70
ð24þ45p=16Þ; ð5:35Þ
A2 1a2e2fi
8=34 log 2ð Þþ log aefi
 
250=3120 log 2ð Þþ250c=3
120c log 29161=90þ146 log 2þ 1
e7fis70
18þ45p=32ð Þ: ð5:36Þ
Putting in numbers (see (ii) below) we see that A2 ’ 0:1A1
(note also that by virtue of (5.24) the phase of the cosine in
(5.34) varies extremely rapidly as a function of s0 ). We discard this
term and use (3.1), (3.4), and (3.6) to scale a and s0 by atomic
quantities to finally obtain:P ¼ Mj j24pZ2a3fsa2e2fi
a
aB
 2 s0
TB
 2
A1: ð5:37ÞDiscussion
(i) The calculation of the transition probability P rests on the
amplitude Lif þ La where in La we kept the first two terms of its
expansion in powers of a=efi. It is comforting to observe from
(3.4) and (3.5) that this ratio is small even for the optimistic value
a ¼ aB (at least for a hydrogenic atom, i.e. for Z ¼ 1Þ:
aB
efi
¼ 3
8
Zafs: ð5:38Þ
(ii) We use Z ¼ 1, the electromagnetic value for the fine structure
constant afs ¼ 7:3	 103, and (3.24) for the matrix element. Then
P ¼ 1:1  106 	 s0
TB
 2 a
aB
 2
: ð5:39Þ
The limit to the validity of first-order perturbation theory is sig-
naled by the inequality
P 
 1: ð5:40Þ
For the realistic value a ¼ 1015 m/s achievable through atomic
beams the acceleration duration must be smaller than 1011 atomic
periods.Conclusion
The results of this work are presented in the Introduction. We
here summarize the limitations of the above calculations. The
Unruh rate is shown to be valid for a transition where the dipole
approximation could be used. No such statement can be made
regarding e. g. transition s! 2p;0 (a transition feasible in scalar
electrodynamics). This reflects our calculational limitations and
should not be construed as a doubt of the validity of the Unruh
rate.
In the case of acceleration of finite duration we had to work to
leading order in a=aB and perturbatively in the coupling constant g.
The validity of first order time-dependent perturbation in turn
imposes an upper limit on the duration of the acceleration (see
remark under (5.39) above).
Finally note that no invocation of an accelerated observer has
been made; the observer is in a sense hidden in some of the trans-
formations in Section ‘A relativistic Hamiltonian for a bound state
with the nucleus following a prescribed trajectory and an auxiliary
Hamiltonian’. Recall in this respect that inertial and accelerated
frames are routinely connected in classical mechanics via contact
transformations. Our treatment has been firmly anchored to the
inertial frame and the emitted radiation is most emphatically
observable.Acknowledgement
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electronic states
We denote by U the product of the transformations employed in
Section ‘A relativistic Hamiltonian for a bound state with the
nucleus following a prescribed trajectory and an auxiliary
Hamiltonian’
U ¼ UtrUpsU ðA:1Þ
and by Wj i the Schroedinger states in the original representation (i.
e. with time evolution governed by (2.11))
i
@
@t
jW >¼ HjW > : ðA:2Þ
The transformed j ~W > is given through the action of U1 on
jW >:
j ~W >¼ U1jW >¼ U1U1ps U1tr jW > : ðA:3Þ
The evolution of ~W
			 E is governed by Hamiltonian Hð4Þ (2.3)
i
@
@t
j ~W >¼ Hð4ÞðBÞj ~W >; ðA:4Þ
and in the particular case of uniform motion and in the absence of
interaction with the radiation field by
i
@
@t
j ~W >¼ Hð4Þ0 ðBÞj ~W > : ðA:5Þ
Let j ~Wn > be the auxiliary state corresponding to an atom in a
state ðnÞ moving at uniform velocity B. Clearly the states jn;0 >
introduced in (2.41) are eigenstates of Hð4Þ0 . We choose the phase
of j ~Wn > by setting
j ~Wn t ¼ 0ð Þ >¼ jn;0 > : ðA:6Þ
Then the Schroedinger equation for the auxiliary state reads
i
@
@t
j ~WnðtÞ >¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p X
m
jm;0 > em < m;0j;
which, under initial condition (A.6), is solved by
j ~WnðtÞ >¼ exp ien
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
t
 
jn;0 >; ðA:7Þ
or, in terms of proper time, by
j ~WnðsÞ >¼ exp iensð Þjn;0 > : ðA:8Þ
The original state vector corresponding to (A.7) reads
jWnðtÞ >¼ UtrðRÞUpsUðBÞj ~WnðtÞ > :
We recall that Ups does not act on electronic variables and we
write UðBÞ in expanded form to obtain
jWnðtÞ >¼ exp ien
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
t
 
UtrðRÞUscðBÞ 1 B2
 1=4
UspðBÞW n;Bð Þjn;0 > : ðA:9Þ
We left-multiply both sides of (A.9) by < rj:
< rjWnðtÞ>¼ exp ien
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1B2
p
t
 
	< rjUtrðRÞUscðBÞ 1B2
 1=4
UspðBÞW n;Bð Þjn;0> : ðA:10Þ
Acting with UtrðRÞ from the right
< rjWnðtÞ>¼ exp ien
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
t
 
	< rRjUscðBÞ 1 B2
 1=4
UspðBÞW n;Bð Þjn;0>; ðA:11Þand acting by UscðBÞ from the right
< rjWnðtÞ >¼
exp ien
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
t
 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
	 < r Rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p j 1 B2 1=4UspðBÞW n;Bð Þjn;0 > : ðA:12Þ
We observe that from their definitions UspðBÞ and W n;Bð Þ com-
mute and we act from the right by the latter to obtain
< rjWnðtÞ >¼
exp ien
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
t
 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p exp ienB rk  Rkﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p !
	 < r Rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p j 1 B2 1=4UspðBÞjn;0 > : ðA:13Þ
We introduce the Schroedinger wavefunctions
wn r; t;Bð Þ ¼< rjWnðtÞ >; ðA:14Þ
wn r; t;0ð Þ ¼< rjn;0 >; ðA:15Þ
and then (A.13) reads
wn r; t;Bð Þ¼ 1B2
 1=4
exp ien
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1B2
p
t
 
	exp ienB rk Rkﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1B2
p !	UspðBÞwn rRﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1B2
p ;t;0 !: ðA:16Þ
We now use our assumption that the atom moves at uniform
velocity
Rk ¼ Bt; R? ¼ 0;
to regroup the exponentials in (A.16):
wn r;t;Bð Þ¼ 1B2
 1=4
exp ien tBrkﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1B2
p !UspðBÞwn rk Btﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1B2
p ;r?;t;0
 !
:
ðA:17Þ
We recall that UspðBÞ is the standard spinor-boost transforma-
tion to conclude that wn r; t;Bð Þ and wn r; t;0ð Þ are connected in
the way that characterizes a relativistic wavefunction.
Appendix B. Lorentz boost of photon states
We recall that the photon wavevector k that appears in Sections
‘A relativistic Hamiltonian for a bound state with the nucleus fol-
lowing a prescribed trajectory and an auxiliary Hamiltonian’ and
‘Perturbation theory’ refers to the lab frame. We now introduce a
wavevector k0 that refers to the atom’s rest-frame:
k0k ¼
kk  Bkﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p ; k0? ¼ k?; k0 ¼ k Bkkﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p ; ðB:1Þ
with the inverse
kk ¼
k0k þ Bk0ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p ; k ¼ k0 þ Bk0kﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p ; ðB:2Þ
where
k ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2k þ k2?
q
; ðB:3Þ
and similarly for k0. We shall need the quantity
@kk
@k0k
¼ k
k0
: ðB:4Þ
The Jacobian for changing variables and the consequent relation
between delta functions then read
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d3k½  ¼
Z
d3k0
k
k0
½ ; d k lð Þ ¼ d k0  l0  k0
k
: ðB:5Þ
For the purposes of this work we need a unitary operator UL
that connects operators in the Fock space referring to the lab frame
to corresponding operators in the instantaneous rest-frame. This
question is treated in p. 116-7 of Itzykson and Zuber [24], but
not in the Schroedinger picture. The fundamental commutation
relation reads
aðlÞ; aþðkÞ½  ¼ d k lð Þ; ðB:6Þ
and this should be preserved by UL. We therefore require (see sec-
ond of (B.5))
U1L aðkÞUL ¼
ﬃﬃﬃﬃ
k0
k
s
aðkÞ: ðB:7Þ
Note that (recalling the first of (B.5))
U1L
Z
d3kaþðkÞaðkÞUL ¼
Z
d3k0aþðk0Þaðk0Þ: ðB:8Þ
The radiation Hamiltonian and the total field momentum are
given in (2.5), (2.6). From (B.2), (B.8) we obtain the expected trans-
formation properties
U1L HradUL ¼
Hrad þ B  Pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p ; U1L PkUL ¼ Pk þ BHradﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p ; U1L P?UL ¼ P?:
ðB:9Þ
For our purposes it is remarkable that
U1L Hrad  B  Pð ÞUL ¼ Hrad
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
: ðB:10Þ
The field operator is given by (2.3). To evaluate its transform we
use (B.7) and (B.2):
U1L / rð ÞU¼
1
4p3=2
Z
d3k
1ﬃﬃﬃ
k
p aðkÞexp i rk kk þBkﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1B2
p þr? k?
( ) !
þh:c:
ðB:11ÞAppendix C. The atomic matrix element featuring in cfkð‘Þ
From (3.21) we obtain
K2 ¼ k2  k23B2 þ 2efik3B
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
þ e2fiB2: ðC:1Þ
Accordingly
M¼
Z 1
0
drr2
Z
dXR2pðrÞY1mðXÞ4p
X
k;l
ikjkðKrÞYklðXÞYklðXKÞR1sðrÞY00ðXÞ
¼ ik
ﬃﬃﬃﬃﬃﬃ
4p
p
Y1;1ðXKÞ
Z 1
0
drr2R2pðrÞj1ðKrÞR1sðrÞ ðC:2Þ
where the radial functions are (see e.g. Bethe and Salpeter [11] p. 15)
R1s ¼ 2a3=2 exp 
r
a
 
; R2p ¼ 1
23=231=2a3=2
r
a
exp  r
2a
 
: ðC:3Þ
The integrations in (C.2) are elementary and we obtain
Mðs! 2p;1Þ ¼ i128
243
ak
1
1þ 2Ka=3ð Þ2
 3 ðC:4Þ
Mðs! 2p;0Þ ¼ i128
ﬃﬃﬃ
2
p
243
aK3
1þ 2Ka=3ð Þ2
 3 : ðC:5Þ
We observe that (C.4), (C.5) as they stand involve according to
(C.1) a dependence on the velocity B via K and K3 and thus greatly
complicate the s0 integration in (3.27). In the non-retarded (dipole
approximation) we take Ka
 1 and then the matrix element (C.4)
turns out to be independent of B.Appendix D. Acceleration stresses described by Datom
After a calculation we obtain
DWð Þnq ¼
1
2
en þ eq
 
_B  r
 
exp i eq  en
 
B  r  1þ a  Bð Þ; ðD:1Þ
where a stands for the Dirac matrices,
Dsp
 
nq ¼
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B2
p
2B2
exp i eq  en
 
B  r B	 _B  r; ðD:2Þ
where r stands for the Pauli spin matrices, and
Dscð Þnq ¼ exp i eq  en
 
B  r   _k
2
bB  r  bB  p þ bB  p  bB  r h i(
þ  1
2B
Þ _B  r
 
B^  p
 
þ bB  r  _B  p þ _B  p  bB  r 

þ bB  p  _B  r Þ þ 1
B
bB  _B bB  r  bB  p 
þ bB  p  bB  r o sinhk
1
B
bB 	 _B   L coshðkÞ  1ð ÞÞ 1þ a  Bð Þ; ðD:3Þ
where
L ¼ r	 p: ðD:4ÞAppendix E. The integral JðRÞ  R R‘ dxexp ig xþ l sinh x½ f g
Generalities
It is explained in Section ‘The transition amplitude to first order
in perturbation theory’ that the relevant regime for g is given by
(3.19) as g 1. It is thus natural to deform the contour and
approximate JR via Laplace’s method (for relevant reviews see
e. g. Section 6.6 of Bender and Orszag [10] or chapter 7 of Copson
[13] or chapter 6 of Ablowitz and Fokas [1]). We define the function
wðzÞ  i zþ l sinh zð Þ ðE:1Þ
so that
JðRÞ ¼
Z R
1
dz expðgwÞ ðE:2Þ
where the path of integration is along part of the real axis.
To apply the method we need first to identify the curves on the
complex plane where Imw ¼ 0 (the constant-phase contours). We
write
z ¼ uþ iv ðu; v : realÞ ðE:3Þ
and obtain from (E.1)
Imw ¼ uþ l sinhu cosv ðE:4Þ
s  Rew ¼ v þ l coshu sinv ðE:5Þ
(the almost trivial identities 4.5.49 and 4.5.50 of Abramowitz and
Stegum [2] are useful in such manipulations). Of importance are
the saddle points where constant-phase contours (two in the pre-
sent case) intersect; they are the roots of the equation
w0ðzÞ ¼ 0: ðE:6Þ
In terms of u; v the above equation is equivalent to two simul-
taneous equations
1þ l coshu cosv ¼ 0 ðE:7Þ
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The solutions of (E.7), (E.8) are qualitatively different according
to whether l > 1 or l < 1. In detail, either
l > 1; u ¼ 0; v ¼  arccos  1
l
 
þ 2np; n : integer ðE:9Þ
or
l < 1; u ¼  arccos h 1
l
 
; v ¼ ð2nþ 1Þp; n : integer: ðE:10ÞCertain useful constant-phase curves
The application of steepest descent amounts to the deformation
of the original integration path (in the present case that of (E.2)) to
a new contour consisting of one or more constant-phase curves.
The integral along the latter is then approximated asymptotically
for large g using Laplace’s method. In this subsection we identify
constant-phase curves that will be used in the deformation of the
contour.
The identification of the above curves depends crucially on
whether l > 1 or l < 1.
(i) l > 1
Curve C1 (Fig. 1, solid line) starts on the real axis at u ¼ R and is
initially parallel to the imaginary axis, moves in the lower half-
plane veering to the right and asymptotically coincides with the
line v ¼ p=2. The equation of the curve is given by
uþ l sinhu cosv ¼ Rþ l sinhR ðE:11Þ
(cf (E.4)). The right hand side of (E.11) is fixed by the fact that C1
passes through the point u ¼ R; v ¼ 0. As u!1 it is seen from
(E.11) that cosv ! 0 and this explains the asymptotic behavior of
C1.
Curve C2 (Fig. 1, dotted line) satisfies
uþ l sinhu cosv ¼ 0 ðE:12Þ
and asymptotically at u ¼ 1 coincides with the line v ¼ p=2.
It cuts the imaginary axis at the saddle-point S1ðu ¼ 0;
v ¼  arccos 1=lð ÞÞ.
(ii) l < 1Fig. 1. Constant phase curves for l > 1. Continuous line: through R > 0, dotted line:
through saddle-point S1.A special role is played by saddle-point S2ðu ¼ arccosh 1=lð Þ;
v ¼ pÞ. There is one particular constant-phase curve (one of the
solid lines in Fig. 2) that passes through S2 and cuts the real axis.
Its equation is (cf (E.4))
uþ l sinhu cosv ¼ arccosh 1
l
 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 l2
q
: ðE:13Þ
Its intersection with the real axis is a l-dependent point n
satisfying
nþ l sinh n ¼ arccosh 1
l
 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 l2
q
: ðE:14Þ
Curves C4 and C5 (Fig. 2, dashed and dotted line respectively)
are constant-phase curves satisfying (E.11) and cutting the real
axis at points R > n and R < n respectively. Note their radically dif-
ferent large scale geometric behavior; a large scale plot of C5 is pro-
duced in Fig. 3. Note also the similar behavior of C1 and C4.
Asymptotic behavior of Jð1Þ for large g
To deduce the asymptotic behavior of
Jð1Þ ¼
Z þ1
1
dx exp ig xþ l sinh x½ f g ðE:15Þ
(the integration path consisting of the real axis) we could appeal to
the connection of Jð1Þ to the modified Bessel function Kig via (4.4)
and to the mathematical literature for the asymptotic behavior of
the latter for large g. However we prefer to deal with Jð1Þ directly
thus paving the way for the study of the asymptotic behavior of JðRÞ.
That we shall do by deforming the path of integration in (E.15) and
then apply Laplace’s method. It has recently come to our attention
that our contours in this subsection are very similar to the ones
used by Temme [36] to deduce the asymptotic behavior of Kig for
large g. The treatment (as most things in this Appendix) depends
on whether l < 1 or l > 1.
(i) l > 1
We consider saddle-point S1 (Fig. 1) and observe that on the
dotted axis sinv < 0. Thus according to (E.5) the two branches of
the dotted curve emanating from S1 are steepest-descent curvesFig. 2. Constant phase curves for l > 1. Continuous line: through saddle-point,
dotted line: through R < n, dashed line: through R > n.
Fig. 3. Constant phase curve for R < n, l < 1. Fig. 4. Integration contour for J (infinity).
Fig. 5. Constant-phase curves originating from saddle-point S2. Continuous line:
steepest-descent curves, dotted line: steepest-ascent curves.
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thus deform the integration path of (E.15) to the path of Fig. 4 as
follows: The path starts from the real axis at u ¼ 1, moves par-
allel to the negative imaginary axis till v ¼ p=2, follows curve
C2 from u ¼ 1 to u ¼ þ1 and then goes parallel to the imaginary
axis till it meets the real axis. We have that
w00ðzÞ ¼ il sinh z
and at S1
w ¼  arccos 1=lð Þ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 l2
q
; w00 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 l2
q
: ðE:16Þ
We thus obtain (see the above cited references and especially p.
453 of Ablowitz and Fokas [1]) to zeroth order in 1=g
Jð1Þ ¼ exp g arccos 1=lð Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 l2
q  
: ðE:17Þ
(ii) l < 1
We look at saddle-point S2 and observe that according to (E.5)
the dotted lines (Fig. 5) emanating from it are ascent curves
whereas the solid ones are descent curves. Fig. 6 depicts
constant-phase curves in the fourth quadrant. The top intersection
point has already been labeled as S2. We label the other points by
S3, S4,.. starting from the top. We observe that according to (E.5) the
quantity Rew assumes the values p; 3p; 5p; ::. at S2, S3, S4,..
respectively. Also Rew! 1 as u!1 along the solid curve of
Fig. 5. We thus distort the contour along the one shown in Fig. 7
and its symmetric with respect to the imaginary axis and evaluate
the integral by steepest descent at S2 (and at its symmetric with
respect to the imaginary axis). Thus (see references cited above)
to leading order in 1=g
Jð1Þ ¼ 2exp gwðS2Þ½ : ðE:18Þ
We use (E.1) to evaluate
wðS2Þ ¼ p i arccoshð1=lÞ þ i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 l2
q
:
Thus to zeroth order in 1=g
Jð1Þ ¼ 2exp gpð Þ exp ig  arccoshð1=lÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 l2
q  
:
ðE:19ÞOne conclusion of this subsection is that Jð1Þ vanishes expo-
nentially as g becomes large.
Asymptotic behavior of JðRÞ for large g
(i) l > 1
We write
JðRÞ ¼ Jð1Þ 
Z 1
R
dz expðgwÞ ðE:20Þ
and deform the integration path in (E.20) to run across C1 (the solid
curve in Fig. 1) from u ¼ R to u ¼ þ1 and then parallel to the
imaginary axis till it meets the real axis. The integral along the latter
Fig. 6. Constant-phase curves in the fourth quadrant (for l < 1). Saddle-points are
labeled S2, S3, S4,... starting from top.
Fig. 7. Right part of integration contour for J (infinity) (l < 1).
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according to (E.5) Rew! 1). We denote
I1 ¼
Z
C1
dz expðgwÞ ðE:21Þ
and abbreviate
cR  coshR; sR  sinhR: ðE:22Þ
Explicitly
I1 ¼
Z
C1
ðduþ idvÞexpðgwÞ ¼
Z
C1
ðduþ idvÞexpðgRewÞexpðigImwÞ:
ðE:23ÞFrom (E.4)
Imw ¼ Rþ lsR: ðE:24Þ
From (E.5) we see that
s  Rew
starts at zero and ends up at 1. We thus have
I1 ¼ exp ig Rþ lsRð Þð Þ
Z 1
0
ds
du
ds
þ i dv
ds
 
expðgsÞ: ðE:25Þ
Integral (E.25) may be readily approximated via Laplace’s
methodprovidedweobtain the first few terms in the Taylor series of
UðsÞ  du
ds
þ i dv
ds
ðE:26Þ
around s ¼ 0 (i.e. at the starting point of C1). This is straightforward
although moderately tedious. It is convenient to introduce the
variable
d  u R ðE:27Þ
that vanishes at the starting point of C1. Then the equation of C1
reads
dþ l sinh Rþ dð Þ cosv  lsR ¼ 0 ðE:28Þ
and the variable s is
s ¼ v þ l cosh Rþ dð Þ sinv : ðE:29Þ
The first task is to express the equation for C1 in the form
d ¼ c0 þ c1v þ c2v2 þ    ðE:30Þ
To this end we expand sinhðRþ dÞ and cosv in the left hand side
of (E.28) as Taylor series around d ¼ 0 and v ¼ 0 respectively, sub-
stitute (E.30) in the resulting equation, and require the result to
vanish. We obtain
d ¼ 1
2
lsR
1þ lcR v
2 þ 1
24
lsR
4lcR þ 5l2c2R  3l2s2R  1
1þ lcRð Þ3
v4 þ   
ðE:31Þ
The next task is to express s as a Taylor series in v near v ¼ 0. To
this end we expand the right hand side of (E.29) as a Taylor series
in both v and d and use (E.31) for d. We obtain
s ¼ 1þ lcRð Þv þ 12
l2s2R
1þ lcR 
1
6
lcR
 
v3 þ    ðE:32Þ
We invert the above power series to obtain v in terms of s:
v ¼ 1
1þ lcR s
1
1þ lcRð Þ4
1
2
l2s2R
1þ lcR 
1
6
lcR
 
s3 þ    ðE:33Þ
Wefinally substitute (E.33) in (E.31) toexpress dasa functionof s:
d ¼ 1
2
lsR
1þ lcRð Þ3
s2  1
24
lsR
6l2c2R  8lcR þ 1 15l2
1þ lcRð Þ7
s4 þ   
ðE:34Þ
From the above two relations we may readily calculate du=ds
through (E.27) and dv=ds, substitute in (E.25) and perform the triv-
ial integrations. We observe (this being of course the point in
Laplace’s method) that successive powers of s bring in successive
powers of 1=g. We obtain
I1 ¼ exp ig Rþ lsRð Þð Þ
	  i
g
1
1þ lcR þ
1
g2
lsR
1þ lcR 
i
g3
1
1þ lcRð Þ4
3l2s2R
1þ lcR  lcR
 "
þ 1
g4
lsR
4lcR þ 5l2c2R  3l2s2R  1
 
1þ lcRð Þ3
þ   
#
: ðE:35Þ
Fig. 8. Part of the contour for J (R) (l < 1).
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only, it was thought however useful to demonstrate the general
structure of the approximation.
We return to (E.20) and observe that since Jð1Þ vanishes expo-
nentially for large g we have that
JðRÞ ¼ I1 ðE:36Þ
with I1 given by (E.35).
(ii) l < 1
We distinguish two cases, R < n or R > n (n being defined
through (E.14)). If R > n we again write JðRÞ as in (E.20) and trans-
form the integral to
I4 ¼
Z
C4
dz expðgwÞ ðE:37Þ
where C4 is the dashed curve in Fig. 2. The treatment of I4 is iden-
tical to that of I1 and we obtain the result (E.36).
If R < n then the constant-phase curve that passes through R is
of the kind exhibited in Fig. 3. We thus distort the original path to a
curve C defined as follows. Let us denote by C0 the reflection on the
imaginary axis of the curve exhibited in Fig. 7. Then C consists of C0
followed by the curve exhibited in Fig. 8. The integral along C 0 is
equal to Jð1Þ=2 and thus exponentially small for g large (see
(E.17) and (E.19)). The curve of Fig. 8 gives a contribution identical
to that of curve of C1 above but with the opposite sign since we
now approach the real axis rather than recede from it. Thus in all
cases
JðRÞ ¼  exp ig RþlsRð Þð Þ
	  i
g
1
1þlcR þ
1
g2
lsR
1þlcR 
i
g3
1
1þlcRð Þ4
3l2s2R
1þlcR lcR
 "
þ 1
g4
lsR
4lcR þ 5l2c2R  3l2s2R  1
 
1þlcRð Þ3
þ   
#
: ðE:38ÞAppendix F. Calculation of J 2 and J 4
We turn to the calculation of J 2 and focus on the inner integral
in (5.21):J 6 
Z 1
0
dl l
5
1þ l cosh yð Þð Þ4
exp aefil
 
exp i2efis0 coshðyÞl
 
:
ðF:1Þ
We deform the path of integration in (F.1) to the one consisting
of the negative imaginary semi-axis and of a quarter-circle of infi-
nite radius in the fourth quadrant, the second giving zero:
J 6¼i
Z 1
0
dl l
5
1 ilcosh yð Þð Þ4
exp iaefil
 
exp 2efis0 coshðyÞl
 
:
ðF:2Þ
We observe that requirement (1.6) leads via the second of (3.7)
to
efis0  1: ðF:3Þ
We use the above to greatly simplify the calculation by employ-
ing Laplace’s method to approximate the integral. Although the
present simple case does not require the full strength of Watson’s
lemma (Bender and Orszag [10], p. 264), the latter helps to circum-
vent a sequence of integrations by parts. We set the first exponen-
tial equal to unity (alternatively we can drop aefi in the final result),
and expand the fraction in (F.2) keeping the first two terms:
l5
1 il cosh yð Þð Þ4
’ l5 þ i4 coshðyÞl6 þ Oðl7Þ: ðF:4Þ
Then Watson’s lemma gives in a straightforward fashion
J 6 ’ i158
1
cosh6ðyÞ
1
e6fis60
þ 45
2
1
cosh6ðyÞ
1
e7fis70
þ O 1
2efis0
 8
 !
:
ðF:5Þ
We combine (5.21), (F.1), (F.2) to obtain
J 2 ¼  i2
1
e6fis60
þ 6 1
e7fis70
: ðF:6Þ
Integral J 4 is handled along the lines of J 2. We define the inner
integral
J 7 ¼
Z 1
0
dl
l5 exp aefil
 
exp i2efis0l cosh y
 
1þ l cosh y½ 2 1þ l cosh y sinh yþ cosh yð Þ½ 2
; ðF:7Þ
deform as before, set the exponential equal to unity, and apply
Watson’s lemma to obtain
J 7 ¼ i158
1
cosh6y
1
e6fis60
þ 45
4
1
cosh6y
1
e7fis70
þ O 1
2efis0
 8
 !
ðF:8Þ
We combine (5.23), (F.8), and (F.7) to obtain:
J 4 ¼ iefi
15
64
1
e6fis60
 1
efi
12þ 45
32
p
 
1
e7fis70
: ðF:9ÞReferences
[1] Ablowitz MJ, Fokas AS. Complex variables. Cambridge: Cambridge U P; 1997.
[2] Abramowitz M, Stegun IA. Handbook of mathematical functions. New
York: Dover; 1965.
[3] Alsing PM, Milonni PW. Am J Phys 2004;72:1524.
[4] Audretsch J, Mueller R, Holzmann M. Class Quantum Grav 1995;12:2927.
[5] Barton G, Calogeracos A. Proc Roy Soc London A 1996;452:1167.
[6] Barton G, Calogeracos A. J Opt B 2005;7:S21.
[7] Barton G, Calogeracos A. J Phys A: Math Theor 2008;41:164030.
[8] Bell JS, Leinaas JM. Nucl Phys 1987;B284:488.
[9] Belyanin A, Kocharovsky VV, Capasso F, Fry E, Zubairy MS, Scully MO. Phys Rev
A 2006;74:023807.
[10] Bender CM, Orszag SA. Advanced mathematical methods for scientists and
engineers. New York: McGraw-Hill; 1978.
[11] Bethe HA, Salpeter EE. Quantum mechanics of one- and two- electron
atoms. Berlin: Springer; 1957.
A. Calogeracos / Results in Physics 6 (2016) 377–395 395[12] Bjorken JD, Drell SD. Relativistic quantummechanics. New York: McGraw-Hill;
1964.
[13] Copson ET. Asymptotic expansions. Cambridge: Cambridge U P; 1965.
[14] Eichmann U, Nubbemeyer T, Rottke H, Sandner W. Nature 2009;461:1261.
[15] Erdelyi A. Higher transcendental functions, Vol. 2. Malabar: Robert E. Krieger
Publishing Co; 1953.
[16] Ford GW, O’Connell RF. Phys Lett 2006;A350:17.
[17] Fulling S, Unruh WG. Phys Rev D 2004;70:048701.
[18] Greiner W, Müller B, Rafelski J. Quantum electrodynamics of strong
fields. Berlin: Springer; 1985.
[19] Haag R. Local quantum physics. Berlin: Springer; 1993.
[20] Henley EM, Thirring W. Elementary quantum field theory. New
York: McGraw-Hill; 1962.
[21] Crispino LCB, Higuchi A, Matsas GEA. Rev Mod Phys 2008;80:787.
[22] Hu BL, Roura A. Phys Rev Lett 2004;93(comments):129301.
[23] Hu BL, Roura A, Shresta S. J Opt B 2004;6:S698.
[24] Itzykson C, Zuber J-B. Quantum field theory. New York: McGraw-Hill; 1980.
[25] Landau LD, Lifshitz EM. Mechanics. 3rd ed. Oxford: Pergamon/Elsevier; 1976.
[26] Louko J, Satz A. Class Quantum Grav 2006;23:6321.[27] Marzlin K-P, Audretsch J. Phys Rev D 1998;57:1045.
[28] Narozhny NB, Fedotov AM, Karnakov BM, Mur VD, Belinskii VA. Phys Rev D
2001;65:025004.
[29] Narozhny NB, Fedotov AM, Karnakov BM, Mur VD, Belinskii VA. Phys Rev D
2004;70:048702.
[30] Percival I, Richards D. Introduction to dynamics. Cambridge: Cambridge U P;
1982.
[31] Prudnikov AP, Brychkov Yu A, Marichev OI. Integrals and series, Vol.
2. Amsterdam: Gordon & Breach; 1990. p. 385.
[32] Schlicht S. Class Quantum Grav 2004;21:4647.
[33] Scully MO, Kocharovsky VV, Belyanin A, Fry E, Capasso F. Phys Rev Lett
2003;91:243004.
[34] Scully MO, Kocharovsky VV, Belyanin A, Fry E, Capasso F. Phys Rev Lett
2004;93(comments):129302.
[35] Takagi S. Prog Theor Phys Suppl 1986;88:1.
[36] Temme NM. Meth. Appl. Anal. 1994;1:14.
[37] Unruh WG. Phys Rev D 1976;14:870.
[38] Wentzel G. Quantum theory of fields. New York: Interscience; 1949.
