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Abstract
For the double integrator with a discontinuous coef-
ficient at the control, we obtain an attraction set—an
asymptotic variant of reachable sets corresponding to
constraints of asymptotic character—and study the lat-
ter’s properties.
These constraints correspond to a control mode in the
class of short-time pulses. An additional requirement is
to fully consume the available energy resources. To cal-
culate the attraction set numerically, an algorithm was
developed and implemented. The results of computa-
tional experiments are presented.
Key words
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1 Introduction
The paper explores an abstract reachability problem,
which encompasses the problem of constructing reach-
able sets for linear control systems with discontinuous
coefficients at the control.
We consider two types of constraints of asymptotic
character: the ones generated by a sequential relax-
ation of standard constraints (e.g., phase constraints)
and the ones defined ‘naturally’ as in the case of short-
time control pulses. Specifically, we study a control
problem with relaxed phase constraints and the require-
ment to fully utilize all available energy resources dur-
ing vanishingly small time. We study attraction sets
(ASs), asymptotic versions of reachable sets, which can
be considered as a more robust estimate of reachable
sets given a potential relaxation of the constraints.
2 General notation
We use the standard set-theoretic notation. We call a
“family” a set in which all elements are sets. The pair
set of y, z is denoted by {y; z}; {h} is the singleton
containing h; an ordered pair z = (x, y) has pr1(z) =
x as its first element and pr2(z) = y as the second one;
obviously, z =
(
pr1(z),pr2(z)
)
.
By P(X) (by P ′(X)) we denote the family of all (the
family of all nonempty) subsets of a set X. By defini-
tion, BA is the set of all mappings from a set A to a set
B. If g ∈ BA and C ∈ P(A), then g1(C) 4= {g(x) :
x ∈ C} ∈ P(B) is the image of C under g. Further,
N 4= {1; 2; . . .} and J [k] 4= {l ∈ N| l 6 k} ∀k ∈ N.
If T is a set and k ∈ N, then, as per the common con-
vention, we write T k instead of T J[k]. By (top)[S],
we denote the family of all topologies on a set S; if
τ ∈ (top)[S], then (S, τ) is a topological space; if
H ∈ P(S), then cl(H, τ) stands for the closure ofH in
(S, τ). If (S, τ) is a topological space and M ∈ P(S),
then τ
∣∣
M
4
= {M ∩ G : G ∈ τ} ∈ (top)[M ], and
(M, τ
∣∣
M
) is a subspace of (S, τ). Let (τ − comp)[S]
stand for the family of all nonempty and compact (in
(S, τ)) subsets of S.
If E is a set, then β[E]
4
= {E ∈ P ′(P(E))| ∀Σ1 ∈
E ∀Σ2 ∈ E ∃Σ3 ∈ E : Σ3 ⊂ Σ1 ∩ Σ2} stands for the
family of all nonempty directed subfamilies of P(E).
Assume that X are Y nonempty sets, X ∈
P ′(P(X)), τ ∈ (top)[Y ], and r ∈ Y X . Then, we
define AS (as)[X;Y ; τ ; r;X ] as in [Chentsov, 2013a,
Section 3]. Sequential AS (sas)[X;Y ; τ ; r;X ] is de-
fined by only the sequential limits of points in Y. Note
that, if X ∈ β[X], then
(as)[X;Y ; τ ; r;X ] =
⋂
S∈X
cl
(
r1(S), τ
)
.
2.1 Finitely additive measures and ultrafilters
We define I
4
= [a, b] where a, b ∈ R and a < b. By
I, we denote the family of sets L ∈ P(I) such that
∃c ∈ I ∃d ∈ I : (]c, d[⊂ L)&(L ⊂ [c, d]). Let A
be the algebra of subsets of I generated by the semi-
algebra I. Let χL ∈ RI be the indicator functions of
sets L ∈ P(I). Then, B0(I,A) denotes the linear span
of {χA : A ∈ A}. Note that B0(I,A) is a (linear)
manifold in the Banach space B(I) of all bounded real-
valued functions on I endowed with the standard sup-
norm [Dunford and Schwartz, 1958, p. 261 of the Rus-
sian translation], which we denote by ‖·‖. LetB(I,A)
stand for the closure of B0(I,A) in (B(I), ‖ · ‖). Note
thatB(I,A) with the norm induced by (B(I), ‖·‖) is it-
self a Banach space, whose topological dual B∗(I,A)
is isometrically isomorphic to the space A(A) of all
bounded finitely additive measures onA endowed with
the (strong) norm-variation. Moreover, the isometric
isomorphism between A(A) and B∗(I,A) is defined
by the rule
µ 7−→ (∫
I
f dµ
)
f∈B(I,A): A(A)→ B∗(I,A);
in the paper, integration is defined through the ba-
sic scheme [Chentsov, 2009, Ch. 3]. Assume that
A(A) is endowed with the ∗-weak topology τ∗(A)
corresponding to the duality
(
B(I,A),A(A)). Thus,
(A(A), τ∗(A)) is a locally convex σ-compact space.
We will also deal with the topology τ0(A) of a sub-
space of the topological power of R with the discrete
topology with A as the index set; see the definition of
τ0(A) in [Chentsov, 1996, (4.2.9)]. Let (add)+[A] be
the set of all real-valued non-negative finitely additive
measures on A; (add)+[A] ⊂ A(A). Further, P(A)
stands for the set of all finitely additive probabilities;
precisely, P(A) 4= {µ ∈ (add)+[A]|µ(I) = 1} ∈(
τ∗(A)− comp
)
[A(A)]. By definition, put
T(A) 4= {µ ∈ P(A)|
∀A ∈ A (µ(A) = 0)∨(µ(A) = 1)} ∈(
τ∗(A)− comp
)
[A(A)].
Let F∗0(A) be the set of all ultrafilters in the algebra
A (see [Chentsov, 2011a, (3.2)]). For all L ∈ P(A),
we define XL ∈ RA (the indicator of L) by the rule
XL(L)
4
= 1 if L ∈ L and XL(A) 4= 0 if A ∈ A \ L.
Thus, XU ∈ T(A) ∀U ∈ F∗0(A). The mapping κ 4=
(XU )U∈F∗0(A) is a homeomorphism between F
∗
0(A) and
T(A) (see [Chentsov, 2013b, Proposition 4.2]); then,
F∗0(A) and T(A) are homeomorphic.
Let us present the structure of F∗0(A) (see [Chentsov,
2011b] for the full exposition). First, we define the
family β0A(I)
4
= {B ∈ β[I]| (∅ /∈ B)&(B ⊂ A)}
of all bases of filters of I contained in A. Secondly,
every B ∈ β0A(I) generates the corresponding filter
(I − fi)[B|A] 4= {A ∈ A| ∃B ∈ B : B ⊂ A} in A.
Thirdly, if t ∈]a, b], then J (−)t 4= {[c, t[: c ∈ [a, t[} ∈
β0A(I) generates the ultrafilter
U (−)t 4= (I − fi)[J (−)t | A] ∈ F∗0(A).
Fourthly, if t ∈ [a, b[, then J (+)t 4= {]t, c] : c ∈
]t, b]} ∈ β0A(I) generates the ultrafilter
U (+)t 4= (I − fi)[J (+)t | A] ∈ F∗0(A).
Note that all ultrafilters mentioned above are free [En-
gelking, 1977, Section 3.6]. Finally, F∗0(A) coincides
with the union of the set {U (−)t : t ∈]a, b]} ∪ {U (+)t :
t ∈ [a, b[} and the set of all trivial ultrafilters in A.
Let η stand for the trace of the Lebesgue measure on
the algebra A; η ∈ (add)+[A]. In what follows, we
deal with the compact sets
Pη(A) 4=
{
µ ∈ P(A)| ∀A ∈ A (η(A) = 0)⇒
⇒ (µ(A) = 0)}∈ (τ∗(A)− comp)[A(A)], (1)
Tη(A) 4=
{
µ ∈ T(A)| ∀A ∈ A (η(A) = 0)⇒(
µ(A) = 0
)}∈ (τ∗(A)− comp)[A(A)].
For arbitrary f ∈ B(I,A), by f ∗ η we denote the in-
definite η-integral of f. Note that f ∗η is a set function.
Let B+0 (I,A) be the set of all nonnegative functions
from B0(I,A). We define the set of all feasible con-
trols as follows:
F
4
=
{
f ∈ B+0 (I,A)
∣∣∫
I
f dη = 1
}
.
Evidently, f ∗ η ∈ Pη(A) ∀f ∈ F. Let I be defined by
the rule f 7→ f ∗η : F→ Pη(A). This mapping allows
us to embed F in the compact set (1) as a dense subset:
Pη(A) = cl
(
I1(F), τ∗(A)
)
= cl
(
I1(F), τ0(A)
)
; see
[Chentsov, 1996, Ch. 4]. We stress that (see [Chentsov,
2013c])
Tη(A) = T(A) ∩ cl
(
I1(F), τ∗(A)
)
=
= {κ(U (−)t ) : t ∈]a, b]} ∪ {κ(U (+)t ) : t ∈ [a, b[}.
For every t ∈]a, b[, we put ζ0t 4= inf({t−a; b− t}) and
introduce the set
P0η(A| t) 4= {µ ∈ Pη(A)|
µ(]t− ε, t+ ε[) = 1 ∀ε ∈]0, ζ0t ]} =
= {ακ(U (−)t ) + (1− α)κ(U (+)t ) : α ∈ [0, 1]}.
In this connection, we put by definition
P0η[A] 4=
( ⋃
t∈]a,b[
P0η(A| t)
)
∪{κ(U (+)a );κ(U (−)b )}.
Notice that, for topologies τ∗η (A) 4= τ∗(A)
∣∣
Pη(A) and
τ0η (A) 4= τ0(A)
∣∣
Pη(A), the property τ
∗
η (A) ⊂ τ0η (A)
holds (see [Chentsov, 1996, Ch. 4]).
3 Constraints of asymptotic character and gener-
alized elements
To arbitrary f ∈ F, assign the set supp(f) 4= {t ∈
I| f(t) 6= 0} ∈ P ′(I) and two values t0(f) 4=
inf
(
supp(f)
)∈ I, t0(f) 4= sup(supp(f))∈ I. Given
ε ∈]0,∞[, we define Fε 4= {f ∈ F| t0(f) − t0(f) <
ε} and fix N ∈ N, (ρi)i∈J[N ] ∈ B(I,A)N , a
nonempty closed set Y ∈ P ′(RN ), and a set M ∈
P(J [N ]) such that ρj ∈ B0(I,A) ∀j ∈ M (the case
M = ∅ is allowed). For every ε ∈]0,∞[, we put by
definition
O(Y, ε)
4
=
{
(zi)i∈J[N ] ∈ RN | ∃(yi)i∈J[N ] ∈ Y :
|yj − zj | < ε ∀j ∈ J [N ]
}
,
Ô(Y, ε)
4
=
{
(zi)i∈J[N ] ∈ RN | ∃(yi)i∈J[N ] ∈ Y :
(yj = zj ∀j ∈M) &
& (|yj − zj | < ε ∀j ∈ J [N ])
}
.
We introduce the corresponding sets of ε-admissible
controls in F :
Yε
4
=
{
f ∈ Fε
∣∣(∫
I
ρif dη
)
i∈J[N ]∈ O(Y, ε)
}
,
Ŷε
4
=
{
f ∈ Fε
∣∣(∫
I
ρif dη
)
i∈J[N ]∈ Ô(Y, ε)
}
Ŷε ⊂ Yε. Thus, we derive the following directed fam-
ilies of subsets of F:
Y
4
= {Yε : ε ∈]0,∞[} ∈ β[F],
Ŷ
4
= {Ŷε : ε ∈]0,∞[} ∈ β[F].
We introduce the set of all admissible generalized ele-
ments
P˜0η(A) 4=
{
µ ∈ P0η[A]
∣∣ (∫
I
ρi dµ
)
i∈J[N ]∈ Y
}
(2)
playing a major role in our study.
Theorem 1 [Chentsov and Baklanov,
2015, Chentsov et al., 2016]. A universal AS in
the space of generalized elements is defined in (2).
Precisely,
P˜0η(A) = (as)[F;Pη(A); τ∗η (A); I;Y] =
= (as)[F;Pη(A); τ0η (A); I;Y] =
= (as)[F;Pη(A); τ∗η (A); I; Ŷ] =
= (as)[F;Pη(A); τ0η (A); I; Ŷ] =
= (sas)[F;Pη(A); τ0η (A); I;Y] =
= (sas)[F;Pη(A); τ∗η (A); I;Y] =
= (sas)[F;Pη(A); τ0η (A); I; Ŷ] =
= (sas)[F;Pη(A); τ∗η (A); I; Ŷ].
The universality of an AS (in this case, P˜0η(A)) is un-
derstood in the sense that the AS coincides for both
asymptotic constraints (Y and Ŷ).
4 Attraction sets as asymptotic versions of reach-
able sets
Fix n ∈ N and (pii)i∈J[n] ∈ B(I,A)n. We assume
that (pii)i∈J[n] determines a mapping of elements of F
(controls) to Rn. Namely, Π is defined by the rule
f 7−→
(∫
I
piif dη
)
i∈J[n]
: F −→ Rn
whose values generate the reachable set. We view ASs
(as)[F;Rn; τ (n)R ; Π;Y] and (as)[F;Rn; τ
(n)
R ; Π; Ŷ] as
the asymptotic versions of reachable sets. To derive the
representation of these ASs, we introduce the general-
ized operator Π˜ defined by
µ 7−→
(∫
I
pii dµ
)
i∈J[n]
: Pη(A) −→ Rn.
We stress that Π = Π˜ ◦ I and Π˜ is a continuous map-
ping w.r.t.
(
Pη(A), τ∗η (A)
)
and (Rn, τ (n)R ); here, τ
(n)
R
is the standard topology of coordinatewise convergence
in Rn. Combining Theorem 1 and [Chentsov, 1997,
Propositions 3.3.1 and 5.2.1], we arrive at the following
theorem:
Theorem 2. [Chentsov and Baklanov, 2015,
Chentsov et al., 2016] The set Π˜1
(
P˜0η(A)
)
represents
the universal AS as the asymptotic version of reachable
sets:
Π˜1
(
P˜0η(A)
)
= (as)[F;Rn; τ (n)R ; Π;Y] =
= (as)[F;Rn; τ (n)R ; Π; Ŷ] =
= (sas)[F;Rn; τ (n)R ; Π;Y] =
= (sas)[F;Rn; τ (n)R ; Π; Ŷ].
In connection with the representation of Π˜1
(
P˜0η(A)
)
,
we highlight two properties (see [Chentsov, 2011b]).
First, if t ∈]a, b] and g ∈ B(I,A), then g has a left-
sided limit at t, and
∫
I
g dκ(U (−)t ) = lim
θ↑t
g(θ).
Secondly, if t ∈ [a, b[ and h ∈ B(I,A), then h has a
right-sided limit at t, and
∫
I
h dκ(U (+)t ) = lim
θ↓t
h(θ).
We use these properties to introduce the following def-
initions. For all t ∈]a, b],
(
ρˆ↑(t)
4
=
(
lim
θ↑t
ρi(θ)
)
i∈J[N ]
)
&(−→pi (t) 4= (lim
θ↑t
pii(θ)
)
i∈J[n]
)
;
for all t ∈ [a, b[
(
ρˆ↓(t)
4
=
(
lim
θ↓t
ρi(θ)
)
i∈J[N ]
)
&(←−pi (t) 4= (lim
θ↓t
pii(θ)
)
i∈J[n]
)
.
We put the following definitions
Γ
4
= {z ∈]a, b[×[0, 1] |pr2(z)ρˆ↑
(
pr1(z)
)
+
+
(
1− pr2(z)
)
ρˆ↓
(
pr1(z)
)∈ Y},
Ω
4
= {pr2(z)−→pi
(
pr1(z)
)
+(1 − pr2(z)
)←−pi (pr1(z)):
z ∈ Γ}.
Theorem 3. [Chentsov and Baklanov, 2015,
Chentsov et al., 2016] The universal AS Π˜1
(
P˜0η(A)
)
has one of the following forms:
1) if ρˆ↓(a) /∈ Y and ρˆ↑(b) /∈ Y, then Π˜1
(
P˜0η(A)
)
=
Ω;
2) if ρˆ↓(a) /∈ Y and ρˆ↑(b) ∈ Y, then Π˜1
(
P˜0η(A)
)
=
Ω ∪ {−→pi (b)};
3) if ρˆ↓(a) ∈ Y and ρˆ↑(b) /∈ Y, then Π˜1
(
P˜0η(A)
)
=
Ω ∪ {←−pi (a)};
4) if ρˆ↓(a) ∈ Y and ρˆ↑(b) ∈ Y, then Π˜1
(
P˜0η(A)
)
=
Ω ∪ {←−pi (a);−→pi (b)}.
For H ∈ P(Rn) and ε ∈]0,∞[, we define
O(H, ε) 4= {(zi)i∈J[n] ∈ Rn| ∃(hi)i∈J[n] ∈
∈ H : |hj − zj | < ε ∀j ∈ J [n]}.
From Theorem 2 and [Engelking, 1977, Proposi-
tion 3.5.1], it follows that ∀ξ ∈]0,∞[ ∃ε ∈]0,∞[ ∀δ ∈
]0, ε[
Π˜1
(
P˜0η(A)
)⊂ cl(Π1(Ŷδ), τ (n)R )⊂
⊂ cl(Π1(Yδ), τ (n)R )⊂ O(Π˜1(P˜0η(A)), ξ).
Furthermore, Theorem 2 delivers the following illustra-
tion for the property of asymptotic insensitivity w.r.t.
the relaxation of a part of moment constraints: ∀ξ ∈
]0,∞[ ∃ε ∈]0,∞[:
Π1(Ŷδ) ⊂ Π1(Yδ) ⊂ O
(
Π1(Ŷδ), ξ
) ∀δ ∈]0, ε[.
5 The case of the double integrator
In this section we apply the developed theoretical
framework to the case of the double integrator model
and present some examples. Without loss of generality,
we assume that the time interval is equal to [0, 1]; thus,
a = 0, b = 1, and I = [0, 1].We consider the following
model of the double integrator:
{
x˙1(t) = x2(t)
x˙2(t) = b(t)f(t)
; (3)
here f ∈ F is a control, and b ∈ B(I,A) is the co-
efficient at the control. The initial conditions in all ex-
amples are set as follows: x1(0) = x2(0) = 0. Let
us define the functions pi1 : I → R and pi2 : I → R
by the following rules: pi1(t)
4
= (1 − t)b(t), pi2(t) 4=
b(t) ∀t ∈ I. Basically, given the initial conditions
equal to zero, the vector function pi generates the ter-
minal position of the double integrator for an idealized
short-pulse control applied at the time t. To employ
Theorem 3, we have to specify the functions
−→pi :]0, 1]→ R2, ←−pi : [0, 1[→ R2.
To this end, we introduce the vector function p :
[0, 1]→ R2 by the following rule: ∀t ∈ [0, 1]
(p1(t)
4
= 1− t) & (p2(t) 4= 1).
It is easy to see that −→pi (t) = lim
θ↑t
b(θ)p(t) ∀t ∈]0, 1]
and←−pi (t) = lim
θ↓t
b(θ)p(t) ∀t ∈ [0, 1[.
It is easy to see that the construction of the AS is es-
sentially the matter of finding one-sided limits of b.
Note that p(1) = (0, 1) and p(0) = (1, 1). Let us in-
troduce the vector function ρ(t) (with the components
ρ1(t) and ρ2(t)) : ∀t ∈ I
ρ1(t) = b(t)(t− t)χ[0,t[(t),
ρ2(t) = b(t)χ[0,t[(t).
This specification of ρ can be roughly understood as a
requirement for the double integrator to reach the set Y
given that control resources are available until t. In the
following examples, we set t = 0.9.
To construct ASs, we apply Theorem 3. In the exam-
ples below, it easy to see that ρˆ↓(0) /∈ Y, ρˆ↑(1) /∈ Y.
In this case, Theorem 3 (see the form 1) states that the
ASs coincide with the set Ω :
Ω = {α−→pi (t) + (1− α)←−pi (t) : (t, α) ∈ Γ}.
We implemented a computer program for the numerical
computation of Ω; the examples follow.
5.1 Example 1. One switching
This example models the control system (3) in the case
of an instantaneous drop of mass (e.g., due to rocket
staging). Assume that b = b1χ[0,t0[ + b2χ[t0,1]; here,
b1 = 1, b2 = 2, and t0 = 0.6. The set Y is specified as
Y = [0.3, 0.5]× [0.8, 2.1] and depicted in Fig. 1.
−0.10  0.10  0.30  0.50  0.70  0.900.70
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Figure 1. The constraint set Y and its elements representing all
admissible generalized elements (bold line) in Example 1
Given this data, we depict the AS in Fig. 2.
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Figure 2. The attraction set in Example 1
5.2 Example 2. Several switchings
Let us consider a more sophisticated example with
m = 4 points of discontinuity. We assume that
(ti)i∈J[m] is defined by ti = 0.1 ∗ i ∀i ∈ J [m] and
bi = i ∀i ∈ J [m+ 1]. We now introduce b as follows:
b = b1χ[0,t1[ +
∑
i∈{2;3;4;5}
biχ[ti−1,ti[ + b5χ[t4,1], (4)
We set Y = [0.3, 1.2]× [1.4, 4.5] (see Fig. 3).
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Figure 3. The constraint set Y and its elements representing all
admissible generalized elements (bold line) in Example 2
We depict the corresponding AS on Fig. 4.
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Figure 4. The attraction set in Example 2
5.3 Example 3. Bang-bang switching
In this example b has the ‘bang-bang’ type of switch-
ing. Assume that m = 4, tk = 0.2 ∗ k ∀k ∈ J [m],
and bk = (−1)(k+1) ∀k ∈ J [m + 1]. We specify b
by means of (4) and assume that Y = [−1.1, 1.1] ×
[0, 1.1] (see Fig. 5).
−1.20 −0.72 −0.24  0.24  0.72  1.20−1.10
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Figure 5. The constraint set Y and its elements representing all
admissible generalized elements (bold line) in Example 3
The corresponding AS is shown on Fig.6.
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Figure 6. The attraction set in Example 3
6 Conclusion
In this paper we obtained a full characterization of
ASs, which are asymptotic versions of reachable sets
in the case of asymptotic constraints. The novelty is
in the combination of constraints of asymptotic char-
acter corresponding to the short-time pulse control
mode and the relaxation of the moment constraints.
The developed extension scheme heavily relies on the
results [Chentsov, 2011b] and uses finitely-additive
measures as generalized elements (controls); see also
[Chentsov, 1996, Chentsov, 1997, Chentsov and Mo-
rina, 2002, Chentsov, 2006]. More importantly, the ab-
stract scheme was fully determined in terms of the so-
lution of a finite-dimensional problem. For the case
of the double integrator, the corresponding numerical
procedure was developed and tested on the above ex-
amples.
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