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This is a practical book on MEG that covers a wide range of topics. The book begins 
with a series of reviews on the use of MEG for clinical applications, the study of 
cognitive functions in various diseases, and one chapter focusing specifically on 
studies of memory with MEG.  There are sections with chapters that describe source 
localization issues, the use of beamformers and dipole source methods, as well as 
phase-based analyses, and a step-by-step guide to using dipoles for epilepsy spike 
analyses.  The book ends with a section describing new innovations in MEG systems, 
namely an on-line real-time MEG data acquisition system, novel applications for MEG 
research, and a proposal for a helium re-circulation system.  With such breadth of 
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Since the first single sensor magnetoencephalographic (MEG) recording in the 1960s, 
MEG has experienced a steady expansion in a number of directions. The most obvious 
is the increase in numbers of sensors available in whole-head MEG systems; currently, 
300+ channels are the norm allowing high density, high spatial resolution recordings. 
With less expensive and more powerful computer processors, MEG computational 
methods for source analysis, signal processing, and data reduction have also been 
increasing. This is allowing for more accurate source localization and improved 
methods for data visualization and comparison. As well, more computing power has 
allowed exploration into new facets of brain activity; for example, studies of neural 
oscillations, brain synchrony, and neural networks. Finally, the numbers of 
applications for MEG use have also been increasing steadily. MEG is being used, 
increasingly, to examine different clinical cohorts or different population 
demographics; as well, MEG is being applied to diverse research questions ranging 
from basic neural function to the cognitive neurosciences. With its excellent temporal 
and spatial resolution, MEG is an excellent complement to the other non-invasive 
neuroimaging modalities, such as event-related potentials (ERP) or function magnetic 
resonance imaging (fMRI). 
In this book we bring together MEG scientists and clinicians. Some chapters look back 
to review the MEG research literature. Some chapters look at the present to portray the 
current state of the art with regards to MEG. And some chapters look ahead to 
describe innovative new methods for MEG systems and data. 
The first section contains a trio of reviews. Chapter One by Prendergast and Hymers is 
an eloquent and thorough discussion of clinical approaches to the study of epilepsy, 
Parkinson’s Disease, and Alzheimer’s Disease using MEG. These authors chart how 
the method and analyses have developed in the study of these populations, and they 
end the chapter with some thoughts on the utility of MEG as a biomarker in other 
diseases. Chapter Two by Silva Nunes and colleagues continues to describe studies in 
clinical populations, but shifts focus to examine changes in cognitive function as a 
function of disease. Specifically, they look into two important cognitive functions, 
memory and language. They describe memory and language studies that have 
included patients with Alzheimer’s Disease, depression, mild cognitive impairment, 
reading disabilities and dyslexia. Having reviewed the literature, they end by setting 
XII Preface
the stage for the future by stating that clearly the next step is to move beyond studying 
neural activations and to move towards studying the neural connectivity of cognitive 
functions. The third Chapter by Moses, Hanlon and Ryan builds on the previous two 
by focusing specifically on MEG applications to the study of human memory. This 
readable chapter describes the technical challenge of using MEG to image the 
hippocampal activity associated with memory, then proceeds to highlight the plethora 
of innovative MEG studies that have studied memory, and in particular, its relation to 
the hippocampus. This comprehensive chapter includes work on both clinical and 
healthy populations, and across the life span from children to older adults. 
The second section contains a trio of chapters all of which attempt to address one of 
the most important current issues in MEG studies: how to deal with the inverse 
problem. Chapter Four by Quraan assesses the advantages and limitations of a newer 
technique, the use of beamforming for source localization. The chapter provides the 
theory behind scalar and vector beamformers and compares their performance using 
both simulated and experimental datasets. The chapter ends with some caveats which 
is a must-read for all researchers using, or contemplating using, beamforming 
methods. The next two chapters describe two types of parametric models for solving 
the inverse problem. Chapter Five by Pascarella and Sorrentino presents a concise 
description of statistical approaches to the inverse problem, detailing both imaging 
and parametric methods. Specifically, there is a focus on parametric methods and a 
thorough account of the use of one particular dynamic parametric method, multi- 
dipole particle filtering that allows automated dipole estimation. Details for 
implementing this method are given in this chapter also. Chapter Six by Nara 
describes a novel solution that incorporates the advantages of both parametric and 
imaging approaches to inverse problem. By modelling the source as an equivalent 
current dipole plus quadrupole, this accounts for the spatial extent of the current 
source. This chapter introduces the rationale for the dipole plus quadrupole model 
and then demonstrates its accuracy and utility with a series of simulations. 
The third section contains two papers that describe the analysis of MEG phase 
information. Chapter Seven by Dammers and Schiek reports a potentially promising 
method for extracting brain signal from artefact by examining phase in the 
independent components. This chapter presents examples of successful extractions of 
brain data despite cardiac and ocular artifacts. Chapter Eight by Matani and colleagues 
introduce the concept of epoch filtering, as an addition to the traditional temporal and 
spatial filters. They present simulation data and experimental data from a semantic 
priming experiment to demonstrate the applicability of epoch filters for the analysis of 
phase information, and the use of this in understanding long-distance brain 
synchrony. 
Chapter Nine by Ochi, Go and Otsubo stands on its own. This is a practical, step-by- 
step account of how to use and interpret dipole source results in pediatric patients 
with intractable epilepsy. With concise instructions and many diagrams, the reader 
will be led in the process of detecting and selecting appropriate epileptic spikes, 
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applying a single moving dipole analysis, selecting and rejecting appropriate dipoles
to interpret whether there is an epileptic cluster that predicts an epileptogenic zone. 
Case studies are included to illustrate the process. 
The last section again contains a trio of papers, all of which look toward future 
advances. Chapter Ten by Takeda and colleagues addresses an issue facing all MEG
users, that of helium consumption. Maintaining the MEG system at appropriate 
temperatures requires large amounts of helium. This is costly in terms of operating
expenses, and it has an immediate environmental impact and a broader environmental
impact, that is with regards to transportation and containment. Takeda presents a
fascinating and innovative plan for building a system that re- uses and re-cools the 
helium so that re-fills are no longer necessary on a weekly basis. This chapter contains
practical instructions with diagrams. If this idea is implemented on a wide basis, this
will have a tremendous impact. Institutions that were reluctant to purchase MEG
systems because of the high operating costs would no longer face this obstacle. MEG
use would increase even further and this technology would continue to expand and
grow. Chapter Eleven by Foldes and colleagues presents the innovative concept of
online MEG. Traditional MEG data are processed off-line with the interpretation of 
MEG results occurring after the subject has left the lab, or the patient has left the 
hospital. These authors introduce the idea that, with current computing capabilities,
MEG data can be processed on-line and even in real time; however, there are a
multiplicity of challenges and concerns. The authors describe and address these 
challenges, leaving the reader optimistic that this can become a reality and speculating
as to new possibilities for future research and clinical applications. The last chapter in 
this book by Walla is a provocative chapter that urges the reader to think “outside the
box”. This chapter presents the possibility and evidence that MEG can be used to 
examine non- conscious brain processes. The author asserts that 80% of one’s daily 
activities are performed outside one’s awareness, thus, these studies would contribute 
insightful information on an infrequently studied, difficult to access, but ubiquitous
and powerful domain.
Clearly, we are at an exciting time for MEG research and clinical applications. The
MEG community has made huge strides to advance from systems with one single 
channel to systems with hundreds of channels. Currently, new advances continue to 
be made with regards to source localization, signal processing and data visualization 
and reduction. The future is bright with innovations that will broaden the scope of
research and make MEG use more widely available and accessible. This book covers
the breadth of these developments and I hope the reader finds these chapters thought-
provoking and informative.
Elizabeth W. Pang
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Past, Current and Future Clinical
Applications of MEG
Garreth Prendergast and Mark Hymers
York Neuroimaging Centre, University of York
United Kingdom
1. Introduction
Magnetoencephalography (MEG) is a technique which detects weak magnetic fields from
above the surface of the head produced by electrical activity within the brain (Hämäläinen
et al., 1993). It is non-invasive, acoustically silent and able to measure a direct correlate of
neuronal activity with sub-millisecond resolution. The technique is therefore well suited to
clinical applications as it can readily be used in children and other populations who may
not tolerate more demanding procedures such as fMRI or PET. Clinical applications of MEG,
although currently limited, have developed in parallel with advances in hardware, software,
analysis tools and general understanding of the technique as a non-invasive measure of
biomagnetic neuronal activity. The goal of this review is to describe the advances made to
date regarding the clinical applications of the technique and the potential areas for expansion
and application in the future.
Although much MEG research has been conducted in clinical populations, helping to provide
an understanding of the pathology and manifestation of various categories of illness, it
generally remains a technique used in the research laboratory rather than as a routine
part of clinical evaluations. MEG is routinely used in research to investigate the dynamic
neuronal processes involved in the representation of sensory systems such as vision, audition,
somatosensation and movement. The technique is also readily applied to experiments
studying more cognitive processes such as language perception, memory encoding and
retrieval and higher level tasks. Non-invasive imaging of the human brain is potentially a very
useful diagnostic tool in the identification, prevention and treatment of numerous disease and
illnesses as it is able to study a range of cerebral functions.
The main clinical application of MEG remains in the pre-surgical evaluation of patients
suffering from epilepsy. In recent years, the technique has been applied to the study of a
much broader range of symptoms and pathologies, however this is almost exclusively in
the context of research on clinical populations rather than being a routinely used diagnostic
procedure. The aim of this chapter is not to provide an exhaustive review of all studies which
report the use of MEG scanning techniques on individuals from a clinical population. The
aim is to give an overview of how the clinical applications of the technique have developed
in parallel with purely methodological and empirical research applications and to highlight
steps which are necessary for the technique to be more readily applied to a wider range of
clinically relevant problems. The first part of this chapter gives on overview of the early uses
of MEG in the patient care and treatment plan of individuals suffering from epilepsy. Again,
rather than focusing on the many studies published in this area which provide evidence for
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the usefulness of MEG as a diagnostic tool, the chapter will focus on describing how the
use of MEG in the epilepsy field has continued to evolve and develop in conjunction with
the methodological and cognitive applications of the technique. In many ways, the use of
MEG in the epilepsy population represents a bench-mark for what may be possible in other
clinical populations. The chapter will then describe preliminary results from patient groups
suffering from a range of diseases including Parkinsonism, Alzheimer’s disease, cortical
lesions, and Autism. The main theme of the chapter will be that it is essential that high-quality,
robust and rigorous research studies precede any advances towards using MEG as a clinically
useful tool and that these studies must be performed by multi-disciplinary research teams
combining methodological and technical expertise with clinicians willing to strive towards
faster, more objective and robust diagnostic methods. The chapter concludes that, although
currently the application of MEG as a diagnostic tool to many types of illness is premature, the
potential uses of MEG as a clinically accessible technique are vast. Due to large steps forward
in the understanding of MEG signals and the proliferation of specific and flexible analysis
techniques, the effectiveness of MEG now extends far beyond that of epilepsy and the next
5-10 years could see MEG become a diagnostic tool for a great many conditions.
2. Epilepsy research
Epileptic seizures are caused by spontaneous and uncontrolled electrical activity within the
brain. Although there are many different sub-types of epilepsy, many of these manifest
themselves as spontaneous, high-amplitude electrical activity and therefore are particularly
well suited to detection via MEG. There are a number of excellent reviews of the role of
MEG in the diagnosis and pre-surgical evaluation of epilepsy patients (for example da Silva,
2005; Knowlton, 2003; Tovar-Spinoza et al., 2008). As outlined in the introduction, the aim of
this chapter is not to exhaustively describe the evidence for the effectiveness of MEG in the
diagnosis of epilepsy, but to outline the progression of the analyses and methods used in the
study of epilepsy and to highlight where this has been successful.
2.1 Early epilepsy research
Initial studies utilising MEG to measure magnetic field distributions from epilepsy patients
treated the technique as a subtle variation on electroencepahlography (EEG). EEG has been a
widely used technique with which to categorise various types of epilepsy and to determine
the best course of treatment for a given pathology for many decades (Abbott & Schwab,
1948; Parker, 1947). EEG is still the most commonly used tool in hospitals to determine
the focus of an individuals epilepsy. Initially MEG was used in a similar way, with the
magnetic fields being analysed in much the same way as the EEG waveforms. The standard
method was to visualise the waveforms on the electrodes or sensors and describe the scalp
locations which showed slow, or spike-wave activity. Rose et al. (1987) used MEG, EEG
and electrocorticography to measure inter-ictal spikes from three young adults suffering from
epilepsy. It was found that MEG dipoles could be calculated from the scalp topography and a
simple dipole fitting algorithm localised these to the anterior-temporal lobe. This localisation
showed good concordance with the intra-operative electrode recordings from various surfaces
of the temporal lobe, whereas the mapping of EEG spikes showed a localisation either anterior
or posterior to the location identified by MEG. This was one of the first examples of a
case where the localisation of high-amplitude inter-ictal activity in MEG not only appeared
possible, but was also more closely related to the data collected by electrodes placed on the
cortical surface during neurosurgery than the localisation achieved via EEG.
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Following these early studies there were a number of validatory experiments which compared
the localisation capabilities of MEG to those of EEG and intra-operative recordings (for
example Knake et al., 2006; Rose et al., 1991). The consensus was that MEG provided a viable
alternative to the invasive procedure of electrocorticography for pre-surgical localisation of
epileptogenic zones and, due to the spatial smearing of electrical signals caused by the
conductivity of the dura and skull, MEG provided a potentially more reliable and accurate
signal than EEG on which to base the localisation of epileptiform activity (Nakasato et al.,
1994). The primary analysis tool for analysing these high-amplitude, transient bursts of
energy was the equivalent current dipole (ECD). Ebersole (1997) provides an introduction to
the concept and implementation of dipole models to epilepsy data, but the technique is simply
a fitting procedure in which an algorithm determines the location, orientation and strength
of a dipole which minimises the error between the observed field and the field topography
produced by the model. The head is assumed to be a sphere and the ECDs calculated are
typically considered valid if the correlation between the modelled and observed field patterns
is greater than 98% and have a physiologically realistic magnitude (Otsubo & Snead, 2001).
The field of epilepsy research using MEG then moved from simply identifying the irritative
zone (region of the brain which generates interictal epileptogenic discharges), to delineating
regions of eloquent cortex. The term eloquent cortex is used to define cortical locations that
if removed or damaged would result in a loss of sensory processing, linguistic ability or the
ability to make controlled movements. Many cases of epilepsy are concurrent with some form
of structural deficit, such as a tumour, an infarction or focal cortical dysplasia. It is these types
of cases that are particularly suitable for surgical re-section if the structural deficit is shown
by some other technique (typically EEG) to also form the epileptogenic zone. These regions
are often in or very close to language areas and the sensorimotor cortex. MEG thus became
a tool for not only lateralising and localising epileptogenic cortex by measuring spontaneous
magnetic fields when the patient was at rest, but also for measuring fields generated during a
task in order to allow the localisation of specific perceptual functions.
Primary sensory regions (for example, motor, somatosensory, auditory, visual) can be localised
in MEG with relative ease. The tasks are typically simple, the protocols are short and
the analyses often a straight-forward extension of the dipolar techniques used to localise
spontaneous spike activity. Hund et al. (1997) introduced a measure of surgical risk for
cortical lesions located adjacent to the motor cortex. They use the minimal distance between
the lesion and sensory and motor cortex as defined by MEG to calculate a functional risk
profile. Of the forty patients in the study, 11 patients with gliomas showed a high risk profile
and 6 of these individuals underwent non-operative treatment. Of the 28 patients with a low
functional risk profile, none showed any neurological deficit postoperatively. Ganslandt et al.
(1999) investigated 50 patients who had a tumour resected from around the motor cortex.
The sensorimotor cortex was defined in all patients using MEG in conjunction with dipolar
modelling techniques. The central sulcus was identified intra-operatively and this localisation
was compared with the MEG results with the two showing excellent concordance. The efficacy
of localising sensorimotor cortex via MEG has also been compared to electrocorticography
recordings. Roberts et al. (2000) compared the mapping of somatosensory motor cortex with
intra-operative cortical stimulation and found that the results were concordant in 90% of cases,
with a high level of concordance in 77% of cases. One of the reasons for the success of MEG
in being able to accurately identify the location of primary sensory areas such as primary
auditory, somatosensory, motor and visual cortex is the fact that these are well defined cortical
regions. From electrophysiological studies, the cytoarchitecture of these areas in the normal
population is known. Not only is the location of these primary cortices well established, but
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the usefulness of MEG as a diagnostic tool, the chapter will focus on describing how the
use of MEG in the epilepsy field has continued to evolve and develop in conjunction with
the methodological and cognitive applications of the technique. In many ways, the use of
MEG in the epilepsy population represents a bench-mark for what may be possible in other
clinical populations. The chapter will then describe preliminary results from patient groups
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2005; Knowlton, 2003; Tovar-Spinoza et al., 2008). As outlined in the introduction, the aim of
this chapter is not to exhaustively describe the evidence for the effectiveness of MEG in the
diagnosis of epilepsy, but to outline the progression of the analyses and methods used in the
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the best course of treatment for a given pathology for many decades (Abbott & Schwab,
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magnetic fields being analysed in much the same way as the EEG waveforms. The standard
method was to visualise the waveforms on the electrodes or sensors and describe the scalp
locations which showed slow, or spike-wave activity. Rose et al. (1987) used MEG, EEG
and electrocorticography to measure inter-ictal spikes from three young adults suffering from
epilepsy. It was found that MEG dipoles could be calculated from the scalp topography and a
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or posterior to the location identified by MEG. This was one of the first examples of a
case where the localisation of high-amplitude inter-ictal activity in MEG not only appeared
possible, but was also more closely related to the data collected by electrodes placed on the
cortical surface during neurosurgery than the localisation achieved via EEG.
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Following these early studies there were a number of validatory experiments which compared
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is greater than 98% and have a physiologically realistic magnitude (Otsubo & Snead, 2001).
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Primary sensory regions (for example, motor, somatosensory, auditory, visual) can be localised
in MEG with relative ease. The tasks are typically simple, the protocols are short and
the analyses often a straight-forward extension of the dipolar techniques used to localise
spontaneous spike activity. Hund et al. (1997) introduced a measure of surgical risk for
cortical lesions located adjacent to the motor cortex. They use the minimal distance between
the lesion and sensory and motor cortex as defined by MEG to calculate a functional risk
profile. Of the forty patients in the study, 11 patients with gliomas showed a high risk profile
and 6 of these individuals underwent non-operative treatment. Of the 28 patients with a low
functional risk profile, none showed any neurological deficit postoperatively. Ganslandt et al.
(1999) investigated 50 patients who had a tumour resected from around the motor cortex.
The sensorimotor cortex was defined in all patients using MEG in conjunction with dipolar
modelling techniques. The central sulcus was identified intra-operatively and this localisation
was compared with the MEG results with the two showing excellent concordance. The efficacy
of localising sensorimotor cortex via MEG has also been compared to electrocorticography
recordings. Roberts et al. (2000) compared the mapping of somatosensory motor cortex with
intra-operative cortical stimulation and found that the results were concordant in 90% of cases,
with a high level of concordance in 77% of cases. One of the reasons for the success of MEG
in being able to accurately identify the location of primary sensory areas such as primary
auditory, somatosensory, motor and visual cortex is the fact that these are well defined cortical
regions. From electrophysiological studies, the cytoarchitecture of these areas in the normal
population is known. Not only is the location of these primary cortices well established, but
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they represent relatively discrete processing modules. The other function most commonly
localised pre-surgically to reduce the risk of removing eloquent cortex is language processing.
However, the language network does not have a primary cortex of representation and is more
accurately described as a distributed neuronal network.
Simos et al. (1998) introduced a method via which language laterality could be determined
in MEG. Individuals were placed in the scanner and the tasks used were a word-matching
and a tone matching task. In each task, the portion of the response that was analysed
was after the onset evoked from primary sensory cortices which typically occurs between
80 and 150 ms. The latter portion of the response was analysed and ECDs were used to
compute an interhemispheric laterality index. A greater number of dipole solutions were
found in the left hemisphere in 87% of subjects in response to the word-matching task. This
study demonstrated that it was feasible to place an individual in the MEG scanner whilst
performing a language task and the event-related fields produced during this task could
be modelled using the now well established dipole techniques, and that the results could
reveal information regarding the underlying hemispheric dominance. This protocol was then
developed and optimised and the next step was to compare the ability of MEG to determine
language function with an independent, established technique.
The Intra-carotid Amobarbital Procedure (IAP) (Wada & Rasmussen, 2007) has been a
standard pre-operative diagnostic tool in epilepsy patients since its inception in the 1960’s.
The test involves injection of a barbiturate into one cerebral hemisphere in order to anesthetise
it. A language and memory task is then conducted in order to determine the language
capabilities of the non-injected hemisphere. The process is then repeated with the other
hemisphere injected. The scores from each of the two tests are then used to determine if
either cerebral hemisphere shows dominance for language or memory or if the result is a
bilateral representation of function. The results of the test are often used to confirm whether
or not a patient is suitable for surgical re-section. The procedure is sensitive to differences
in vasculature, has strict time constraints which limit the amount of testing possible and is
also associated with risk of morbidity. It is therefore desirable to replace this procedure with a
non-invasive alternative which is able to provide the same information regarding hemispheric
dominance for language function.
Breier et al. (1999) extended the initial implementation of the language lateralisation paradigm
in MEG described by Simos et al. (1998) and investigated concordance levels between the
IAP and MEG lateralisation metrics in 26 patients suffering from intractable epilepsy. The
results confirmed that there were high levels of agreement between the two metrics. This
template of performing non-invasive MEG tests of language dominance in parallel with IAP
tests (which patients were having regardless) in order to reach a conclusion regarding their
suitability for surgical re-section became widely used in order to provide mounting evidence
for the ability of MEG to be used as a pre-operative diagnostic tool. Papanicolaou et al. (2004)
measured signals in MEG from 100 epilepsy surgery candidates ranging from 8-56 years of
age in response to a word recognition task. Single ECDs were used to model the activity and
compute a laterality index. The MEG and IAP lateralisations were concordant to a level of
87%. This study was replicated by Doss et al. (2009) using a cohort of 35 surgery candidates.
The MEG and IAP laterality results were concordant in 86% of cases, with high levels of
sensitivity (80%) and specificity (100%). Breier et al. (2001) performed a similar comparison
of MEG and IAP measures of language laterality in children, demonstrating excellent levels
of concordance in 17 out of 19 patients. Studies such as these were essential in determining
objective criteria with which to improve data quality and the robustness of analysis techniques
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in order to allow MEG to be used for mapping language functions in a clinically relevant
manner.
2.2 Summary
Since its inception, Magnetoencephalography has been used to investigate the underlying
cortical activity related to epilepsy. This began by using MEG as a basic extension of EEG and
simply identifying atypical, epileptiform traces of activity. However, with the introduction
of the equivalent current dipole, the field rapidly moved to performing source modelling in
order to localise the irritative zone. Before MEG was able to be used clinically it required
validation by comparing the results to standard, existing methods. The MEG results were
rigorously compared to those from EEG and intra-operative recordings. As the field of MEG
as a whole began to use the technique to look at the response of specific perceptual and
cognitive systems, the field of epilepsy research continued to develop. Pre-surgical mapping
was performed on primary sensory areas and to derive estimates of language laterality. Again,
at each stage the results from MEG were compared with established techniques such as
electrocorticography recordings and the intra-carotid Amobarbital procedure.
As stated previously, there have been many excellent reviews on the role of MEG in the
localisation of both irritative zones and regions of eloquent cortex (Frye et al., 2009; Simos
et al., 2000). The purpose of the the brief review presented in this chapter is to use the
application of MEG to the diagnosis and treatment of epilepsy as a template with which
to evaluate progress in other clinically relevant areas. The clinical needs prior to surgical
re-section are clearly defined in epilepsy; it is necessary to define the irritative onset zone
and if a cerebral lesion is associated with the seizures, to what extent does this area interact
with regions of eloquent cortex. MEG measurements combined with dipole modelling are
sufficient to be able to provide an answer to these questions in order to allow progression
toward rendering a patient seizure free. However, despite the tools existing to allow MEG to
be used in the pre-surgical evaluation of these patients, the development of new methods and
techniques did not cease. The next section considers more recent advances in signal processing
techniques that have been used to further enhance the ability of MEG to non-invasively inform
the treatment and management of epilepsy. What becomes clear is that the study of epilepsy
via MEG has continued to grow and develop at a similar pace to the development of new
technologies and methods within the broader field. Due to this fact, the speed at which the
scans can be performed has increased as knowledge about the most effective protocols grows.
As confidence in the diagnostic abilities of the technique grows, more and more clinicians
become aware of its utility, resulting in MEG being performed routinely at various epilepsy
centres around the world, not as an an innovative and exploratory technique but as a valued
and essential step in determining the most appropriate intervention (Ray & Bowyer, 2010;
Schwartz et al., 2008). If other conditions are to use MEG as part of a routine diagnostic
procedure, then it is necessary not only to apply standard analysis techniques, but to use
studies of these conditions to drive forward novel and innovative statistical and modelling
techniques.
2.3 Recent epilepsy research
The field of MEG research has continued to grow over the past decade, with new methods,
analyses and statistical approaches being developed and rapidly applied to the investigation
of a vast array of sensory and cognitive systems. The clinically relevant applications of
MEG in epilepsy research were initially developed using the ECD, and this analysis method
for the localisation of the irritative zone and of eloquent cortex has been shown to be
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they represent relatively discrete processing modules. The other function most commonly
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hemisphere injected. The scores from each of the two tests are then used to determine if
either cerebral hemisphere shows dominance for language or memory or if the result is a
bilateral representation of function. The results of the test are often used to confirm whether
or not a patient is suitable for surgical re-section. The procedure is sensitive to differences
in vasculature, has strict time constraints which limit the amount of testing possible and is
also associated with risk of morbidity. It is therefore desirable to replace this procedure with a
non-invasive alternative which is able to provide the same information regarding hemispheric
dominance for language function.
Breier et al. (1999) extended the initial implementation of the language lateralisation paradigm
in MEG described by Simos et al. (1998) and investigated concordance levels between the
IAP and MEG lateralisation metrics in 26 patients suffering from intractable epilepsy. The
results confirmed that there were high levels of agreement between the two metrics. This
template of performing non-invasive MEG tests of language dominance in parallel with IAP
tests (which patients were having regardless) in order to reach a conclusion regarding their
suitability for surgical re-section became widely used in order to provide mounting evidence
for the ability of MEG to be used as a pre-operative diagnostic tool. Papanicolaou et al. (2004)
measured signals in MEG from 100 epilepsy surgery candidates ranging from 8-56 years of
age in response to a word recognition task. Single ECDs were used to model the activity and
compute a laterality index. The MEG and IAP lateralisations were concordant to a level of
87%. This study was replicated by Doss et al. (2009) using a cohort of 35 surgery candidates.
The MEG and IAP laterality results were concordant in 86% of cases, with high levels of
sensitivity (80%) and specificity (100%). Breier et al. (2001) performed a similar comparison
of MEG and IAP measures of language laterality in children, demonstrating excellent levels
of concordance in 17 out of 19 patients. Studies such as these were essential in determining
objective criteria with which to improve data quality and the robustness of analysis techniques
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in order to allow MEG to be used for mapping language functions in a clinically relevant
manner.
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cortical activity related to epilepsy. This began by using MEG as a basic extension of EEG and
simply identifying atypical, epileptiform traces of activity. However, with the introduction
of the equivalent current dipole, the field rapidly moved to performing source modelling in
order to localise the irritative zone. Before MEG was able to be used clinically it required
validation by comparing the results to standard, existing methods. The MEG results were
rigorously compared to those from EEG and intra-operative recordings. As the field of MEG
as a whole began to use the technique to look at the response of specific perceptual and
cognitive systems, the field of epilepsy research continued to develop. Pre-surgical mapping
was performed on primary sensory areas and to derive estimates of language laterality. Again,
at each stage the results from MEG were compared with established techniques such as
electrocorticography recordings and the intra-carotid Amobarbital procedure.
As stated previously, there have been many excellent reviews on the role of MEG in the
localisation of both irritative zones and regions of eloquent cortex (Frye et al., 2009; Simos
et al., 2000). The purpose of the the brief review presented in this chapter is to use the
application of MEG to the diagnosis and treatment of epilepsy as a template with which
to evaluate progress in other clinically relevant areas. The clinical needs prior to surgical
re-section are clearly defined in epilepsy; it is necessary to define the irritative onset zone
and if a cerebral lesion is associated with the seizures, to what extent does this area interact
with regions of eloquent cortex. MEG measurements combined with dipole modelling are
sufficient to be able to provide an answer to these questions in order to allow progression
toward rendering a patient seizure free. However, despite the tools existing to allow MEG to
be used in the pre-surgical evaluation of these patients, the development of new methods and
techniques did not cease. The next section considers more recent advances in signal processing
techniques that have been used to further enhance the ability of MEG to non-invasively inform
the treatment and management of epilepsy. What becomes clear is that the study of epilepsy
via MEG has continued to grow and develop at a similar pace to the development of new
technologies and methods within the broader field. Due to this fact, the speed at which the
scans can be performed has increased as knowledge about the most effective protocols grows.
As confidence in the diagnostic abilities of the technique grows, more and more clinicians
become aware of its utility, resulting in MEG being performed routinely at various epilepsy
centres around the world, not as an an innovative and exploratory technique but as a valued
and essential step in determining the most appropriate intervention (Ray & Bowyer, 2010;
Schwartz et al., 2008). If other conditions are to use MEG as part of a routine diagnostic
procedure, then it is necessary not only to apply standard analysis techniques, but to use
studies of these conditions to drive forward novel and innovative statistical and modelling
techniques.
2.3 Recent epilepsy research
The field of MEG research has continued to grow over the past decade, with new methods,
analyses and statistical approaches being developed and rapidly applied to the investigation
of a vast array of sensory and cognitive systems. The clinically relevant applications of
MEG in epilepsy research were initially developed using the ECD, and this analysis method
for the localisation of the irritative zone and of eloquent cortex has been shown to be
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effective. However, when new techniques were developed, rather than the epilepsy research
persisting with what was already shown to work, researchers embraced these new approaches
and worked to obtain more robust, more accurate localisations of function and a better
understanding of the underlying pathology associated with the illness.
The ECD approach has a number of weaknesses in that it assumes the activity being modelled
is a point-like source of activity. It is also a full inverse solution in that each sensor contributes
equally to the fit. For example, a current source emanating from the frontal lobe will be
best represented on the sensors in the anterior portion of the sensor array. However, the
fields measured on the posterior sensors still contribute to the final fit, and it is possible that
excluding this information from the model would result in a more accurate inverse estimate.
As the activity is treated as a point-like source, there is no estimate of the extent of activation,
or in the case of epilepsy data, the extent of the irritative zone or of eloquent cortex. The two
other commonly used inverse methods are Minimum Norm Estimation (MNE) (Hämäläinen
et al., 1993) and Beamforming (Van Veen et al., 1997). MNE is a distributed source model
which estimates the current density at many thousand locations. The locations are fixed to the
cortical surface and the orientation of the signals are fixed to be tangential to this surface. The
amplitude of these thousands of sources are then estimated from the data. However, MNE
can only be applied in a stable manner to averaged data and, as stated, is restricted to the
cortical surface. Beamforming is an adaptive spatial filtering technique which assesses the
contribution of each voxel within the brain volume to the measured field. Spatial filtering
approaches are now common in research that measures signals via MEG and it is a process
which can be highly flexible. Beamformer solutions are able to perform whole-head analyses
and can also be used to reconstruct the estimated neural time course at any point within the
head. These so-called Virtual Electrodes (VE) have the potential to estimate the electrical
activity of a source at a specific location with the temporal resolution of the original signal.
These more advanced modelling techniques have been used on data from epilepsy patients
and they are potentially able to provide a more satisfactory description of the underlying
pathology than ECD techniques alone. Bowyer et al. (2005) used a current density modelling
approach termed MR-FOCUSS (Bowyer et al., 2005) to estimate cortical regions of language
activation in 27 patients with localised intractable epilepsy. Verb generation and picture
naming tasks were used and a laterality index was calculated for each task and three different
latencies. One latency captured all language processing (150-550 ms) while the other two
focused on activation of Wernicke’s area (230-290 ms) and Broca’s area (396-460). In 23 of
the 24 patients in which a successful IAP measurement was obtained, the laterality of the
activity in the 396-460 ms window was in agreement with the IAP result. Three patients
showed either a bilateral or undetermined language representation on the IAP, and in one of
these patients the lateralisation obtained by the current density estimate was in agreement
with intra-cranial measurements. The results of this study suggest that MNE is able to
provide information regarding the lateralisation of function in a cohort of patients. Give
that the technique estimates neuronal activity at many thousands of cortical locations, and
that laterality is calculated over a number of these estimates, it perhaps allows a more stable
estimate of laterality than using the number of single location, point-like sources from dipolar
models.
Spatial filtering approaches have also been shown to be effective in the localisation of
eloquent cortical function. Beamformers typically focus on the total power of a response
(Hymers et al., 2010), however in recent years there has been an increase in the number
of variations of specific filter implementations. Cheyne et al. (2006) introduced a novel,
event-related beamformer (ERB) based on an implementation initially described by Robinson
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(2004). Cheyne et al. (2007) investigated the ability of an event-related beamformer to
localise somatosensory and auditory cortices in participants with metallic dental implants and
controls. The ECD model and ERB technique produced comparable localisations in control
participants, but in patients with metallic implants the ECD method was unable to localise
the activity whereas the ERB produced results consistent with expected anatomical regions of
activation. The event-related beamformer has been shown to reliably localise the motor cortex
in paediatric epilepsy patients (Gaetz et al., 2009) and has also been validated against direct
cortical stimulations and the results confirm that it is a viable and robust framework with
which to perform non-invasive preoperatve investigations (Pang et al., 2008). Robinson et al.
(2004) further refined the spatial filtering approach to bias it toward scanning the head for
detection of epileptogenic activity. The electrical time series of activation is estimated at many
thousands of points within the volume and at each location the excess kurtosis is calculated
to give a metric of the “spikiness” of the data. The advantage of these higher level analyses
is that they are more robust to low signal-to-noise ratios and provide a better estimate of the
spatial extent of these regions. The ECD models the activity as a single point-like source,
whereas MNE and beamformer estimates give a greater indication of the extent of activation.
These techniques are also more suited to inferential statistical thresholding than the ECD.
The MNE and, in particular, beamformer analyses are tools which can be implemented in a
number of different ways in order to optimise the analysis to focus on the specific response
of interest. When investigating complex and dynamic processes such as language processing
and higher cognitive mechanisms, these are highly desirable facets of an analysis. It is likely
that the application of MEG to clinical populations other than epileptics will be dependent on
the power and flexibility of these techniques being fully exploited.
The MEG community now also benefits from time and the fact that it is no longer a new
technique with a relatively small amount of expertise and knowledge within the field. In
recent years there has been a rapid increase in the amount of theoretical and methodological
work in order to really push the boundaries of what types of analyses are possible with MEG
data. The purpose of this section is to outline how these recent advances have already been
applied to the study of epilepsy and how the proliferation of novel and specific analysis
techniques means the potential of MEG to be used in a wide range of clinical setting becomes
very real.
Previously, one logistical downside of MEG was the amount of data acquired, with modern
scanners having in excess of 200 sensors and a default sampling frequency of around 600 Hz,
the amount of data collected in a single study can be vast. However, with modern computing
power now more affordable and more efficient, there are many fewer constraints on the type
of analyses it is possible to perform. The fact that data storage and transfer is now much
easier to implement and manage allows even more data to be collected. It is therefore now
possible to collect data at much higher sampling frequencies and these large datasets can still
be manipulated with ease. One area in which there is unexplored potential is in the acquisition
of MEG signals in the upper parts of the frequency spectrum. Typically MEG signals are
acquired at 300-600 Hz, and for many studies which investigate human neural processes the
analyses focus on biological signals below 100 Hz. Recent work however has shown that there
may be reliable diagnostic information represented in high frequency oscillations produced
by epileptogenic cortex. The presence of fast oscillations, or ripples, at 100-250 Hz and also
fast ripples between 250-500 Hz has been demonstrated in depth electrode recordings made
from patients suffering from epilepsy (Bragin et al., 1999; 2002). Urrestarazu et al. (2006)
investigated high-frequency activity that occurred during the slow wave immediately after
an inter-ictal event and found that in patients suffering from epilepsy there was a decrease
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effective. However, when new techniques were developed, rather than the epilepsy research
persisting with what was already shown to work, researchers embraced these new approaches
and worked to obtain more robust, more accurate localisations of function and a better
understanding of the underlying pathology associated with the illness.
The ECD approach has a number of weaknesses in that it assumes the activity being modelled
is a point-like source of activity. It is also a full inverse solution in that each sensor contributes
equally to the fit. For example, a current source emanating from the frontal lobe will be
best represented on the sensors in the anterior portion of the sensor array. However, the
fields measured on the posterior sensors still contribute to the final fit, and it is possible that
excluding this information from the model would result in a more accurate inverse estimate.
As the activity is treated as a point-like source, there is no estimate of the extent of activation,
or in the case of epilepsy data, the extent of the irritative zone or of eloquent cortex. The two
other commonly used inverse methods are Minimum Norm Estimation (MNE) (Hämäläinen
et al., 1993) and Beamforming (Van Veen et al., 1997). MNE is a distributed source model
which estimates the current density at many thousand locations. The locations are fixed to the
cortical surface and the orientation of the signals are fixed to be tangential to this surface. The
amplitude of these thousands of sources are then estimated from the data. However, MNE
can only be applied in a stable manner to averaged data and, as stated, is restricted to the
cortical surface. Beamforming is an adaptive spatial filtering technique which assesses the
contribution of each voxel within the brain volume to the measured field. Spatial filtering
approaches are now common in research that measures signals via MEG and it is a process
which can be highly flexible. Beamformer solutions are able to perform whole-head analyses
and can also be used to reconstruct the estimated neural time course at any point within the
head. These so-called Virtual Electrodes (VE) have the potential to estimate the electrical
activity of a source at a specific location with the temporal resolution of the original signal.
These more advanced modelling techniques have been used on data from epilepsy patients
and they are potentially able to provide a more satisfactory description of the underlying
pathology than ECD techniques alone. Bowyer et al. (2005) used a current density modelling
approach termed MR-FOCUSS (Bowyer et al., 2005) to estimate cortical regions of language
activation in 27 patients with localised intractable epilepsy. Verb generation and picture
naming tasks were used and a laterality index was calculated for each task and three different
latencies. One latency captured all language processing (150-550 ms) while the other two
focused on activation of Wernicke’s area (230-290 ms) and Broca’s area (396-460). In 23 of
the 24 patients in which a successful IAP measurement was obtained, the laterality of the
activity in the 396-460 ms window was in agreement with the IAP result. Three patients
showed either a bilateral or undetermined language representation on the IAP, and in one of
these patients the lateralisation obtained by the current density estimate was in agreement
with intra-cranial measurements. The results of this study suggest that MNE is able to
provide information regarding the lateralisation of function in a cohort of patients. Give
that the technique estimates neuronal activity at many thousands of cortical locations, and
that laterality is calculated over a number of these estimates, it perhaps allows a more stable
estimate of laterality than using the number of single location, point-like sources from dipolar
models.
Spatial filtering approaches have also been shown to be effective in the localisation of
eloquent cortical function. Beamformers typically focus on the total power of a response
(Hymers et al., 2010), however in recent years there has been an increase in the number
of variations of specific filter implementations. Cheyne et al. (2006) introduced a novel,
event-related beamformer (ERB) based on an implementation initially described by Robinson
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(2004). Cheyne et al. (2007) investigated the ability of an event-related beamformer to
localise somatosensory and auditory cortices in participants with metallic dental implants and
controls. The ECD model and ERB technique produced comparable localisations in control
participants, but in patients with metallic implants the ECD method was unable to localise
the activity whereas the ERB produced results consistent with expected anatomical regions of
activation. The event-related beamformer has been shown to reliably localise the motor cortex
in paediatric epilepsy patients (Gaetz et al., 2009) and has also been validated against direct
cortical stimulations and the results confirm that it is a viable and robust framework with
which to perform non-invasive preoperatve investigations (Pang et al., 2008). Robinson et al.
(2004) further refined the spatial filtering approach to bias it toward scanning the head for
detection of epileptogenic activity. The electrical time series of activation is estimated at many
thousands of points within the volume and at each location the excess kurtosis is calculated
to give a metric of the “spikiness” of the data. The advantage of these higher level analyses
is that they are more robust to low signal-to-noise ratios and provide a better estimate of the
spatial extent of these regions. The ECD models the activity as a single point-like source,
whereas MNE and beamformer estimates give a greater indication of the extent of activation.
These techniques are also more suited to inferential statistical thresholding than the ECD.
The MNE and, in particular, beamformer analyses are tools which can be implemented in a
number of different ways in order to optimise the analysis to focus on the specific response
of interest. When investigating complex and dynamic processes such as language processing
and higher cognitive mechanisms, these are highly desirable facets of an analysis. It is likely
that the application of MEG to clinical populations other than epileptics will be dependent on
the power and flexibility of these techniques being fully exploited.
The MEG community now also benefits from time and the fact that it is no longer a new
technique with a relatively small amount of expertise and knowledge within the field. In
recent years there has been a rapid increase in the amount of theoretical and methodological
work in order to really push the boundaries of what types of analyses are possible with MEG
data. The purpose of this section is to outline how these recent advances have already been
applied to the study of epilepsy and how the proliferation of novel and specific analysis
techniques means the potential of MEG to be used in a wide range of clinical setting becomes
very real.
Previously, one logistical downside of MEG was the amount of data acquired, with modern
scanners having in excess of 200 sensors and a default sampling frequency of around 600 Hz,
the amount of data collected in a single study can be vast. However, with modern computing
power now more affordable and more efficient, there are many fewer constraints on the type
of analyses it is possible to perform. The fact that data storage and transfer is now much
easier to implement and manage allows even more data to be collected. It is therefore now
possible to collect data at much higher sampling frequencies and these large datasets can still
be manipulated with ease. One area in which there is unexplored potential is in the acquisition
of MEG signals in the upper parts of the frequency spectrum. Typically MEG signals are
acquired at 300-600 Hz, and for many studies which investigate human neural processes the
analyses focus on biological signals below 100 Hz. Recent work however has shown that there
may be reliable diagnostic information represented in high frequency oscillations produced
by epileptogenic cortex. The presence of fast oscillations, or ripples, at 100-250 Hz and also
fast ripples between 250-500 Hz has been demonstrated in depth electrode recordings made
from patients suffering from epilepsy (Bragin et al., 1999; 2002). Urrestarazu et al. (2006)
investigated high-frequency activity that occurred during the slow wave immediately after
an inter-ictal event and found that in patients suffering from epilepsy there was a decrease
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in the energy content at frequencies above 100 Hz. Further work demonstrated that ripples
were seen in all epilepsy patients in a group of seven and fast ripples were found in five
of these patients (Urrestarazu et al., 2007). Furthermore, there was a higher incidence of
ripples measured from inside the irritative zone compared to outside it and this effect was
even stronger for the incidence of fast ripples. Therefore the existence of high-frequency
oscillations could be used to delineate the irritative zone and epileptogenic zone from other
regions of cortex.
High frequency oscillations have been detected in MEG and these signals are potentially a
more accurate and robust indication of the extent of the epileptogenic zone. Xiang et al.
(2009) collected MEG signals at a sampling frequency of 4 kHz from 30 paediatric epilepsy
patients. 86% of patients showed high frequency oscillations and 63% showed more than
one high frequency component. The range of frequencies varied across patients with a peak
of 910 Hz. Localisation of this high-frequency activity was performed with a beamformer
and the sites of activation identified were concordant with cerebral lesions in 70% of cases.
Eleven of these patients went on to have surgery and the MEG localisations were concordant
with intra-operative recordings in 82% of patients. The combination of high frequency data
with a spatial filtering approach is therefore potentially more reliable than standard dipolar
techniques in the pre-surgical evaluation of epilepsy patients (Xiang et al., 2010). Although
there is still much validation work to be done, for example it may be desirable to combine
high frequency data with the excess kurtosis beamformer, it is clear that the clinical efficacy of
MEG regarding the treatment of epilepsy continues to develop and evolve.
3. Parkinsonism research
Parkinson’s disease is a degenerative disorder of the central nervous system with symptoms
typically including tremor, rigidity, slowness of movement and postural instability. The
current pathophysiological concept of Parkinsonism is that due to a loss of dopaminergic
connections from the substantia nigra to the striatum there is abnormal functionality in the
basal ganglia (Obeso et al., 2000). This hyperactivity in the subthalamic nucleus leads to
inhibition of the thalamus and subsequently the sensorimotor cortex which leads to a loss of
bodily movement, known clinically as hypokinesia. This altered connectivity affects the entire
motor network, and evidence for the concept was found when high frequency stimulation of
the subthalamic nucleus caused a reduction in Parkinsonian symptoms (Krack et al., 1998).
As Parkinson’s disease is the manifestation of altered connectivity, which causes a change in
oscillatory dynamics in cortical areas, it is potentially well-suited to study and detection via
MEG. This section aims to outline the advances made, and analyses used in the application
of MEG to the identification of this disease. Specific studies are highlighted to show the
progression and development within the field (see for example Berendse & Stam, 2007; Stam,
2010; Timmermann et al., 2007, for a more exhaustive review of the literature).
Volkmann et al. (1996) provide one of the earliest studies using MEG to investigate
Parkinsonian tremor. As with much of the early epilepsy research, a single ECD model was
used to localise activity. The data analysis was biased to focus on oscillatory activations
that were concurrent with the observed Parkinsonian tremor. The dipole models showed
activity at the diencephalic level and in pre-motor and sensorimotor cortices accompanied
the resting tremor. Since it became clear the MEG could be used to investigate the underlying
pathology associated with Parkinson’s disease there have been a number of follow-up studies.
Although the volume of studies is far fewer for Parkinson’s disease than for epilepsy, a similar
pattern can be seen in the types of studies performed and the progression in complexity of
analysis approaches. As was described earlier in the context of epilepsy diagnosis, more
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recent investigations of Parkinson’s disease using MEG have utilised more specific analysis
techniques which are more suitable to studying the disease than the simple ECD.
Many of the analysis methods used focus on characterising the oscillatory dynamics
associated with Parkinson’s disease at the level of the sensors rather than performing source
modelling. Kotini et al. (2005) measured spontaneous MEG signals from 9 Parkinsonian
patients with minimal tremor. Each recording was 2 minutes in duration and the eyes
remained closed in order to reduce artefacts and increase the alpha rhythm. The power
spectrum for each each sensor was calculated by means of a Fast Fourier Transform (FFT)
and the first dominant frequency was extracted. In a comparison of controls versus patients,
the patients showed a prominent frequency which was lower than the 6 Hz typically observed
in the healthy controls. The spatial distribution of power in these patients tended to be over a
wide region in the low-frequencies whilst healthy controls showed a more focal topography
for their higher frequency predominant activity. Bosboom et al. (2006) used similar techniques
to investigate oscillatory differences between demented and non-demented Parkinsonian
patients. Spontaneous neuronal signals were measured via MEG from 13 demented and
13 non-demented patients whilst off medication. Two 13-second epochs were used for data
analysis and the data filtered in to delta, theta, alpha, beta and gamma bands of activity.
The MEG sensors were also grouped into regions of interest i.e. frontal, central, parietal
and occipital on both side of the sensor array. Non-demented patients showed a diffuse
increase in theta power and a decrease in beta power relative to controls in central and parietal
channels. Demented Parkinson’s disease sufferers showed a diffuse increase in delta and theta
power and a simultaneous decrease in relative alpha and beta bands when compared to the
non-demented controls. Stoffers et al. (2007) used the same technique to show that the slowing
of oscillatory dynamics is a feature of non-demented Parkinson’s patients from a very early
stage in the disease and this is independent of disease duration, severity and dopaminergic
treatment. Stoffers et al. (2008) also investigated differences between patients in the early and
later stages of the disease. In this study, the same frequency bands and sensor topography was
used but instead of calculating changes in total power, or changes in relative power between
two populations of patients, synchronisation likelihood (SL) was calculated. SL is used to
to estimate both linear and non-linear correlations between time-series. SL was calculated
both within and between specific topographic regions within the sensor array. The results
showed that early-onset, drug naive patients showed an increase in SL in the 8-10 Hz band
relative to controls whilst disease duration was positively related to 10-13 and 13-30 Hz. The
8-10 Hz was therefore thought to represent increased resting-state cortico-cortical connectivity
from the onset of the disease and this altered connectivity extends to neighbouring frequency
regions as the disease progresses.
It is highly encouraging that differences between patients suffering from Parkinson’s disease
and healthy controls can be observed at the level of the sensors. Furthermore, differences
between demented and non-demented, early and late onset sufferers can also be detected.
These studies suggest that the underlying pathology of the disease may have specific
representations in certain frequency bands and in specific parts of the sensor array. The clinical
utility of these observations is that MEG could be used to obtain an objective measure of the
specific nature of Parkinson’s disease and also when diagnosed, the technique may be used
to provide an estimate as to the duration of the disease and to provide a measure of the rate
of decline. Although it is encouraging that differences can be seen at the sensor level in a
population of Parkinsonian patients, the analyses in some cases are highly rudimentary. It
may be that specific types of Parkinson’s disease can be identified via the oscillatory activity
measured at the MEG sensors without any inverse modelling, and that this framework can
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typically including tremor, rigidity, slowness of movement and postural instability. The
current pathophysiological concept of Parkinsonism is that due to a loss of dopaminergic
connections from the substantia nigra to the striatum there is abnormal functionality in the
basal ganglia (Obeso et al., 2000). This hyperactivity in the subthalamic nucleus leads to
inhibition of the thalamus and subsequently the sensorimotor cortex which leads to a loss of
bodily movement, known clinically as hypokinesia. This altered connectivity affects the entire
motor network, and evidence for the concept was found when high frequency stimulation of
the subthalamic nucleus caused a reduction in Parkinsonian symptoms (Krack et al., 1998).
As Parkinson’s disease is the manifestation of altered connectivity, which causes a change in
oscillatory dynamics in cortical areas, it is potentially well-suited to study and detection via
MEG. This section aims to outline the advances made, and analyses used in the application
of MEG to the identification of this disease. Specific studies are highlighted to show the
progression and development within the field (see for example Berendse & Stam, 2007; Stam,
2010; Timmermann et al., 2007, for a more exhaustive review of the literature).
Volkmann et al. (1996) provide one of the earliest studies using MEG to investigate
Parkinsonian tremor. As with much of the early epilepsy research, a single ECD model was
used to localise activity. The data analysis was biased to focus on oscillatory activations
that were concurrent with the observed Parkinsonian tremor. The dipole models showed
activity at the diencephalic level and in pre-motor and sensorimotor cortices accompanied
the resting tremor. Since it became clear the MEG could be used to investigate the underlying
pathology associated with Parkinson’s disease there have been a number of follow-up studies.
Although the volume of studies is far fewer for Parkinson’s disease than for epilepsy, a similar
pattern can be seen in the types of studies performed and the progression in complexity of
analysis approaches. As was described earlier in the context of epilepsy diagnosis, more
10 Magnetoencephalography Past, Current and Future ClinicalApplications of MEG 9
recent investigations of Parkinson’s disease using MEG have utilised more specific analysis
techniques which are more suitable to studying the disease than the simple ECD.
Many of the analysis methods used focus on characterising the oscillatory dynamics
associated with Parkinson’s disease at the level of the sensors rather than performing source
modelling. Kotini et al. (2005) measured spontaneous MEG signals from 9 Parkinsonian
patients with minimal tremor. Each recording was 2 minutes in duration and the eyes
remained closed in order to reduce artefacts and increase the alpha rhythm. The power
spectrum for each each sensor was calculated by means of a Fast Fourier Transform (FFT)
and the first dominant frequency was extracted. In a comparison of controls versus patients,
the patients showed a prominent frequency which was lower than the 6 Hz typically observed
in the healthy controls. The spatial distribution of power in these patients tended to be over a
wide region in the low-frequencies whilst healthy controls showed a more focal topography
for their higher frequency predominant activity. Bosboom et al. (2006) used similar techniques
to investigate oscillatory differences between demented and non-demented Parkinsonian
patients. Spontaneous neuronal signals were measured via MEG from 13 demented and
13 non-demented patients whilst off medication. Two 13-second epochs were used for data
analysis and the data filtered in to delta, theta, alpha, beta and gamma bands of activity.
The MEG sensors were also grouped into regions of interest i.e. frontal, central, parietal
and occipital on both side of the sensor array. Non-demented patients showed a diffuse
increase in theta power and a decrease in beta power relative to controls in central and parietal
channels. Demented Parkinson’s disease sufferers showed a diffuse increase in delta and theta
power and a simultaneous decrease in relative alpha and beta bands when compared to the
non-demented controls. Stoffers et al. (2007) used the same technique to show that the slowing
of oscillatory dynamics is a feature of non-demented Parkinson’s patients from a very early
stage in the disease and this is independent of disease duration, severity and dopaminergic
treatment. Stoffers et al. (2008) also investigated differences between patients in the early and
later stages of the disease. In this study, the same frequency bands and sensor topography was
used but instead of calculating changes in total power, or changes in relative power between
two populations of patients, synchronisation likelihood (SL) was calculated. SL is used to
to estimate both linear and non-linear correlations between time-series. SL was calculated
both within and between specific topographic regions within the sensor array. The results
showed that early-onset, drug naive patients showed an increase in SL in the 8-10 Hz band
relative to controls whilst disease duration was positively related to 10-13 and 13-30 Hz. The
8-10 Hz was therefore thought to represent increased resting-state cortico-cortical connectivity
from the onset of the disease and this altered connectivity extends to neighbouring frequency
regions as the disease progresses.
It is highly encouraging that differences between patients suffering from Parkinson’s disease
and healthy controls can be observed at the level of the sensors. Furthermore, differences
between demented and non-demented, early and late onset sufferers can also be detected.
These studies suggest that the underlying pathology of the disease may have specific
representations in certain frequency bands and in specific parts of the sensor array. The clinical
utility of these observations is that MEG could be used to obtain an objective measure of the
specific nature of Parkinson’s disease and also when diagnosed, the technique may be used
to provide an estimate as to the duration of the disease and to provide a measure of the rate
of decline. Although it is encouraging that differences can be seen at the sensor level in a
population of Parkinsonian patients, the analyses in some cases are highly rudimentary. It
may be that specific types of Parkinson’s disease can be identified via the oscillatory activity
measured at the MEG sensors without any inverse modelling, and that this framework can
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be extended to other neurodegenerative disease. It is not the case that the more complex and
mathematically intricate an analysis is the more accurate or robust it becomes, and therefore
constraining analyses to the sensor domain may be entirely appropriate in some cases and
extremely effective. However the method of peak-picking in the spectral domain is highly
simplistic as well as being statistically weak. For example it is unclear if this type of activity
is associated with other illnesses, or how prevalent such activity is the normal population.
The use of synchronisation likelihood is a more powerful technique, but it is still limited
to the analysis of data on the sensors. Parkinson’s disease is thought to manifest as the
altered connectivity between cortico-cortical connections and thus what the MEG is able to
measure is how these changes in connectivity affect the global brain dynamics. There are
a number of problems associated with performing connectivity analyses at the level of the
sensors, and these issues all essentially stem from the issue of field spread. Due to the fact
that a neuronal source is measured by a number of sensors it is possible to observe long-range
interdependencies between MEG sensors and any change seen in the specific connectivity
measure chosen could be due to a number of reasons (Schoffelen & Gross, 2009). Therefore,
although the initial results are promising in that differences between clinical populations can
be observed, the techniques and analyses require more robust validation. One method for
mitigating the effect of field spread to some degree is to perform the analyses in source space
rather than sensor space. As discussed earlier, the spatial filtering framework is a flexible
approach which can be tailored to focus on specific responses, and even with the relatively
small number of studies on Parkinson’s disease patients, at least compared to epilepsy studies,
already the field has start driving forward innovative and specific analysis approaches.
Gross et al. (2001) introduced a specific beamformer implementation to focus on
cortico-cortical connectivity. The Dynamic Imaging of Coherent Sources (DICS) approach
is a frequency-domain spatial filter implementation that allows coherence to be estimated
throughout the brain volume. Each location within the brain is compared to a reference
measure of coherence, which can be taken from an external source such as an electromyogram
(EMG) or from a specific region of interest within the brain volume. In a single patient
suffering from idiopathic Parkinson’s disease, spontaneous activity was recorded for 5
minutes in conjunction with an EMG. Cortico-muscular coherence was estimated in the 9-12
Hz frequency band as this range contained the largest component in the power spectrum of
the EMG. The resultant volumetric image showed peak levels of coherence in the contralateral
primary motor cortex. This approach was shown to be more robust than using signals
recorded on the sensors. Timmermann et al. (2003) extended this case study example to a
cohort of 6 individuals suffering from tremor-dominant Parkinson’s disease in order to better
characterise the oscillatory network involved in Parkinson’s disease. When off medication
patients showed a dominant 4-6 Hz tremor which cohered strongly with the EMG. The
main frequency of cerebro-cerebral coherence was at double this tremor frequency. Thalamic
and cerebellum activity showed a broad peak of coherence around 20 Hz. They reported
a bi-directional coupling between the EMG and cortical areas such as the posterior parietal
cortex and secondary somatosensory cortex.
Litvak et al. (2010) used a spatial filter analysis to analyse MEG recordings from patients
with electrodes inserted into the subthalamic nucleus to allow deep brain stimulation of
the structure. Such a procedure can be used to treat Parkinson’s disease by electrically
stimulating the subcortical structure in an attempt to realign the oscillatory dynamics
of the cortico-cortical loop. In many ways this is analogous to the comparison of
electrocorticography recordings in epilepsy patients and ascertaining to what extent the MEG
can be an accurate and reliable measure of the underlying neuronal activity. The inserted
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electrode not only has the ability to deliver a current to the area, but to also record signals.
MEG data were acquired from a single Parkinsonian patient and a healthy control whilst
at rest and also whilst performing a simple, and then a more complex motor task. An
electro-oculargram and EMG were acquired simultaneously. The inherent noise-cancelling
effect of a beamformer was used to localise source activity despite the large signals produced
by the implanted electrodes and associated hardware. The DICS beamformer was used to
localise cortical sources that were coherent with signals in the subthalamic nucleus detected by
the inserted electrode, to estimate the time course of cortical activity using a virtual electrode
and to uncover volumetric regions associated with movement-related power changes. Litvak
et al. (2011) extended this use of the DICS beamformer into a larger cohort of 13 Parkinson’s
disease patients with a view to describing the dynamics of the cortico-subthalamic loop
rather than focusing on methodology. Two different networks were identified which were
distinct both in spectral power and spatial location. A temporoparietal-brainstem network
was coherent with recordings from the subthalamic nucleus in the 7-13 Hz frequency range,
whilst a frontal network was coherent with subthalamic recordings in the 15-35 Hz range. It
was also noted that dopamine levels increased the coherence of this frontal network. It is
possible that these networks represent distinct manifestations of the disease and if they can
be better characterised may lead to a more successful diagnosis of the different Parkinsonian
subtypes to ensure that patients receive the correct treatment at the earliest possible stage in
the disease onset.
The other potential clinical utility of MEG in the diagnosis and treatment of Parkinson’s
disease is to quantify the affects that external cortical stimulation has on a patients symptoms.
Mally & Stone (1999) describe a study in which the application of transcranial magnetic
stimulation (TMS) was shown to alleviate Parkinsonian symptoms in a group of 10 patients.
TMS is a technique whereby a focused, high-amplitude magnetic field is produced by a coil
positioned outside the head which induces electrical activity within the brain. The therapeutic
effects of TMS and direct current stimulation (a technique which also induces electrical activity
within the brain) have been demonstrated to be long-lasting (Lefaucheur et al., 2004; Wu et al.,
2008). However, it can clearly be seen in a systematic review of the literature by Fregni
et al. (2005) that the mechanisms by which symptoms are alleviated as well as the optimal
parameters of stimulation duration, frequency etc are unknown. MEG has been used to try
and uncover the reasons why techniques such as TMS are able to alleviate symptoms. If
this can be uncovered then it would greatly enhance the efficacy of this intervention and
also allow it to become more commonly used. Anninos et al. (2007) recorded one minute of
MEG data from 30 patients diagnosed with idiopathic Parkinson’s disease both before and
after the application of TMS. Patients were divided into two group of partial responders
and favourable responders. Partial responders were patients whose tremor or dyskinesia
returned within 12 months and showed a low-amplitude alpha rhythm in their subsequent
EEG. Favourable responders showed no Parkinsonian symptoms for a year and showed
a high-amplitude alpha rhythm. The only MEG analysis performed in this study was to
label the pre and post stimulation recording as one of normal, abnormal or partially normal.
Therefore the analysis allows no insight into how the intervention alters the cortico-cortical
network in order to alleviate symptoms. A more systematic study could use MEG to quantify
the oscillatory dynamics of the network before and after TMS is applied with a number of
different sub-groups, each one receiving a different set of parameters. In such a study MEG
may be able to provide a clear insight as to why the TMS has such a profound benefit, and
then efforts can be focused on optimising the magnitude and duration of any alleviation from
symptoms.
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be extended to other neurodegenerative disease. It is not the case that the more complex and
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Hz frequency band as this range contained the largest component in the power spectrum of
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3.1 Summary
Numerous studies have provided evidence for the fact that MEG is able to measure oscillatory
dynamics related to Parkinson’s disease at the levels of the sensors. Differences have been seen
not only between recordings from patients and healthy controls but also between different
phenotypes of the disease. Further validatory studies are needed to build on the evidence
for the ability of MEG to to accurately observe the effects of altered connectivity between
subcortical and cortical structures. However, the initial work is promising and suggests that
the technique may well have a role to play in improving diagnosis of the disease, monitoring
specific interventions and evaluation of the effect of specific pharmacological treatments.
MEG can potentially provide an objective means by which to determine the specific type
of Parkinson’s disease, which may lead to the most effective treatment being administered
quickly. The technique may also be able to be of predictive value in determining the likelihood
of severe and rapid dementia being co-morbid with the disease. The progression of analysis
techniques in many ways matches that of epilepsy research, with initial studies using the ECD
before more specific analysis tools were adopted that are more appropriate to the response of
interest, such as a spatial filter that is sensitive to coherence. Spontaneous recordings are often
made, but movement tasks are also used as it is known that the motor network is involved
in the disease. As the range of statistical analyses grow and are developed with the specific
goal of characterising cortico-cortical loops, the clinical application of MEG to populations of
Parkinsonian patients in a routine and systematic way is likely to move from possessing great
potential to a real possibility.
4. Alzheimer’s disease
Alzheimer’s disease is the most common neurodegenerative disease and detecting
individuals who are susceptible to the condition and achieving an accurate and early
diagnosis is an essential step in developing and quantifying effective therapies. As with
previous sections, the aim is to not to provide an exhaustive review of the literature to date
(for such a review see Criado et al., 2006), but to give an overview of the progress made
in the uses of MEG to investigate Alzheimer’s disease. Berendse et al. (2000) provided an
initial description of the oscillatory changes involved in Alzheimer’s disease by measuring
the resting-state MEG from a group of 5 patients and 5 age-matched controls. Power and
coherence were calculated in a number of frequency bands and the patients showed a greater
magnitude and diffusion of low-frequency signals, predominantly in the frontal regions.
Higher frequency power was decreased in patients over temporal and occipital regions. In
patients, the coherence values at all frequencies were found to be lower than in controls. which
suggests that there may be readily available metrics with which to quantify the extent of the
condition. Fernández et al. (2006) extended this into a more thorough analysis of the spectral
content of MEG data acquired from Alzheimer’s patients and reported that oscillatory activity
in the 2-4 Hz and 16-28 Hz ranges showed high degrees of sensitivity and specificity when
classifying data as from a patient or a control. When measuring signals from patients suffering
from Alzheimer’s disease, it is common to not only acquire resting-state oscillatory changes,
but also those involved in a task. For example Pekkonen et al. (1996) noted that in patients, the
auditory response to simple tones was delayed when compared to age-matched controls. The
P50 and N100 are standard responses that occur originate from primary auditory cortices in
response to tones with simple pitch and amplitude characteristics. The study demonstrated
that if the sound was played to a single ear, these early sensory responses were delayed in
the ipsilateral but not contralateral hemisphere of patients. Pekkonen et al. (2001) extend this
finding to look at the process of performing auditory discriminations, i.e. a task with some
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decision process and active listening rather than looking at passive, automated responses. The
results confirmed that ipsilateral auditory areas showed a delayed response, although this
did not affect the patients’ ability to perform the auditory discrimination task. These findings
suggest that it may be possible to use abnormal processing in sensory systems to perform
an objective assessment of Alzheimer’s disease and that these changes need not necessarily
be associated with impaired cognitive or sensory percepts. Of course the difficulty is then to
determine whether delayed auditory processing points to the onset of Alzheimer’s disease or
the onset of some other condition.
Another task which is used to investigate cortical dynamics in Alzheimer’s disease is a
memory task, which is concordant with one of the prominent features of the disease being
impaired memory. Maestú et al. (2001) used a high load probe task in which targets needed to
be remembered and distinguished from distractors. Control subjects were reported to show an
increased number of sources over temporal and parietal regions 400-700 ms after the stimulus
onset, whereas Alzheimer’s patients showed a greater number of sources over frontal motor
areas. The number of sources in patients’ left parietal regions was also predictive of their
performance on clinical scales of cognitive functioning. In a second study, these left parietal
sources were also found to be correlated with the level of hippocampal atrophy (Maestú et al.,
2003). One of the potential clinical applications of MEG in the diagnosis and treatment of
Alzheimer’s disease is to be able to predict which individuals are susceptible to the disease
and how rapid their decline may be. Alzheimer’s disease has a long pre-clinical stage and
Mild Cognitive Impairment (MCI) is often used to describe individuals who are declining
from normal cognitive function to dementia. There is a conversion rate of MCI to Alzheimer’s
disease of around 10-15% per year (see Shah et al., 2000, for a review). Fernández et al. (2006)
assessed the ability of MEG to determine the risk factor associated with individuals with
MCI developing Alzheimer’s disease. Dipoles were fitted to the low-frequency regions of
the spectrum of resting-state recordings. Dipole density in the left parietal regions fitted over
the delta frequency band were found to provide a reliable classification of Alzheimer’s and
MCI patients. MCI patients were also categorised as being at either low or high risk based on
the observed magnetic fields. A follow-up clinical examination occurred 2 years later and the
fact that more patients in the high MCI group had developed Alzheimer’s disease than the
low MCI group suggests that MEG can be a useful clinical utility for identifying risk factors
for individuals. Osipova et al. (2006) conducted a study with a similar goal of predicting
transition from MCI to Alzheimer’s disease, and reported that the source distribution of the
alpha rhythm was abnormal in Alzheimer’s patients but not MCI patients when compared to
controls, and so the changes in neuronal processes associated with MCI may be more subtle
and more complex than those associated with other neurodegenerative diseases. Of course
more longitudinal studies are required and, like other techniques discussed in this chapter, it
may be desirable to move away from a simple dipolar technique and investigate the dynamics
using other methods, but the initial results are promising.
Spatial filtering approaches have also been applied to Alzheimer’s disease data which, as
previously discussed, offers a more complete description of the data as it treats the activity as
a distributed network rather than point-like bursts of activity. Alzheimer’s, MCI and control
patients were scanned and the two patient groups were noted not to show any slow-wave
MEG activity in conjunction with the task, which was simply closing the eyes and opening
them at 10 second intervals. The beamformer analyses revealed all three groups had increased
activity in posterior regions when the eyes were closed in the 8-15 Hz band. Patients suffering
from Alzheimer’s disease showed greater activity in frontal regions in this frequency band
when the eyes were closed compared to controls, whereas MCI patients showed no such
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the observed magnetic fields. A follow-up clinical examination occurred 2 years later and the
fact that more patients in the high MCI group had developed Alzheimer’s disease than the
low MCI group suggests that MEG can be a useful clinical utility for identifying risk factors
for individuals. Osipova et al. (2006) conducted a study with a similar goal of predicting
transition from MCI to Alzheimer’s disease, and reported that the source distribution of the
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controls, and so the changes in neuronal processes associated with MCI may be more subtle
and more complex than those associated with other neurodegenerative diseases. Of course
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Spatial filtering approaches have also been applied to Alzheimer’s disease data which, as
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a distributed network rather than point-like bursts of activity. Alzheimer’s, MCI and control
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difference. This finding was taken to show that alpha activity is found in frontal regions for
Alzheimer’s patients across a cohort, whereas the same is not true for MCI patients or controls.
These findings, both in the spectral frequencies involved and the volumetric locations are
consistent with previous results. Further analyses also confirmed that these changes in activity
were correlated with clinical examinations of the mental state of the Alzheimer’s disease
patients (Ishii et al., 2010).
Dipolar and beamformer approaches have been shown to provide an objective measure which
can categorise an individual as suffering from Alzheimer’s disease. Such a technique could
be valuable in the treatment of a disease that is difficult to diagnose and categorise. However,
as the disease affects cognitive function in a general way, and in a manner that is only broadly
consistent across individuals, applying these analyses to resting-state data may not be the
best use of the technique. A number of higher-level techniques have been applied to MEG
data acquired from Alzheimer’s disease patients. Poza et al. (2008) used techniques from
information theory to discriminate the resting-state data from a group of individuals and
age-matched controls. Power spectral densities were calculated from the data and three
different methods were used to compute the spectral entropy of the signals. Entropy can
be thought of as a measure of uncertainty and it was demonstrated that Alzheimer’s patients
showed significantly lower levels of entropy than control participants. On the basis of these
entropy measures, data from individuals were accurately identified as from patient or controls
to a level of 87% and suggest a loss of irregularity in the dynamics of Alzheimer’s patients. A
similar finding, that data from Alzheimer’s patients is more regular than that from controls,
was reported using approximate entropy (Gomez et al., 2010). It is therefore possible that
higher level statistical analyses may be more robust to detecting the signature oscillatory
characteristics of Alzheimer’s disease. It is these types of innovative, robust approaches
that, when developed with specific clinically relevant questions in mind can allow MEG to
be applied reliably to groups of patients suffering from illness and disease. Although much
more is needed, both in terms of basic research and clinical trials in the efficacy of MEG in the
identification and monitoring of neurodegenerative disease, the clinical applications are clear
and the benefits are potentially vast.
5. Future applications
Specific diseases have a well defined biomagnetic representation. For example epileptogenic
activity is typically high amplitude and can be characterised as slow wave activity or
“spike-and-wave” activity. It has a strong dipolar representation on the sensors and is
therefore readily identified both visually and statistically. Other types of illness such as
Parkinson’s disease show more complex temporal dynamics in the measured MEG, however
there are still typical spectral shapes which can be used to identify the illness, for example
diffuse and exaggerated low-frequency information. Parkinson’s disease is also known to
affect connectivity related to motor cortices and so there is a priori information regarding
sensors and cortical regions of interest. There are however, numerous diseases which do
not have such clearly defined neuromagnetic representations. However, some of these
illnesses are still suitable to diagnosis and detection via MEG. Detection of certain illnesses
is possible via a neural system largely unrelated to the symptomatic manifestation of the
disease. “Biomarker” is a term often used to describe the observation of altered or atypical
processing in one domain which provides an independent measure of another function, in
this case an objective measure related to an illness or disease. Such a measure may allow
early and effective diagnosis, to evaluate different interventions or to predict an individuals
responsiveness to a drug or their rate of decline. This final section gives a brief overview
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of some of the recent applications of MEG in the identification of biomkarkers for specific
conditions.
The application of MEG measurements to patient populations is clearly still developing and
evolving. One of the biggest risk factors in developing neurodegenerative disorders is age
and although, as previously discussed, MEG is able to provide a measure of the underlying
neuronal activity associated with these diseases, the changes in oscillatory dynamics in the
normal aging population are still poorly understood. Rossini et al. (2007) note that MEG
can be used in conjunction with other imaging modalities in order to distinguish between
physiological and pathological aging. In order to more robustly identify neurodegenerative
disease it is essential that the aging brain is more fully characterised. This needs to be done not
purely in terms of the dominant spectral frequencies of the data, but also using higher-level
metrics such as coherence, entropy etc. The statistical robustness of diagnosing diseases such
as Parkinson’s and Alzheimer’s will then increase as the distribution of the normal population
can be characterised and these conditions may be more clearly identified.
MEG has been used to investigate responses associated with schizophrenia and
schizoaffective disorder. Uhlhaas et al. (2008) provide a review of the role of oscillatory
rhythms in cortical networks in relation to the illness. The role of delta, theta, alpha, beta
and gamma rhythms are often discussed in relation to a range of neural processes such as
memory, language, auditory and visual processing. The synchrony and amplitude of these
rhythms during a range of behavioural tests are seen to be altered in patients suffering from
Schizophrenia, and so investigation of these processes via MEG may provide an insight
into the development and manifestation of the disease. More specific examples include
altered auditory processing in response to deviant sounds. The Mismatch Negativity (MMN)
paradigm is often used to investigate automatic auditory processing. A sequence of identical
stimuli are played and a deviant stimulus is inserted at random. For example, in the
middle of a train of 500 Hz tones, a 550 Hz tone is heard. The response to this deviant is
amplified and an insight into the auditory system can be obtained. Näätänen & Kähkönen
(2009) describe data which demonstrates that in schizophrenic individuals the MMN is
attenuated. The MMN in response to frequency deviation is also found to be attenuated in
a manner that reflects the progress of the disease as measured by disease duration. There
is also evidence that specific characteristics of the MEG measured in response to auditory
stimulation may implicate the patients possessing positive or negative symptoms. Reite et al.
(2010) retrospectively investigated differences between the auditory steady-state response
of patients with schizoaffective disorder and schizophrenia and suggest that whereas the
amplitude and phase of the response is atypical in schizophrenia sufferers, the schizoaffective
disorder patients are more similar to controls. Differentiating between schizophrenia and
schizoaffective disorder is a difficult and unclear process, however differential diagnoses
lead to different interventions and different paths of pharmacological treatment. Therefore
the potential ability of MEG to differentiate between the two could have great clinical
utility. Ince et al. (2008) used a working memory task and demonstrated differences between
schizophrenic patients and controls in specific parts of the sensor array and in specific
frequency bands.
Autism spectrum disorder (ASD) is another condition that has received interest from
researchers who use MEG as a measure of neuronal functioning. ASD encompasses a number
of illnesses including Autism disorder and Asperger’s syndrome. The conditions are most
commonly diagnosed in childhood and therefore early detection may be able to limit the
impact they have on development into adulthood. Again, the auditory system appears to be
reliably associated with the underlying nature of the conditions, with ASD patients showing
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both delayed and attenuated responses to simple sounds when compared to age-matched
controls. Roberts et al. (2010) presented tones of different frequencies to a group of ASD and
healthy controls and analysed the M50 and M100 response from both left and right superior
temporal gyri. No differences were seen between groups for the amplitude or latency of the
M50 but the M100 response was delayed in ASD patients by an average of 11 ms across the
entire group. One clear difference between ASD and the other conditions discussed in this
chapter is that ASD is a neurodevelopmental disorder, and therefore by its very definition
affects the paediatric population. This therefore amplfies some of the inherent challenges of
scanning patients in MEG, such as movement of the head and trunk and also stresses the
need to design protocols that can be easily understood and tolerated by young individuals.
Scanning children in MEG is a time consuming and difficult process, and the data are more
susceptible to artefacts. However, given the prevalence of ASD, the potential benefits of using
MEG as a screening tool to allow early identification of the illness make the technique a
valuable one.
Georgopoulos et al. (2007) made MEG recordings from 142 individuals whilst they fixated
on a spot of light for 45-60 seconds. The analysis stream utilised the sensor information
and assessed zero-lag cross-correlations in order to provide an estimate of synchronous
coupling. The analyses appear to provide some insight regarding which subset of clinical
conditions each participant could be categorised as matching. Patients with multiple sclerosis,
Alzheimer’s disease, schizophrenia, Sjogren’s syndrome, alcoholism, and facial pain as well
as a group of control participants were reliably identified. A second study by the same
group applied similar techniques to a group of patients suffering from post-traumatic stress
disorder (Georgopoulos et al., 2010). Although a study which attempts to differentiate so
many different conditions is susceptible to limitations in the analysis and a lack of statistical
robustness, the results are extremely promising and highlight the powerful nature of MEG as
a non-invasive tool with which to objectively evaluate clinical populations.
MEG has also been found to have a clinical utility unrelated to measures of functional
mechanisms. Martino et al. (2011) used MEG to look at the functional connectivity of the
so called “resting-state network”. The resting-state network is used to describe the cortical
dynamics that can be observed in the absence of any task. Functionally connected regions
still communicate with each other and decreased levels of connectivity in this network
are expected in many types of illness and disease. Functional connectivity is an umbrella
term used to describe a series of analysis methods which focus on measures of coherence,
correlation and synchronisation. A brief overview of some of these metrics has been given in
previous sections of this chapter, however it is worth noting that measures of connectivity
are becoming more and more sought after by researchers of human brain function. The
advantage of studying the resting-state connectivity of areas is that no task is required,
which means the recodring can be short and can be carried out in patients who may
struggle to perform a language, memory, or movement task. Martino et al. (2011) created
functional connectivity maps using imaginary coherence and the aim was to determine if this
information could predict the results of intra-operative electrical stimulation (IES) carried
out to identify eloquent regions of cortex. 57 patients with tumours in or near motor,
sesnory or language areas were studied. A lesion-related area of cortex was identified and
compared to a representative number of points taken from the whole of the brain, as a
control the lesion-related area was compared to the same area in the contralateral hemisphere.
The results revealed MEG functional connectivity maps to have a 100% negative predictive
value, which means that when the connectivity in the lesion-related area was lower than the
contralateral volume in each of these patients (a total of 7), no functional areas were idenitied
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in the lesion via IES. In 42 subjects, at least some voxels in the lesion-related area showed
increased connectivity and in 64% of these patients, IES revealed a functionally active area.
The authors stress that the study must be repeated on a larger sample of patients but, as
they also note, the potential clinical utility of such information has a potentially huge impact
upon pre-surgical planning and investigation. These recordings are very short and require no
active participation in a task, or any attentional processes. The study presented attempts to
use robust statisatical analyses to evaluate the responses, a facet which is missing from MEG
studies in a number of areas. The resting-state network, also known as the default-mode
network, has become a hot topic in both fMRI and MEG in recent years.
Currently, a large number of metrics are used to obtain an estimate of so-called functional
connectivity. Methods such as coherence, imaginary coherence, phase lag index and
synchronisation likelihood are currently being applied to MEG recordings from both patients
populations and healthy controls. Although they differ in their underlying mathematics, their
specific assumptions are the same, that distant brain regions that are communicating with
each other will have an observable MEG signal which is very similar. The main problem
for all the methods is also the same, that of field spread. This results from the fact that
any inverse estimate is calculated using only the sensor data, and this information is the
same when estimating activity coming from region A and region B. Therefore spurious
connectivity becomes highly likely given that the same sensor data is used to obtain both
inverse estimates. It is likely that in the coming years a number of these methods will emerge
as being favoured. This must be because they are 1) the most robust to spurious connectivity
and 2) they are suitable for statistical interrogation. If the application and devlopement
of these connectivity measures can be done in clinical populations in parallel with healthy
controls then the resting-state network, and estimates of the connectivity present within the
network, has the potential to be a clinically relevant tool which is not limited to a specific
sub-type of illness. Such a measure could be used a a preliminary screening tool for a range of
conditions, however if the clinical utility of such an approach is to be maximised, it is essential
to fully characterise the network in the normal population and then develop statistically viable
ways of identifying how different diseases affect the network.
6. General summary
This chapter has outlined the current clinical utility of MEG by charting the progression of
analyses and methodologies in a range of different clinical populations. What is striking is
the similarity which exists in the progression of the technique across different sub-types of
illness and disease, despite the fact that these advances were made at very different moments
in time. Epilepsy is by far still the area which is able to obtain the most clinically relevant
information from MEG scans. The initial role of MEG in epilepsy diagnosis and management
was to identify atypical waveforms, much in the same way as EEG was used. This was then
followed by the use of dipole fitting techniques to estimate the brain location responsible
for the epileptogenic activity. Dipolar techniques were then applied to various perceptual
and cognitive functions in the epileptic population to delineate eloquent cortex before more
advanced modelling techniqes such as minimum-norm estimation and spatial filters were
used to better characterise the dynamic changes in neuronal activity. These advances took
somewhere in the region of two decades, as the field of epilepsy research via MEG managed
to maintain pace with the general field of MEG research. Subsequently, MEG has been used
to investigate the underlying dynamics of a range of illness and disease, and although the
developments have occurred at a greater pace, the general pattern persists; dipole fits are
first applied to passive resting data, they are then applied to more complex perceptual and
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so called “resting-state network”. The resting-state network is used to describe the cortical
dynamics that can be observed in the absence of any task. Functionally connected regions
still communicate with each other and decreased levels of connectivity in this network
are expected in many types of illness and disease. Functional connectivity is an umbrella
term used to describe a series of analysis methods which focus on measures of coherence,
correlation and synchronisation. A brief overview of some of these metrics has been given in
previous sections of this chapter, however it is worth noting that measures of connectivity
are becoming more and more sought after by researchers of human brain function. The
advantage of studying the resting-state connectivity of areas is that no task is required,
which means the recodring can be short and can be carried out in patients who may
struggle to perform a language, memory, or movement task. Martino et al. (2011) created
functional connectivity maps using imaginary coherence and the aim was to determine if this
information could predict the results of intra-operative electrical stimulation (IES) carried
out to identify eloquent regions of cortex. 57 patients with tumours in or near motor,
sesnory or language areas were studied. A lesion-related area of cortex was identified and
compared to a representative number of points taken from the whole of the brain, as a
control the lesion-related area was compared to the same area in the contralateral hemisphere.
The results revealed MEG functional connectivity maps to have a 100% negative predictive
value, which means that when the connectivity in the lesion-related area was lower than the
contralateral volume in each of these patients (a total of 7), no functional areas were idenitied
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Currently, a large number of metrics are used to obtain an estimate of so-called functional
connectivity. Methods such as coherence, imaginary coherence, phase lag index and
synchronisation likelihood are currently being applied to MEG recordings from both patients
populations and healthy controls. Although they differ in their underlying mathematics, their
specific assumptions are the same, that distant brain regions that are communicating with
each other will have an observable MEG signal which is very similar. The main problem
for all the methods is also the same, that of field spread. This results from the fact that
any inverse estimate is calculated using only the sensor data, and this information is the
same when estimating activity coming from region A and region B. Therefore spurious
connectivity becomes highly likely given that the same sensor data is used to obtain both
inverse estimates. It is likely that in the coming years a number of these methods will emerge
as being favoured. This must be because they are 1) the most robust to spurious connectivity
and 2) they are suitable for statistical interrogation. If the application and devlopement
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sub-type of illness. Such a measure could be used a a preliminary screening tool for a range of
conditions, however if the clinical utility of such an approach is to be maximised, it is essential
to fully characterise the network in the normal population and then develop statistically viable
ways of identifying how different diseases affect the network.
6. General summary
This chapter has outlined the current clinical utility of MEG by charting the progression of
analyses and methodologies in a range of different clinical populations. What is striking is
the similarity which exists in the progression of the technique across different sub-types of
illness and disease, despite the fact that these advances were made at very different moments
in time. Epilepsy is by far still the area which is able to obtain the most clinically relevant
information from MEG scans. The initial role of MEG in epilepsy diagnosis and management
was to identify atypical waveforms, much in the same way as EEG was used. This was then
followed by the use of dipole fitting techniques to estimate the brain location responsible
for the epileptogenic activity. Dipolar techniques were then applied to various perceptual
and cognitive functions in the epileptic population to delineate eloquent cortex before more
advanced modelling techniqes such as minimum-norm estimation and spatial filters were
used to better characterise the dynamic changes in neuronal activity. These advances took
somewhere in the region of two decades, as the field of epilepsy research via MEG managed
to maintain pace with the general field of MEG research. Subsequently, MEG has been used
to investigate the underlying dynamics of a range of illness and disease, and although the
developments have occurred at a greater pace, the general pattern persists; dipole fits are
first applied to passive resting data, they are then applied to more complex perceptual and
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cognitive tasks before more complex modelling criteria are used altogether. MEG has been
shown to be able to reliably distinguish the length of onset of a disease, to accurately identify
an individual as being a patient or a healthy control, and to predict the probability of a patient
suffering further decline. The type of illness and disease that these effects have been shown for
are typically difficult to detect clinically until relatively late in the progression of the disease.
Therefore the early, accurate and reliable diagnosis of these conditions can allow patients to
receive the appropriate intervention as soon as possible.
The methodological advances in MEG now occur at a rapid pace, with ever more eloquent
and complex measures of coherence and correlation applied to investigate mechanisms of
functional connectivity. Many of these measures have been shown, in small samples, to
have a potential clinical utility. Due to MEG now being more widely used and better
understood than in the early days of epilepsy research the field is in an extremely promising
position. Much work is needed over the coming years to validate these initial clinical findings.
Independent clinical tests are needed to support the information obtained via non-invasive
biomagnetic measurements. Longitudinal studies are required to determine the accuracy
and sensitivity with which MEG is able to predict the onset and development of certain
conditions. Comprehensive and thorough research studies are needed to determine the most
robust algorithms with which to measure coherence between different brain regions, and there
needs to be clear bi-directional communication between scientists and clinicians to establish
what the clinically relevant questions are and if MEG is technique which is able to add extra
information to the diagnosis of a range of conditions. There is no doubt that the evidence for
the clinical utility of MEG is compelling, It is no longer a technique reserved for identifying
epileptiform activity, it is now a technique with the potential to provide an insight into the
underlying neuronal activity of pathologies which currently no other invasive or non-invasive
method can. There is much confirmatory work to be done but, MEG clearly does have the
potential to become a routinely used method to aid in the diagnosis and treatment plan of a
range of diseases which manifest themselves as cerebral deficits.
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As Dolan (2008) has suggested, to measure brain activity associated with discrete states of 
mind is the Holy Grail of cognitive neuroscience. Fortunately, and as pointed by several 
authors, the techniques and analitic tools to study the living brain have greatly evolved. In 
fact, since 1970 there have been remarkable advances in the way we study human brain 
thought imaging and, as Raichle (2001) has pointed out, the results of this work constitute a 
strong argument for the development of new imaging methods to try to overcome the 
weakness of data gathering or data analysis. In conjunction, new hardware and signal 
processing methods, are also addressing the weaknesses of data gathering and data 
analyses.  
In his 1998 book, Papanicolau compares imaging with the process of taking photographs 
and makes the argument that all imaging is mediated rather than direct. Whether one is 
talking about photography or brain imaging, all images are partial, not complete models of 
the reality imaged, and the accuracy with which they represent reality varies. Though it 
might seem obvious, it is important to reinforce that all imaging is mediated rather than 
direct, in order to emphasize that although one of MEG’s advantages is that it “measures 
directly” brain activity, as with every other technique, the obtained imaging is mediated by 
processes of recording and registration of a form of energy and processes of development or 
construction of a representation or a model of the object. Because virtually an infinity of 
different models can be constructed based on the same reality, functional brain imaging is a 
“mixed blessing: it renders functional imaging valuable and promises tools for new 
discoveries, while it entails the perils of deception, error and disappointment” (Papanicolau, 
1998). 
Regarding the importance that imaging now has in the study of cognition, it is also 
worthwhile to note that sometimes the advances were not only methodological. For 
instance, fMRI, in comparison with PET: “democratized access to a powerful technology for 
investigating the living human brain, allowing a broad cross-section of academic disciplines 
to pursue new agendas” (Dolan, 2008). These disciplines, like cognitive psychology or 
neuropsychology, with their specific contributions, brought to the fore questions related to 
human cognition in the development of the field of neuroimaging. The same is happening 
with MEG. 
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2. Studying cognition 
Cognition can be understood not as a single process, but as several performances and 
behaviors in a well designed task or in daily living activities that always come from the 
activity of the brain (Dixon & Nilsson, 2004). Therefore, it seems possible to clearly state the 
task of functional brain imaging as: identifying regions and their temporal relationships 
associated with the performance of a well designed task (Raichle, 2001). 
However, there are several caveats in this approach. Brain activation patterns captured by 
functional brain imaging are assumed to reflect aspects of neuropshysiological 
mechanisms necessary to a function. If we understand a function as a process of 
production of a set of similar phenomena that serve a common purpose or accomplish a 
common goal, and consider each phenomenon in the set as a token or an instance of the 
function, then when we are studying cognition we must provide a way to trigger the 
phenomena tokens of the function, the stimulus and instructions that constitute the 
experimental task (Papanicolau, 1998). However, tasks are never pure and always involve 
a complex blend of different cognitive operations. In functional neuroimaging studies this 
implies that the set of brain regions associated with a particular task may reflect not only 
the cognitive operation that we are interested in studying but any of the cognitive 
operations engaged by the task. 
Several approaches have been used to tackle this difficulty. First with PET, neuroimaging 
was based in subtraction techniques derived from a concept from Donders (see Raichle, 
2001, for a more detailed description). Here different blocks of stimuli were presented to 
subjects, one block representing the condition of interest (task state) and another block 
associated with a control condition (control state). In the beginning of fMRI these block 
designs were also common. (Aguirre & D'Esposito, 2000; Donaldson & Buckner, 2001). 
However, as suggested by Stufflebeam and Rosen, with the implementation of event-related 
fMRI, a procedure similar to the measuring of evoked responses in electrophysiology 
(Aguirre & D'Esposito, 2000; Donaldson & Buckner, 2001), it was possible to overcome the 
limitations of a more rigid block design and, at same time, use the knowledge of the 
properties of neurons to enhance both spatial and functional sensitivity (Stufflebeam and 
Rosen, 2007). 
In the modern imaging methods currently available, functional magnetic resonance imaging 
(fMRI) is still one of the most frequently used techniques. Many investigators have aimed at 
localizing function, identifying the brain areas that are responsible for cognitive tasks. 
However, these techniques have not clearly identified which properties of the brain are 
responsible for cognition (Douw et al., 2011).  
As Dolan (2008) points out, although many of the findings resulting from the extensive 
study of cognition by means of neuroimaging reproduced what was discovered using 
lesion-based models, there were also unexpected results. According to Dolan, these findings 
have to do with the fact that sophisticated perspectives on the impact of a lesion suggest that 
cognition arises not just out of functional differentiation, but also from functional 
integration.  This implies that the impact of a localized lesion is likely to reflect both local 
and distributed effects, evidenced by more widespread activations seen with neuroimaging 
than was predicted by a lesion-deficit model. Besides that, cognitive functions require 
precise coordination of neural activity across long distances in the brain (Stufflebeam & 
Rosen, 2007).   
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3. Why use MEG to study cognition? 
Each of the several available imaging techniques has its own individual strengths and 
weaknesses. Some are particularly useful in temporal resolution (generally understood as 
the smallest time period of brain activation that can be distinguished), others in spatial 
resolution (generally understood as the smallest area of brain activation that can be 
distinguished). The electromagnetic imaging techniques include MEG and EEG, and they 
might not be thought of as imaging at all (Stufflebeam & Rosen, 2007). However, they 
possess excellent temporal resolution since they measure the underlying neural currents 
directly (although requiring the processes of acquisition and development) on the order of 
milliseconds, albeit with limited spatial resolution. 
Hari et al. (2000) suggest that this is a major advantage since the brain is a real-time 
processor, which implies that its functions can best be studied with tools that allow tracking 
of neural activation within the millisecond time scale. Only EEG and MEG are capable of 
providing information at such a high temporal resolution, and in a non-invasive manner, 
necessary for the study of brain dynamics. According to Stam (2005), two major sources for 
a renewed interest in MEG and EEG can be identified as “1) the realization that a full 
understanding of the neuropshysiological mechanisms underlying normal and disturbed 
higher brain functions cannot be derived from a purely reductionist approach and requires 
the study of emergent phenomena such as large scale synchronization of neuronal networks 
in the brain 2) the introduction of new techniques, concepts and analytical tools which make 
it possible to extract more and more meaningful information from recordings of brain 
activity.” A cited example of these analytical tools is the application of time series analysis 
techniques derived from nonlinear dynamics to the study of MEG and EEG. Although it lies 
outside the scope of this chapter, it is nevertheless important to understand that nonlinear 
time series analyses, when applied to time series of brain activity, allow us to better 
understand the dynamics of the underlying system. This is particularly true at the level of 
functional connectivity, a concept referring to any type of correlation between time series of 
brain activity. The underlying assumption is that functional connectivity reflects, at least to 
some extent, functional interactions between different brain regions (see Stam, 2005 for a 
detailed description), and this represents a major step forward, passing from localization to 
connectivity.  
There are several detailed descriptions of the underlying phenomena measured by MEG. It 
is usually said that MEG measurements are sensitive to postsynaptic currents in the 
dendrites of cortical pyramidal neurons (Hämäläinen et al., 1993). These changing synaptic 
currents of cortical pyramidal neurons give rise not only to an electric field but also to a 
magnetic field, since changes in an electric field induce a magnetic field. When a large set of 
cells that are typically not synchronized begin to signal in unison, their combined electric 
currents will create a large deviation. With MEG we record the surface distribution, that is 
the magnetic flux or the magnetic fields, that arises from the primary or source currents 
overcoming the EEG limitations since, unlike with electrical signals, tissues do not distort 
magnetic signals. MEG can be used to detect spontaneous as well as evoked brain activity 
(see Hari, 1998; Hämäläinen and Hari, 2002; & Papanicolau, 1998 for detailed 
descriptions). 
In a review article Zamrini et al. (2011) identify other advantages of MEG, specifically over 
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for a reference electrode which has the potential to improve calculations of the electrical 
power and source localization of the signal. Also, because MEG normally uses many more 
detectors than traditional EEG, it allows for better spatial resolution. Because there is no 
need for a reference point in MEG studies, this facilitates synchronization and coherence 
analyses, which is increasingly important in order to understand the relations between brain 
and cognition.  Another important factor in the study of cognition is that MEG is more 
sensitive to the gamma band and, as pointed out by Zamrini (2011), there is increasing 
evidence of the relations between gamma band and cognition. Hari et al. (2000) identify 
other specific advantages of MEG in the study of human brain functions, reinforcing that it 
is noninvasive, with excellent temporal resolution, reflecting neural activation directly 
(mainly postsynaptic currents), and it is selective to activation of fissural cortex which is 
difficult to access with other techniques. Another important claim is that MEG allows the 
study of individual processing strategies because conclusions can be made on the basis of a 
single subject. This is particularly important because each brain is unique, and the active 
areas can differ between individuals in similar tasks, with the expectation that these 
differences can become clearer in the timing than in the sites of cortical activation (He & Liu, 
2008). This further reinforces the unique contribution made by MEG to the understanding of 
cognitive strategies, in normal as well as in clinical populations. Hari et al. (2000) also 
mention that MEG does not require subtraction between conditions, which makes cognitive 
experiments more flexible.  
Synthesizing MEG is appropriate for studies of fast activation sequences of human cortical 
activation. It also allows comparisons of timing between distinct brain regions, being 
capable of capturing small time differences. In fact, as pointed out by several authors in 
several studies, MEG can detect fast switching on the different brain regions as they become 
active with a time resolution in the order of ms.   
However, as with all the other techniques MEG has some disadvantages. The recorded 
magnetic field is much more difficult to measure than the electric currents recorded by EEG, 
particularly because they are of very low field strength when compared to the surrounding 
magnetic fields, namely the magnetic field of the earth. This implies that in order to be able 
to capture these magnetic distributions several technological advances were needed and a 
very expensive apparatus is required. In Stam’s description the requirement is for “Cooled 
conductive coils in order to make them superconductive which allows the current to flow 
without resistance. Magnetic fields can induce currents in theses coils, and thanks to 
superconductivity very weak magnetic fields can be measured. Converting the currents in 
the coils to a signal that can be measured requires the SQUID (superconducting quantum 
interference device): very small rings with a very small interruption which can be crossed by 
electrons thanks to the quantum effects. SQUIDS are the key elements in the MEG system. 
Further improvement of signal-to-noise ratio is achieved by measuring only local gradients 
(gradiometers) instead of the absolute field. Finally the whole MEG recording system is 
shielded from the magnetic fields of the surroundings by placing it in a magnetically 
shielded room (MSR) …. The stimulation apparatus that gives rise to electromagnetic fields 
has to be placed outside the room and has to be transferred to the subject inside the MSR in 
an appropriate way” (see Stam, 2010). All of this apparatus is responsible for one of its major 
drawbacks, the price. It also requires the subject to cooperate and to keep the head immobile 
during the recording, which makes it difficult to use this technique with all populations, as 
it will be important for a range of cognitive studies. Another often pointed disadvantage is 
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that deep and radial sources are largely neglected since magnetic flux deriving from deep 
sources will reach the head surface with difficulty and those derived from the radial source 
will not be captured. 
Besides that, the data interpretation on MEG is hampered by the non-uniqueness of the 
inverse problem. As stated previously, MEG field patterns recorded outside the head are 
interpreted in terms of current distribution in the brain. The characteristics of the source 
inside are estimated on the basis of the regular features of the recorded distribution. This 
solution results in a hypothetical distribution. From perfectly known phenomena are 
derived the imperfectly known causes of the phenomena (the five parameters of the source, 
strength, orientation and location, X, Y, Z) (see Papanicolau, 1998). As suggested by Hauk 
(2004), several efforts have been made to tackle this problem, but explicitly or implicitly it is 
recognized that according to the Helmholtz principle the bioelectric inverse problem has no 
unique solution. In fact, whatever result is obtained with one method there are still infinitely 
other possible solutions equally compatible with the recorded signal, which implies the 
question: Which method yields the correct answer for the bioelectromagnetic inverse 
problem? In Hauk’s opinion this is a futile question: “it’s like reconstructing a three-
dimensional object from its shadow because those data simply don’t exist.”  
Aside from these difficulties, and in general, MEG, with its ability to follow the course time 
of brain activation, has been proven increasingly useful in the study of cognition. Several 
advances are being made in the understanding of oscillatory and synchronized brain 
activity and it is now assumed that synchronization of neural activity between different 
brain regions may reflect functional interactions between these regions, which will reinforce 
the ability of MEG to respond to the new focus on functional neuroimaging – no longer 
where but how. 
4. Memory and MEG 
Because of its role in cognitive functioning, and by the salience of its change across a lifetime 
with normal as well with pathological aging, memory has been a field of interest for 
neuroimaging, and MEG is no exception. As we shall see, because it is of extreme 
importance to implement techniques that are able to distinguish normal brain aging from 
abnormal and degenerative processes as early as possible, there is a great amount of work 
being done that addresses memory networks in pathological groups. However, there are 
also several projects trying to apply MEG techniques to a better understanding of the 
organization of memory networks. For example, MEG has been used to better understand 
the relative contributions and relations among different memory systems. Standing beyond 
the scope of this brief review concerning memory, since the seminal work of Scoville and 
Milner (1957) two areas have been consistently associated with memory processing, namely 
the medial temporal lobe (MTL) and the prefrontal cortex (PFC), with the medial temporal 
lobe being consistently associated with long-term memory, and the prefrontal being 
associated with working memory. However, with the advancement of imaging techniques 
there is growing support for the hypothesis that both structures are part of a unified 
memory network, challenging a more localizationist and segregated approach. As pointed 
out by Anderson et al. (2010), although functional connectivity analysis of fMRI data has 
revealed correlations between the lateral PFC and MTL in several types of memory, 
hemodynamic data does not provide an insight into the underlying neuronal processes. 
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between these two brain areas are task modulated, which in their opinion constitutes 
evidence of MTL-PFC interaction during memory tasks and points to the relevance of the 
role of theta activity in mediating this interaction. The point here is that previous results, 
specifically with MEG, found support for the idea that the increase of working memory load 
can lead to the increase of functional connection of extended regions (Tanaka et al., 2003). 
Results with MEG seem to reinforce the concept of a neural network shared by both types of 
memory (Campo et al., 2005). In a recent study of working memory, where MEG signals 
were recorded while subjects were performing a verbal working memory task with 
parametric load manipulation, results led the authors to propose an alternative principle of 
theta functionality, showing that the oscillatory mechanisms of verbal working memory 
comprise interacting processes across a distributed network and, more importantly for the 
present point, that capacity limitations are associated with both increased and decreased 
frequencies in the 4-12 hertz range (Moran et al., 2010).   
In terms of the role of MEG in studying pathological memory networks, the great bulk of the 
research has been on Alzheimer’s disease (AD).  Alzheimer’s disease (AD) is one of the 
major concerns of developed nations, being frequently cited as the main drawback of the 
advance in life expectancy. In fact, the incidence and prevalence of AD rises as individual’s 
age. On the other hand, because of the nature of the signal measured by MEG the neurons 
affected by the pathological processes underlying AD can be measured directly. In 
concordance with this, and as summarized by Rossini et al. (2007), different types of 
neuropshysiological techniques have demonstrated abnormalities in AD during memory 
tasks, namely hyperactivation of prefrontal and midline activity, functional disconnection 
between prefrontal cortex and hippocampus, and stronger activation of the left temporal 
cortex, concluding that there is evidence for the importance of neuroelectric measurements 
in AD. In a MEG study examining focal slow wave generators they were found to be 
abnormally frequent in the cortical structures, particularly in the parietal and temporal lobes 
of patients with an AD diagnosis. The authors interpreted such an enhanced density of focal 
slow wave generators as the functional counterpart of the neurodegenerative process 
associated with the disease. The AD patients exhibited more MEG delta and theta activity 
than healthy aged control subjects because the focal slow waves would be focused on 
temporal and parietal structures, which is in accordance with previous results using EEG 
analyses. They also found that temporoparietal dysfunction can predict the cognitive and 
functional status of patients with AD (Fernandez et al., 2002).  
It is known that physiological aging affects resting, but also event-related alpha rhythms. In 
a MEG study specifically addressing event-related desyncronization (ERD) in demented 
patients (compared with a group of normal young people and a group of normal elderly) in 
a two-task paradigm with different loads, it was shown that during the delay period of both 
tasks, the alpha ERD was stronger in demented patients than in the other groups (Babiloni 
et al., 2005). This suggests an abnormal increase of cortical excitation or disinhibition in 
dementia, generally compatible with differences in neurotransmission systems, namely at 
the cholinergic level. It is interesting to note that MEG in AD seems to be sensitive to 
changes in early cortical processing. For instance, in a study aimed at investigating the 
auditory-steady state response (SSR) in mild to moderate non-medicated AD patients as 
recorded by MEG it was found that the amplitude of auditory SSR is significantly increased 
in AD as compared to normal controls. This is interpreted by the authors as an impaired 
adaptation of auditory neurons to repetitive stimuli and decreased inhibition, probably due 
to changes in the acetylcholine system. These results seem then to reflect changes in the 
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primary cortex, showing that stimuli deficit processing can be present at an early cortical 
stage (Osipova, 2006).  
Although the majority of the conditions, and Alzheimer’s disease in particular, are 
determined by several interrelated factors, it is also true, and a result of several constraints, 
that the majority of the studies rely on a single technique. As pointed out by Fernandez at al. 
(2003) in a brief review, each technique has been able to identify features of AD. For 
instance, several studies using metabolic methods, namely PET and SPECT, evidenced 
features of AD, particularly hipometabolism-hipoperfursion in the temporoparietal and 
hipocampal. Similarly, with EEG an increase in slow activity, usually focused in the 
temporoparietal regions, together with decreased activity in the alpha band are considered 
the prototypical features of AD. Structural volumetric measurements obtained a reduced 
volume of temporaparietal and hipocampal formation volume, etc. The point the authors 
make is that magnetic source imaging can overcome some difficulties of previous 
approaches combining high temporal and high spatial resolution in detecting focal neural 
activity. One important aspect when using any imaging method is the coherence with the 
findings obtained by other methods. So, correlating volumetric MR data and MEG data of 
probable AD patients and a control group, they report that the higher the number of low 
frequency activity sources in left temporal and parietal areas, the higher the atrophy in the 
mesial aspects of the left temporal lobe. They conclude by proposing that “MTL atrophy and 
temporoparietal hypofunctioning may be considered complementary pictures of the same 
involutive process,” but more than that, they reinforce the role of MEG as an important tool 
for a complementary techniques approach, overcoming in particular several EEG limitations 
concerning its precision. Several others works have directly addressed the importance of the 
concurrent validity of the various measurements. For instance, one of the first works to our 
knowledge specifically addressing the spatio-temporal patterns of brain magnetic activity in 
AD, in a memory task, not only showed that this pattern was different among AD and 
elderly controls, with AD patients displaying reduced activation in temporal and parietal 
areas between 400 and 700 ms in late phases of stimuli processing, but, more importantly, 
the number of activity sources in the left parietal areas was a predictor of the scores on the 
cognitive and functional measurements that were used (Maestú, 2001). Subsequent work 
with the same subjects specifically examined the complementarily between functional 
measurements obtained with MEG and MRI volumetric measurements and 
neuropsychological data (Maestú, 2003). They found, among other results, that the degree of 
left hippocampal atrophy strongly correlates with the activation of left temporal areas, 
corroborating the existence of a relation between the structural integrity of the mesial 
temporal cortices, i.e. degree of atrophy, and the functional status of temporal and parietal 
regions i.e. lack of late brain magnetic activity.  In a later study a specific pattern of changes 
was shown in resting state functional connectivity in AD patients. Synchronization 
likelihood (SL) was increased in the theta band over the central and parietal areas and in the 
beta band over the parietal and occipital areas. Coherence showed a similar pattern of 
parieto-occipital increase in AD in alpha 2, beta, and gamma bands. SL decreased in the 
alpha 1 band for long distance intrahemispheric sensor pairs, and both SL and coherence 
were decreased in the beta band for long distance frontal temporal parietal and short 
distance left temporal sensor pairs (Stam, 2006). 
MEG seems also to be able to distinguish between AD and major depression in old people, 
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patients in a working memory task. This reinforces the claim that memory deficits in 
depressed patients are more closely linked to emotional factors than substantial differences 
in neuronal activation. The fact that the AD group in this study displayed the expected 
pattern with a small number of activity sources in the left temporal region when compared 
with the other participants (with or without depression) reinforces this interpretation, as 
well as the claim that MEG has the potential to be useful in diagnosing AD (Maestú et al., 
2004). Generally speaking, although it is not a very old technique, when MEG started to be 
used with AD patients it soon showed a promising potential to identify these patients and 
characterize their brain dynamics. In a recent review, Stam identifies the different 
contributions of spectral analysis, source analysis, task data, nonlinear analysis, and 
functional connectivity, concluding that since the first studies in 2000 MEG studies in AD 
have increased rapidly. The author suggests that there is now strong evidence that AD is 
characterized by a general slowing of background activity, reflected by increased power in 
delta and theta bands as well as a decreased power of alpha and beta bands, among other 
differences (Stam, 2010). The same author emphasizes that, despite improvements in the 
understanding of oscillatory and synchronized brain activity that can help to study 
disturbances such as AD, as a large-scale network it is still lacking a proper theoretical 
framework to deal with the data obtained using these advanced techniques, proposing that 
focus should be placed instead on the small-world network, a combination of high 
clustering and short communication pathways, as one possible framework for the 
advancement of the study of AD.   
However, MEG may have an important role not only in characterizing AD, but also in 
detecting the neuropathological process prior to its clinical manifestations. This necessity is 
acutely felt, since, as stated by several authors, there is a general agreement that the 
treatment strategies and interventions, ranging from cognitive stimulation to daily life 
changes as well as pharmacological approaches, should be as precocious as possible in order 
to maximize the impact of several groups of strategies in the delay of the symptoms and 
progression. However, that not only requires methodological and technical advancements 
but also conceptual ones. In fact, although it is also well known that pathological processes 
underlying Alzheimer’s clinical onset start several years before, there are several difficulties 
in identifying subclinical Alzheimer’s patients.  
One of the most successful approaches in identifying these subjects, and one that is used in 
several clinical, behavioral, and neuroimaging studies, is the concept of Mild Cognitive 
Impairment (MCI). MCI patients are subjects who present memory impairment beyond that 
expected for age and education, yet are not demented, and who are at increased risk of 
progressing to AD (Petersen et al., 1999). In subsequent work it was pointed out that the 
construct of MCI, with its subtypes, namely the amnestic subtype, has evolved to capture 
what can be seen as a pre-dementia phase of cognitive dysfunction (Gauthier et al., 2006). 
However, because many of them will not advance to AD, it may not be accurate to label 
participants at the aMCI stage as having AD or even prodromal AD (Petersen et al., 2009). 
There are still important sources of variability in MCI studies, such as source of the 
participants, clinical heterogeneity, neuropsychological normative data, etc.; however, the 
concept has been important because among other reasons it provides a framework for 
imaging and biomarkers, better characterizes those who will progress to AD, helps to 
identify risk factors, and increases predictability (Petersen et al., 2009). However, 
although there is great interest in adding biomarkers to the confirmation of an AD 
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diagnosis, the final diagnosis of definite AD is still reliant on neuropathological 
examination (Mirra, 1991).  
Nevertheless, despite the aforementioned sources of variability in MCI patients, the 
sensitivity of MEG in detecting features related to preclinical changes has been assessed in 
several previous studies. In a study comparing MCI patients and 10 normal controls 
assessed by means of MEG, the time course and the loci of brain activity in a deep encoding 
(semantic) and shallow encoding (nonsemantic) condition followed by a recognition task of 
previously presented words (Puregger et al., 2003), the mean recognition performances of 
MCI and controls were similar. Normal controls displayed no differences in the magnetic 
field distribution related to both encoding conditions. However, in the MCI the shallow 
encoding was associated with higher brain activity, mainly over left temporal and left 
frontal sensors rather than in the deep encoding condition. According to the authors, the 
results demonstrate that MCI patients showed significantly higher brain activity during 
shallow word encoding than deep word encoding between 250-450 ms after stimuli onset in 
the left medial temporal brain area. For the authors, this means that shallow encoding 
condition distinguishes neuropshysiological aspects of the groups, suggesting that 
nonsemantic new information may have this increased activation in MCI as a result of a 
compensatory process.  It is worthwhile to note that all subjects displayed better 
performance after deep encoding (semantic), as predicted by the depth of processing 
background. Specifically investigating the power profiles and distribution of oscillatory 
sources of spontaneous MEG activity in MCI, and trying to gain advantage from the fact 
that it is a technique that has a better spatial resolution both at the sensor and source level 
compared to EEG, another study showed that the cerebral source of alpha activity is not 
changed in MCI when compared to normal controls (Osipova et al., 2006b). Subsequent 
work, clearly assuming that MCI patients represent an intermediate state between normal 
aging and dementia, tried to capitalize on MEG advantage for the acquisition of temporal 
courses of activation over high spatial resolution techniques, and tried to investigate the 
existence of a spatio-temporal memory profile that could discriminate between MCI and 
age-matched normal controls in a memory task. It was shown that the MCI subjects 
evidenced time-modulated increased activity in the ventral pathway during performance of 
a memory task, which was interpreted as a compensatory mechanism that allowed MCI 
patients to achieve behavioral results similar to the normal group (Maestú, 2008). Analysis 
of functional networks could also contribute to early detection of both MCI and AD. It 
seems that, in order to compensate for the loss of the segregation and integration balance, 
MCI subjects tend to increase their long-range synchronization, which could be underlying 
the increased blood flow showed in fMRI studies during memory tasks (Buldu et al., 2001).  
A network analysis, based on graph theory, revealed an important piece of information. 
Although MCI participants showed higher synchronization values than controls, they 
showed lower clustering values as well as higher values on the outreach parameters 
(physical distance between sensors), which in combination with other parameters is an 
indication of a loss of small-world architecture leading the MCIs to a more random 
structure. These findings argue against the compensatory hypothesis in the sense that the 
reorganized network does not lead to greater efficiency for information processing. In fact a 
more random network, compared to the controls, revealed a clear inefficiency in 
information processing even in the presence of higher synchronization, which can be 
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diagnosis, the final diagnosis of definite AD is still reliant on neuropathological 
examination (Mirra, 1991).  
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In another study, the MEG scans of an initially normal elderly group (according to a careful 
neuropsychological, psychological, and medical evaluation) were obtained for a memory 
task.  In a two-year follow up, when all the evaluation protocols were repeated, it was 
possible to identify decliners and non-decliners. When analyzing whether there were 
differences among early brain magnetic profiles between those two groups it was shown 
that brain activity at late latencies increased in those MCI patients that developed AD in 
comparison to non-decliners (Maestú et al, 2011), reinforcing MEG potential for the early 
prediction of dementia before symptoms are so clear that a conventional prognosis can be 
made. The same use of MEG as a possible method to estimate the risk of developing AD was 
assessed with AD patients, MCI patients, and healthy elderly controls when MEG 
recordings were obtained during a 5-minute resting period. Their results showed that high 
left parietal  dipole density is a possible marker of the risk of converting from MCI to AD 
within two years and, according to the authors, corroborated the interpretation that there is 
not a clear transition between MCI and AD (Fernandez, 2006).  
Another important scenario where MEG may be an important tool is helping to clarify the 
clinical significance of subjective memory complaints (SMC), which is still a subject of 
debate. In a recent study, Maestu et al. (2011) specifically addressed this issue by comparing 
brain magnetic activity in three groups of elderly subjects: volunteers with SMC (memory 
complaints with a normal score in objective memory tasks), MCI (objective and subjective 
memory impairments), and a third group of normal subjects (neither objective nor subjective 
memory impairments). MEG scans were obtained in the context of a letter recognition task. 
When comparing the SMC and the MCI group no significant differences in brain activity 
were found. This is attributed to one of two possible scenarios: assuming that that SMC and 
MCI arise from similar neurophysiologic changes, the results may reflect lack of sensitivity 
of cognitive tests to detect the memory impairment in SMC. Alternatively, assuming that 
SMC and MCI have different etiologies, MEG may not be sensitive enough. The comparison 
between the SMC and the control group showed higher activation for the SMC in ventral 
posterior regions bilaterally and the dorsal pathway bilaterally between 200 and 900 ms. 
When comparing MCI with the control group, they displayed greater activation, again 
between 200 and 900 ms, mainly in areas similar to those found in previous work (Maestu et 
al., 2008); particularly in the ventral pathway (inferior parietal lobe), temporal lobe, and 
ventral prefrontal region. For late latency windows a bilateral increase in activity was also 
found in the dorsolateral prefrontal cortex. In a broad interpretation the bilateral activation 
is attributed to a compensatory mechanism in SMC and MCI, similar to that proposed by 
the HAROLD (Hemispheric asymmetry in older adults) Model (Cabeza, 2002). Generally 
speaking, these results reinforce MEG ability to identify physiological differences between 
healthy elders and elders with complaints. Recognizing the necessity of further research, 
namely longitudinal research, for the authors the results suggest that SMC and MCI can be 
two stages in a cognitive continuum. In another study of SMC with MEG by the same 
research group, and with the same three groups of carefully selected subjects, i.e. SMC, MCI, 
and normals, and the same task, the functional connectivity (which, as stated previously, is 
regarded simply as a measure of the statistical interdependencies between two brain signals 
and seems to relate to the brain’s ability to communicate information between brain regions) 
was specifically addressed, trying to determine if functional connectivity was, or was not, 
spared in the subjects with no objective memory deficit (Bajo et al., 2011). They found 
different profiles of functional connectivity, suggesting that the SMC profile, in comparison 
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with the MCI subjects, was very similar to the one displayed when MCI and controls are 
compared. They point out that, taking as a standard the functional connectivity of normal 
elderly subjects, SMC subjects showed a hypo-synchronization of their memory-related 
networks, while MCI subjects showed an increased synchronization as a result of a 
compensatory process and as a means to increase communication; finally with AD this 
compensatory mechanism is no longer available. The point here is that the use of MEG can 
help us to describe profiles of prediction no longer only from MCI to AD, but also from SMC 
to MCI. Additionally, the number of activity sources on the left MTL at the late latency 
window differed between those control subjects that subsequently developed MCI and 
those that did not (Maestú, 2006). 
In a recent review, Zamrini et al. (2011) state that “biomarkers measured at the time of AD 
are excellent in predicting the presence of pathology at the time of autopsy, 8-10 years later. 
However they are less efficient at detecting the presence of pathology prior to the onset of 
clinical symptoms …. It seems necessary to have a biomarker that (1) measures neuronal 
activity directly, (2) has good temporal and spatial resolution, and (3) is able to evaluate 
functional networks and the associated neuronal code (i.e. oscillatory activity).” The same 
authors point out that electrophysiological / biomagnetic changes in the brain were not 
sufficiently explored as biomarkers bearing the potential of being the best indicator of the 
earliest functional changes secondary to the neuropathological process but prior to the 
clinical onset, and specifically discuss the MEG advantages over other AD biomarkers, 
namely EEG and fMRI. 
5. Language and MEG 
Language is a distinctive function of human cognition, of extreme importance. Therefore, 
and trying to prevent the deleterious consequences of brain surgery, preoperative 
determination of language areas is a long recognized clinical application of neuroimaging of 
cognition and several and important MEG studies were done with this purpose. Since the 
first language MEG studies it was recognized that, since MEG information’s can be used in 
surgical planning it is of extreme importance to establish its capacity to reveal the location of 
brain areas that show activity uniquely related to key language functions. 
Language requires a distributed network, that was first addressed by lesions studies, wich 
comprises, among others, the classical language systems as well as other areas related to 
other involved cognitive functions. To use MEG to study language, as with other imaging 
techniques, we need well designed tasks in order to activate language areas. Besides specific 
language processes that include phonological, lexical, syntactic, and semantic processing, 
concurrent cognitive processes, for example concurrent memory processes, occur with any 
language paradigm. As previously stated, there are no pure tasks – and language paradigms 
are no exception.  
MEG temporal resolution can also be used to better understand language. In an important 
MEG study where right-handed normal subjects where scanned during a memory 
recognition task for words in a visual and in an auditory task, the spatial outline of brain 
activation observed was in accord with previous findings using a variety of methodologies 
that suggest that temporoparietal and basal temporal areas, predominantly in the left 
hemisphere, are involved in reading. In addition they obtained evidence for activation in 
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the entorhinal cortex in memory function. They also took advantage of the unique spatio-
temporal resolution of MEG to obtain information regarding the relative timing of 
association in these areas, showing that occipital lobe activity, generally associated with 
primary visual processing, was present in all the participants and was solved 100 ms after 
stimulus onset. As expected, the activity was bilateral – basal temporal areas next became 
active around 100 to 200 ms and were resolving by approximately 350 ms – and seemed to 
be specific to visually presented verbal stimuli. Temporoparietal areas of the dominant 
hemisphere are involved in a variety of language tasks, and activation of these areas was 
consistently observed after the activity in the basal  temporal areas began to resolve. Activity 
in the medial temporal areas was concurrent with that in the temporoparietal areas. These 
results indicate a consistent temporal relationship between activity in the ventral pathway 
and temporoparietal cortex that supports a hypothesis regarding the functional 
specialization of these areas for different aspects of reading. To the authors these data 
suggested that MEG, by capturing the temporal as well as the spatial aspects of task-specific 
brain activity, had a promising role as an adjunct to other functional imaging modalities, 
serving to complement and extend their findings, particularly in language mapping (Breier 
et al., 1998). Other results reinforced the MEG role as a promising tool for identifying brain 
regions involved in the analysis of linguistic stimuli, in addition to the visual encoding of 
stimulus features (Simos et al., 1998).The number of left sources was greater than the 
number of right hemisphere sources in both tasks. In the word tasks the vast majority of 
sources were localized in temporal and temporo-parietal areas during latter portions of the 
waveform. In another study (Breier et. al, 1999) with epilepsy patients, an excellent 
agreement was found between the data obtained with magnetic source imaging and Wada 
indices.   
A very important consideration is that MEG allows the component of sensory input to be 
excluded from the process. The temporal discrimination of MEG also allows us to study 
early components. Walla et al. (1999) confirmed that cognitive processes within word 
recognition tasks can be associated with different brain activities as early as under 200 ms 
after the stimulus onset, providing a distinction between the processes of encoding and the 
processes of retrieval attempts of verbal information. Because of its temporal resolution it 
can be used in studies specifically comparing early and late theories. For instance, to shed 
light on the time course of processing in visual word recognition, visual recognition of 
heteronymous- phonological and semantically distinct words that share a common 
orthography, providing a unique opportunity to distinguish between lexical and word form 
properties, were examined with MEG, finding results that suggest that true lexical access 
does not occur prior to 200 ms, but rather at a latter stage of processing (Solomyak & 
Marantz, 2009). A covert name and covert reading task concluded that MEG is a valuable 
tool to investigate both the time course of speech-evoked cortex activation as well as the 
localization of the main speech areas (Kober et al., 2001). The N400 component has also been 
addressed with MEG. This is an EEG-evoked response to the presentation of words and 
other meaningful stimuli that appear as a negative deflection in the ERP waveform, finding 
results that support a view in which the N400 effect observed in ERP reflects facilitated 
access of stored information rather than relative difficulty of semantic integration, 
“renewing the hope of a true top down effect on access” (Lau et al., 2009). 
Several other works specifically addressed the determination of the language dominant 
hemisphere, which is critical for many clinical applications. But it is not an easy task to find 
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a comprehensive protocol. In 2001, Breier et al. evaluated the validity of data derived from 
magnetic source imaging regarding hemispheric dominance for language in children and 
adolescents with intractable seizure disorders by a comparison with results of the 
intracarotid amobarbital procedure (IAP) showing that the laterality indices obtained by 
both procedures were highly correlated. They also found that independent clinical 
judgments based on both procedures to identify the lateralization of language function in 
individual patients were highly correlated. A 2002 study (Maestu et al., 2002) of Spanish-
speaking patients with intractable epilepsy compared MEG data with IAP (intracarotid 
amytal procedure; see Maestu et al., Brain and Language, 2004 for a comparison with 
electrocortical stimulation). The results obtained closely parallel the original findings with 
English speakers and seem to support the cross-language generalization of the protocol 
used. This receives further support by the anatomical location of activity that shows the 
highest correlation with IAP data. To the authors these results confirmed the impression 
that these procedures are easy to implement, reliable, and valid, and may be used routinely 
to provide clinical information to increase the efficiency of pre-surgical evaluation. 
However, it is interesting to note that these patterns seem not to generalize for Chinese 
speakers (Valaki et al., 2004).  
A 2009 paper by Frye et al. reviewed the functional neuroimaging of language using MEG 
and its importance as a functional neuroimaging technique for mapping the language-
specific cortex. Referring to the assessment of cerebral dominance, they suggest that the 
WADA procedure, while it is the most commonly used method for assessing cerebral 
dominance for language during pre-surgical evaluation of patients, has several limitations, 
namely concerning the invasiveness of the technique, but also its lack of regional specificity 
needed to determine the precise location and extent of the language-specific cortex. As these 
authors point out, many of their own works over the past decade, some of which are cited in 
this chapter, have included considerable efforts to develop a reliable MEG language-
mapping protocol that could be used instead of more invasive procedures with no health 
risks, adaptable to test-retest reliability studies and able to be used in different tasks of 
extended duration. They point out that mapping of the language-specific cortex has been 
achieved using a variant of the Sternberg task for short-term memory known as the 
continuous recognition memory paradigm (CRM). Synthesizing several studies, they 
indicate that a stable feature of MEG-derived cortical activation maps in the context of CRM 
is a greater degree of activity in the left perysilvian region, in accordance with the expected 
left hemisphere dominance for receptive language in the majority of neurologically intact 
individuals. In a normative study of language profiles with MEG (Papanicolau et al., 2006) it 
was shown that brain activation profiles featured two components, an early and a late, but 
more importantly those features remained constant across task parameters, stimulus 
modality age, and gender of the participants, indicating that they constitute the basic aspects 
of the language perception mechanisms. 
However, the main problem of MEG protocols in determining hemispheric dominance, 
when compared with Wada procedures, is that MEG protocols usually only test receptive 
language (reading and listening to single words), and there is a need to develop more robust 
paradigms capable of recording and modeling brain activity in anterior speech regions. 
There are already some expressive paradigms. In a study with a verb generation task it was 
possible to identify language lateralization by analyzing frequency specific spectral power 
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a comprehensive protocol. In 2001, Breier et al. evaluated the validity of data derived from 
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neural regions involved in language production showing high concordance with fMRI verb 
generation to pictures and verb generation to words) but they all possess some caveats, 
namely, and according to the authors “the need for MEG users to be cognizant of the effects 
of task choice, threshold selection, MEG latency window and frequency band selections for 
data analyses” (Pang et al., 2011). 
MEG has also proven its value with special populations. It was previously reported that 
several differences in brain functioning could be attributed to the absence of knowledge of 
orthography (Castro Caldas, 2004). Another study with MEG was done with subjects that 
learned to read and write during childhood (literates) and subjects who learned to read and 
write late in life (late literates). It was found that while subjects were visually recognizing 
previously presented words, late literates showed more late sources in right temporoparietal 
areas compared to controls, and controls showed more left inferior frontal sources. There is 
evidence that the right hemisphere plays a more important role in language processing in 
illiterate subjects. It is possible that the differences that arise after a 400 ms period can be 
attributed to a biased processing towards the right hemisphere. The interpretation proposed 
to explain the fact that late literate controls have fewer fonts in the left inferior frontal cortex 
is that control subjects have quicker access to the result of the visual decoding than late 
literates. Visual decoding gives access to the phonological form of the words, which is 
related to left IFG. Therefore this difference may reflect articulatory rehearsal. The general 
interpretation that we suggest for this group of results is that the process of learning to read 
and write during adulthood differs significantly from the process of learning to read and 
write in childhood (Castro Caldas et al., 2009). Ex-illiterate subjects also exhibited less brain 
functional asymmetry during an auditory recognition task with MEG (Silva Nunes et al., 
2009) reinforcing the interpretation that education influences brain organization. 
Other MEG studies involving children showed that compared to good readers, poor readers 
delayed and reduced left hemisphere activation to the most demanding phonological 
contrast and the overall sustained bilateral activation may reflect their greater difficulty with 
phonological processing (Wehner et al., 2007). As suggested by Frye et al. (2009), the bulk of 
MEG studies of children with dyslexia have shown that they exhibit a reduced ability to 
discriminate the phonological units of speech that contain fast auditory transients, such as 
syllables, displaying different spatio-temporal patterns of activation during the execution of 
reading tasks, and consistently exhibiting a reduced activation of the left posterior 
superiortemporal / supramarginal gyri, accompanied by hyper-activation of the right-
homotopic regions and compensatory increases in pre-frontal activity. In a recent review of 
the contributions of MEG to reading it is pointed out that in order to read properly the brain 
is required to recruit distant cortical areas to function in highly complex and dynamic ways 
(Pammer, 2009), features that are well captured with EEG. 
More recent work seems to be more theoretically driven and has isolated more specific 
aspects of language processing. For instance, Barca et al. (2011) studied Right Visual Field 
advantage in reading with MEG. RFV has been known about for more than 50 years, with 
the explanation that it has to do with language dominant hemisphere, which is for most 
right handers the left hemisphere. They found that activity in the speech motor area was 
lateralized to the left hemisphere and stronger for RVF than LVF words, which is 
interpreted as the proximal cause of the RFV advantage for the naming of written words. 
They also found that there were faster, stronger responses of the left midfusiform gyrus 
(Visual Word Form Area) to RVF than LVF words. Hirschfield et al. (2011) studied the 
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effects of language comprehension on visual processing, taking advantage of MEG temporal 
resolution to conclude that while a perceptual match is detected a mere 120 ms after 
stimulus onset, overall semantic match between sentence content and pictures is indexed by 
a modulation of the N400. Another study looked at category-specific spatio-temporal 
representations, showing the importance of understanding not only the spatial but also the 
temporal representation of semantic categories using multivariate techniques (Chan et al., 
2011). 
Generally speaking, and despite the limitations raised; in terms of language study MEG is a 
valid tool for assessing cerebral dominance, elucidating temporal-spatial patterns of 
activation, and distinguishing between typical and atypical populations and between 
different components of language theories.  
6. Conclusion 
Because MEG is sensitive to the spatial and temporal properties of cortical signs, it can 
provide a valuable contribution to the study of cognition. As suggested by Rossini et al. 
(2007), “a major challenge of modern neuroscience is to identify patterns of neuronal activity 
underlying cognitive functions and to disentangle these actions from ongoing 
electromagnetic brain signals unrelated to task performance, background activity and 
function related activity,” and there is now a growing awareness that a more complete 
understanding will only come through integration of different imaging technologies 
(Stufflebeam and Rosen, 2007). As an example, a recent study of visual short-term memory 
aimed to observe directly the relationship between the BOLD activation in intra-parietal and 
intra-occipital cortex and the electrophysiological component (Sustained Posterior 
Contralateral Negativity) and the Magnetoencephalographical marker (Sustained Posterior 
Contralateral Magnetic field) of the maintenance of information in visual short-term 
memory, specifically testing the hypothesis that both physiological markers (BOLD and 
SPCN/SPCM) reflect the same underlying neural processes. They tested the same subjects 
with fMRI, EGG, and MEG in very similar experiments of laterally-encoded stimuli in order 
to allow comparison between different techniques and with varying memory load (see 
Robitaille et al., 2010). However, contrary to what was expected the BOLD signal in IPS was 
the same in the left and right hemispheres regardless of the visual space where the stimuli 
was encoded; this is contrary to what happens with EEG and also, to a lesser extent, with 
MEG. The authors concluded that “despite the numerous advances in source localization of 
MEG signals, the use of multiple methods is still advised, along with careful interpretation 
of the results.” Nevertheless, they point out that MEG was the only method capable of 
detecting cerebral activations bilaterally and contralaterally. Freeman et al. (2009) show that 
the brain as a thermodynamic system consumes energy at rates roughly tenfold greater than 
any other organ of comparable mass and that in the continuous interactions of excitatory 
and inhibitory currents in the same dendritic trees must at least partially cancel the 
extracellular electric and magnetic fields, but the metabolic needs must still be met for both 
forms of activation and for all frequency ranges. These authors point that, because inhibition 
is a process that requires expenditure of metabolic energy, activation and deactivation are 
radically different from excitation and inhibition. Multivariate approaches for characterizing 
and decoding local and distributed neuronal activity patterns in fMRi have been receiving 
increased attention in recent years. The integration of fMRI and EEG/MEG has received the 
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to transient neural activities occurring on the order of milliseconds. Cerebral functions are 
simultaneously localized and distributed (functional integration), which as pointed out 
above is important for the relevance of functional connectivity (Flecther et al., 1996). Also of 
importance is the investigation of the relationships between the functional connectivity as 
derived from fMRI data and from MEG/EEG data. Due to the different time scales and 
spatial resolutions of these two modalities there has not been a clearly established 
consistency between the results obtained with fMRI data and EEG/MEG alone.  
As suggested by A. Ya. Kaplan et al. (2005), the search to understand how human beings 
create intentional behavior and how the mental world emerges within the human brain on 
the basis of neuronal activity inevitably leads researchers to study neuronal co-operation. 
Modern theoretical and experimental work suggests that the assemblies of couples and 
synchronously active neurons represent the most plausible candidates for the 
understanding of brain dynamics. Multimodal neuroimaging is becoming increasingly 
important (He and Liu, 2008). 
As a final word, with all the recent and expected advances, there is no doubt that room for 
improvement still exists in functional neuroimaging. MEG can have an increased 
importance in the study of the functional connectivity, which is of pivotal importance in the 
study of cognition.  
One of the aspects we consider to be of major importance is the study of individual 
activations. Although usually stated as a MEG advantage, individual differences are often 
“justified,” perhaps because there is no integrated conceptual framework to accommodate 
the diversity. There is also, particularly for the study of cognition, room for improvement in 
the study of individual activations – once again, MEG can play an important role. 
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MEG is traditionally conceived of as a tool that provides excellent temporal and spatial 
resolution to characterize the dynamic time-course of brain responses originating within 
superficial cortex, such as basic primary sensory or motor responses. However, this dynamic 
imaging of brain activity within specific regions could also be very useful for expanding 
upon our knowledge of the neural underpinning of complex cognitive processes, such as 
memory. Although cognitive neuroscientists are now beginning to appreciate the utility of 
MEG imaging to illuminate the underlying mechanisms of human cognition, there has been 
a considerable debate regarding whether it is feasible to apply MEG to the study of memory. 
This chapter will briefly outline this debate, and provide a selective review of the literature 
that suggests that not only can MEG be a reliable tool with which to investigate memory in 
multiple populations, but that the insights gained by the application of MEG technology to 
the field of memory research are beyond those provided by other neuroimaging tools, such 
as functional magnetic resonance imaging (fMRI), positron emission tomography (PET) and 
electroencephalography (EEG). These insights come from the examination of the 
spatiotemporal dynamics of healthy brain function, as well as how these patterns are 
perturbed in pathological conditions such as in individuals with brain damage or 
psychiatric disorders. Ultimately, we suggest that recent findings from MEG have 
encouraged researchers to reconsider their conceptualizations of memory. For example, 
memory is often thought of as a modular cognitive process, distinct from other faculties 
such as perception. However, we will show new evidence from recent MEG studies that 
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2. Detection of hippocampal signal using MEG 
The difficulty surrounding the application of MEG to the study of human memory is that 
brain structures critical for memory are located deep within the brain. Neuropsychological 
and neuroimaging (MRI and PET) studies have implicated the hippocampus, a structure 
deep within the medial temporal lobe, as a crucial region supporting memory (e.g. for 
reviews see Cohen & Eichenbaum, 1993; Cohen et al., 1999; Cohen & Squire, 1980; Moses & 
Ryan, 2006). Specifically, bilateral damage to the hippocampus in humans leads to profound 
and pervasive amnesia in which the ability to remember or acquire particular classes of 
long-term memories is lost (Rosenbaum et al., 2008; Scoville & Milner, 1957; Tulving 1972). 
However, it has traditionally been assumed that reliable signal could not be obtained from 
deep sources such as the hippocampus, and as a result, MEG investigations have focused on 
recording from superficial cortices and have constrained the kinds of conceptual questions 
that were being investigated.  Thus, in order to apply MEG technology to the study of human 
memory, thereby developing a new avenue of research in cognitive neuroscience, the validity 
of imaging hippocampal activation had to be demonstrated (for in depth discussions see 
Quraan et al., 2011; Riggs et al., 2009; Stephen et al., 2005). 
The first challenge to hippocampal imaging with MEG lies with the structural property of 
the hippocampus itself. The spiral or spherical shape of the hippocampus could theoretically 
lead to cancellation of all signal, which would allow no detectable activation to pass outside 
of the hippocampus (Baumgartner et al., 2000, Mikuni et al., 1997). This type of complete 
cancellation would require perfect anatomical symmetry, as well as simultaneous activation 
of the dentate and cornu ammonis (CA) fields with equal signal intensity.  However, this 
assumption of perfect symmetry is incongruent with studies that have demonstrated 
anatomical and electrophysiological asymmetries within the hippocampus (Duvernoy, 1988; 
Yeckel & Berger, 1990). Moreover, simultaneous recording from MEG and subdural 
electrodes demonstrates that strong epileptic discharges originating from within the 
hippocampus can, indeed, be detected using MEG (Mikuni et al., 1997). Additionally, 
simulation work demonstrates that MEG has the sensitivity to detect epileptic spike activity 
from the hippocampus and surrounding cortex (Stephen et al., 2005). Thus, cancellation of 
signal from the hippocampus is, at the very least, incomplete. Therefore, the imperfect 
symmetry of hippocampal anatomy and physiology permits activity from this structure to 
be detected by MEG sensors. 
The second challenge to hippocampal imaging with MEG is that magnetic field strength 
decreases with increasing distance between neural sources and MEG sensors. Thus, there is 
concern that signal from deep sources, which are the furthest from the MEG sensor array, 
will be at least weaker than signal from superficial sources, and perhaps not detectable at all 
(Hillebrand and Barnes, 2002; Baumgartner et al., 2000; Hämäläinen et al., 1993). Simulation 
and empirical studies have been conducted to systematically investigate this issue regarding 
the strength of hippocampal and cortical sources (Mills et al., in review; Qurann et al., 2011). 
These studies have demonstrated that even weak stimulus-evoked hippocampal and cortical 
activity can be detected if care is taken in experimental design (i.e. appropriate behavioural 
and control tasks, sufficient numbers of trials) and selection of optimal analysis methods. In 
support of the conclusions from simulation work, an increasing body of empirical evidence 
demonstrates that although hippocampal activation may be more difficult to detect than 
superficial sources, it can be reliably detected with a range of experimental paradigms and 
analysis techniques (Breier, 1998, 1999; Hanlon et al., 2003, 2005, 2011; Hopf et al., 2010; 
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Ionnides et al., 1995; Kirsh et al., 2003; Leirer et al., 2010; Martin et al., 2006; Mikuni et al., 
1997; Mills et al., in review; Moses et al., 2009, Nishitani et al., 1999; Papanicolaou et al., 2002; 
Stephen et al., 2005; Quraan et al., 2010; Riggs et al., 2009; Tesche, 1997; Tesche & Karhu, 1999, 
2000; Tesche, Karhu & Tissari, 1996). Thus, using a well-designed paradigm and appropriate 
analysis techniques, stimulus-evoked hippocampal activation is detectable using MEG.   
3. Insights into human memory gained from MEG 
As stated above, MEG is an ideal tool to study human memory due to its excellent temporal 
and spatial resolution. Memory processes rely on the dynamic interaction among superficial 
sensory and association cortices with deep neural structures such as the hippocampus. 
Simulation studies and empirical findings demonstrate that MEG can reliably detect 
activation from the hippocampus, in addition to superficial cortical structures. The 
combination of this  spatial resolution and high temporal resolution can elucidate at which 
particular stage of processing different brain regions contribute to the task, or cognitive 
operation, at hand, as well define the parameters (e.g. frequency) under which neural 
regions operate. In this capacity, MEG stands apart from other neuroimaging tools. FMRI is 
known for its high spatial resolution, but is not a direct measure of neuronal activity and has 
poor temporal resolution. EEG, like MEG, has superb temporal resolution. However, EEG is 
limited in its spatial resolution due to the brain, skull, and CSF smearing the electric 
potential patterns assessed from the scalp surface. In addition, EEG is recorded as a 
difference in potential between two electrode sites, with the pattern of electric potentials at 
the scalp surface contingent on the electrode site used as a reference for the sites of interest. 
Although MEG is not faced with these particular limitations of EEG, it is important to 
recognize that like EEG, MEG shares the uncertainties in source localization algorithms 
imposed by the “inverse problem”. Confidence in the solutions however has been acquired 
through the use of simulation studies and empirical findings. Thus, overall, MEG can be 
used to compare the dynamics of healthy brain activation to that found in pathological 
conditions, such as in cases of brain damage or psychiatric disorders and as such, is well 
poised to provide new insights about human memory. 
In this portion of the chapter, we will first discuss MEG studies that have characterized the 
dynamics of neural system activations involved in different types of memory processes in 
the healthy brain. We will then examine how facilitating the recruitment of one system over 
another may allow for compensation under pathological conditions. Subsequently, we will 
discuss studies that have used MEG to directly examine the neural basis of compensation in 
pathological conditions that arise due to brain lesions and schizophrenia. Lastly, we will 
report on applications of MEG to understanding the neural organization of memory during 
development.  
3.1 How does the hippocampus contribute to memory? 
Previous fMRI studies have documented the role of the hippocampus in the encoding and 
subsequent retrieval and recognition of newly learned information (e.g. Kirchhoff et al., 
2000; Stark & Okado, 2003; Weis et al., 2004; Kapur et al., 1995; Schacter et al., 1995; Squire et 
al., 1992).  However, these studies could not tell us the mechanisms (e.g., frequency, timing) 
by which the hippocampus supports such memory processes.  
MEG studies have demonstrated that theta oscillations within the hippocampus are 
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participants to study a series of faces superimposed on a background image. During a 
retrieval phase, faces were re-presented and participants were required to recollect the 
context (i.e., background image) with which the face had been paired. Recollection of the 
context in which a face had been learned was associated with an increase in the amplitude of 
theta oscillations. In a subsequent study, Guderian, Schott, Richardson-Klavehn and Duzel 
(2009) demonstrated that theta oscillations could be localized to the medial temporal lobes 
and that the amplitude of the theta oscillations observed prior to the onset of words were 
positively correlated with subsequent memory for the words. Using a working memory 
paradigm in which participants were required to maintain a series of integers in memory, 
Tesche and Karhu (2000) further localized theta oscillations to the hippocampus and 
additionally observed that such oscillations were stimulus-locked to the presentation of the 
memory set and that the duration of this stimulus-locked theta increased with increasing 
memory load. All together, these studies suggest that theta oscillations may mediate the 
dynamic interplay between the hippocampus and the cortex allowing for disparate cortical 
representations to be bound together and maintained in memory. 
More recent evidence from MEG studies has suggested that via theta oscillations, the 
hippocampus supports memory through its dynamic interconnections with the cortex. For 
example, in Cashdollar et al., (2009), healthy participants and participants with bilateral 
hippocampal sclerosis (BHS) performed a delayed match-to-sample (DMS) task in which 
memory for the relations depicted within each scene stimulus had to be maintained in order 
for successful performance to occur. Specifically, in the non-relational condition, 
participants were presented with a single indoor or outdoor scene as the sample stimulus, 
and then were presented with the probe display in which the same exact scene was re-
presented alongside a novel scene. In the relational condition, one of the scenes in the probe 
display was an exact repetition of the sample stimulus, and the other was again this same 
scene, but some relational change had occurred to the objects within the scene (e.g., an item 
had been added, deleted or moved in its spatial location). In healthy participants, an 
occipito-temporal theta synchrony was observed during the relational DMS task, whereas a 
frontal-parietal synchrony was observed for the non-relational DMS. Patients with left 
temporal lobe epilepsy (who had structurally intact hippocampi) showed similar effects to 
control participants; however, patients with BHS did not demonstrate the occipito-temporal 
theta synchrony in the relational DMS task and showed decreased accuracy on the task 
relative to the other participant groups, demonstrating that occipito-temporal theta 
synchrony critically supports relational memory. 
A further specification regarding how the hippocampus supports memory concerns the 
timing by which the hippocampus contributes to processing. The cognitive implications of 
hippocampal responses that are earlier versus later in the processing stream are very 
different. For example, activation found later during the processing stream (e.g. 250+ ms 
following stimulus onset) would suggest that the hippocampus becomes involved only after 
the stimulus has already been perceived. This paints a modular and serial view of 
perception and memory processing -- first we perceive the stimulus, then we search our 
memory stores for a match.  
In contrast, hippocampal activation found early in the processing (e.g. prior to 250 ms 
following stimulus onset) stream is suggestive of a role for this structure during perceptual 
processing. Such a finding may be interpreted as a contribution from memory in shaping 
and/or encoding our initial perception of a stimulus. This leads to a more distributed and 
interactive view of memory and perception. This integrated view of memory is expressed 
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nicely by McIntosh (2007): “Memory is not the domain of particular systems in the brain, but 
of the brain as a whole.... The act of seeing, hearing and acting makes use of the brain’s 
capacity for memory”. Using MEG, serial modular versus distributed interactive views of 
the neural organization of cognitive functions such as perception and memory can be tested.  
Riggs et al. (2009) conducted a MEG investigation regarding the relative timing of the 
contribution of hippocampal responses to scene recognition. They examined hippocampal 
responses during the processing of novel and recently studied indoor and outdoor scenes. In 
support of the distributed interactive view of cognitive organization, they found very early 
hippocampal responses, during the first 200 ms following scene presentation, to both novel 
and previously studied scenes. This early latency is within the time window within which 
perception is thought to occur independently of the hippocampus (Tsivilis et al., 2001). 
Riggs et al. also found that this hippocampal activity consistently oscillated within the theta 
frequency band. They concluded that the hippocampus may be involved during early 
perceptual processing of old and new information, or at the very least, that memory 
processing begins rapidly and operates in conjunction with, or parallel to, visual processing 
when perception is thought to occur. 
3.2 Perceptual plasticity: MEG studies of the effect of memory on perceptual 
processing 
The idea of distributed interactive memory and perceptual processing was taken one step 
further by Ryan et al. (2008), with their discussion of perceptual plasticity. Their study built on 
fMRI work demonstrating that the information that has come to be associated with an object 
over time can change subsequent brain activation patterns that are invoked during 
processing when the object is subsequently presented in isolation (Nyberg, Habib, McIntosh 
& Tulving, 2000; Wheeler, Petersen & Buckner, 2000). For instance, visually presented 
words, when presented in isolation, do not elicit responses in auditory regions. However, 
following repeated pairings between the visually presented words and auditorily presented 
sounds, the presentation of a previously studied word elicits activation within auditory 
regions (Nyberg et al., 2000). Ryan et al. (2008) point out that although these fMRI studies 
can tell us that memory for associated information is related to the processing of sensory 
inputs, they cannot tell us precisely at what stage of processing activation is observed in 
these associated regions. Therefore, we do not know whether prior experience results in the 
activation of associated information that occurs following perceptual processing, or whether 
prior experience results in the activation of associated information during the time of 
perceptual processing itself. Hence, the dynamic description of brain systems obtained 
using MEG can inform our overall conceptualization of memory and perception, including 
the relationship between these faculties and whether they are, indeed, dissociable.  
3.3 When does memory modulate primary sensory activity? 
The unique combination of excellent temporal and spatial resolution of MEG allows for an 
investigation regarding the timing of primary sensory cortical modulations, and to infer 
whether the influence of prior experiences, or memory, can occur early enough to affect our 
perceptions. Moses et al. (2005) exposed participants to an auditory noise burst that was 
repeatedly paired with a visual presentation of a geometric figure. Initial presentation of the 
visual stimulus alone did not elicit activity within auditory regions. However, following 
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presentation of the geometric figure alone elicited a response within the auditory cortex. 
Interestingly, this response within the auditory cortex occurred early (approximately 50 ms) 
following the time when the presentation of the noise would have ordinarily been expected. 
This time interval of 50 ms coincides with the time at which sensory processing associated 
with tone perception occurs within the auditory cortex. In a further analysis, early responses 
were observed in the amygdala within 200 ms following the onset of the visual stimulus that 
had been previously paired with the noise compared to visual stimuli that had never been 
paired with the noise (Moses et al., 2007). These findings suggest that the experience of hearing 
a sound coincident with seeing a picture leads to changes in the way the brain processes that 
picture. In other words, the memory acquired by the participants within the laboratory altered 
their subsequent neural responses, and possibly, their perception of the items. These findings 
have also been replicated in the somatosensory domain (Moses et al., 2010).  
3.4 Does memory alter primary perception? 
Ryan et al. (2008) expanded on this question and asked whether pre-existing knowledge 
about an object changes the way the object is ‘‘perceived”.  Specifically, they asked whether 
the presence of memories about an object changes the way the brain responds at the time of 
initial perception, or whether the changes occur following initial perceptual processing at a 
time when memory processing is traditionally thought to occur. In contrast to Moses et al. 
(2005, 2007, 2010), in which memory acquisition occurred within the experimental session, 
Ryan et al. (2008) used a paradigm in which the ‘‘previous learning episodes’’ occurred in 
real life prior to the experiment, and in which the learned associated information was not 
presented at any time during the study and was not needed in order to complete the task 
given to the participants. Thus, they could ask whether early changes in neural activity 
actually represent a long-term change in perceptual processing, or whether they are merely 
a short-lived artificial change induced only in the laboratory as a result of the particular 
experimental procedures.  
Ryan et al. (2008) gave participants visual presentations of famous and non-famous 
(novel) faces and, and auditory presentations of famous and non-famous names while 
neural responses were recorded with MEG. Interestingly, responses within the auditory 
cortex were larger for visually presented famous versus nonfamous faces. Likewise, 
activation within the visual cortex was larger for auditorily presented famous versus 
nonfamous names. These effects were found early during processing, within 150–250 ms, 
which is within the time window during which most perceptual processes are thought to 
occur, as opposed to a later time window (e.g 250-1000 ms) during which 
conceptual/semantic processes and/or the retrieval of associated information are largely 
purported to occur (e.g., Itier et al., 2006; Schweinberger et al., 2002; Donaldson & Rugg, 
1998, 1999). These data suggested that, when a famous name is heard, there is obligatorily 
activation of a visual representation of the person’s face; however, this visual 
representation is not present for non-famous names. Similarly, the presentation of a 
famous person’s face obligatorily activated an auditory representation of the sound of 
their name. Thus, our memories, or knowledge about an individual, actually change how 
we initially perceive that individual during subsequent encounters. In a broader sense, 
Ryan et al. (2008) proposed that memories and prior experiences not only influence 
processing but that they may do so in an unconscious, obligatory manner. They contend 
that each encounter leads to a sort of “perceptual plasticity”, meaning that subsequent 
processing of the same item is “ever-changing”.  
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4. MEG studies of compensation for neural damage 
Although the hippocampus plays a crucial role in memory, not all types of memory 
processing are mediated by the hippocampus. Hippocampal lesions in humans and non-
human animals specifically lead to impairments in the ability to learn the relations among 
multiple items (Cohen & Eichenbaum, 1993; Sutherland & Rudy, 1989); an ability that is 
essential for acquiring episodic and autobiographical memory as well as semantic memories 
(Moses & Ryan, 2006; Eichenbaum & Cohen, 2001; Cohen & Eichenbaum, 1993). It is 
generally agreed upon that after a period of consolidation, semantic memories can be 
retrieved independently from the hippocampus, although there is currently still debate 
regarding whether the retrieval of episodic or autobiographical memories can ever occur 
independently from the hippocampus (Moscovitch, Rosenbaum, Gilboa et al., 2005).  Other 
mnemonic functions such as skill learning and priming are considered procedural in nature, 
rather than relational, and can be mediated by extra-hippocampal structures (Cohen & 
Eichenbaum, 1993). Therefore, following hippocampal damage, extra-hippocampal 
structures can mediate the retrieval of semantic memory, as well as support procedural 
learning such as skill learning and priming (Cohen & Eichenbaum, 1993; Squire, 1992; 
Tulving, 1972). The recruitment of these extra-hippocampal regions during performance of a 
memory task may allow alternate cognitive strategies to support performance, thereby 
demonstrating a potential mechanism whereby one may circumvent a damaged 
hippocampal system. MEG can define the spatial distribution of distinct neural networks 
that can each support performance, and provide detail regarding when distinct networks 
are engaged.  
4.1 Imaging the potential for compensation 
Using MEG, Moses et al. (2010) investigated the conditions under which extra-hippocampal 
systems can facilitate performance on what has traditionally been shown to be a 
hippocampal-dependent relational memory task: transverse patterning.  (e.g. Alvarado & 
Bachvallier, 2005; Astur & Constable, 2004; Driscoll et al., 2003; Hanlon et al., 2003, 2005, 
2011; Meltzer et al., 2008, Moses, Ostreicher, Rosenbaum & Ryan, 2008; Moses et al., 2009; 
Rickard & Grafman, 1998; Rickard, Verfaellie & Grafman, 2006; Reed & Squire, 1996; 
Ostreicher, Ryan, Moses & Rosenbaum, 2010; Saksida et al., 2007).  
The transverse patterning task is structurally analogous to the childhood game “rock-paper-
scissors” (Rock crushes Scissors, Scissors cut Paper, Paper covers Rock), but uses novel 
stimuli (A, B, C) that have ambiguous meanings outside the context of their pairings (A 
beats B, B beats C, C beats A; or A+B-, B+C-, C+A-; Fig. 1A). Performance on the transverse 
patterning task is impaired following hippocampal damage, and is correlated with measures 
of hippocampal neuronal integrity (Driscoll et al., 2003). Transverse patterning deficits are 
also observed in conditions associated with impaired hippocampal functioning such as 
schizophrenia (Hanlon et al., 2005, 2011) and normal aging (Dricoll et al., 2003). 
Additionally, transverse patterning performance elicits hippocampal activation measured 
with fMRI (Astur & Constable, 2004: Melzer, Nigishi & Constable, 2008; Rowland et al., 
2010) and MEG (Hanlon et al., 2003; 2005; 2011; Hopf et al., in reivew; Leirer et al., 2010; 
Mills et al., in review, Moses et al., 2009).  
However, the transverse patterning task can be solved despite bilateral hippocampal 
damage if the stimuli involved are designed to tap previously acquired semantic memories 
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temporal cortices (Cabeza & Nyberg, 2000). In Moses et al. (2008), amnesic patient K.C., 
whose damage includes the hippocampus bilaterally, was tested on four transverse 
patterning conditions that varied the extent to which the stimuli and relations among them 
were semantically meaningful, or known pre-experimentally: 1) abstract objects; 2) 
geometric shapes; 3) playing cards; 4) rock-paper-scissors (RPS). K.C. could solve the 
transverse patterning task using meaningful, but not arbitrary stimulus relations, suggesting 
that his successful performance was supported by an increased contribution from semantic 
memory (Moses et al., 2008).  
In support of the notion that the transverse patterning task with meaningful stimulus 
relations can be solved by extra-hippocampal structures, an MEG study with neurologically 
intact participants revealed a bilateral decrease in hippocampal activation for the 
meaningful RPS condition compared to the other conditions (Moses et al., 2009). 
Hippocampal peaks were apparent as early as 120 ms, and maximum differentiation in 
hippocampal activation between the meaningful RPS and the other conditions occurred at 
approximately 300 ms in the right, and 550 ms in the left hippocampus. These time-course 
differences across conditions suggest that the meaningfulness of the stimuli affected later, 
conceptual, processing, rather than early perceptual processing.  
Additionally, participants recruited left inferior frontal gyrus, as well as left perirhinal and 
anterior temporal cortices, to a greater extent for the meaningful RPS compared to the other 
stimulus conditions (Moses et al., 2009). Activation in left cortical regions has been shown to 
be involved in the processing of semantic information (Cabeza & Nyberg, 2000; Mummery 
et al., 2000; Taylor et al., 2006). Interestingly, the maximum differentiation between the 
meaningful RPS and the other conditions in these left cortical regions occurred at 500–550 
ms, which coincides with the observed reduction in left hippocampal activation. This 
pattern of results suggests that a tradeoff can occur between two memory systems late in the 
processing stream; one memory system is mediated by the hippocampus and is involved in 
acquiring memory for novel relations and one memory system is mediated by left cortical 
regions and is involved in the use of semantic memory (Moses et al., 2009; Ryan and Cohen, 
2003, 2004).  The dynamic interplay between these two systems allows for semantic memory 
to be used to perform a relational memory task when stimulus relations are meaningful. 
Future work can investigate the extent to which alternate brain systems can be invoked to 
support new learning to allow for compensation in pathological conditions (e.g., Tse et al., 
2007). However, such findings demonstrate that MEG can be used to examine the pattern of 
brain activation within specific regions or networks, such as the hippocampus and frontal 
cortex, as well as the latency of those activation patterns during the processing stream. This 
type of dynamic information regarding the temporal tradeoff between hippocampal and 
frontal brain networks has not been provided by other imaging modalities such as fMRI or 
EEG.  
4.2 MEG provides direct evidence of compensation in pathological conditions 
The previous work demonstrates that there is potential for dynamically interacting brain 
systems to allow for compensation in pathological conditions. As outlined below, numerous 
MEG studies have examined how neural dynamics are altered in the pathological brain, and 
how these changes affect cognition. Below, we focus the discussion on studies that have 
examined memory performance in individuals with compromised hippocampal function.  
Using MEG, Hanlon and colleagues found evidence for compensation or functional 
plasticity in patients who have hippocampal damage or dysfunction (Hanlon et al. 2003).  
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During performance of the transverse patterning task using abstract pictures or “nonverbal” 
stimuli, neurologically intact control participants activate their right hippocampus. This is 
consistent with the idea that the right hippocampus is particularly implicated in 
nonverbal/visuo-spatial memory (Burgess et al., 2002; Smith and Milner, 1981, 1989) and left 
in verbal/narrative or episodic memory (Burgess et al., 2002; Frisk and Milner, 1990). 
Similarly, a patient with left hippocampal sclerosis also showed right hippocampal 
activation. In contrast, a patient with a right hippocampal lesion showed left hippocampal 
activation during performance of this nonverbal transverse patterning task (Hanlon et al. 
2003). This increased left hippocampal activation found with right hippocampal damage 
may allow for behavioural compensation for an impaired right hippocampus.  
The idea that the left hippocampus allowed for compensation for right hippocampal 
abnormalities is supported by the findings of Hanlon et al. (2005). They found that patients 
with schizophrenia were more likely than healthy control participants to show left or 
bilateral hippocampal activation during performance of a nonverbal transverse patterning 
task. Importantly, this increased left hippocampal activation in schizophrenia was correlated 
with higher performance accuracy on the transverse patterning task. In contrast, this 
relationship was not found in the control participants, who showed predominantly right 
hippocampal activation. Thus, the patients with schizophrenia who were the most successful 
at transverse patterning were most likely to show an atypical laterality pattern of hippocampal 
activation. These findings suggest that the additional recruitment of left hippocampal 
activation in patients with schizophrenia provided a compensatory mechanism for a 
dysfunctional right hippocampal system and led to improved behavioural performance.  
In order to further investigate this compensation phenomenon, Hanlon and colleagues have 
recently developed a version of transverse patterning that uses visually presented novel 
verbal stimuli, or “non-words” (eg. “VULG”, “COSE”, “RINT”) to compare to the novel 
nonverbal abstract pictures (Hanlon et al., 2011). In healthy control participants, this verbal 
transverse patterning task activates the left hippocampus to a greater extent than the right 
(Hanlon et al., 2011), in contrast to the nonverbal transverse patterning task, which, as noted 
above, activates the right hippocampus to a greater degree than the left (Hanlon et al., 2003, 
2005, 2011; Leirer et al., 2010; Mills et al., in review; Moses et al., 2009). This reinforces the 
notion that the left and right hippocampi process different information modalities, and also 
allows for the non-invasive evaluation of the functioning of right and left hippocampus 
separately.  
This lateralized hippocampal activation found in control participants was not seen in 
patients with schizophrenia, who instead showed more bilateral or left hippocampal 
activation for both the verbal and nonverbal transverse patterning tasks (Hanlon et al., 
2011). This result was interpreted as the left hippocampus possibly trying to compensate for 
a right hippocampal deficit, using a verbal strategy, although inefficiently, and the right 
hippocampus unable to do the same for the left deficit. In addition to lateralized 
hippocampal activation, prefrontal cortex activation was observed, consistent with other 
neuroimaging studies using the transverse patterning task (Meltzer et al., 2008; Moses et al., 
2009). This prefrontal cortex activation is not surprising given that the task not only relies on 
relational memory, but also on working memory for maintaining the distinct relationships. 
Interestingly, patients and controls showed a lateralized activation difference in the 
prefrontal cortex. Patients activated the left prefrontal cortex during both the verbal and 
nonverbal transverse patterning tasks, in contrast to controls who activated the right 





temporal cortices (Cabeza & Nyberg, 2000). In Moses et al. (2008), amnesic patient K.C., 
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regions and is involved in the use of semantic memory (Moses et al., 2009; Ryan and Cohen, 
2003, 2004).  The dynamic interplay between these two systems allows for semantic memory 
to be used to perform a relational memory task when stimulus relations are meaningful. 
Future work can investigate the extent to which alternate brain systems can be invoked to 
support new learning to allow for compensation in pathological conditions (e.g., Tse et al., 
2007). However, such findings demonstrate that MEG can be used to examine the pattern of 
brain activation within specific regions or networks, such as the hippocampus and frontal 
cortex, as well as the latency of those activation patterns during the processing stream. This 
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EEG.  
4.2 MEG provides direct evidence of compensation in pathological conditions 
The previous work demonstrates that there is potential for dynamically interacting brain 
systems to allow for compensation in pathological conditions. As outlined below, numerous 
MEG studies have examined how neural dynamics are altered in the pathological brain, and 
how these changes affect cognition. Below, we focus the discussion on studies that have 
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Using MEG, Hanlon and colleagues found evidence for compensation or functional 
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prefrontal cortex and hippocampus and prefrontal cortex in the left hemisphere. Overall, 
this pattern of results suggests that the patients with schizophrenia were recruiting the 
hippocampus bilaterally in each condition in an attempt to compensate for hippocampal 
dysfunction. 
4.3 MEG studies of the organization of memory development 
The work of Hanlon et al. (2003, 2005, 2011) demonstrates that in adults with hippocampal 
dysfunction, recruitment of the hippocampus bilaterally may support performance for a 
task that typically elicits unilateral activation. However, it is unclear whether this effect may 
be found in developmental populations, since children show different laterality patterns 
than adults. In general, many cognitive operations that are lateralized to one hemisphere in 
adults have bilateral hemispheric representation in children. For example, the semantic 
processing of sentences recruits more bilateral activation in children, compared to left 
lateralized activation in adults (Brauer & Friederici, 2007), and increased activation of left 
middle temporal gyrus and inferior parietal lobule is found with increasing age throughout 
childhood (Chou et al., 2006). This suggests that the cortex becomes more lateralized and 
specialized with development. The neural organization and lateralization patterns of 
hippocampal-dependent memory in children has not been well characterized.  
Recent work has investigated the differences in the organization of hippocampal dependent 
memory function in children and adults, and how they relate to behavioural performance 
(Hopf et al., in review). Hopf et al. (in review) discuss previous literature pointing to two 
different ways in which the relationship between lateralization of hippocampal activation 
and behaviour may be manifest in children. The first possibility comes from the previously 
discussed findings of compensatory activation in adults with hippocampal dysfunction 
(Hanlon et al., 2005). In this work, healthy participants typically showed right hippocampal 
activation on the nonverbal transverse patterning task, while participants with 
schizophrenia showed bilateral or left hippocampal activation associated with increases in 
behavioral performance. Therefore, in adults with hippocampal dysfunction, bilateral 
hippocampal recruitment may have a compensatory function. Similarly, children may not 
have a fully developed hippocampal system with unilaterally specialized hemispheres, and, 
consequently, may recruit the hippocampus bilaterally in order to achieve performance 
similar to that of adults. Thus, it may be reasonable to predict that, in children, the presence 
of more bilateral hippocampal activation during the nonverbal transverse patterning task 
would also lead to improvements in behavioral performance.  
However, an alternative prediction is that more right lateralized hippocampal activation 
during a nonverbal relational memory task (e.g. transverse patterning using visual stimuli) 
will lead to more accurate performance, as this may be a sign of a more mature and efficient 
brain. For instance, previous work has shown that children who show more right 
hemisphere lateralization of activation during navigation show superior performance 
(Tsujii, Yamammoto, Masuda & Wantabe, 2009). Additionally, language lateralization 
studies demonstrate that areas of the brain become more specialized with increasing age 
(Chou et al., 2006; Holland et al., 2001; Ressel et al., 2008; Szaflarski et al., 2006), and that this 
is associated with superior behavioural performance (Everts et al, 2009; Lebel & Beaulieu, 
2009). Therefore, it is also reasonable to predict that children who show a more adult-like 
pattern of right hippocampal lateralization would show superior performance on a 
nonverbal relational memory task. These opposing predictions suggest a difference in the 
manner by which behavioral performance is achieved on a nonverbal transverse patterning 
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task: bilateral, or stronger left hippocampal responses associated with superior performance 
in children would reflect compensation, whereas right lateralized responses associated with 
superior performance would reflect neural maturation.  
Hopf et al. (in review) investigated these two competing hypotheses regarding the neural 
correlates of behavioral performance between adults and children (aged 11-17). The findings 
of Hopf et al. supported the “maturation” account. Across participants of all ages, the 
presence of stronger right versus left hippocampal activation was correlated with superior 
nonverbal transverse patterning accuracy. This relationship was strongest later in the 
processing stream, particularly around 600 ms, suggesting that the difference was not 
related to perception but rather higher cognitive processes. This relationship between right 
lateralization and superior performance was the strongest within the youngest group of 
children, aged 11-14. That is, the more right lateralized the participant’s hippocampal 
activation, the more accurate their performance; and this was particularly true for the 
younger children or the least mature participants. Importantly, this positive association 
between right hippocampal lateralization and accuracy (neural maturation) is opposite to 
that in adults with hippocampal dysfunction, who show a positive relationship between left 
hippocampal lateralization and accuracy (compensation) (Hanlon et al., 2005).  
Thus, the findings of Hopf et al. (in review) lend support to the notion that typically 
developing children were not recruiting left hippocampus to compensate for an immature 
organization of the hippocampal system, or at the very least, this contralateral recruitment 
was ineffective at boosting performance. Rather, these results suggest that the more the 
activation pattern of a child’s brain resembles that of an adult, the more accurate their 
behavioural performance will be. In other words, superior performance in typical 
developing children is associated with a more “mature” brain. 
5. Conclusions and future directions 
This chapter has shown that MEG can be used to examine memory in healthy adults and in 
special populations, such as individuals with amnesia, individuals with schizophrenia, and 
children. MEG investigations with healthy adults have provided insights that invite a re-
conceptualization of the construct of memory and how it relates to other cognitive faculties. 
This work suggests that memory is organized in a distributed manner throughout the brain, 
and that memory interacts closely with other cognitive operations, such as perception. In 
particular, memory may influence the way we perceive the world around us. In fact, from a 
neurological standpoint, the cognitive operations of memory and perception may not even 
be dissociable, since the effects of both faculties are found in multiple distributed regions 
throughout the brain and are observed at similar points in the processing stream. MEG 
investigations with special populations reveal how these distributed networks are altered in 
the face of neural dysfunction, and at what stage of processing cognitive function differs 
from the norm. 
All together, the MEG studies described throughout this chapter demonstrate the utility of 
this technique in providing mechanistic detail regarding memory processes, the nature of 
the impairment in disorders that include hippocampal dysfunction, and the nature of the 
developmental process. MEG provides comprehensive detail regarding the spatiotemporal 
dynamics of neural activity that cannot be gleaned from the use of any other neuroimaging 
technique on its own. As a consequence, MEG is a valuable tool for cognitive neuroscientists 
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task: bilateral, or stronger left hippocampal responses associated with superior performance 
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1. Introduction 
The objective of biomagnetic neuroimaging is to characterize the spatiotemporal distribution 
of electrical activity within the human brain by measuring the magnetic field outside the 
head. Magnetoencephalography (MEG) provides such a tool where measurements are 
performed non-invasively at numerous locations surrounding the head. The high sensitivity 
of Superconducting Quantum Interference Devices (SQUID) utilized by current MEG 
systems combined with advanced hardware and software noise cancellation techniques 
allow the detection of minute magnetic fields generated by electrical neural activity with 
good accuracy. The ability to directly observe the neuronal fields allows MEG to have 
millisecond time resolution, orders of magnitude higher than the time resolution of fMRI 
and PET. While the electrical signals measured by electroencephalography (EEG) are 
strongly influenced by inhomogeneities in the head, the magnetic fields measured by MEG 
are produced mainly by current flow in the relatively homogenous intracranial space, 
permitting more accurate spatial localization (Hamalainen et al. 1993). 
Although electromagnetic fields are fully described by Maxwell’s equations, the problem of 
obtaining the spatiotemporal distributions of the neural current generators from MEG data 
(referred to as the inverse problem) poses a challenge since it is inherently ill-defined 
(Hamalainen et al., 1993). Since the neural current generators lie within the human head, a 
conducting medium, it is not possible to develop a mathematical model that provides a 
unique solution. Instead, several methods with different assumptions have been developed, 
each of which has its own advantages and limitations (Pascarella et al., 2010; Sekihara and 
Nagarajan, 2008; Wipf and Nagarajan, 2009). 
Generally, inverse models in MEG can be separated into two classes: parametric models and 
imaging models. Parametric models are global solutions that attempt to account for the 
measured fields in their entirety in terms of a small number of sources. The most popular 
model in this class is the equivalent current dipole model (ECD), where non-linear least-
square fits are used to estimate the parameters of the current dipoles requiring the number 
of sources to be known a priori, and are not easily able to reconstruct spatially distributed or 
extended sources. More advanced techniques have been developed in this class such as 
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multipole models that allow for modeling extended sources (Jerbi et al., 2002), as well as 
techniques that allow better estimates of source parameters such as those that employ 
simulated annealing and genetic algorithms (Uutela et al., 1998). 
The most popular imaging models are local linear estimators (Greenblatt et al., 2005) that 
estimate the source activity at points of interest, treating each point as being independent of 
any other location, as opposed to finding a global solution. This class of solutions attempts 
to minimize contributions from all other source locations to estimates of source activity at 
the point of interest, and hence is often referred to as a spatial filter. Spatial filtering 
approaches can also be used to produce volumetric images of brain activity by choosing a 
region of interest divided uniformly into voxels often spanning the entire brain.  A source is 
assumed at each voxel and a spatial filter is used to estimate its strength. Two classes of 
spatial filters are typically used: adaptive and non-adaptive. Non-adaptive spatial filters 
rely on the forward solution in their formulation of the inverse problem in a manner 
completely independent of the measurement, while adaptive spatial filters rely on both 
the forward solution and the field measurements. The popular minimum-norm solution  
(Hamalainen et al., 1993)  as well as the more recent sLORETA (Pascual-Marqui, 2002) can 
be formulated as a non-adaptive spatial filter, and are therefore examples of this class 
(Sekihara, 2008).  
In this chapter we will focus on one localization modality, the adaptive spatial filter or 
beamformer. Beamformers come in various forms, each with its own set of advantages 
and disadvantages in terms of location bias and resolution. The most widely used, the 
minimum-variance (MV) beamformer, was originally developed in the field of sonar and 
radar signal processing (Borgiotti and Kaplan, 1979) and later adapted to the 
bioelectromagnetic inverse problem (Robinson and Rose, 1992; Van Veen et al., 1997). The 
unit-gain constrained MV beamformer has been shown to be biased with artefacts near 
the center, while the lead-field constrained and the unit-noise-gain constrained MV 
beamformer have been shown to be unbiased even in the presence of random noise 
(Greenblatt et al., 2005; Sekihara et al., 2005). In addition, MV adaptive spatial filters 
generally attain much higher resolution than non-adaptive spatial filters, with the unit-
noise-gain MV beamformer having the highest resolution. In this chapter we will present 
the formalism for these different kinds of beamformers in their scalar form, then develop 
the formalism for a vector beamformer (Sekihara et al., 2001, Quraan and Cheyne 2010) 
and an eigenstate-projected vector beamformer (Sekihara et al., 2001). We will discuss the 
advantage of the vector beamformer and present a comparison of the scalar and vector 
beamformers. 
Despite their advantages in terms of spatial resolution and localization accuracy, the 
performance of beamformers is seriously degraded in the presence of sources with high 
temporal correlations. This has been demonstrated for neural sources that are known to be 
highly correlated, such as bilateral activation of the temporal lobes during steady-state 
auditory stimulation (Brookes et al., 2007; Dalal et al., 2006; Popescu et al., 2008; Quraan and 
Cheyne, 2008; Quraan and Cheyne, 2010), and for primary visual sources (Quraan and 
Cheyne, 2008; Quraan and Cheyne, 2010), and is likely the case for many other sources as 
most brain modules are organized with bilateral symmetry. The beamformer’s susceptibility 
to temporally correlated sources limits the beamformer’s ability to accurately localize such 
sources, and results in significant attenuation of the source magnitude and, hence, a poor 
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reconstruction of the time courses. In addition, interactions between correlated sources can 
result in spurious activation patterns. For example, it has been shown that auditory sources 
result in broad activation patterns in the mid sagittal plane (Van Veen, 1997; Quraan and 
Cheyne, 2008; Quraan and Cheyne, 2010). 
Another major limitation of beamforming algorithms is their inability to spatially filter out 
strong sources from outside the region of interest, a phenomenon often referred to as leakage 
(Reddy 1987). This presents a major challenge when attempting to detect and accurately 
localize weak sources in the presence of dominant sources, hindering the ability to study 
higher order cognitive processes. For example, activations related to memory and inhibition 
and originating in the hippocampi and frontal lobes are often activated by primary sensory 
inputs which evoke brain activity that is often an order of magnitude higher than the 
secondary cognitive processes. 
2. Theory 
2.1 The scalar beamformer 
Beamformers are based on the concept of spatial filtering, where the aim is to pass the signal 
from the location of interest while blocking signals from all other locations. To achieve this, 
a weight vector, w(r), is applied to the measurement vector to create a weighted sum 
representing an estimate of source activity from the desired location, r. A functional image, 
therefore, requires N such weight vectors, where N is the number of brain locations (voxels) 
in the image. For a brain location of interest, r, the source activity at time t is the output of 
the spatial filter and is given by 
 ( , ) ( ) ( ),Ts t t=r w r b  (1) 
where b(t) is the measurement vector given by 
 [ ]1 2 3( ) ( ), ( ), ( ),..., ( ) TMt t t t t= b b b bb  (2) 
for an MEG system with M sensors. Here we follow the convention that plain italics indicate 
scalars, boldface lower-case letters represent vectors, while boldface upper-case letters 
represent matrices.  
Defining a lead field vector, l(r), as the output of the sensor array corresponding to a source 
of unit moment at location r, the desired effect of passing signals from location rp while 
blocking signals from other locations requires that 
 ( ) ( ) 0,T p q =w r l r  (3) 
where rp and rq represent any two distinct locations, and where for simplicity we assume 
that a fixed source direction at each location has been determined. We return to this topic 
below where we discuss source orientation. 
In reality it is impossible to satisfy (3) and fully attenuate all sources outside the spatial 
location of interest. The exercise of designing an optimum spatial filter, therefore, amounts 
to minimizing the contribution from sources outside the location of interest. This is achieved 
either through a MV or least-mean-squares technique, and in all cases the solution to this 
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 1( ) ( ),opt γ
−=w r R l r  (4) 
where γ is a scalar whose value depends on the details of the method used, and R is the 
second-order moment matrix about the mean (often referred to as the covariance matrix) 
given by 
 ( ) ( ) ,Tt t=R b b  (5) 
where ∗  indicates the expectation value.  
2.1.1 Beamformer constraints 
The MV based beamformers find a set of weights, w(r), which minimize the variance at the 
filter output,  
 min ( ) ( ),T
w
w r Rw r  (6) 
subject to a constraint; the choice of this constraint determines the beamformer properties in 
terms of location bias, resolution, and the presence of artefacts. One popular choice is the 
unit-gain (UG) constraint, where the signal from the location of interest, rp, is required to 
satisfy 
 ( ) ( ) 1,TUG p p =w r l r  (7) 
in order to preserve the source magnitude. While this choice yields a good image resolution, 
it can be shown to be biased, and can result in strong artefacts near the centre. The 
constraint 
 ( ) ( ) ( ) ,TLF p p =w r l r l r  (8) 
on the other hand, results in the same high resolution and can be shown to be unbiased with 
no artefacts near the centre (Sekihara, et al. 2005), although it applies a variable gain to the 
source amplitude depending on its location. This type of beamformer is often referred to as 
a lead-field (LF) constrained or array-gain constrained. A third type of beamformer, the 
unit-noise-gain (UNG) beamformer imposes a constraint on the gain such that the weights 
satisfy 
 ( ) ( ) 1,TUNG p UNG p =w r w r  (9) 
and results in no localization bias, and significantly higher resolution than the other two 
constraints above. 
The bias of the unit-gain constrained beamformer has been corrected in the literature by 
dividing the source power by the noise power (Van Veen, et al. 1997), resulting in a quantity 
described in units of pseudo-z scores (Robinson and Vrba 1999). In the presence of 
uncorrelated random noise that is identical across all channels this modification is 
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where σN2 is the noise variance, and wx represents either wUG, wLF, or wUNG. It is worth 
noting that this normalization makes the unit-gain beamformer or the lead-field normalized 
beamformer equivalent to the unit-gain-noise constrained beamformer in terms of 








In terms of constraints, this means that the normalization in (11) effectively removes the 
constraint in (7) (or (8)) and replaces it with the condition in (9). The performance of any 
adaptive spatial filter also depends on the parameters affecting the accuracy of the 
covariance matrix such as the frequency bandwidth and the integration time. For a detailed 
assessment of these parameters on the beamformer performance we refer the interested 
reader to the recent publication by Brookes et al. (2008).  
The solution to the optimization problem in (6) can be achieved using the method of 
Lagrange multipliers which determines γ in (4) to be 
 
11( ) ( ) ,TUGγ
−−= l r R l r  (12) 
For the unit-gain constrained beamformer. The solution with the lead-field constrained 
beamformer has the same format with l(r) replaced by l’(r) in (4), where 
 ( )( ) .
( )
′ = l rl r
l r
 (13) 
The unit-noise-gain constrained beamformer gives 
 
1/22( ) ( ) .TUNGγ
−−= l r R l r  (14) 
2.2 The vector beamformer 
The formalism presented so far assumes the source direction to be known, and hence 
applies to a scalar beamformer for which the source direction is determined by a separate 
procedure. The techniques usually employed to calculate the source direction, however, 
integrate over a wide time range often involving hundreds of milliseconds. Since sources are 
typically active over a short range, this results in averaging over significant amounts of 
noise (instrumental noise, brain noise, leakage) which may or may not be isotropic. This 
issue becomes particularly significant for small SNR sources. In addition, by integrating 
over a wide time range one assumes that only one source with a constant orientation is 
active at a given voxel over the entire time range. Using a vector beamformer one can avoid 
such assumptions and biases by calculating the three components of the weight vector in 
order to track the three components of the source activity vector. However, since radial 
components of source activity inside a conducting sphere are not detectable outside the 
sphere, in cases where the head model is assumed to be spherical, one can switch to 
spherical coordinates and track the tangential (θ and φ) components only. In this case the 
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 ( ) ( ), ( ) ,ϑ ϕ=W r w r w r  (15) 
 ( , ) ( , ), ( , ) ,t s t s tϑ ϕ=s r r r  (16) 
and 
 ( ) ( ), ( ) ,ϑ ϕ=L r l r l r  (17) 
respectively. The minimization in (6) and its constraint (7) now become 
 &min ( ) ( )  subject to: ( ) ( ) 1  ( ) ( ) 0,T T T
ϑ
ϑ ϑ ϑ ϑ ϑ ϕ= =w w r Rw r w r l r w r l r  (18) 
and 
 &min ( ) ( )  subject to: ( ) ( ) 1  ( ) ( ) 0,T T T
ϕ
ϕ ϕ ϕ ϕ ϕ ϑ= =w w r Rw r w r l r w r l r  (19) 
yielding the solution 
 
11 1( ) ( ) ( ) ( ) .T
−− −=W r R L r L r R L r  (20) 
Following the approach of Sekihara et al. (2001) the metric 
 2 2( , ) ( , ) ( , )s t s t s tϑ ϕ= +r r r  (21) 
can be used to construct the functional images. 
2.3 The spatiotemporal (event-related) beamformer 
For a spatiotemporal or “event-related” beamformer (Sekihara 2001, Robinson 2004) the 
source activity at a given instant in time can be calculated using (1) for each of the two 
orthogonal directions, where b(t) is the trial-averaged MEG data.  The covariance matrix (eq. 
5) on the other hand can be computed by either summing over the single trial data, or by 
averaging the data first (i.e. b(t) in (5) would correspond to the epoch averaged data). 
However, since data averaging reduces random noise, some of the eigenvalues of the 
covariance matrix may approach zero, resulting in an ill-conditioned matrix. In situations 
where the data are very clean (e.g., a large number of epochs are averaged), the number of 
non-zero eigenvalues of the covariance matrix can become lower than the matrix dimension 
(i.e, the number of sensors) and this matrix becomes singular and, hence, non-invertible. A 
common remedy for this is to apply a method known in signal processing theory as 
diagonal loading, which amounts to adding εI to the covariance matrix R, where ε is the 
loading factor, and I is the identity matrix (Carlson, 1988). This technique is also referred to 
as Tikhonov regularization in linear algebra (Tikhonov, 1963), and is used to improve the 
condition of an ill-conditioned matrix. Intuitively, diagonal loading amounts to adding 
random Gaussian noise to the original data, which when forming the covariance matrix 
appears as a constant value added to the diagonal elements. As such, covariance matrix 
regularization mainly impacts spatial resolution. Gaussian noise with a standard deviation 
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of 3 to 5 ft/ Hz is typically sufficient to remedy this problem without having a significant 
impact on spatial resolution. 
2.4 Computation of source orientation 
Scalar beamformers rely on a determination of the source orientation to construct the 
component of source activity in what it deems to be the optimal direction. The source 
orientation is typically determined either through a grid-search aimed at maximizing source 
power in each voxel (Robinson and Vrba 1999), or through an eigendecompositon of the 
source power, where the largest eigenvalue is identified as the one corresponding to the 
source originating from that voxel (Sekihara, et al. 2001). The eigendecomposition method is 
essentially equivalent to the grid-search method, but achieves the purpose in a more 
computationally efficient fashion. In both methods, however, the power is calculated over a 
wide time range, typically spanning hundreds of milliseconds. Furthermore, the assumption 
is made that all activity determined by the beamformer to originate from a given voxel is 
indeed generated by brain sources originating at that location. For cases where the source of 
interest is weak and in the presence of other strong sources that result in strong leakage into 
the region of interest, this assumption fails. In other words, in such cases, most of the 
activity in the region of interest over a long time range results from leakage from strong 
sources outside the region of interest, and hence, the determination of the source orientation 
using either of these methods is subject to significant errors. The scalar beamformer, 
therefore, ends up constructing the component of the source activity in a direction different 
from that of the source of interest and dismissing what might be a significant component of 
the source of interest. The vector beamformer, on the other hand, constructs the source 
activity in the two tangential directions, dismissing only the radial component which is 
typically small. In many applications of the scalar beamformer, however, the source of 
interest is the dominant one, and the effect of leakage is small (in the absence of strong 
external noise artefacts). In this case an accurate determination of the source angle can be 
achieved, and the construction of the source activity component in only this direction is 
justified. However, constructing source activity of both tangential components even in such 
cases guards against dismissing unexpected components, and provides verification that the 
source orientation was properly computed. 
Figure 1 shows a performance comparison of the scalar and vector beamformers in 
localizing simulated hippocampal sources folded in with real visual data (Quraan et al. 
2010c, Quraan et al. 2011). For the vector beamformer, the averaged localization error 
increases from ~15 mm at 40 nAm to ~18 mm at 20 nAm, while the scalar beamformer 
results in an averaged localization error of ~18 mm at 40 nAm, increasing to ~27 mm at 20 
nAm. Figure 1 (right) shows the number of failures for both the vector and scalar 
beamformers as a function of simulated source strength, where a failure is defined to be a 
case where the localization error exceeds 20 mm. At 40 nAm the vector beamformer fails 
20% of the time, while the scalar fails 40% of the time. While the failure rate of the vector 
beamformer remains relatively unchanged as the simulated source strength is reduced to 20 
nAm (~20%), the scalar beamformer fails 47% of the time at 30 nAm and 60% of the time at 
20 nAm. As the source strength is further reduced, the signal strength drops well below the 
background noise level, and both beamformers fail equally at identifying and properly 
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of 3 to 5 ft/ Hz is typically sufficient to remedy this problem without having a significant 
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Fig. 1. (left) Beamformer localization error averaged over 15 subjects for hippocampal 
sources simulated at various source strengths (as indicated on the figure) then added to 
individual-subject VEF data at a latency far from the active region (800 ms – 830 ms). Scalar 
and vector beamformers were used to perform the localization as indicated on the plot. 
(right) Number of localization failures for the same where a localization failure is defined as 
a distance error exceeding 20 mm 
2.5 Computation of head model 
The magnetic fields measured by MEG are produced mainly by current flow in the 
relatively homogenous intracranial space, and are not significantly affected by the poor 
conductivity of the scalp. The performance of the inverse solution, however, depends on 
assumptions regarding the head shape. For example, when a spherical approximation of the 
head shape is used, a radial source component relative to this sphere will yield a null value 
outside the head (Sarvas 1988). Since the human head deviates significantly from a 
sphere, in reality, spherical approximations present a source of error, the magnitude of 
which is highly dependent on the source location and orientation. The use of boundary 
element models (BEM) and finite element models (FEM) provides a significant 
improvement. In such cases a 3D vector beamformer can be used instead of the 2D 
beamformer discussed above. 
3. Temporal correlations 
3.1 Effects of temporal correlations on the performance of the beamformer 
To demonstrate the effect of temporal correlations on the performance of the beamformer, 
we simulate two sources in the auditory cortex, one in the right and one in the left temporal 
lobe. Figure 2a shows the images resulting from this analysis when the sources are 
uncorrelated, superimposed on a subject’s MRI.  The simulated positions of both sources 
were recovered to within the scanning resolution (0.25 cm) of the beamformer. Also shown 
in Figure 2a are slices in the xy-plane at the position of the sources (z=4.5). The sources were 
then made fully correlated and the simulation was repeated with the same parameters. In 
this case the beamformer finds no peaks, and a z-slice at the position of the two sources 
looks completely flat with pseudo-z values corresponding to the noise level as shown in 
Figure 2b. In this case the two correlated sources fully attenuated each other. 
The simulation was then repeated with the same parameters as above but this time random 
Gaussian noise was added at values corresponding roughly to those of a typical MEG 
system. For the case when the two sources are uncorrelated, they were localized to their 
simulated position to within the scanning resolution of the beamformer, as shown in Figure 
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3a. The lower resolution is a result of using much higher noise values compared to the 
previous simulation. When the sources were made fully correlated, localization revealed 
three sources instead of two, the source with the highest strength being a broad source in the 
mid-sagittal plane, as shown in Figure 3b. The next two sources were in the right and left 
temporal lobes but were poorly localized, appearing ~2 cm away from the simulated 
position, closer to the skull.  
 
 
Fig. 2. Localization of bilateral sources simulated with random Gaussian noise added to 
each channel. (a) Images of the right and left source reconstructions when 20 nAm 
uncorrelated sources are placed in the right and left temporal lobes, superimposed on a 
coronal MRI slice intersecting the position of the source along the x direction of a right-
handed coordinate system, with the y and z directions indicated by the white arrows.  The 
random noise level was chosen to be 10 times smaller than that of a typical MEG system. 
The location of the peaks of the left and right reconstructed source images are indicated by 
white dots. The mesh plots show the spatial distribution of the reconstructed source 
strength in the xy-plane at the z-position of the peaks. (b) Same as (a) but the sources are 
fully correlated showing no peaks exceeding the noise level 
Figure 4 shows another simulation were the two sources were brought closer together so 
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uncorrelated, they were localized to their simulated position to within the beamformer 
scanning resolution, as shown in Figure 4a. When the two sources were made correlated, 
instead of observing two distinct sources, the beamformer shows only one broad source half 
way between the other two sources as shown in Figure 4b.  
 
 
Fig. 3. (a) Same as Figure 2a but noise is added at typical MEG levels (5ft/ hz).  (b) Same as 
(a) but the sources are fully correlated 
 
 
Fig. 4. Same as Figure 3 but the sources are placed at close proximity (3 cm apart) and given 
a strength of 40 nAm. When (a) uncorrelated the peaks are localized to a position consistent 
with their simulated location; when (b) correlated the two sources merge together resulting 
in a single activation in the mid-sagittal plane 
3.2 Correcting for temporal correlations   
Few techniques have been recently developed to correct for the adverse effects of temporal 
correlations on the performance of the beamformer. In this section we discuss and compare 
four of these techniques. 
3.2.1 Higher order covariance matrix 
Huang et al. (2007) suggested that the use of a higher order covariance matrix improves the 
performance of the beamformer in the presence of temporally correlated sources. In 
particular, a third-order covariance matrix was suggested for optimal performance. This 
method was applied to the simulations described in the previous section using a third order 
covariance matrix to calculate the beamformer weights. For uncorrelated sources the result 
(Figure 5a) was similar to Figure 3a, but the pseudo-z scores were a few percent higher, 
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while the resolution was noticeably lower. The result for the case of correlated sources is 
shown in Figure 5b. We observe that the highest peak belongs to a spurious broad source in 
the mid-sagittal plane analogous to that of Figure 3b, except that the source here is stronger 
and broader. While the other two sources are found in the left and right temporal lobes, the 
localization error is greater than 2 cm, similar to that obtained from the use of a first order 
covariance matrix. We therefore conclude that this model fails at correcting for correlation 
effects in beamformer localization. 
 
 
Fig. 5. (a) Localization of the same correlated simulated sources as in Figure 3 except that a 
3rd order covariance was used as in the model by Huang et al. with the two sources 
uncorrelated (a) and correlated (b) 
3.2.2 The dual lead-field approach 
Another method proposed by Brookes et al. (2007) relies on calculating a dual lead field 
based on the two interfering sources 
 1 1 1 2 2 2
1 1( , ) ( , ),
2 2dual
= +l l r l rξ ξ  (22) 
where l1 and l2 are the lead fields from the correlated sources located at positions r1 and r2 
and pointing in directions ξ1 and ξ2, respectively. The weight vector is then calculated using 
ldual and hence acts to pass the field from the locations of the two sources while attenuating 
sources originating from other spatial locations, resulting in the sum of the strength of the 
two sources. Although this method can successfully recover correlated sources, it presents 
some practical limitations. First, in order to calculate the lead field of the interfering source, 
its location must be known. Since the source location is not usually known a priori, one can 
use another technique to uncover the source location, or perform a grid search. One might 
attempt to use the beamformer first in normal mode to get an estimate of the source 
location; however, as we have seen in the previous section, the beamformer localization 
accuracy may be significantly compromised when correlated sources are present, thus 
requiring the use of a grid search in such a case. Second, the orientation of the sources is not 
usually known, and in the context of the scalar beamformer employed by the authors, a very 
computationally intensive 2-dimensional search over the directions of the two sources 
would be required. Third, the spatial resolution gets progressively worse as the correlation 
between the two sources decreases and the correct source strength cannot be recovered, to 
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is that the two sources have equal magnitude and are therefore weighted equally. In reality, 
since bilateral sources are often of different magnitude, one would have to allow for more 
flexibility. To do so Brookes et al. re-write (22) as 
 1 1 1 2 2 2( , ) (1 ) ( , ),dual a a= + −l l r l rξ ξ  (23) 
adding yet another parameter, a, to be determined by optimizing the pseudo-z statistic.  
3.2.3 Selecting a subset of sensors 
Another approach that has been used as an alternative to implementing explicit corrections 
in the algorithms for reducing correlation effects in beamformer localization is to use only 
the sensors from the left side of the MEG array to analyze left-hemisphere sources and, 
conversely, right-hemisphere sensors to analyze right-hemisphere sources (Herdman et al., 
2003).  This approach is mainly applicable to auditory cortex sources with widely separated 
field patterns.  However, a recent publication (Popescu et al., 2008) has shown that such a 
technique can result in significant localization errors due to incomplete removal of the signal 
from the contralateral source, in agreement with our own results (Quraan, unpublished). 
3.2.4 The coherent source suppression model (CSSM) 
A more general model has been proposed by Dalal et al. (2006) which relies on specifying 
additional constraints in deriving the beamformer weights.  As shown in eq. 3, the condition 
to block signals from outside the location of interest is not explicitly specified, but rather one 
relies on the minimization in (18) and (19) to achieve it. Since this is not achieved in the 
presence of correlated sources, one can explicitly add constraints to demand it be achieved. 
In particular, the constraints 
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are added to equations (18) and (19), respectively, where ri is the location of the interfering 
source. The solution to this constrained minimization problem takes the form (Sekihara, 
2008) 
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where 
 [ ]1,0,0,...,0 ,T=c  (27) 
and C is the composite lead-field matrix given by  
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T
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Implementations of this model can therefore allow the user to specify the location of the 
suspected correlated source to be suppressed, or suppression point, ri. The algorithm can 
then calculate the lead fields for the location of interest, as well as the location of the 
suppression point, to formulate the composite matrix (eq. (28)) which in turn is used to 
calculate the weights (eq. (26)). When the precise location of the interfering source is not 
known a priori, or the source is expected to have a large spatial extent, a suppression region 
(i.e. a collection of adjacent suppression points), { ri }, can be specified. In this case 
constraints similar to those of equations (24) and (25) are added to correspond to the 
locations to be suppressed, and the composite lead field (eq. (28)) would have 2 additional 
columns per extra suppression point. As more suppression points are added, however, the 
number of degrees of freedom in the minimization is quickly reduced, hence, impacting the 
performance of the model. 
Figure 6 shows the beamformer localization of the two simulated correlated auditory 
sources discussed above when applying CSSM to correct for temporal correlations. First, we 
note that the mid-sagittal source has now disappeared verifying that it is an artefact of the 
interference effect between the two sources. Second, the strength of the reconstructed 
sources in the simulated dataset have increased by ~90% and ~130%, since the attenuation 
effects due to correlations are reduced. Third, both sources were localized to their simulated 
positions to within the beamformer scanning resolution.  
 
 
Fig. 6. (a) Localization of the same correlated simulated sources as above when CSSM was 
used to correct for correlation effects. The suppression region was chosen to surround the 
right source when the left source was localized and vice versa resulting in the left and right 
figures, respectively 
3.2.4.1 Systematic effects of CSSM 
To consider the effect of distance between source and suppression point on beamformer 
source reconstruction, a single source was simulated in the right temporal lobe and random 
Gaussian noise was added to the simulation at levels typical in an MEG system. The 
beamformer was then used to localize the source first with no suppression points, then a 
suppression point was added at a position 9 cm away from the source and the localization 
procedure was repeated. This was repeated with the suppression point brought closer to the 
source as illustrated in Figure 7b. Figure 7a shows the percentage reconstructed source 
strength (i.e. reconstructed source strength with suppression relative to no suppression) 
with the suppression point at various distances along this line. The figure shows that even 
when the suppression point was more than a few centimetres away from the interfering 
source, a large portion of this source was still suppressed. While the amount of suppression 
applies to the simulation at hand (i.e. the actual amount depends on the number of sources 
and their locations, the orientation of the sources, the amount of noise, and the parameters 
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effects due to correlations are reduced. Third, both sources were localized to their simulated 
positions to within the beamformer scanning resolution.  
 
 
Fig. 6. (a) Localization of the same correlated simulated sources as above when CSSM was 
used to correct for correlation effects. The suppression region was chosen to surround the 
right source when the left source was localized and vice versa resulting in the left and right 
figures, respectively 
3.2.4.1 Systematic effects of CSSM 
To consider the effect of distance between source and suppression point on beamformer 
source reconstruction, a single source was simulated in the right temporal lobe and random 
Gaussian noise was added to the simulation at levels typical in an MEG system. The 
beamformer was then used to localize the source first with no suppression points, then a 
suppression point was added at a position 9 cm away from the source and the localization 
procedure was repeated. This was repeated with the suppression point brought closer to the 
source as illustrated in Figure 7b. Figure 7a shows the percentage reconstructed source 
strength (i.e. reconstructed source strength with suppression relative to no suppression) 
with the suppression point at various distances along this line. The figure shows that even 
when the suppression point was more than a few centimetres away from the interfering 
source, a large portion of this source was still suppressed. While the amount of suppression 
applies to the simulation at hand (i.e. the actual amount depends on the number of sources 
and their locations, the orientation of the sources, the amount of noise, and the parameters 





has a long range effect, and the amount of suppression will increase with decreasing 
distance. This indicates that this method is effective even if we do not have precise 
information regarding the location of the correlated (interfering) source.   However, this has 
a negative consequence as well; we saw that in this example even when the suppression 
point was 7 cm away from a source of interest, that source was suppressed by ~20%. This 
issue becomes more problematic when the interferer and source of interest are close 
together. In this example, when the correlated bilateral sources were a distance of 3 cm 
apart, and the suppression point was placed at the location of one of the two sources, the 
source of interest was suppressed by ~50%. In such cases one can achieve a better outcome 
by choosing a suppression point not to coincide with the interferer, but rather some distance 
away in a direction opposite to that of the source of interest. In this example, if one chooses 
a suppression point 1 cm away from the interferer (4 cm away from the source of interest), 
the interferer will be suppressed by ~80% while the source of interest will only be 
suppressed by ~30%. This long range effect of suppression points poses a serious limitation 
to this model with respect to general applications (such as grid search algorithms), but 
allows its application to specific cases where the suppression point(s) are carefully chosen 
for the case at hand. It should be noted however, that spatial localization of the source, 
regardless of distance from the suppression point, remained within the scanning resolution 
(0.25 cm) of the beamformer in these simulations in all cases except when the attenuation 




Fig. 7. (a) Percentage pseudo-z remaining (pseudo-z with suppression relative to pseudo-z 
without suppression) after a suppression point was introduced at various distances from a 
point source along a line joining the left and right temporal lobes as illustrated in Figure (b). 
The source was simulated with a strength of 40 nAm and random Gaussian noise at levels 
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Other systematic effects of the CSSM model were also considered and evaluated in Quraan 
and Cheyne (2010), including the effect of distance between suppression point and 
interferer, the effect of the size of the suppression region, the effect of reducing the 
suppression region using singular value decomposition and the effect of resolution of the 
suppression region. 
3.2.4.2 Example from Auditory data 
Table 1 shows the results from datasets acquired from eight subjects listening to a tone, 
analyzed with and without correlation suppression. Significant mid-sagittal artefacts are 
seen in seven out of the eight datasets, with the mid-sagittal spurious sources peaking 
higher than one of the two auditory sources in three out of the eight datasets. Significant 
increases in source amplitude are observed when correlation suppression is used in all 
cases, ranging from 17% to 189%. We also note the uneven suppression of left and right 
sources, and the absence of one of the bilateral sources in one subject as a result of 
correlations. We also note the uneven suppression of bilateral sources which is highly 
significant as laterality indices are often used to assess cognitive function and is sometimes 
used to aid presurgical mapping. Changes in source localization of up to 1.1 cm are also 
observed.  
Figure 8 shows the group averaged functional images from all 13 subjects that participated 
in the same tone perception task study as well as in a vowel-speak condition (Beal et al. 
2010). We note that the reconstructed sources were localized to the auditory cortex with a 
high degree of symmetry consistent with other neuroimging studies of M100. We also note 
that the time courses of the left and right auditory sources are highly correlated and peak at 
~100 ms, as expected. 
 
Amplitude change (%) 
Left                  Right 
Location change (cm)
Left                Right 
Spurious source 
amplitude (%) 
81 39 0.5 0.0 56
64 78 0.6 0.8 86
69 34 0.8 0.4 86
189 52 0.6 0.3 126 
69 36 0.8 0.0 130 
38 122 0.5 1.1 116 
n/a 17 n/a 0.5 n/a 
54 26 0.4 0.4 0
Table 1. Effects of correlation suppression on datasets acquired from eight subjects showing 
the percentage increase in amplitude and the change in localization for the left and right 
auditory (M100) sources when correlations are corrected for. Also shown is the relative 
strength of mid-sagittal spurious sources when no correlation correction is used, calculated 
as a percentage of the strength of the weaker of the two auditory sources. The left auditory 
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significant as laterality indices are often used to assess cognitive function and is sometimes 
used to aid presurgical mapping. Changes in source localization of up to 1.1 cm are also 
observed.  
Figure 8 shows the group averaged functional images from all 13 subjects that participated 
in the same tone perception task study as well as in a vowel-speak condition (Beal et al. 
2010). We note that the reconstructed sources were localized to the auditory cortex with a 
high degree of symmetry consistent with other neuroimging studies of M100. We also note 
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~100 ms, as expected. 
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strength of mid-sagittal spurious sources when no correlation correction is used, calculated 
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Fig. 8. (left) Group averaged functional images from 13 healthy subjects that participated in 
a tone perception task study as well as in a vowel-speak study. (right) Group averaged time 
courses obtained from the auditory sources localized on the left (Beal et al. 2010) 
4. Leakage 
4.1 Effects of leakage on the performance of the beamformer 
The purpose of a beamformer is to block signals from outside the voxel for which the source 
magnitude is being determined; in the presence of noise or other strong signals, however, 
beamformers can only partially attenuate such signals. Strong sources from other locations 
may make significant contributions to the source activity, thereby limiting the localization 
accuracy or even obscuring a weak source. Reddy et al. (1987) derived an expression for the 
power output of two fully uncorrelated point sources and showed that in the presence of 
noise, the complete blocking of signals from outside the location of interest may not be 
achieved. Leakage presents a serious challenge for the beamformer when the source of 
interest is a weak source and other strong sources are present, a case that is typical in 
cognitive paradigms that rely on sensory inputs to evoke much weaker activations in 
structures such as the hippocampus, and the amygdala. Figure 9 shows beamformer 
localization of two uncorrelated simulated point sources (indicated by the red dots) where 
random Gaussian noise is added at typical MEG noise levels. While the peak activity is 
detected within the beamformer scanning resolution (5 mm), broad bands of activity are 
observed surrounding the actual point sources confirming the beamformer’s inability to 
block the strong auditory sources from leaking into the surrounding volume. In cases where 
the source of interest is a weak source lying in the vicinity of these leakage patterns, the 
detection and accurate localization of such source will be compromised. 
Figure 10a shows a group-averaged glass-brain plot of source activity in the Talairach 
coordinate system for sources simulated at 40, 30, 20, and 10 nAm, where the simulated signals 
were folded in with visual data. The group averages include datasets from 15-subjects with 
150 trials/dataset. As can be seen from this figure, the 40 nAm hippocampal activation was 
detected as the strongest activation, but at 30 nAm the primary visual activation was the 
strongest. Although hippocampal activation is still visible, a leakage pattern resulting from the 
activation of the visual cortices and extending all the way to the hippocampus is also visible. 
At 20 and 10 nAm the hippocampal signal is no longer visible due to leakage from the primary 
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visual sources. Since most hippocampal signals are below the 30 nAm range, the ability to 
properly detect and localize small signals is crucial (Quraan et al. 2011). 
 
 
Fig. 9. Beamformer localization of two point sources simulated at the positions indicated by 
the red dots. The broad activation patterns result from leakage of activation into 
neighbouring voxels 
4.2 Reducing the impact of leakage on the performance of the beamformer 
An approach that is highly effective in reducing the effect of leakage from the dominant 
sensory sources when higher cognitive processes are of interest is achieved by designing 
experiments that include appropriate control conditions. We have used this approach 
(Quraan et al. 2010b, Quraan et al. 2010c, Quraan et al. 2011, Mills et al., submitted) to 
investigate hippocampal activations. In such experiments the condition of interest (which 
we will call the experimental condition) involves a task that is expected to activate the 
hippocampus while the control condition (which we will call control) involves a task that is 
not expected to involve the hippocampal system to the same extent. For example, for 
experiments that use visual presentations as stimuli, both the experimental condition and 
the control condition would include the visual activation. One can then construct 
experimental images and control images and subtract them. Since both images include the 
visual activation as well as its leakage patterns, ideally, subtracting the two would also 
subtract leakage from the primary visual sources that hinder the detection and localization 
of the hippocampal sources. Realistically, efficient subtraction of such sources relies on the 
way these control conditions are constructed and the number of trials used. One would 
expect the best subtraction of such leakage patterns to occur if the control trials were 
interleaved with the experimental trials, to ensure that the subject is responding to the 
visual stimuli similarly in both cases. In addition, interleaving ensures the capture of noise 
variations almost simultaneously for both conditions, as well as any head movement 
variations. However, it is not always possible to interleave conditions since achieving the 
experimental condition may require separation from the control condition. In this case one 
would have to subtract images constructed from individual runs (one run for the 
experimental and one run for the control), and while optimal leakage subtraction efficiency 
is not achieved, a reasonable subtraction efficiency can still be obtained as we demonstrate 
on both simulations and real data. 
Figure 10b shows the experimental-control group averaged images for the same experimental 
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visual sources. Since most hippocampal signals are below the 30 nAm range, the ability to 
properly detect and localize small signals is crucial (Quraan et al. 2011). 
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is successfully detected for the 40-20 nAm range. Furthermore, while at 10 nAm a reminant 
of the primary visual activation is still present, its leakage patterns are effectively reduced, 
allowing the detection of the hippocampal signal. For such signals, however, the localization 
bias becomes fairly strong, as a result of the strong leakage and brain noise relative to the 
hippocampal signal, and the group averaged image shows hippocampal activation shifted 
laterally by 15 mm. As we have seen, this bias arises from the localization algorithm in the 




Fig. 10. (a) Group averaged functional images of VEF data obtained from 15 subjects.  
Simulated hippocampal source with various strengths (as indicated on the figure) were 
added to each dataset at a latency within the active region (200 ms – 230 ms). (b) The same 
as in (a) but the images obtained from the control condition were subtracted from the 
experimental condition for each subject prior to averaging 
4.2.1 Data subtraction techniques 
In the discussion above we demonstrated that subtracting source images reconstructed from 
experimental and control conditions, which we will refer to as image subtraction (IS), 
enhances our ability to localize weak sources. We now compare IS to two other subtraction 
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techniques, the first based on the subtraction of epoch-averaged sensor data (SAD), and the 
second based on the subtraction of unaveraged sensor data (SUD). We note that IS differs 
from SAD and SUD in that the subtraction occurs post source localization only in the 
former. When localizing weak sources, the advantage of subtraction prior to localization is 
that the dominant sources are largely removed, allowing the beamformer to achieve a better 
minimization and reducing possible interferences and biases.  
We compared the performance of these three subtraction techniques by simulating 
hippocampal and medial prefrontal sources of various strengths (Mills et al., submitted). 
The simulated sources were embedded in real visual data obtained from 22 subjects at a 
latency of 300 ms, where the brain noise background from the visual activity has largely 
subsided, and at 100 ms, where the visual activity is at its peak. Three assessment measures 
were used in this comparison: the strength of the weakest source detected by each 
technique, the relative strength of signal and noise and the localization accuracy. Figure 12 
shows the results for the low (top) and high (bottom) brain noise background conditions, 
respectively. 
For the low brain noise region we were able to detect both the medial prefrontal and the 
hippocampal source to below ~5 nAm with all techniques. However, IS yielded the least 
accurate localization of all three techniques, particularly for the hippocampal source. For 
example, for a source with a strength of 10 nAm the error exceeded 20 mm for the IS 
technique, SUD gave a localization error of ~13 mm, and SAD ~8 mm. For the hippocampal 
source, the SAD and SUD techniques were more effective at localizing the deep 
hippocampal source than the IS technique in the low brain noise condition.  
For the more challenging high brain noise condition, the post-localization subtraction 
techniques outperformed IS for detection of the medial prefrontal source. This simulated 
source was only detected down to ~12 nAm with the IS technique, while both the SUD and 
SAD techniques were able to detect the source with a strength below 5 nAm. Similarly, the 
intersection of the signal and noise curves and localization error showed IS to be the least 
accurate. In the case of the hippocampal signal under the high brain noise condition, the 
difference between the techniques was substantial when considering the intersection of the 
signal and noise curves. For IS the intersection occurred at ~18 nAm, compared to ~7 nAm 
for SAD and ~2 nAm for SUD. For the localization error, IS showed the least accuracy, while 
SUD and SAD were comparable.  
4.2.2 Emperical data example 
The SUD and SAD techniques can be combined to capture their advantages by averaging 
the control block first then subtracting this average from every trial in the experimental 
condition. We applied this analysis technique to real data obtained with a transverse 
patterning paradigm, which requires memory for relations among stimuli and has been 
shown to depend upon the integrity of the hippocampal system (Driscoll et al., 2005; 
Rickard et al., 2006). A control task corresponding to this paradigm is known as an 
elemental task, and can be solved by learning about the individual elements rather than the 
relations among them, and may not rely on the hippocampal system to the same extent 
(Hanlon et al. 2003, 2005; Moses et al., 2009).  For this task group averages across 16 adult 
datasets were constructed. Images from the individual subjects were averaged over 40 ms 
time ranges with a 20 ms sliding window covering the range of 80 to 720 ms, resulting in 32 
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techniques, the first based on the subtraction of epoch-averaged sensor data (SAD), and the 
second based on the subtraction of unaveraged sensor data (SUD). We note that IS differs 
from SAD and SUD in that the subtraction occurs post source localization only in the 
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that the dominant sources are largely removed, allowing the beamformer to achieve a better 
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Fig. 11. Beamformer localization results at a latency of (a) 300 ms and (b) 100 ms for a group 
average of 22 subjects participating in a visual experiment, where a simulated medial 
prefrontal or hippocampal source was added to the visual data, peaking at 300 ms and 100 
ms in figures (a) and (b), respectively. Left panel: Reconstructed source activity normalized 
to the maximum of the signal curve as a function of simulated source strength for the largest 
peak in the signal category (solid lines) and the largest peak in the noise category (dashed 
lines) using the three analysis techniques: IS, SAD and SUD, as labelled on the figure. Right 
panel: Localization error for the same sources as in the left panel 
4.3 Caveats and systematic effects 
4.3.1 Experimental design 
It is important to note that these analysis techniques depend on compatible experimental 
and control paradigms, where the two paradigms are as equivalent as possible except in the 
experimental paradigm’s ability to evoke the weak activation of interest. This includes the 
background activations that both paradigms evoke, as well as the timing of these activations. 
Nonetheless, this does not require that the resulting brain activity from the two conditions 
differs only by one feature. In fact, the main purpose is to subtract the dominant sensory 
sources that result in most of the leakage. If several weak sources still exist, the beamformer 
will be able to localize them more accurately than in the presence of the dominant  
sources. Even if the dominant source is not fully subtracted out, a significant reduction  
of its magnitude is advantageous as the leakage from a source increases with  
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Fig. 12. Localization of hippocampal and frontal sources from a transverse patterning task 
using pre-localization data subtraction for a group average of 16 subjects. The functional 
images are averaged over time samples in the latency range labeled on the left side of each 
figure. The images were normalized to the maximum intensity and thresholded at 80%, and 
reveal robust hippocampal activation that is largely right dominant 
source strength. Generally, differences between experimental and control conditions may 
arise from changes in the basic sensory processes rather than the higher cognitive process of 
interest. This emphasizes the need for careful paradigm design and multi-modality 
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ms in figures (a) and (b), respectively. Left panel: Reconstructed source activity normalized 
to the maximum of the signal curve as a function of simulated source strength for the largest 
peak in the signal category (solid lines) and the largest peak in the noise category (dashed 
lines) using the three analysis techniques: IS, SAD and SUD, as labelled on the figure. Right 
panel: Localization error for the same sources as in the left panel 
4.3 Caveats and systematic effects 
4.3.1 Experimental design 
It is important to note that these analysis techniques depend on compatible experimental 
and control paradigms, where the two paradigms are as equivalent as possible except in the 
experimental paradigm’s ability to evoke the weak activation of interest. This includes the 
background activations that both paradigms evoke, as well as the timing of these activations. 
Nonetheless, this does not require that the resulting brain activity from the two conditions 
differs only by one feature. In fact, the main purpose is to subtract the dominant sensory 
sources that result in most of the leakage. If several weak sources still exist, the beamformer 
will be able to localize them more accurately than in the presence of the dominant  
sources. Even if the dominant source is not fully subtracted out, a significant reduction  
of its magnitude is advantageous as the leakage from a source increases with  
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Fig. 12. Localization of hippocampal and frontal sources from a transverse patterning task 
using pre-localization data subtraction for a group average of 16 subjects. The functional 
images are averaged over time samples in the latency range labeled on the left side of each 
figure. The images were normalized to the maximum intensity and thresholded at 80%, and 
reveal robust hippocampal activation that is largely right dominant 
source strength. Generally, differences between experimental and control conditions may 
arise from changes in the basic sensory processes rather than the higher cognitive process of 
interest. This emphasizes the need for careful paradigm design and multi-modality 





differences between experimental and control paradigms are observed at the sensor level, it 
is not possible to differentiate between these two cases as the sources responsible for these 
differences are unknown. However, when these differences are localized (i.e. in source 
space), we are able to tell whether the intended outcome of the paradigm (e.g. increased 
hippocampal involvement) has been achieved. For the case above, for example, we were 
able to localize hippocampal and frontal activations in both the n-back and the transverse 
patterning paradigms. 
4.3.2 Head motion 
Differences in head position relative to the sensors between the experimental and control 
conditions represent a source of error for the pre-localization subtraction techniques as data 
subtraction occurs prior to MRI-MEG co-registration. However, the use of head motion 
correction techniques, which has been demonstrated to have an accuracy below 2 mm 
(Taulu et al., 2005; Wilson et al., 2007), will alleviate such shortcomings. The same 
algorithms can also be used to reference the head position relative to the sensors from 
multiple datasets to the same frame, allowing multiple datasets to be added or subtracted 
with high precision. This allows referencing the experimental and control blocks to the same 
frame, allowing the use of pre-localization data subtraction with improved accuracy. While 
specialized hardware and software for head motion correction is available for head-tracking, 
most MEG systems currently in use do not have this capability. In cases where the 
experimental and control condition can be interleaved, however, this issue would no longer 
be a concern. Furthermore, in protocols where multiple trials are averaged, the smearing in 
source position that results from head position differences among trials, not only increases 
the localization error, but also reduces the ability to detect weak sources.  
4.3.3 Leakage from other sources of noise 
Strong sources of noise other than brain noise can also result in significant leakage and 
hinder the detection and localization accuracy of weaker sources. Signals resulting from eye 
movement and eye blinks typically result in signals much larger than brain signals. 
Similarly, artefacts resulting from braces and fillings result in large signals. Independent 
component analysis (ICA) techniques can help remove some noise components. Open 
source packages such as EEGlab can be used to remove such artefacts prior to applying a 
beamformer solution, although regularization will be needed as the removal of components 
results in a reduction of the covariance matrix rank. 
5. Conclusions 
We conclude that in the absence of robust inverse models that are able to accurately localize 
sources with good precision and high resolution, and yet be robust to interference from 
other sources be they correlated or uncorrelated, the analysis of MEG data requires careful 
validations. In this respect, many of the inverse models typically employed are 
complementary, often requiring the use of multiple techniques in order to arrive at proper 
conclusions. Whenever ambiguities are present such as in the case of weak or deep sources, 
or when using imaging techniques that are known to suffer from spatial biases and low 
resolution, or in the presence of correlations when beamformers are used, it is prudent to 
carry out the necessary corroboration procedures. Realistic simulations are a necessary tool 
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to quantify the performance of the various inverse models and analysis techniques, 
including what brain activity can and cannot be detected. It can also shed light on the 
experimental parameters needed to optimize the experimental design.  
While beamformer techniques have been gaining popularity in the MEG field due to their 
ease of use, their limitations and drawbacks have often been largely ignored leading to 
inappropriate use of these modalities. Beamformer susceptibility to correlation effects has 
strong consequences on the ability to properly reconstruct brain activity as it results in 
significant attenuation of temporally correlated signals, false positives, and localization 
inaccuracies. The often uneven attenuation of correlated bilateral sources leads to unreliable 
laterality information (e.g. laterality index). In addition, this attenuation (which varies 
depending on signal to noise ratio as we have shown here), results in altering the source 
time course and any measure derived from it such as frequency spectra and functional 
connectivity measures.  
Similarly, leakage effects which result in broad reconstructed activation patterns as a result 
of the beamformer’s inability to block signals from outside the voxel for which the source 
strength is estimated often lead to misinterpreted results. In fact, one of the most commonly 
cited advantages of spatial filtering techniques is their ability to reconstruct spatially 
distributed sources, as opposed to dipole fits which assume a point source. In reality, in the 
presence of typical MEG instrumental noise (as well as background brain noise) resolution 
limitations (e.g. as a result of leakage) result in a wide source spread obscuring the spatial 
spread of actual brain sources. In addition, leakage from the strong sensory activations, 
which, as we have seen in this chapter in the context of auditory and visual activations, span 
a large volume surrounding the sources of interest hindering the detection of weaker 
sources such as memory activations originating in the hippocampus. 
Spatial filters of the adaptive and non adaptive type are local linear estimators that estimate 
source activity at a given location, completely independently of any other location. In this 
respect, no attempt is made to account for the measured fields in their entirety. If the 
magnetic fields at the sensors are to be calculated from the beamformer solution from every 
voxel, the calculated field will exceed the measured field by a large amount due to 
resolution/leakage effects. In this respect no acceptable χ2 (or goodness of fit) measure can 
be achieved making it difficult to differentiate between acceptable and unacceptable 
solutions based on their ability to reproduce the measured fields. Acknowledging this fact, 
in this chapter (and other publications) we relied on extensive realistic simulations to verify 
beamformer solutions. Such simulations are a necessity for verifying the outcome of any 
mathematical model, and not least a model where no quality assurance metric is employed. 
While we have shown in this chapter that models and analysis techniques are available to 
work around these difficulties, in closing we emphasize that none of these techniques 
provide a robust solution. Appropriate validations based on the use of multiple inverse 
models and simulations are necessary to validate experimental outcomes. 
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Magnetoencephalography (MEG) can be considered as one of the most powerful instruments
for non-invasive investigation of the brain functions (Hämäläinen et al., 1993). Its good
temporal resolution (sampling frequency can reach several thousands of Hertz), only
comparable to thesampling frequency of electroencephalography (EEG), allows following the
neural dynamicson amillisecond timescale. This implies that, with respect to other functional
imaging modalities, MEG provides an enormous amount of information about the brain
activity. On the other hand, localization of brain activity from MEG data requires to solve
a highly ill-posed inverse problem (Sarvas, 1987): exact reconstruction of the neural current
is not possible even with noise-free data, and the debate about the actual spatial resolution of
MEG is still open. Despite this drawback, the appeal of MEG data is such that a large number
of methods have been developed for localizing brain activity from MEG recordings. Starting
from themiddleEighties, when thefirst Minimum Norm Estimate (Hämäläinen & Ilmoniemi,
1984) appeared, to the recent developments in spatio temporal regularization (Ou et al., 2009),
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2 Will-be-set-by-IN-TECH
2. Statistics and inverse problems
2.1 Inverse problems
In applied mathematics the term inverse problem denotes a class of problems, often
originating from physics equations, where the unknown is an unobserved quantity which
has to be recovered from indirect measurements. Rather often, there is a causal relationship
between the unknown and the data, and the inverse problem involves moving backwards
from a measured effect to an unknown cause. An excellent source of inverse problems is the
field of medical imaging, where one tries to recover information about quantities within the
body from external measurements.
Inverse problems are usually represented in functional form as
g = A( f ) (1)
where g ∈ H2, f ∈ H1, and A : H1 → H2 is an operator between the two possibly distinct
functional spaces (e.g. Banach spaces, Hilbert spaces, etc.) H1 and H2. From a mathematical
viewpoint, the inverse problem consists in finding the function f given the function g and the
operator A. In most cases of practical interest, however, the solution of the inverse problem
cannot be found exactly, because the operator A is pathological: either its kernel is non-empty
- leading to non-uniqueness of the inverse solution - or the range of A is not the whole H2 -
leading to non-existence problems - or the inverse operator, when it exists, is not continuous -
leading to stability problems. In applied mathematics, the typical solution to thesepathologies
is provided in the celebrated regularization framework for linear inverse problems (Bertero
& Boccacci, 1998), where the ill-posed problem is replaced by a one-parameter family of
well-posed ones. The most common regularization algorithm, Tichonov method, consists in
finding theminimizer f̂ of
||g − A · f ||2H2 + • || f ||
2
H1 (2)
which is rather straightforwardly
f̂ = (A∗A + • I)−1A∗g (3)
where A∗ is the adjoint of A and • is the regularization parameter, which tunes the balance
between stability of the solution and its capability to explain the measured data. More in
general, the recipeof any regularization algorithm is to minimizea functional which combines
themisfit - the difference between the actual data and themodel - with some type of norm of
the solution - implicitely encouraging some stability property for the solution. The choice of
this norm, together with a criterion for choosing the value of the regularization parameter, are
key ingredientswhich highly depend on the specific problem.
2.2 Statistics for inverse problems
Given the stochastic nature of noise affecting the data, it is natural to view inverse problems
as statistical inference problems. The core of this approach is to model the data as a
Random Variable (RV). Then, there exist two main frameworks for dealing with the inverse
problem: in the Maximum Likelihood (ML) framework, the unknown is viewed as a set
of parameters which characterize the probability distribution of the data, and the inverse
problem is re-phrased as a parameter estimation problem; in the Bayesian framework, the
unknown is viewed as a Random quantity as well, and the inverse problem is re-phrased as
the problem of calculating the posterior distribution of the unknown, given the data.
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Morespecifically, let y be the realization of theRandom VariableY, representing themeasured
data. In the ML framework, x represents the unknown parameters; the distribution of the
data L(y|x) is called likelihood function and contains both the physical model - the operator
A mapping the unknown onto the data - and the assumptions on the statistical distribution
of noise. Typically one wants to find the x which maximizes L for the observed noisy data y;
such
x̂ = arg max(L(y|x)) (4)
is naturally called Maximum Likelihood estimate of x.
In the Bayesian framework, on the other hand, x is viewed as the realization of the Random
Variable X rather than as a parameter, and it is given a prior distribution; this prior is then
combined with the likelihood through Bayes theorem to produce the so called posterior
distribution, i.e. the probability distribution for the unknown, conditioned on the realization
of thedata. Thesolution of the inverseproblem isheredefined to be theposterior distribution
of the unknown, which can then be used to compute point estimates and bounds. More
specifically, let p(x) be the prior probability distribution for the unknown, emboding all the
information which is known a priori, before the data are collected; let L(y|x) be the likelihood
function, the same function which is used in the ML framework; the posterior distribution is




where p(y) is the normalizing constant and is given as p(y) =
∫
L(y|x)p(x)dx.
2.3 The linear Gaussian case
Let us briefly consider a linear inverse problem with additive zero-mean Gaussian noise N,
w ith standard deviation • ; in the ML framework, the model equation is
Y = Ax + N (6)










The ML estimate in this example is the solution of the least squares problem.
In Bayesian terms, the model equation becomes
Y = AX + N (8)















where • is the standard deviation of the prior. Comparison of equations (9) and (2) suggests
that the minimizer of the Tichonov functional is the mode of the posterior distribution,
provided that the regularization parameter is identified with the ratio between the noise
variance and the variance of the prior distribution.
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As this simple example suggests, in the statistical framework regularization is interpreted
as providing a priori information to solve the ill-posed problem. Furthermor, the statistical
framework is an elegant and unifying framework where linear as well as non-linear problems
can be formally described. Rather than providing computational recipes, this framework
providesa theoretical background which isgeneral enough for different kindsof problems, for
different kinds of distributions of the noise, and always provides a meaningful interpretation
of the variables and parameters in the game.
3. Basic facts about the MEG inverse problem
3.1 Ill posedeness
Themagnetic field b produced by a given electrical current distribution j(r) inside a volume






j(r′)× r − r
′
|r − r′|3 dr
′ . (10)
It has been known for 150 years that the problem of estimating the electrical current from
measurements of the magnetic field is an ill posed problem. Recently a few rigorous proofs
have appeared in the literature, which are summarized in the following.
Let B1 : (C(V))3 → (C(D))3 be the operator described by (10), mapping the electrical current
distribution, belonging to the space (C(V))3 of continuous function within the brain volume
V, onto the magnetic field, belonging to the space (C(D))3 of continuous functions on a
surface D which contains the boundary of V. In Kress et al. (2002) it has been proved that
the kernel of B1 contains the linear subspace
M = {j|j = ∆m, m ∈ (C20(V))3}. (11)
This implies that the inverse problem has no unique solution; in particular, given a solution
j∗ of the inverse problem (10), any current distribution of the form j̃ = j∗ + • j′, w ith j′ ∈ M
and • ∈ R is also a solution of the problem.
Let B2 : (L2(V))3 → (L2(V))3 be the operator described by (10), mapping the electrical
current distribution in thevolumeV onto themagnetic field within thesamevolumeV. In this
case, all three components of both theelectrical current and themagnetic field are assumed to
be L2 functions. In Cantarella et al. (2001), it has been proved that B2 is a compact operator.
This result implies that the generalized inverse is not a continuous operator.
3.2 The inverse model
The Biot Savart equation (10) is only a partial description of the MEG inverse problem: there
are two main issues which need to be discussed in order to provide computational solutions
to the inverse problem. The first issue, only mentioned here because it is not relevant in
the rest of the Chapter, concerns the geometrical and physical model used to approximate
the head; it is usually referred to as the forward problem, because it amounts to accurate
calculations of the magnetic field produced by a known neural current distribution. Due to
the non-zero conductivity of the tissues inside the head, the electrical currents elicited by
brain activity are only a portion of the electrical currents flowing in the brain; thismeans that
j(r) in (10) contains both neural activity and passively flowing currents, which are generated
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by theneural activity itself and contribute to themeasured field aswell. The forward problem
accounts for the mechanisms by which the neural currents generate the passive currents,
and how these passive currents flow in the brain. In the simplest model, available since
the Eighties, the head is modelled as a homogeneous spherical conductor, and the effect of
the passive currents can be calculated analytically (Sarvas, 1987). A more realistic model,
nowadays largely used, takes into account the actual shape of the brain, while maintaining a
piecewise homogeneous conductivity, and is solved with numerical integration techniques
known as Boundary Element Methods (Gramfort et al., 2011). More recently the use of Finite
Element Methods (Pursiainen et al., 2011), far more computationally demanding, allows
implementation of completely non-homogeneous and even anisotropic conductivity models.
The second relevant point is the discretization of equation (10). The standard approach
comprises discretization of the brain volume with a finite set of Npoints points, possibly
distributed along the cortical surface. The neural current is then represented as a vector
field on these support points. The single current element, with support in a single point of
the brain, is usually referred to as current dipole. It is characterized by a location r and a
dipole moment q; mathematically speaking it is an applied vector, while from the physical
viewpoint it represents the first order approximation of any current distribution. The whole





qk• (r − rk) (12)
where qk is the dipole moment of the current dipole at location rk and • (·) is the Dirac
delta. The Biot-Savart operator is discretized in a matrix G = [G(r1), . . . , G(rNpoints )] of
size Nsensors × 3Npoints where each column of the matrix G(rk) represents the magnetic field
produced by a unit current dipole at a given position and oriented according to one of the
three orthogonal directions; this matrix is usually referred to as the leadfield matrix. The
discretized mathematical model becomes here
b = G · j (13)
where the vector b is Nsensors × 1 and contains the collection of data measured by all the
sensors, while the vector j = [j1, . . . , jNpoints ]T is 3Npoints × 1 and contains the dipole moments
of the current dipoles located at the fixed locations contained in the leadfield G. In the
remainder of theChapter wewill denoteby bt and jt themeasured data and theneural current
at time t; the leadfield matrix is usually assumed to be not time dependent.
3.3 Classification of inverse methods
Equation (13) is the main equation of practical interest for the solution of the inverse problem.
It reflects the fact that the inverse problem is linear, in the sense that the measured data are
the linear superpositions of the contributions of individual current dipoles. The physical and
geometrical model discussed in the previous section is embodied in the matrix G, which is
assumed to be known when solving the inverse problem. However, talking about the MEG
inverse problem may be misleading for the following reason. While in the general case one
will model theneural current asa vector field with support in thewholebrain, and the inverse
problem amounts to inversion of the (non-invertible) matrix G, in an alternative approach
one can assume that the brain activity is highly localized in few brain regions; if these regions
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are small compared to their distance from the sensors, each region can be approximated as
a single current dipole; in this case, the inverse problem consists in estimating the number
of sources, their location, orientation and strength. The mathematical properties of the two
inverse problems are rather different. In the former case, one will face a linear equation
resulting in a highly under-determined problem due to the ratio between the typical number
of sensors ( 100) and the typical number of points ( 10,000). In the following, we will
call imaging methods the methods based on a continuous current distribution model. In the
second case, one will want to estimate the intensity, the orientation, as well as the number and
the locations of the point sources; the dependence of the magnetic field on the two latter
parameters is highly non-linear, thus resulting in a genuinely non-linear problem. In the
following, we will call parametric methods the methods based on a point source model.
The classification of inverse methods in imaging and parametric methods is rather common
practice in many reviews and dates back at least to Hämäläinen et al. (1993), where dipole
methods are separated from regularization methods. In this chapter, we introduce a new - to
thebest of our knowledge- classification of inversemethods, which accounts for a recent trend
in theMEG inverseproblem community. Wewill call static methods the inversemethodswhich
do not give a priori information on the temporal behaviour of the neural sources, and dynamic
methods those which do provide a prior on it. The recent appearance of dynamic methods is
indeed a consequence of the increased availability of cheap computational power. Dynamic
methods are far more computationally demanding for the simple reason that they perform
regularization in a much higher-dimensional space. At thesametime, prior information in the
temporal domain can really help in stabilizing the solution of this highly ill-posed problem.
4. Imaging methods
Imaging methods solve the linear inverse problem defined by
Bt = GJt + Nt (14)
where: Bt ∈ RNsensors is the Random Vector representing the measured data at time t; G is the
leadfield matrix as in (13); Jt ∈ R3Npoints is the Random Vector representing the neural current
distribution at time t; Nt ∈ RNsensors explicitely accounts for the presence of noise in the data.
The output of an imaging method is an estimate of Jt for every t; as such, it is a sequence
of current distributions which can be visualized as a dynamic intensity map representing the
flow of brain activity.
From a statistical perspective, all the imaging methods we will describe can be interpreted
as Bayesian estimation methods; this is due to the ill-posedeness of the inverse problem
which requires rather strong regularization algorithms, i.e. a priori information, to get
stable solutions. Due to the fact that most of these methods have been first described
in a regularization/ optimization framework, the estimate they provide is always easily
interpreted as the MAP of the posterior distribution. All methods share basically the same
likelihood function: since noise is assumed to have a zero-mean Gaussian distribution and to






−(bt − Gjt)TΣ−1(bt − Gjt)
)
(15)
where bt, jt are realizations of the data and the unknown RV, Σ is the noise covariance matrix
and M = Nsensors.
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What really makes each method unique is the specific choice of the prior distribution for the
spatio/ temporal distribution of the neural current.
4.1 Static imaging methods - Minimum Norm Estimate
Minimum Norm Estimate (MNE) is perhaps the most popular method for solving the MEG
inverse problem. It has been introduced almost thirty years ago and is the straightforward












The explicit form of the MNE solution, i.e. the MAP of the posterior distribution under the
given prior, is given by
ĵt = (G
TΣ−1G + • I)−1GTΣ−1bt (17)
where the regularization parameter is • ∝ 1• 2 . Due to the Gaussian spatial prior, solutions
provided by MNE tend to be rather smooth, a feature that makes MNE less suitable than
other methods for estimating focal activity. Furthermore, another limitation of MNE is that
the zero-mean Gaussian prior gives an implicit preference to superficial sources, which need
lower intensity to produce the meaured field. This results in an estimation bias which is
stronger for deeper sources. Despite thesedrawbacks, MNE isa very attractivemethod thanks
to its simplicity and to the very low computational cost.
4.2 Static imaging methods - weighted MNE, LORETA and LCMV beamformer
The class of weighted minimum norm solutions has been developed with the aim of
overcoming the depth bias introduced by the simple prior used by MNE. The main difference
with respect to standard MNE is that the prior is still Gaussian but the source covariance
matrix is no longer proportional to the identity matrix; instead, the source covariance matrix
contains a weighting factor for each source, aimed at removing the bias towards superficial
solutions. In Lin et al. (2006), for instance, the 3Npoints × 3Npoints source covariance matrix R
is diagonal with
Rj,j = ||G(rk)||−p, j = 3k − 2,3k − 1,3k, k = 1, . . . ,Npoints (18)
whereG(rk) is the lead field corresponding to the k-th sourcepoint, || · || is theeuclidean norm
and p is the depth weighting parameter. With this choice, deeper sources have a Gaussian
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are small compared to their distance from the sensors, each region can be approximated as
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−(bt − Gjt)TΣ−1(bt − Gjt)
)
(15)
where bt, jt are realizations of the data and the unknown RV, Σ is the noise covariance matrix
and M = Nsensors.
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What really makes each method unique is the specific choice of the prior distribution for the
spatio/ temporal distribution of the neural current.
4.1 Static imaging methods - Minimum Norm Estimate
Minimum Norm Estimate (MNE) is perhaps the most popular method for solving the MEG
inverse problem. It has been introduced almost thirty years ago and is the straightforward
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matrix L−1 implements a discrete spatial smoothing operator. LORETA has been shown to
provide accurate localization even for deep sources.
The term beamformer encompasses a broad range of algorithms which have become popular in
the last fifteen years. In oneway or theother, most or all of them can beproved to beparticular
choices of WMNE (Mosher et al., 2003). Here we only consider the Linearly Constrained
Minimum VarianceBeamformer (Van Veen et al., 1997). Thederivation of thismethod ismade
in an engineering framework and is based on a constrained minimization. The idea behind
beamforming is that of constructing a spatial fi lter which isolates the activity produced in a
selected location, blocking the activity originated elsewhere. The main working assumption
of the method described in (Van Veen et al., 1997) is that all the sources are uncorrelated. The







where Rb is the data covariance matrix and ĵ
k
t is the estimated current density at k-th location.
We remark that this solution corresponds to the WMNE solution (19) if the source covariance







and zero elsewhere. Importantly, the assumption that the neural sources are not correlated
in time is a strong assumption, often not verified in experimental data. As a consequence of
thisassumption, however, beamformers faceseveredifficultieswhen thedataactually contain
signals produced by correlated sources. An improved version of the beamforming technique
has been proposed, which tries to overcome this limitation (Sekihara et al., 2002).
4.3 Static imaging methods - dSPM and SLORETA
Dynamic Statistical Parametric Mapping (dSPM) and Standardized LORETA (sLORETA)
combine Bayesian inference for the electrical current with noise normalization. The ouput
of these methods is no longer an estimate of the neural current distribution, but rather a
statistical measure of brain activity.
Instead of imaging the estimated electrical current intensity, dSPM (Dale et al., 2000) produces





where W(rk) is the regularized inverse operator in (19)
W(rk) = (GRGT +Σ)−1G(rk)R(rk) (24)
Σ is the noise covariance matrix, and || · ||F is the Frobenius norm; in practice, the output
of a weighted MNE ĵt at the k-th location is divided by an estimate of the portion of the
source variance, at the same location, which is due to the noise in the data. Under the null
hypothesis of zero brain activity, the resulting quantity zt has a Student’s t distribution.
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sLORETA (Pascual-Marqui, 2002) consists in a similar approach, but the standardization is
obtained considering the variance of the estimated sources (19), instead of using just the





Theclaim of theauthors is that thismethod producesunbiased, zero-error localization of point
sources. sLORETA is largely used in EEG source analysis, where source localization is made
particularly difficult by the strongest impact of the passive currents on themeasured data.
4.4 Static imaging methods - minimum current estimate
The MCE algorithm (Uutela et al. (1999)) is substantially different from all the imaging
methods presented so far in that it does not use a Gaussian prior for the current distribution,
but an exponential prior instead:
• (jt) = exp(−||jt||1) (26)





This is usually phrased in the regularization framework as using an L1 prior, and the main
consequence of this choice is that sparsity of the solution is promoted, so that estimates
provided by MCE are typically highly focused.
In contrast to the MNE, MCE is therefore well suited for estimating focal activity. As a
drawback, it has been suggested that MCE is in fact not capable to recover smooth current
distributions, always shrinking to few points the estimated active area. From a computational
viewpoint, the minimization with the L1 norm cannot be expressed any more in a closed
form. Linear programming algorithms can be used to solve the minimum problem, but the
computational cost is remarkably higher compared to that of methods based on a Gaussian
prior.
4.5 Dynamic imaging methods - L1L2 regularization
From the conceptual point of view, the L1L2 approach (Ou et al., 2009) consists in replacing
the time-varying Random Vectors in equation (14) with the full random matrices containing
the whole spatio-temporal pattern of the data and of the brain activity:
B = GJ + N (27)
where B = [B1, . . . , BT ], J = [J1, . . . , JT ] and N = [N1, . . . , NT ]; the functional to be minimized
is now











In Bayesian terms, this can be viewed as using a Gaussian prior distribution in time and a
Laplacian prior distribution in space. This type of regularization promotes both sparsity in
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the spatial domain, in order to produce good estimates of focal sources, and smoothness in
the temporal domain. From the computational viewpoint, this method is realized by means
of a projection of the data and of the source space onto a subset of basis functions, to reduce
the dimensionality; a gradient method is used to minimize the functional, i.e. to calculate the
approximate MAP of the posterior distribution.
4.6 Dynamic imaging methods - Kalman filter
In Kalman filtering, one explicitely models the neural currents and the measurements as
two stochastic processes, {J1, . . . , JT}, {B1, . . . , BT}. Under Markovian assumptions for these
processes, the posterior distribution • (jt|b1:t) can be computed at any time-point t applying
sequentially the following two equations:
• (jt|b1:t−1) =
∫





where {b1:t} denotes the set of measurements up to time t and • (jt|jt−1) is the transition
kernel wich describes the evolution of the neural currents in time. Under Gaussian noise,
Gaussian prior assumptions, the posterior distribution remains Gaussian at any time point,
and these two equations have closed form solution through the so-called Kalman filter:
at every time point, the mean and the covariance matrix of the Gaussian distribution are
updated. The main difference between this approach and all the previously described
approaches is that here the data are analyzed in sequence. The solution at time t depends
on all thepast history of observations; theprior density in theKalman filter is timedependent
and is given by





The main practical issue in the application of a Kalman filter to the MEG inverse problem is
that the Kalman filter requires to invert the source covariance matrix at each time step. In
MEG, this covariance matrix is typically very large, being 3Npoints × 3Npoints. In Galka et al.
(2004), the very high dimensional problem is decomposed in a collection of low dimensional
problems, exploiting the local nature of the covariance matrix; in Long et al. (2006), a network
of computers is instead used to solve the full problem.
5. Parametric methods







t + Nt (33)
where Ndipoles is the unknown number of active dipoles at time t, Rit and Qit are the
Random Vectors representing the location and the dipole moment of the i-th source at time t,
respectively, and G(r) is the lead field of a unit dipole at location r. Remarkably, the number
of active dipoles is not expected to be higher than, say, ten; this implies that the number of
unknowns in the parametric approach is considerably lower than the number of unknowns in
the imaging approach. However, as already observed, the data depend now non-linearly
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on the parameters, namely, on the number of sources and on the source locations. This
non-linearity causes in fact several problems if one attempts to solve the full problem. For
this reason, several methods for dipole estimation work under two important assumptions:
first that the number of sources is constant in time, and second that the source locations are
fixed. Only recently, Bayesian methods have appeared which try to overcome these artificial
constraints. The authors have personally developed one of these methods, namely particle
filtering; to thismethod is devoted Section 6. In the present Section, we give a brief overview
of the other main parametric methods.
5.1 Static parametric methods - dipole fitting
Dipole fitting is one of the oldest and most largely used methods for solving the MEG
inverse problem. In dipole fitting, current dipoles are estimated one at a time, at fixed time
points; the user typically chooses the best time point, the one at which the data exhibit
a dipolar field pattern, and then starts a non-linear optimization algorithm - typically a
Levemberg-Marquardt algorithm - which maximizes the likelihood for a single current dipole
at that particular time point
exp
(
−(bt − G(r) · q)TΣ−1(bt − G(r) · q)
)
(34)
r and q being the location and dipole moment of one single source. The single dipole fitting
procedure is typically iterated, usually at different time points, until a satisfactory set of
different dipoles is found. To produce an estimate of the temporal behaviour of the estimated
sources, a multiple dipole model is constructed by combining the estimated dipole locations
and - possibly - orientations; the dipole strengths are then estimated linearly from the data, by
























A key problem with dipole fitting is that it strongly relies on the personal experience of the
person who performs the analysis; in some sense then, despite it never formally makes use of
a prior density, it may beconsidered asa Bayesian method dueto thestrong prior embodied in
the human experience. A second relevant problem of dipole fitting is that, involving decision
making from the user, it is usually quite time consuming.
5.2 Static parametric methods - MUSIC and RAP-MUSIC
The Recursively Applied and Projected MUltiple SIgnal Classification (RAP MUSIC)
algorithm is perhaps the most largely known method for automatic estimation of current
dipoles from MEG data. It was first introduced in Mosher et al. (1992) and further developed
in order to deal efficiently with correlated sources (Mosher & Leahy, 1999).
MUSIC is based on a simplified version of themodel described in equation (33), as it assumes





G(Ri)Ui · Sit + Nt = A · St + Nt (36)
103Statistical Approaches to the Inverse Problem
10 Will-be-set-by-IN-TECH
the spatial domain, in order to produce good estimates of focal sources, and smoothness in
the temporal domain. From the computational viewpoint, this method is realized by means
of a projection of the data and of the source space onto a subset of basis functions, to reduce
the dimensionality; a gradient method is used to minimize the functional, i.e. to calculate the
approximate MAP of the posterior distribution.
4.6 Dynamic imaging methods - Kalman filter
In Kalman filtering, one explicitely models the neural currents and the measurements as
two stochastic processes, {J1, . . . , JT}, {B1, . . . , BT}. Under Markovian assumptions for these
processes, the posterior distribution • (jt|b1:t) can be computed at any time-point t applying
sequentially the following two equations:
• (jt|b1:t−1) =
∫





where {b1:t} denotes the set of measurements up to time t and • (jt|jt−1) is the transition
kernel wich describes the evolution of the neural currents in time. Under Gaussian noise,
Gaussian prior assumptions, the posterior distribution remains Gaussian at any time point,
and these two equations have closed form solution through the so-called Kalman filter:
at every time point, the mean and the covariance matrix of the Gaussian distribution are
updated. The main difference between this approach and all the previously described
approaches is that here the data are analyzed in sequence. The solution at time t depends
on all thepast history of observations; theprior density in theKalman filter is timedependent
and is given by





The main practical issue in the application of a Kalman filter to the MEG inverse problem is
that the Kalman filter requires to invert the source covariance matrix at each time step. In
MEG, this covariance matrix is typically very large, being 3Npoints × 3Npoints. In Galka et al.
(2004), the very high dimensional problem is decomposed in a collection of low dimensional
problems, exploiting the local nature of the covariance matrix; in Long et al. (2006), a network
of computers is instead used to solve the full problem.
5. Parametric methods







t + Nt (33)
where Ndipoles is the unknown number of active dipoles at time t, Rit and Qit are the
Random Vectors representing the location and the dipole moment of the i-th source at time t,
respectively, and G(r) is the lead field of a unit dipole at location r. Remarkably, the number
of active dipoles is not expected to be higher than, say, ten; this implies that the number of
unknowns in the parametric approach is considerably lower than the number of unknowns in
the imaging approach. However, as already observed, the data depend now non-linearly
02 Magnetoencephalography Statistical Approaches to theInverse Problem 11
on the parameters, namely, on the number of sources and on the source locations. This
non-linearity causes in fact several problems if one attempts to solve the full problem. For
this reason, several methods for dipole estimation work under two important assumptions:
first that the number of sources is constant in time, and second that the source locations are
fixed. Only recently, Bayesian methods have appeared which try to overcome these artificial
constraints. The authors have personally developed one of these methods, namely particle
filtering; to thismethod is devoted Section 6. In the present Section, we give a brief overview
of the other main parametric methods.
5.1 Static parametric methods - dipole fitting
Dipole fitting is one of the oldest and most largely used methods for solving the MEG
inverse problem. In dipole fitting, current dipoles are estimated one at a time, at fixed time
points; the user typically chooses the best time point, the one at which the data exhibit
a dipolar field pattern, and then starts a non-linear optimization algorithm - typically a
Levemberg-Marquardt algorithm - which maximizes the likelihood for a single current dipole
at that particular time point
exp
(
−(bt − G(r) · q)TΣ−1(bt − G(r) · q)
)
(34)
r and q being the location and dipole moment of one single source. The single dipole fitting
procedure is typically iterated, usually at different time points, until a satisfactory set of
different dipoles is found. To produce an estimate of the temporal behaviour of the estimated
sources, a multiple dipole model is constructed by combining the estimated dipole locations
and - possibly - orientations; the dipole strengths are then estimated linearly from the data, by
























A key problem with dipole fitting is that it strongly relies on the personal experience of the
person who performs the analysis; in some sense then, despite it never formally makes use of
a prior density, it may beconsidered asa Bayesian method dueto thestrong prior embodied in
the human experience. A second relevant problem of dipole fitting is that, involving decision
making from the user, it is usually quite time consuming.
5.2 Static parametric methods - MUSIC and RAP-MUSIC
The Recursively Applied and Projected MUltiple SIgnal Classification (RAP MUSIC)
algorithm is perhaps the most largely known method for automatic estimation of current
dipoles from MEG data. It was first introduced in Mosher et al. (1992) and further developed
in order to deal efficiently with correlated sources (Mosher & Leahy, 1999).
MUSIC is based on a simplified version of themodel described in equation (33), as it assumes





G(Ri)Ui · Sit + Nt = A · St + Nt (36)
103Statistical Approaches to the Inverse Problem
12 Will-be-set-by-IN-TECH
where A = [G(R1)U1, . . . , G(RNdipoles )UNdipoles ] is the field generated by Ndipoles dipoles
with locations {Ri} and orientations{Ui}; Sit is the strength of the i-th dipole and St =
[S1t , . . . , S
Ndipoles
t ] the amplitudes vector; the dipole moment is therefore Q
i = Ui · Si.
If one further assumes that the neural sources are not correlated, simple calculations yield for
the data covariance matrix Rb
Rb = A
TRsA + • 2noiseI (37)
where Rs is the covariance matrix of the sources. Due to the assumption of uncorrelated
sources, the source covariance matrix has full rank, and the data covariance matrix contains
N̂dipoles eigenvalues considerably larger than the others; this number represents an estimate
of the number of dipoles.
Furthermore the corresponding eigenvectors span the so called signal subspace •̂ s and
an estimate of the unknown parameters {ri, ui} is obtained by maximizing the subspace
correlation (Golub & Loan, 1984) between the dipole field and the signal subspace:
subcorr(G(r)u, •̂ s). (38)
Once the locations and orientations are estimated, the source amplitudes are found by a least
square approach. A recursive procedure deals with the problem of local minima.
From a statistic view point it can be shown that the estimated parameters represent a
Maximum Likelihood estimate of the Random Vector in the model (33) (Stoica & Nehorai,
1989).
5.3 Dynamic parametric methods - MCMC of current dipoles
A more recently proposed strategy for solving the parametric MEG problem is that of using
Bayesian inference for approximating the posterior density in the parameter space (Jun
et al., 2005). In these studies, the authors assume a fixed but unknown number of spatially
stationary dipolar sources; the modeling parameters are then the Random Variable of the
number of sources Ndipoles and the Random Vectors of the source locations R ∈ R3Ndipoles ,
of the source time courses S ∈ RNdipoles×T and of the dipole orientations U ∈ R3Ndipoles . The
authors seek an approximation of the posterior density through Bayes theorem (5):
• (ndipoles, r, s, u|b) =
• (b|ndipoles, r, s, u)• (u|r, ndipoles)×
×• (s|ndipoles)• (r|ndipoles)• (ndipoles) , (39)
where the probability distributions for the source parameters are (necessarily) conditioned on
the number of sources. Uniform distributions are used for Ndipoles, U and R, while a Gaussian
distribution is assumed for S. In order to explore the high-dimensional posterior density, they
resort to reversible jump Markov Chain Monte Carlo techniques after marginalization of the
posterior density with respect to the noise covariance matrix and the source time courses.
In Jun et al. (2006), the multi-dipole model is refined by introducing a source-dependent
temporal activity window: in other words, each dipole is active only for a finite time interval,
and is totally silent for the rest of the sequence, thus avoiding possible cross-talk phenomena.
The implementation is again performed with a Reversible Jump Markov Chain Monte Carlo
algorithm.
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6. Highly Automated Dipole EStimation
In this section we present the formulation of the multi-dipole particle fi lter we have been
developing in collaboration with our colleagues, and which we have published as an online
open source code under the name of HADES (Highly Automated Dipole EStimation). The
idea behind the method is that of using the Bayesian filtering equations (43)-(44) in a
multi-dipole setting rather than in the imaging framework. In practice, the algorithm tracks
in time the probability distribution of the dipole parameters; the main difficulties here are
related to the non-linear dependence of the data on the dipole parameters, and on the
necessity of estimating the number of dipoles as well. The particle fi ltering approach has
been first proposed in a methodological paper, (Somersalo et al., 2003). In a subsequent
set of publications, with our colleagues we have investigated the use of particle fi ltering for
estimation of current dipoles from experimental MEG data (Sorrentino, 2010; Sorrentino et al.,
2009), and compared particlefi ltering with other sourceestimation methods in Pascarella et al.
(2010). Particle fi ltering has also been used to solve the EEG inverse problem in Antelis &
Minguez (2010) and Mohseni et al. (2008); however, in these studies a simpler setting was
used where the number of dipoles is fixed a priori.
The main advantages of the approach outlined below are that (i) it is a very general approach
to multiple dipole modeling, as it explicitely allows the number of dipoles to be time varying
and provides dynamically a posterior probability for the number of sources; (ii) it can be used
online in real time, at least in principle, because data are processed in sequence and not as a
whole.
In the following, we first describe the mechanism of the most basic particle fi lter; we then
consider thepractical modeling of multipledipolewith Random FiniteSets; weoutlinebriefly
the use of semi-analytic techniques, and eventually describe the open source software with
Graphical User Interface for use of particle fi ltering.
6.1 Particle filtering
Bayesian filtering relies on Markovian assumptions for the data and the unkown processes:
if Jt and Bt represent the neural current and the measured data at time t, respectively, these
assumptions can be formulated in terms of conditional distributions, and amount to
• (bt|jt, jt−1, jt−2, ..., j1) = • (bt|jt) (40)
• (jt|jt−1, bt−1, ..., b1) = • (jt|jt−1) (41)
• (jt|jt−1, ..., j1) = • (jt|jt−1) . (42)
Given these premises, and assuming knowledge of the two conditional distributions at the
right hand side of (40)-(42), the posterior distribution at time t can be obtained from the
posterior distribution at time t − 1 with the two following equations
• (jt|b1:t−1) =
∫





in (43) a prior density at time t is obtained by convolution of the posterior density at time t − 1
with the transition kernel; in (44), the posterior density at time t is obtained by combining the
prior with the likelihood in the standard Bayes theorem. In addition to the two conditional
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where A = [G(R1)U1, . . . , G(RNdipoles )UNdipoles ] is the field generated by Ndipoles dipoles
with locations {Ri} and orientations{Ui}; Sit is the strength of the i-th dipole and St =
[S1t , . . . , S
Ndipoles
t ] the amplitudes vector; the dipole moment is therefore Q
i = Ui · Si.
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the data covariance matrix Rb
Rb = A
TRsA + • 2noiseI (37)
where Rs is the covariance matrix of the sources. Due to the assumption of uncorrelated
sources, the source covariance matrix has full rank, and the data covariance matrix contains
N̂dipoles eigenvalues considerably larger than the others; this number represents an estimate
of the number of dipoles.
Furthermore the corresponding eigenvectors span the so called signal subspace •̂ s and
an estimate of the unknown parameters {ri, ui} is obtained by maximizing the subspace
correlation (Golub & Loan, 1984) between the dipole field and the signal subspace:
subcorr(G(r)u, •̂ s). (38)
Once the locations and orientations are estimated, the source amplitudes are found by a least
square approach. A recursive procedure deals with the problem of local minima.
From a statistic view point it can be shown that the estimated parameters represent a
Maximum Likelihood estimate of the Random Vector in the model (33) (Stoica & Nehorai,
1989).
5.3 Dynamic parametric methods - MCMC of current dipoles
A more recently proposed strategy for solving the parametric MEG problem is that of using
Bayesian inference for approximating the posterior density in the parameter space (Jun
et al., 2005). In these studies, the authors assume a fixed but unknown number of spatially
stationary dipolar sources; the modeling parameters are then the Random Variable of the
number of sources Ndipoles and the Random Vectors of the source locations R ∈ R3Ndipoles ,
of the source time courses S ∈ RNdipoles×T and of the dipole orientations U ∈ R3Ndipoles . The
authors seek an approximation of the posterior density through Bayes theorem (5):
• (ndipoles, r, s, u|b) =
• (b|ndipoles, r, s, u)• (u|r, ndipoles)×
×• (s|ndipoles)• (r|ndipoles)• (ndipoles) , (39)
where the probability distributions for the source parameters are (necessarily) conditioned on
the number of sources. Uniform distributions are used for Ndipoles, U and R, while a Gaussian
distribution is assumed for S. In order to explore the high-dimensional posterior density, they
resort to reversible jump Markov Chain Monte Carlo techniques after marginalization of the
posterior density with respect to the noise covariance matrix and the source time courses.
In Jun et al. (2006), the multi-dipole model is refined by introducing a source-dependent
temporal activity window: in other words, each dipole is active only for a finite time interval,
and is totally silent for the rest of the sequence, thus avoiding possible cross-talk phenomena.
The implementation is again performed with a Reversible Jump Markov Chain Monte Carlo
algorithm.
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6. Highly Automated Dipole EStimation
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consider thepractical modeling of multipledipolewith Random FiniteSets; weoutlinebriefly
the use of semi-analytic techniques, and eventually describe the open source software with
Graphical User Interface for use of particle fi ltering.
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right hand side of (40)-(42), the posterior distribution at time t can be obtained from the
posterior distribution at time t − 1 with the two following equations
• (jt|b1:t−1) =
∫
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with the transition kernel; in (44), the posterior density at time t is obtained by combining the
prior with the likelihood in the standard Bayes theorem. In addition to the two conditional
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distributions mentioned above, the density • (j0|b0) = • (j0) at time t = 0 is needed for
initialization.
Exact computation of these two equations is possible under rather restrictive assumptions,
such as the ones leading to Kalman filtering and described in Section 4. For more general
cases, such as the one considered here which involves a non-linear relationship between
the data and the unkonwns, numerical techniques have to be used to get reasonable
approximations of the posterior densities. Particle fi lters are one of the most used numerical
techniques for solving this type of problems. They are basically a sequential Monte Carlo
sampling technique. In their simplest form, the SIR (Sampling Importance Resampling)
particle fi lter, they amount to sequential application of an importance sampling - resampling
mechanism.
Themain steps of theSIR particle fi lter are:
0 [initialization] draw Nparticles sample points {j̃
i
0}i=1,...,Nparticles distributed according to








• (j0 − j̃
i
0) ; (45)
1 [Evolution] for t ≥ 0, let {j̃it}i=1,...,Nparticles be a sample distributed according to • (jt|b1:t);
then exploiting the Chapman-Kolmogorov equation we may approximate the next prior
probability density function as follows:
• (jt+1|b1:t) =
∫










sample the so obtained prior density, by drawing a single particle jit+1 from • (jt+1|j̃
i
t) for







• (jt+1 − jit+1) ; (47)
2 [Observation] apply the Bayes theorem, i.e. compute the relative weights of the particles:
wit+1 = • (bt+1|jit+1) , (48)




t+1 = 1; an approximation to the





wit+1• (jt+1 − jit+1) ; (49)
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3 [Resampling] resample the sample set representing the posterior density: extract a new set
of particles {j̃it+1}
Nparticles




i=1 , in such a way that the probability







• (jt+1 − j̃
i
t+1) ; (50)
go to Step 1.
Remarkably, the combination of Step 1 and 2 can be viewed as an importance sampling.
6.2 Filtering of multiple dipoles with Random Finite Sets
In order to deal with a time-varying and unknown number of sources, in Sorrentino et al.
(2009) we have proposed the use of Random Finite Sets as a mathematical tool to model the
neural current.
Random Finite Sets (Molchanov, 2005) are generalizations of Random Vectors to a non-fixed
dimension case. As the name suggests, realizations of a Random Finite Set are sets containing
a random number of random objects. The use of Random Finite Sets for multiple target
tracking has been proposed in (Mahler, 2003) for the first time.
In the RFSapproach to the MEG problem, the neural current at time t is assumed to be a RFS
of current dipoles, denoted by Jt = {D,.., DNtt }, whereeach Dit is a Random Vector containing
the parameters of a single current dipole and the Random Variable Nt represents the number
of sources at time t. A realization of Jt will be denoted as Jt. The model now amounts to:
Jt+1 = E(Jt) ∪ Bt+1 (51)
Bt = B(Jt) + Wt . (52)
In (51), the dipole set at time t + 1 is given by the union of the set E(Jt), containing the subset
of dipoles active at time t which have survived and evolved, and the set of new born dipoles
Bt+1. In (52), the Random Finite Set of dipoles Jt produces the data; since the dimension of
the data vector is fixed to the number of sensors in theMEG device, the data is represented as
a standard Random Vector.
Despite the formulation in terms of Random Finite Sets, single dipole probabilities can be
used to describe most of the models as long as individual dipoles are assumed to behave
independently on each other . In the following we describe the main features of the model in
terms of single dipole probability density functions.
6.2.1 Initializing density
HADES adopts an uninformative initializing density for the multi-dipole states. Let • max be
the maximum number of dipoles in a RFS(which we need to fix for computational reasons);
then the prior probability of different models is uniform, P(n0) = 1/ (• max + 1) for n0 =
0, ..., • max. Dipoles are assumed to be independent and identically distributed with the same










where we have defined separately the uniform density for the dipole location in the volume
V and the zero-mean Gaussian density with covariance matrix Ξ for the dipole moment.
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6.2.2 Likelihood function
Dueto the linearity of theBiot-Savart equation, themagnetic field produced by aset of sources
is given by the linear combination of the magnetic fields produced by the individual dipoles
contained in the set. If we denote by b(Jt) the magnetic measurement produced by the dipole
set Jt, under the standard assumption of additive white Gaussian noise, with covariance
matrix Σ, the likelihood function is
• (bt|Jt) ∝ exp
(




Lack of knowledge on the true dynamics of the neural sources is coded in a transition kernel
based on the random walk. The transition probabilities between sets with different number of
dipoles are uniform. The evolution of a dipole set containing n dipoles at time t is governed
by the following rules:
• the probability that the dipole set contains n dipoles at time t + 1 is 1/ 3; the probability
that it contains n + 1 dipoles is 1/ 3; the probability that it contains n − 1 dipoles is 1/ 3;
• if the dipole set at time t + 1 contains n − 1 dipoles, the dipole to be removed is selected
randomly from the set;
• if the dipole set at time t+ 1 contains n + 1 dipoles, the new dipole is drawn from the same
distribution of the initializing prior, eq. (53);
• all the surviving dipoles of a dipole set evolve independently according to the
single-dipole transition kernel:
• (dt+1|dt) ∝ IB(rt)(rt+1)× exp −
(
[qt+1 − qt]TΞ−1• [qt+1 − qt]
)
. (55)
where IB(r)(·) is the indicator function of a ball w ith center in r and Ξ• is the covariance
matrix for the Gaussian random walk.
6.2.4 Source estimates
Point estimates of the dipole parameters are provided in a three-step automatic procedure.
First, the number of sources is estimated from the marginal distribution
P(|Jt| = k) =
∫
S(k)
• (Jt|b1:t)• Jt , (56)
where S(k) is the set of all subsets with k elements; the maximum of the marginal distribution
can be used as an estimator:
n̂t = arg max
k
P(|Jt| = k) . (57)
Second, source locations are estimated as the maxima of the marginal quantity often referred
to asProbability Hypothesis Density (PHD) in theRFSframework. ThePHD is defined as
PHD(dt) =
∫
• ({dt} ∪ Y)•Y , (58)
where the integral isaset integral, {dt} isasingle-dipoleset and • (·) is theprobability density
function of the Random Finite Set Jt. In a particle fi lter implementation, the PHD can be










• (d − dt)

 . (59)
The PHD can also be viewed as the intensity measure of a point process.
Third and last step, once the dipole locations have been estimated the dipole moments are
estimated with a linear least squares.
6.3 Rao-Blackwellization
The SIR particle fi lter described in the previous subsection is very general as it allows
approximation of non-Gaussian densities which arise due to the non-linear dependence
between the data and the parameters. However, in the MEG case such non-linearity is limited
to the parameters describing the location of the sources; on the other hand, the data depend
linearly on the dipole moment; this linearity can be in fact exploited using a technique known
as Rao-Blackwellization. The main idea is that the posterior density can be split (Campi et al.
(2008))
• (rt, qt|b1:t) = • (qt|rt, b1:t)• (rt|b1:t) (60)
At the right hand side, the density for qt • (qt|rt, b1:t) conditional on rt is a Gaussian density,
whose parameters can be tracked with a Kalman filter; on the other hand, the locations
parametersmust be sampled, which leads to an algorithm that realizes a set of Kalman filters
for the dipole moment, one for each sampled location.
6.3.1 Clustering
Due to its dynamic nature, theparticle fi lter described above tends to provideslightly moving
estimates of static dipoles. In order to produce a compact description of the estimated
dipoles, it can be useful to apply a clustering algorithm to the whole set of estimated dipoles
{d̂11, ..., d̂
n̂1
1 , ..., d̂
1
t , ..., d̂
n̂t
t }. In Sorrentino et al. (2009) we have applied an iterative algorithm
based on the k-means (Spath, 1980) to obtain a small set of neural sources. The iterations
are needed because the number of clusters is unknown, while the k-means works with a
fixed number of clusters: hence, we first cluster the dipoles in a large number of clusters
Nclusters; then apply the Wilcoxon test (Weerahandi, 1995) and check whether all clusters
are significantly diverse; if not, we set Nclusters = Nclusters − 1 and try again the clustering
procedure; if they are all diverse, the algorithm stops. A similar idea, implemented in a more
sophisticated strategy, has been proposed in Clark & Bell (2007).
6.4 HADES
The particle fi lter described above has been implemented in Matlab, and is
currently distributed with a Graphical User Interface, named HADES (Highly
Automated Dipole EStimation) (Campi et al. (2011)). The software can be
downloaded from http:/ / hades.dima.unige.it. The software is open source
and is released under the standard GPL license. Through the MNE toolbox
(http:/ / www.nmr.mgh.harvard.edu/ martinos/ userInfo/ data/ MNE register/ index.php) it
supports input/ output in Neuromag .fif, FreeSurfer .w and MNE .stc formats, further than
the standard Matlab .mat format.
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7. Conclusion
Localization of brain activity from MEG recordings is a challenging problem which has been
solved in a variety of frameworks and using many different algorithms. In this Chapter
we have attempted a short review of some of these methods, the ones which seem to
be most used in the MEG community, with the aim of describing them in the unifying
framework offered by statistics. Interestingly, when described in such framework some clear
connections between many of these methods appear naturally. Indeed, it emerges clearly
from this review that the only difference between most of these methods, except for the
type of source model, relies in the choice of the prior density. It also emerges that the main
difference between more recent and previously developed methods is that the recent methods
tend to exploit the dynamic nature of the inverse problem by performing regularization
in the whole spatio-temporal domain; in statistical terms, this corresponds to providing
a priori information on the temporal behaviour of the sources in addition to the a priori
information on the spatial distribution. Among these new dynamic methods, we have given
particular emphasis to thedescription of HADES, themulti-dipoleparticlefi lter wehavebeen
developing in collaboration with our colleagues. We look forward to see how far this new
generation of spatio-temporal solvers can reach, and what the next generation will be.
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7. Conclusion
Localization of brain activity from MEG recordings is a challenging problem which has been
solved in a variety of frameworks and using many different algorithms. In this Chapter
we have attempted a short review of some of these methods, the ones which seem to
be most used in the MEG community, with the aim of describing them in the unifying
framework offered by statistics. Interestingly, when described in such framework some clear
connections between many of these methods appear naturally. Indeed, it emerges clearly
from this review that the only difference between most of these methods, except for the
type of source model, relies in the choice of the prior density. It also emerges that the main
difference between more recent and previously developed methods is that the recent methods
tend to exploit the dynamic nature of the inverse problem by performing regularization
in the whole spatio-temporal domain; in statistical terms, this corresponds to providing
a priori information on the temporal behaviour of the sources in addition to the a priori
information on the spatial distribution. Among these new dynamic methods, we have given
particular emphasis to thedescription of HADES, themulti-dipoleparticlefi lter wehavebeen
developing in collaboration with our colleagues. We look forward to see how far this new
generation of spatio-temporal solvers can reach, and what the next generation will be.
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1. Introduction
The purpose of the neuromagnetic inverse problem is to reconstruct primary neural current
from measured MEG data. It is known that this inverse problem is ill-posed: uniqueness
of the solution to the inverse problem is not guaranteed without a priori assumptions on
the current source (Fokas et al. (2004)), and, even when using the source model that can be
uniquely reconstructed, the obtained solution changes very sensitively depending on the
noise contained in MEG data. Thus, employment of a stable algorithm is highly required
in order that MEG becomes a non-invasive brain monitoring tool with not only high temporal
resolution but also high spatial resolution.
Basically, conventional methods are categorized into two groups: parametric approaches and
imaging approaches. See the detailed list of references in Baillet et al. (2001). The former
methods assume that the current source can be represented by a relatively small number of
equivalent current dipoles (ECDs). This source model is shown to be uniquely reconstructed
from radial MEG data, except the radial component of the dipole moment, when the head is
assumed to consist of concentric spheres. The usual algorithm for this source model is the
non-linear least-squares method that minimizes the squared error of data and the forward
solution. An advantage of this algorithm is that the parametric description allows us the
accurate estimation of the center position of the activated region. However, the problems of
this algorithm are: 1) it requires an initial solution, 2) it requires an iterative computing of
forward solution, 3) it is often trapped by the local minimum of the cost function, which gives
a solution far from the true one, 4) estimation of the number of ECDs is difficult, and 5) spatial
extent of the source is not considered.
The second methods, imaging approaches, assume that there exist current dipoles at the nodes
of artificial meshes on the cerebral surface, and solve a system of linear equations for the
dipole moments at the fixed positions. An advantage of this method is that it can describe the
spatial distribution of the neural current. However, the problems of this algorithm are: 1) the
solution is not unique, 2) adding a regularization term often gives a unique but over-smoothed
solution, 3) choice of the regularization parameters strongly affects the solution.
Recently, a method with the multipolar representation of the source has been developed that
incorporates some of the advantages of the above two methods, and has attracted considerable
attention (Irimia et al. (2009); Jerbi et al. (2002; 2004); Nara (2008a); Nolte et al. (1997; 2000)).
In this model, instead of expressing the current source by an equivalent current dipole,
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an equivalent dipole and quadrupole (Jerbi et al. (2002; 2004)) or an equivalent dipole and
octopole (Nolte et al. (1997; 2000)) are used where the quadrupole or octopole is determined
depending on the spatial extent of the support of the current source. Jerbi et al. (2004) showed
that the centroid of the spatially distributed source, which they called a patch source, can
be estimated more accurately using the dipole and quadrupole model than using the dipole
model by means of the nonlinear least squares method. We considered a two-dimensional
(2D) problem using a complex analysis framework and proposed an explicit method to
reconstruct the dipole and quadrupole parameters directly from the boundary measurements
of the meromorphic function (Nara (2008a)). In Nara (2008b), we proposed an explicit method
for 3D case when the dipoles were distributed in a plane parallel to the xy-plane.
The aim of this chapter is to describe explicit methods for the equivalent current dipole
model and the equivalent current dipole-quadrupole model in Nara et al. (2007), Nara (2008a),
and Nara (2008b) and compare them using numerical simulations. Here, the term ‘explicit’
means that we have an analytic and explicit form of the solution to the inverse problem.
As a consequence, the explicit method for the ECD model can resolve the problems 1)-4)
in the parametric approach with the conventional, non-linear least-squares method listed
above. That is, without an initial solution and iterative computation of forward solution,
the algorithm can reconstruct the ECD parameters. The number of the ECDs can be also
estimated. With the explicit reconstruction formula, the sensitivity analysis can be conducted
in which the estimation error is evaluated with the noise level. From a practical viewpoint, the
solution obtained by the explicit method can be used as a good initial solution close to the true
one for the iterative non-linear squares methods. Moreover, in order to resolve the problem
5) in the parametric approach, we show an explicit method for the dipole-quadrupole source
model.
The rest of this chapter is organized as follows. In section 2, we introduce the equivalent
current dipole and quadrupole source model, and show how it expresses the spatial extent
of the current source. In section 3, an explicit method is shown: subsection 3.1 describes an
algorithm for the equivalent current dipole model, whereas subsection 3.2 explains a method
for the equivalent current dipole-quadrupole source model. In section 4, both the algorithms
are compared with numerical simulations.
2. Problem setting
In this chapter, we explain our explicit algorithm using the spherical head model. Let
Ω1, Ω2, Ω3 and Ω4 be concentric balls centered at the origin in 3D space, where Ωi ⊂ Ωi+1 for
i = 1, 2, 3. Here, Ω1, Ω2/Ω1, and Ω3/Ω2, represent the brain, skull, and scalp, respectively.
Ω3 represents the head. We assume that the radial component of the magnetic field is
measured on the sphere Γ = • Ω4 with the radius of R. Although we use this simple head
model as well as the spherical sensor surface, the method can be extended to a more realistic
case when the head is modeled by a piecewise homogeneous layered domain and the sensors
are set on an arbitrarily shaped surface (Nara et al. (2007)).
Let us assume that the neural current J p is supported on several domains Dk(⊂ Ω1) for
k = 1, 2, · · · , N. The ‘center’ position of Dk is denoted by rk = (xk, yk, zk)T; this is the main
parameter to be reconstructed. We express this source equivalently by the current dipoles and






























is the equivalent current quadrupole for the source in Dk. Note here that pk does not depend
on the size of Dk, while Qk depends on the spatial extent of Jp around rk in Dk. Qk is a 3 × 3
tensor of order 2 and is called the quadrupole moment tensor.








In other words, the quadrupoles are parallel to the xy-plane. Extention to general case where
all the components of Qk are not zero is an important aspect of further studies.
The validity of the source model (1) is confirmed as follows. Substituting Eq. (1) into the
expression of radial MEG given by the Biot–Savart law
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where • 0 is the magnetic permeability assumed to be constant in the whole space, we have
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Here, ‘:’ represents the tensor contraction defined by A : B = ∑3i=1 ∑
3
j=1 AijBij for second
order tensors A and B whose (i, j) components are given by Aij and Bij, respectively, and Xr
is the cross product tensor defined by
Xra = r × a,
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See Appendix for derivation of Eq. (3). Eq. (3) was given in Eq. (46) in Jerbi et al. (2002) (when
N = 1), which was obtained by truncating the Taylor series expansion of radial MEG, up to
the secondly dominant terms, generated by Jp with spatial extent. The first term in Eq. (3)
is the magnetic field created by the equivalent current dipole pk, and the second term is the
magnetic field created by the equivalent current quadrupole Qk. Hence we call Eq. (1) the
equivalent current dipole-quadrupole source model.
Using this source model (1), our inverse problem is formulated as follows: reconstruct
rk, pk, Qk and N from radial MEG data on Γ. Since estimation of pk and Qk is a linear problem
if rk and N are determined, we restrict our interest in this chapter to estimation of rk and N.
3. Explicit method
In this section, we show an explicit method for the source model (1). In subsection 3.1,
a method for the dipole source model (when Qk = 0) is shown. An algorithm for the
dipole-quadrupole source model is described in subsection 3.2.
Both the algorithms are based on the multipole expansion of radial MEG: Eq. (2) can be
expressed by the multipole expansion




















Ylm(• , • ) : normalized spherical harmonics,
Ylm(• , • ) = Pml (cos • )e
im• : spherical harmonics,
and Pml (cos • ) are the associated Legendre polynomials. As shown in Eq. (84) in Jerbi et al.
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On the other hand, using the orthogonality of the spherical harmonics, the multipole moment
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n′ · B(r′)RlŶlm(• ′, • ′)dS′, (6)
116 Magnetoencephalography An Explicit Method for Inverse Reconstruction of Equivalent Current Dipoles and Quadrupoles 5
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relating the unknown parameters of the sources to the radial MEG data.
3.1 Explicit method for the equivalent current dipoles
First, we describe an explicit algorithm for the equivalent current dipole source model (Qk =
0). Let us consider Eqs. (7) for l = m, which are called ‘sectorial harmonics’ components. Since
in this case it holds that (Hobson (1931))
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m evaluated at r = rk. The prime characters in
the integrands have been omitted for brevity. Define now the following quantities:
Sk ≡ xk + iyk : k-th dipole position projected on the xy-plane,
• k ≡ rk × pk : magnetic moment of k-th dipole,
• k ≡ [• k]x+iy : projection of • k on the xy-plane,
where [∗]x+iy represents (the x-component of the vector ∗)+ i×(the y-component of the vector
∗). Then, from the identity
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The problem of determining Sk, • k and N in Eqs. (10) from cm (m = 0, 1, · · · ) appears in
many inverse problems such as computed tomography (Golub et al. (1997)), EEG inversion
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See Appendix for derivation of Eq. (3). Eq. (3) was given in Eq. (46) in Jerbi et al. (2002) (when
N = 1), which was obtained by truncating the Taylor series expansion of radial MEG, up to
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magnetic field created by the equivalent current quadrupole Qk. Hence we call Eq. (1) the
equivalent current dipole-quadrupole source model.
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rk, pk, Qk and N from radial MEG data on Γ. Since estimation of pk and Qk is a linear problem
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In this section, we show an explicit method for the source model (1). In subsection 3.1,
a method for the dipole source model (when Qk = 0) is shown. An algorithm for the
dipole-quadrupole source model is described in subsection 3.2.
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(El-Badia et al. (2000); Nara et al. (2003)), MEG inversion (Nara et al. (2007)), and locating the
zeros of analytic functions (Kravanja et al. (1994)). To this problem, an algebraic algorithm
called Prony’s method and its modified/extended algorithms have been proposed that enable
us to reconstruct the source parameter Sk, • k and N from cm.
The essence of Prony’s method is as follows (See e.g. Elad et al. (2004)). First, let us assume
that N is fixed and known a priori. Estimation of N is explained afterwards. For N positions




(• − Sn) ≡ • N + • 1• N−1 + · · ·+ • N .
Then, the following difference equations holds
• 1cm+N−1 + • 2cm+N−2 + · · ·+ • Ncm = −cm+N, (m = 0, 1, 2, · · · ). (11)
Thus, from the 2N linear equations (11) for m = 0, 1, · · · , 2N − 1, we have
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Here, since the coefficient matrix in Eq. (12) is diagonalized as
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diag (• 1, • 2, · · · , • N)
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Hence, when • k = 0 and Si = Sj, Eqs. (12) can be uniquely solved for • 1, · · · , • N . Then, Sn
are obtained as solutions to the Nth degree equation • N + • 1• N−1 + · · ·+ • N = 0.
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Although it is known that Prony’s method is numerically unstable, modified versions of
Prony’s method have been proposed by using the truncated singular value decomposition
(Kumaresan et al. (1982)), by the projection method (Cadzow (1988)), or by repeating Prony’s
method while changing the model order N (Barone et al. (1998)). Methods to transform
Eqs. (10) to an eigenvalue problem have also been proposed (Hua et al. (1990), Luk et al.
(1997), Golub et al. (1997), El-Badia et al. (2000)). See Elad et al. (2004) for a review.
Onece Sk are determined, • k can be obtained by solving the linear equations (10).
To determine zk we use Eqs.(7) for l = m + 1. Since it holds that (Hobson (1931))





(m• kzkSm−1k + [• k]zS
m







n · B(r) (x + iy)mzdΓ.
Hence, after Sk and • k are obtained, zk and the z-component of • k denoted by [• k]z can be
determined by solving Eqs. (13).
In order to estimate N, we assume that there exist N′(> N) dipoles and estimate • 1, · · · , • N ′
using the algorithm mentioned above. Then it would be expected, when the data includes
noise, that • k of the ‘spurious’ sources k = N + 1, · · · , N′ are much smaller than those of the
true sources, from which N can be estimated.
3.2 Explicit method for the equivalent current dipoles and quadrupoles
Now we describe an explicit algorithm for the equivalent current dipole and quadrupole
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(
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• kSm−1k = cm , (m = 0, 1, 2, · · · ), (15)
where
• k = (i(qxx,k − qyy,k)− (qxy,k + qyx,k))zk.
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Eq. (15) has the same form as that of Eq. (6) in Nara (2008a), and can be transformed into the
simultaneous second degree equations





cm cm+1 · · · cm+N










• = (• N , • N−1, · · · , • 1, 1)T .
Furthermore, the second degree equations (16) for m = 0, 1, · · · , 2N − 1 can be turned into
linear equations for • 1, · · · , • N . (See Nara (2008a)).
An example of the algorithm when N = 2 is illustrated in Fig. 1: in Step 1), starting with
• T HN,m• = 0 for m = 0, 1, 2, 3, we compute their linear combinations to have three equations
with the Hankel matrices whose (1,1)-components are zero. In Step 2), the linear combinations
of those three equations are computed so that we have two equations with the Hankel matrices
whose first and second anti-diagonal components are zero. In Step 3), by computing the linear
combinations of those two equations, we arrive at a single equation, which is a linear equation
for • 1. In Step 4), by substituting the obtained • 1 into the equations obtained in Step 2), we
have linear equations for • 2. This is an example how the algorithm proceeds when N = 2. See
Nara (2008a) for the detailed algorithm for general N.
Once • 1, · · · , • N are obtained, S1, · · · , SN are obtained by solving • N + • 1• N−1 + · · ·+ • N = 0.
• k and • k for k = 1, 2, · · · , N are linearly solved using Eqs. (15) for m = 0, 1, · · · , 2N − 1.
Then, we use Eqs. (7) for l = m + 1 which leads to the second degree equations for zk.
To estimate N, following the method for the dipole source model, we assume that there
are N′(> N) dipole-quadrupole sources and then estimate Sk as well as • k and • k for
k = 1, 2, · · · , N′. Then we compute |• k+1/• k| and |• k+1/• k | for k = 1, 2, · · · , N′ − 1, which are
expected to be sufficiently small when k = N. Practically, we estimate N such that these ratios
become smaller than some thresholds set a priori. The thresholds should be determined by the
ratios of the noise level contained in the data to the dipole and quadrupole strength which can
be regarded as a physiologically meaningful source. As for the dipole source model in the 2D
problem, the threshold is theoretically evaluated in the context of the Padé approximation
(Barone et al. (1998)). A similar theory for the dipole-quadrupole source model, although
greatly required, is left for further research; in this paper we show only numerical examples
in section 4.
Remark: solving the second degree equations under noisy condition
The algorithm repeating elimination might be sensitive to noise contained in data due to the
cancellation. To avoid or reduce it, we can alternatively solve the simultaneous second degree
equations (16) by means of the Gröbner bases. For example, when N = 1, we solve Eq. (16)
for m = 0 so that we have a set of two projected positions, say A = {S(1), S(2)}, and then
solve Eq. (16) for m = 1 giving the other set, B = {S(3), S(4)}. Theoretically, the true position
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Fig. 1. Example of transformation of the second degree equations to the linear equations for
• = (• 2, • 1, 1)T when N = 2.
is included in both A and B. When the data includes noise, we choose an element in A and
B, say S(1) and S(3), such that the distance between them, |S(1) − S(3)|, is smaller than the
distance between the other pair, |S(2)− S(4)|, and estimate the projected position S by S(1)+S(3)2 .
In the simulations in section 4, we use this algorithm.
4. Numerical simulations
In this section, we compare the explicit method assuming the dipole-quadrupole model
(DQM) with the explicit method assuming the dipole model (DM). To model dipoles on
cerebral convolutions, we assume that dipoles are placed on a mesh on a half cylinder with
a radius of r = 5mm and a height of h = 5 mm, as shown in Fig. 2. There are six dipoles
in the circumferential direction by five in the longitudinal direction, and hence a total of
30 dipoles on the half cylinder. All the dipoles are aligned perpendicular to the surface of
the cylinder to model the fact that the dipoles are perpendicular to the cerebral convolutions
(Hämäläinen et al. (1993)). We examined the following three cases:
• case (i) A single half-cylinder source at r1 = 70(sin •1 cos • 1, sin •1 sin • 1, cos •1) mm,
where •1 = 10180 • and • 1 = • . The vectors which determine the posture of the cylinder, e12
and e11, are set to be (0, 0, 1) and (1, 0, 0), respectively. See Fig. 3 left. In this case, the total
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the cylinder to model the fact that the dipoles are perpendicular to the cerebral convolutions
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dipole moment p1 is nearly parallel to r1; the angle between them is 9.8 degrees. Since a
radial dipole is a silent source for radial MEG (Hämäläinen et al. (1993)), this cylindrical
source is regarded as being almost quadrupolar.
• case (ii) A half-cylinder at r1 = 70(sin •1 cos • 1, sin •1 sin • 1, cos •1) where •1 = 70180 • and
• 1 = 0. e12 = (0, 0, 1) and e11 = (1, 0, 0). See Fig. 3 center. In this case, the angle between
r1 and p1 is 78 degrees, so that the source has a detectable equivalent dipole moment as
well as the equivalent quadrupole moment.
• case (iii) Two half-cylinder sources of cases (i) and (ii). See Fig. 3 right. The source at r1 is
almost quadrupolar and that at r2 is a dipole-quadrupole source.
Fig. 2. ‘Cylindrical source’: distributed dipoles on a half cylinder modeling the cerebral
convolutions.
Fig. 3. Case (i) a single cylindrical source where r1 is nearly parallel to the equivalent current
dipole p1 (the angle between them is 9.8 degrees); this cylindrical source is almost
quadrupolar. Case (ii) a single cylindrical source where r1 is nearly perpendicular to p1 (the
angle between them is 78 degrees); this cylindrical source has a detectable equivalent dipole
moment as well as the equivalent quadrupole moment. Case (iii) two cylindrical sources
(combination of cases (i) and (ii)).
We computed the forward solution generated by the 30 (case (i) and (ii)) or 60 (case (iii))
elemental dipoles using Eq. (2). Note that Eq. (3) was not used to compute the theoretical
data. The radius of a head was set to be 100 mm. We assumed that the radial component of
the magnetic field was measured at M = 361 points distributed uniformly on a sphere with
R = 120 mm using the spherical t-design (Saff97 et al. (1997)); it is a set of M points on Γ such
that the integral of any polynomial of degree t or less over Γ is equal to the average value of
the polynomial over the set of M points. We used M = (t + 1)2 = 361 points (t = 18) given
by Chen et al. (2009). Based on this property, for numerical integration, the integrand values
on the N points were summed with equal weights 4•M .
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To validate our algorithm for the dipole-quadrupole model, we assumed that the data was
available on the whole sphere which enclosed the source. Simulations using sensors on a
part of the sphere is left for future studies. To this end, the so-called Signal Space Separation
method proposed by Taulu et al. (2005) or the method for stable data continuation from data
on the upper hemisphere to those on the lower hemisphere proposed by Popov (2002) could
be very useful.
Gaussian noise was added to the theoretical forward solution, where the noise level defined
by the ratio of the standard deviation of the noise to the root mean squares of the data was
5%. 10 data sets with the different noise added were used for reconstruction.
First we show the reconstruction result when N is know a priori. Table 1 shows the error
between the true position and the mean estimated position using 10 data sets. The true and
estimated positions projected on the xy-plane are depicted in Fig. 4. We observe that in case
(i) the method using DM cannot estimate the source accurately, while the method using DQM
can estimate it within an error of 2 mm. This is because the source is almost quadrupolar.
In case (ii), the result using DM is better than that using DQM.
In case (iii), the maximum error about the xy-projected positions using DQM is 7.6 mm,
whereas that using DM is 110 mm (for the almost quadrupolar source). However, the
z-coordinates is not accurately obtained even when using DQM. This is because the
z-coordinates are estimated using the obtained x- and y-coordinates.
2D-DM (mm) 2D-DQM (mm) 3D-DM (mm) 3D-DQM (mm)
case (i) 3.0e1 3.1e-1 3.0e1 1.4e0
case (ii) 8.9e-1 6.5e0 1.7e0 6.6e0
case (iii) 1.1e2, 8.3e0 7.6e0, 6.3e0 1.1e2, 8.9e0 5.7e1, 6.3e0
Table 1. 2D and 3D localization error when using DM and DQM. ‘2D’ means the error
projected on the xy-plane.
Next, we show the case when N is not known a priori. Fig. 5 shows the reconstruction result
when assuming N′ = 2 in cases (i) and (ii) and N′ = 3 in case (iii). In case (i), when using
DQM where N′ = 2, the two positions are estimated: one is close to the true one, and another
is far from the true one (In Fig. 5 top left, the estimated position far from the true position is
not seen, since it is out of the figure.) Numbering them 1 and 2, we have |• 2/• 1| = 5.3e − 4
and |•2/•1| = 9.9e − 4. From this, we can reasonably judge that the second source is spurious
due to the noise, and there is a single dipole-quadrupole source. In contrast, when using DM
where N′ = 2, |• 2/• 1| = 4.3e − 1; • 1 and • 2 are almost the same order, and hence we judge
that there are two dipoles. The estimated dipoles are close to the side walls of the half cylinder.
However, the distance between them is larger than the diameter of the cylinder as in Fig. 5 top
left.
In case (ii), when using DQM where N′ = 2, |• 2/• 1| = 9.7e − 4 and |•2/•1| = 6.5e − 3. Also,
when using DM where N′ = 2, |• 2/• 1| = 4.1e − 3. Hence, both DQM and DM can estimate
the number of the sources.
In case (iii), when using DQM where N′ = 3, |• 3/• 2| = 9.5e − 4 and |•3/•2| = 9.0e − 4, from
which we can judge that N = 2. In contrast, when using DM where N′ = 3, |• 3/• 2| = 1.1e− 1;
the third source is not much smaller than the second one. Also we observe that, for almost the
quadrupole source, the estimated two dipoles are too separated.
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dipole moment p1 is nearly parallel to r1; the angle between them is 9.8 degrees. Since a
radial dipole is a silent source for radial MEG (Hämäläinen et al. (1993)), this cylindrical
source is regarded as being almost quadrupolar.
• case (ii) A half-cylinder at r1 = 70(sin •1 cos • 1, sin •1 sin • 1, cos •1) where •1 = 70180 • and
• 1 = 0. e12 = (0, 0, 1) and e11 = (1, 0, 0). See Fig. 3 center. In this case, the angle between
r1 and p1 is 78 degrees, so that the source has a detectable equivalent dipole moment as
well as the equivalent quadrupole moment.
• case (iii) Two half-cylinder sources of cases (i) and (ii). See Fig. 3 right. The source at r1 is
almost quadrupolar and that at r2 is a dipole-quadrupole source.
Fig. 2. ‘Cylindrical source’: distributed dipoles on a half cylinder modeling the cerebral
convolutions.
Fig. 3. Case (i) a single cylindrical source where r1 is nearly parallel to the equivalent current
dipole p1 (the angle between them is 9.8 degrees); this cylindrical source is almost
quadrupolar. Case (ii) a single cylindrical source where r1 is nearly perpendicular to p1 (the
angle between them is 78 degrees); this cylindrical source has a detectable equivalent dipole
moment as well as the equivalent quadrupole moment. Case (iii) two cylindrical sources
(combination of cases (i) and (ii)).
We computed the forward solution generated by the 30 (case (i) and (ii)) or 60 (case (iii))
elemental dipoles using Eq. (2). Note that Eq. (3) was not used to compute the theoretical
data. The radius of a head was set to be 100 mm. We assumed that the radial component of
the magnetic field was measured at M = 361 points distributed uniformly on a sphere with
R = 120 mm using the spherical t-design (Saff97 et al. (1997)); it is a set of M points on Γ such
that the integral of any polynomial of degree t or less over Γ is equal to the average value of
the polynomial over the set of M points. We used M = (t + 1)2 = 361 points (t = 18) given
by Chen et al. (2009). Based on this property, for numerical integration, the integrand values
on the N points were summed with equal weights 4•M .
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To validate our algorithm for the dipole-quadrupole model, we assumed that the data was
available on the whole sphere which enclosed the source. Simulations using sensors on a
part of the sphere is left for future studies. To this end, the so-called Signal Space Separation
method proposed by Taulu et al. (2005) or the method for stable data continuation from data
on the upper hemisphere to those on the lower hemisphere proposed by Popov (2002) could
be very useful.
Gaussian noise was added to the theoretical forward solution, where the noise level defined
by the ratio of the standard deviation of the noise to the root mean squares of the data was
5%. 10 data sets with the different noise added were used for reconstruction.
First we show the reconstruction result when N is know a priori. Table 1 shows the error
between the true position and the mean estimated position using 10 data sets. The true and
estimated positions projected on the xy-plane are depicted in Fig. 4. We observe that in case
(i) the method using DM cannot estimate the source accurately, while the method using DQM
can estimate it within an error of 2 mm. This is because the source is almost quadrupolar.
In case (ii), the result using DM is better than that using DQM.
In case (iii), the maximum error about the xy-projected positions using DQM is 7.6 mm,
whereas that using DM is 110 mm (for the almost quadrupolar source). However, the
z-coordinates is not accurately obtained even when using DQM. This is because the
z-coordinates are estimated using the obtained x- and y-coordinates.
2D-DM (mm) 2D-DQM (mm) 3D-DM (mm) 3D-DQM (mm)
case (i) 3.0e1 3.1e-1 3.0e1 1.4e0
case (ii) 8.9e-1 6.5e0 1.7e0 6.6e0
case (iii) 1.1e2, 8.3e0 7.6e0, 6.3e0 1.1e2, 8.9e0 5.7e1, 6.3e0
Table 1. 2D and 3D localization error when using DM and DQM. ‘2D’ means the error
projected on the xy-plane.
Next, we show the case when N is not known a priori. Fig. 5 shows the reconstruction result
when assuming N′ = 2 in cases (i) and (ii) and N′ = 3 in case (iii). In case (i), when using
DQM where N′ = 2, the two positions are estimated: one is close to the true one, and another
is far from the true one (In Fig. 5 top left, the estimated position far from the true position is
not seen, since it is out of the figure.) Numbering them 1 and 2, we have |• 2/• 1| = 5.3e − 4
and |•2/•1| = 9.9e − 4. From this, we can reasonably judge that the second source is spurious
due to the noise, and there is a single dipole-quadrupole source. In contrast, when using DM
where N′ = 2, |• 2/• 1| = 4.3e − 1; • 1 and • 2 are almost the same order, and hence we judge
that there are two dipoles. The estimated dipoles are close to the side walls of the half cylinder.
However, the distance between them is larger than the diameter of the cylinder as in Fig. 5 top
left.
In case (ii), when using DQM where N′ = 2, |• 2/• 1| = 9.7e − 4 and |•2/•1| = 6.5e − 3. Also,
when using DM where N′ = 2, |• 2/• 1| = 4.1e − 3. Hence, both DQM and DM can estimate
the number of the sources.
In case (iii), when using DQM where N′ = 3, |• 3/• 2| = 9.5e − 4 and |•3/•2| = 9.0e − 4, from
which we can judge that N = 2. In contrast, when using DM where N′ = 3, |• 3/• 2| = 1.1e− 1;
the third source is not much smaller than the second one. Also we observe that, for almost the
quadrupole source, the estimated two dipoles are too separated.
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Fig. 4. The reconstruction result projected on the xy-plane. In this figure, N is assumed to be
known a priori. (top left) In case (i), the equivalent dipole is almost directed to the radial
direction, and the source is almost quadrupolar. As a result, when using DM with N = 1, the
cylindrical source is not at all localized, while DQM with N = 1 well estimates the center of
the source. (top right) In case (ii), the equivalent dipole is almost perpendicular to the radial
direction. In this case, both DM and DQM can well localize the source. (bottom) In case (iii),
both the sources are well estimated when using DQM, while almost the quadrupole source is
not at all estimated when using DM.
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Fig. 5. The result when N is not known a priori. (top left) Reconstruction result in case (i)
when assuming N′ = 2. When using DQM, the estimated source far from the true position
(which is out of the figure and is not depicted) has much smaller dipole and quadrupole
moments than the estimated source close to the true position. In fact, |• 2/• 1| = 5.3e − 4 and
|•2/•1| = 9.9e − 4, from which we can judge N = 1. In contrast, when using DM,
|• 2/• 1| = 4.3e − 1 from which we judge that there are two dipoles. Although two dipoles are
estimated close to the side walls of the cylindrical surface, the distance between them is
larger than the diameter of the cylinder. (top right) In case (ii), |• 2/• 1| = 9.7e − 4 and
|•2/•1| = 6.5e − 3 when using DQM where N′ = 2. Also, |• 2/• 1| = 4.1e − 3 when using
DM. Hence, both DQM and DM can estimate the number of the sources. (bottom) In case
(iii), |• 3/• 2| = 9.5e − 4 and |•3/•2| = 9.0e − 4 when using DQM where N′ = 3, from which
we can judge that N = 2. In contrast, when using DM where N′ = 3, |• 3/• 2| = 1.1e − 1; the
third source is not much smaller than the second one. Also we observe that, for almost the
quadrupole source, the estimated two dipoles are too separated.
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5. Conclusion
In this chapter, we introduced the equivalent current dipole-quadrupole source model which
has a potential to parametrically represent the spatial extent of the neural current in MEG
inverse problem. Then, explicit methods for the equivalent dipole-quadrupole source model
as well as the equivalent dipole source model were shown, that enables us to reconstruct
the dipole-quadrupole parameters explicitly with MEG data. In numerical simulations, it
was suggested that the dipole-quadrupole source model would be useful especially when
the elemental dipoles are distributed on the surface of a half cylinder modeling the cerebral
convolution such that the equivalent dipole is parallel to the radial direction.
6. Appendix
It is easy to obtain the dipole terms. For the quadrupole terms, we use the identity
∫
Ω1
a(r′) · Qk∇′• (r′ − rk)dv′ = Qk : (∇′a(r′))T |r ′=rk (17)
for an arbitrary vector field a(r′) = (ax(r′), ay(r′), az(r′))T, where T represents the transpose.
When inserting the quadrupole terms in Eq. (1) into Eq. (2), we have from Eq. (17)
∫
Ω1
(∇′ 1|r − r′| × r
′) · Qk∇′• (r′ − rk)dv′ = Qk : (∇′(∇′
1
|r − r′| × r
′))T |r′=rk .
Here, it holds that
∇′(∇′ 1|r − r′| × r
′) = ∇′ r × r
′
|r − r′|3 = (∇
′ 1





3(r − r′)(r × r′)











(∇′(∇′ 1|r − r′| × r
′))T |r′=rk =






Thus we have Eq. (3).
7. References
Hobson, E. W. (1931). The theory of spherical and ellipsoidal harmonics, Cambridge University
Press.
Alvarez, R. E. (1991). Filter functions for computing multipole moments from the magnetic
field normal to plane, IEEE Transactions on Medical Imaging, Vol. 10, No. 3, pp. 375-381,
1991.
Baillet, S.; Mosher, J. C.; Leahy, R. M. (2001). Electromagnetic brain mapping, IEEE Signal
Processing Magazine, Vol.18, pp.14-30, 2001.
26 Magnetoencephalography An Explicit Method for Inverse Reconstruction of Equivalent Current Dipoles and Quadrupoles 15
Barone, P.; March, R. (1998). Some properties of the asymptotic location of poles of Pade
approximants to noisy rational functions, relevant for modal analysis, IEEE Trans.
Signal Process., Vol.46, pp. 2448–2457, 1998.
Cadzow, J. A. (1988) Signal enhancement - a composite property mapping algorithm, IEEE
Trans. Acoust., Speach, Signal Process., Vol.36, pp. 49–62, 1988.
Chen, X.; Womerlsy, R. (2009). Spherical t-design with d = (t + 1)2 points,
http://www.polyu.edu.hk/ama/staff/xjchen/sphdesigns.html.
Elad, M.; Milanfar, P.; Golub, G.H. (2004). Shape from moments — an estimation theory
perspective, IEEE Trans. Signal Process., 52, pp. 1814–1829, 2004.
El-Badia, A.; Ha-Duong, T. (2000). An inverse source problem in potential analysis, Inverse
Problems, Vol. 16, No. 3, pp. 651-663, 2000.
Fokas, A. S.; Kurylev, Y.; Marinakis, V. (2004). The unique determination of neuronal currents
in the brain via magnetoencephalography, Inverse Problems, Vol. 20, pp. 1067-1082,
2004.
Golub, G. H.; Milanfar, P.; Varah, J. (1997). A stable numerical methods for inverting shape
from moments SIAM Journal of scientific computing, Vol. 21, No. 4, pp. 1222-1243, 1999.
Hämäläinen, M; Hari, R.; Ilmoniemi, R.J.; Knuutila, J.; Lounasmaa, O. V. (1993).
Magnetoencephalography - theory, instrumentation, and applications to noninvasive
studies of the working human brain Review of Modern Physics, Vol.65, pp. 413-497,
1993.
Hua, Y.; Sarkar, T. K. (1990). Matrix pencil method for estimating parameters of exponentially
damped/undamped sinusoids in noise, IEEE Trans. Acous., Speech, and Signal Process.,
38, pp. 814–824, 1990.
Irimia, A.; Swinney, K. R.; Wikswo, J. P. (2009). Partial independence of bioelectric and
biomagnetic fields and its implications for encephalography and cardiography,
Physical Review E, Vol. 79, 051908, 2009.
Jerbi, K.; Mosher, J. C.; Bailet, S.; Leahy, R. M. (2002). On MEG forward modelling using
multipolar expansions, Physics in Medicine and Biology, Vol. 47, pp. 523-555, 2002.
Jerbi, K.; Baillet, S.; Mosher, J. C.; Nolte, G.; Garnero, L.; Leahy, R. M. (2004). Localization
of realistic cortical activity in MEG using current multipoles, NeuroImage, Vol. 22,
pp. 779-793, 2004.
Kumaresan, R.; Tufts, D. W. (1982). Estimating the parameters of exponentially damped
sinusoids and pole-zero modeling in noise, IEEE Trans. Acoust. Speech and Signal
Process., Vol.30, pp. 833–840, 1982.
Kravanja, P.; Sakurai, T.; Barel, M. V. (1994). On locating clusters of zeros of analytic functions
BIT Vol. 39, pp. 646-682, 1994.
Luk, F.T.; Vandevoorde, D. (1997). Decomposing a signal into a sum of exponentials, Iterative
methods in scientific computing, Springer-verlag, pp. 329–357, 1997.
Nara, T.; Ando, S. (2003). A projective method for an inverse source problem of the Poisson
Equation Inverse Problems Vol. 19, No. 2, pp. 355-369, 2003.
Nara, T.; Oohama, J.; Hashimoto, M.; Takeda, T.; Ando, S. (2007). Direct reconstruction
algorithm of current dipoles for vector magnetoencephalography and
electroencephalography, Physics in Medicine and Biology, Vol. 52, pp. 3859-3879,
2007.
Nara, T. (2008). An algebraic method for identification of dipoles and quadrupoles, Inverse
Problems, Vol. 24, 025010 (19pp), 2008.
127n Explicit Method for Inverse Reconstruction of Eq ivalent Current Dipoles and Quadrupoles
14 Will-be-set-by-IN-TECH
5. Conclusion
In this chapter, we introduced the equivalent current dipole-quadrupole source model which
has a potential to parametrically represent the spatial extent of the neural current in MEG
inverse problem. Then, explicit methods for the equivalent dipole-quadrupole source model
as well as the equivalent dipole source model were shown, that enables us to reconstruct
the dipole-quadrupole parameters explicitly with MEG data. In numerical simulations, it
was suggested that the dipole-quadrupole source model would be useful especially when
the elemental dipoles are distributed on the surface of a half cylinder modeling the cerebral
convolution such that the equivalent dipole is parallel to the radial direction.
6. Appendix
It is easy to obtain the dipole terms. For the quadrupole terms, we use the identity
∫
Ω1
a(r′) · Qk∇′• (r′ − rk)dv′ = Qk : (∇′a(r′))T |r ′=rk (17)
for an arbitrary vector field a(r′) = (ax(r′), ay(r′), az(r′))T, where T represents the transpose.
When inserting the quadrupole terms in Eq. (1) into Eq. (2), we have from Eq. (17)
∫
Ω1
(∇′ 1|r − r′| × r
′) · Qk∇′• (r′ − rk)dv′ = Qk : (∇′(∇′
1
|r − r′| × r
′))T |r′=rk .
Here, it holds that
∇′(∇′ 1|r − r′| × r
′) = ∇′ r × r
′
|r − r′|3 = (∇
′ 1





3(r − r′)(r × r′)











(∇′(∇′ 1|r − r′| × r
′))T |r′=rk =






Thus we have Eq. (3).
7. References
Hobson, E. W. (1931). The theory of spherical and ellipsoidal harmonics, Cambridge University
Press.
Alvarez, R. E. (1991). Filter functions for computing multipole moments from the magnetic
field normal to plane, IEEE Transactions on Medical Imaging, Vol. 10, No. 3, pp. 375-381,
1991.
Baillet, S.; Mosher, J. C.; Leahy, R. M. (2001). Electromagnetic brain mapping, IEEE Signal
Processing Magazine, Vol.18, pp.14-30, 2001.
26 Magnetoencephalography An Explicit Method for Inverse Reconstruction of Equivalent Current Dipoles and Quadrupoles 15
Barone, P.; March, R. (1998). Some properties of the asymptotic location of poles of Pade
approximants to noisy rational functions, relevant for modal analysis, IEEE Trans.
Signal Process., Vol.46, pp. 2448–2457, 1998.
Cadzow, J. A. (1988) Signal enhancement - a composite property mapping algorithm, IEEE
Trans. Acoust., Speach, Signal Process., Vol.36, pp. 49–62, 1988.
Chen, X.; Womerlsy, R. (2009). Spherical t-design with d = (t + 1)2 points,
http://www.polyu.edu.hk/ama/staff/xjchen/sphdesigns.html.
Elad, M.; Milanfar, P.; Golub, G.H. (2004). Shape from moments — an estimation theory
perspective, IEEE Trans. Signal Process., 52, pp. 1814–1829, 2004.
El-Badia, A.; Ha-Duong, T. (2000). An inverse source problem in potential analysis, Inverse
Problems, Vol. 16, No. 3, pp. 651-663, 2000.
Fokas, A. S.; Kurylev, Y.; Marinakis, V. (2004). The unique determination of neuronal currents
in the brain via magnetoencephalography, Inverse Problems, Vol. 20, pp. 1067-1082,
2004.
Golub, G. H.; Milanfar, P.; Varah, J. (1997). A stable numerical methods for inverting shape
from moments SIAM Journal of scientific computing, Vol. 21, No. 4, pp. 1222-1243, 1999.
Hämäläinen, M; Hari, R.; Ilmoniemi, R.J.; Knuutila, J.; Lounasmaa, O. V. (1993).
Magnetoencephalography - theory, instrumentation, and applications to noninvasive
studies of the working human brain Review of Modern Physics, Vol.65, pp. 413-497,
1993.
Hua, Y.; Sarkar, T. K. (1990). Matrix pencil method for estimating parameters of exponentially
damped/undamped sinusoids in noise, IEEE Trans. Acous., Speech, and Signal Process.,
38, pp. 814–824, 1990.
Irimia, A.; Swinney, K. R.; Wikswo, J. P. (2009). Partial independence of bioelectric and
biomagnetic fields and its implications for encephalography and cardiography,
Physical Review E, Vol. 79, 051908, 2009.
Jerbi, K.; Mosher, J. C.; Bailet, S.; Leahy, R. M. (2002). On MEG forward modelling using
multipolar expansions, Physics in Medicine and Biology, Vol. 47, pp. 523-555, 2002.
Jerbi, K.; Baillet, S.; Mosher, J. C.; Nolte, G.; Garnero, L.; Leahy, R. M. (2004). Localization
of realistic cortical activity in MEG using current multipoles, NeuroImage, Vol. 22,
pp. 779-793, 2004.
Kumaresan, R.; Tufts, D. W. (1982). Estimating the parameters of exponentially damped
sinusoids and pole-zero modeling in noise, IEEE Trans. Acoust. Speech and Signal
Process., Vol.30, pp. 833–840, 1982.
Kravanja, P.; Sakurai, T.; Barel, M. V. (1994). On locating clusters of zeros of analytic functions
BIT Vol. 39, pp. 646-682, 1994.
Luk, F.T.; Vandevoorde, D. (1997). Decomposing a signal into a sum of exponentials, Iterative
methods in scientific computing, Springer-verlag, pp. 329–357, 1997.
Nara, T.; Ando, S. (2003). A projective method for an inverse source problem of the Poisson
Equation Inverse Problems Vol. 19, No. 2, pp. 355-369, 2003.
Nara, T.; Oohama, J.; Hashimoto, M.; Takeda, T.; Ando, S. (2007). Direct reconstruction
algorithm of current dipoles for vector magnetoencephalography and
electroencephalography, Physics in Medicine and Biology, Vol. 52, pp. 3859-3879,
2007.
Nara, T. (2008). An algebraic method for identification of dipoles and quadrupoles, Inverse
Problems, Vol. 24, 025010 (19pp), 2008.
127n Explicit Method for Inverse Reconstruction of Eq ivalent Current Dipoles and Quadrupoles
16 Will-be-set-by-IN-TECH
Nara, T. (2008). Reconstruction of the number and positions of dipoles and quadrupoles using
an algebraic method, Journal of Physics : Conference Series, International Conference
on Inverse Problems in Engineering, 012076, 2008.
Nolte, G.; Curio. G. (1997). On the calculation of magnetic fields based on multipole modeling
of focal biological current source, Biophysical Journal, Vol. 73, pp. 1253-1262, 1997.
Nolte, G.; Curio. G. (2000). Current multipole expansion to estimate lateral extent of neuronal
activity: a theoretical analysis, IEEE Trans. Biomedical Engineering, Vol. 47, No. 10,
pp. 1347-1355, 2000.
Popov, M. (2002). Data continuation for the explicit solution of an inverse biomagnetic
problem, IEEE Trans. Magnetics, Vol. 38, pp. 3620-3632, 2002.
Saff, E. B.; Kuijlaars, A. B. J.; Distributing many points on a sphere, Mathematical Intelligencer,
Vol. 19. pp. 5-11, 1997.
Taulu, S.; Kajola, S. (2005). Presentation of electromagnetic multichannel data: The signal
space separation method, Journal of Applied Physics, Vol. 97, 124905, 2005.
28 Magnetoencephalography
Part 3 
Current State of the Art:  
Phase-Related Phenonmenon 
16 Will-be-set-by-IN-TECH
Nara, T. (2008). Reconstruction of the number and positions of dipoles and quadrupoles using
an algebraic method, Journal of Physics : Conference Series, International Conference
on Inverse Problems in Engineering, 012076, 2008.
Nolte, G.; Curio. G. (1997). On the calculation of magnetic fields based on multipole modeling
of focal biological current source, Biophysical Journal, Vol. 73, pp. 1253-1262, 1997.
Nolte, G.; Curio. G. (2000). Current multipole expansion to estimate lateral extent of neuronal
activity: a theoretical analysis, IEEE Trans. Biomedical Engineering, Vol. 47, No. 10,
pp. 1347-1355, 2000.
Popov, M. (2002). Data continuation for the explicit solution of an inverse biomagnetic
problem, IEEE Trans. Magnetics, Vol. 38, pp. 3620-3632, 2002.
Saff, E. B.; Kuijlaars, A. B. J.; Distributing many points on a sphere, Mathematical Intelligencer,
Vol. 19. pp. 5-11, 1997.
Taulu, S.; Kajola, S. (2005). Presentation of electromagnetic multichannel data: The signal
space separation method, Journal of Applied Physics, Vol. 97, 124905, 2005.
28 Magnetoencephalography
Part 3 
Current State of the Art:  
Phase-Related Phenonmenon 
 7 
Detection of Artifacts and Brain Responses 
Using Instantaneous Phase Statistics in 
Independent Components 
Jürgen Dammers and Michael Schiek 
Institute of Neuroscience and Medicine, Research Centre Jülich, Jülich,  
Central Institute for Electronics, Research Centre Jülich, Jülich, 
Germany 
1. Introduction 
Multichannel recordings of magnetoencephalography (MEG) are usually comprised of 
repetitive events (e.g. external stimuli) in order to evoke the relatively weak magnetic fields 
of brain responses to a specific task. The analysis of the underlying electrophysiological 
brain activity of such unaveraged signals is notoriously challenging. During MEG 
experiments environmental and other external noise sources derogate the signal of interest. 
Furthermore, brain activity which is not involved in the task processing and therefore not of 
prime interest (often termed as “brain noise”) also interfere with the weak brain responses. 
In order to increase the signal-to-noise ratio (SNR) of the recorded data a widely common 
strategy is to perform signal averages. Assuming white1 noise that is temporally 
uncorrelated across trials, the SNR improvement gained by the averaging process over N 
trials scales theoretically with N. In practice the noise reduction is a little less than 1/ N 
since, the evoked activity usually varies in its signal strength over time. An important aspect 
to bear in mind when performing averages is, that it will reveal the most prominent 
neuromagnetic correlates of brain responses, only. In this way information about weaker 
brain activity is largely suppressed, especially when multiple strong and weaker sources 
acting in a coordinated manner. Additionally, the temporal dynamics of each individual 
response will not be preserved. In contrast, single-trial analysis retains the temporal 
dynamics of the neuromagnetic responses, but suffers from poor signal-to-noise ratio (SNR), 
and is therefore rarely applied. 
Multichannel MEG recordings are usually comprised of a mixture of the underlying brain 
activity and field components originated from noise and artifact sources. In MEG, as well as 
in electroencephalography (EEG), the most prominent biological artifacts originate from eye 
blinks/movements (ocular artifacts, OA), heart beats (cardiac artifacts, CA) and muscle 
activity (MA). The signal strength of such biological artifacts may be several orders of 
magnitude higher than the signal of interest. Therefore, the analysis of MEG/EEG signals 
                                                 
1In analogy to white light (visible light), where all types of visible wavelengths are represented, the term 
„white“ is used for types of signal (or noise), where the power spectral density of the signal is uniform. 
This means the power spectral density of the signal is the same at all frequencies. 
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brain activity is largely suppressed, especially when multiple strong and weaker sources 
acting in a coordinated manner. Additionally, the temporal dynamics of each individual 
response will not be preserved. In contrast, single-trial analysis retains the temporal 
dynamics of the neuromagnetic responses, but suffers from poor signal-to-noise ratio (SNR), 
and is therefore rarely applied. 
Multichannel MEG recordings are usually comprised of a mixture of the underlying brain 
activity and field components originated from noise and artifact sources. In MEG, as well as 
in electroencephalography (EEG), the most prominent biological artifacts originate from eye 
blinks/movements (ocular artifacts, OA), heart beats (cardiac artifacts, CA) and muscle 
activity (MA). The signal strength of such biological artifacts may be several orders of 
magnitude higher than the signal of interest. Therefore, the analysis of MEG/EEG signals 
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requires the identification and elimination of the artificial signals prior to analysis. 
Independent component analysis (ICA), for example, is widely used to separate brain 
signals from noise and artifact components. Effective removal of noise and biological 
artifacts was reported in various publications (Dammers et al., 2010; Escudero et al., 2011; 
Mantini et al., 2008; Nikulin et al., 2011; Ting et al., 2006). 
Most of the proposed ICA based source separation methods are performed to identify and 
exclude artifacts from the recorded signal, while only a few studies have been performed to 
elicit brain responses from the decomposed signals (Dammers et al., 2010; Hild & Nagarajan, 
2009; Nikulin et al., 2011). Reliable classification of noise, artifacts and brain activity in 
decomposed MEG signals is not an easy task to do. However, separating brain responses 
due to an external stimulus from unwanted signal contributions (i.e., the remaining signal 
components which are not related to the signal of interest, such as brain noise) in 
unaveraged multichannel MEG recordings, is even more challenging due to the weak signal 
strength. Artifact signals, such as eye blinks, eye movements, muscle artifacts or the field 
contribution from the heart are types of signals that are usually much stronger in amplitude 
than brain signals are. This is one of the reasons why most of the applied artifact 
identification routines are based on amplitude statistics of the decomposed MEG signal. In 
previous reports, it has been shown that in the case of cardiac artifacts the ICA decomposition 
may reveal multiple independent components (ICs), where peak amplitudes of the cardiac 
artifact components vary quite substantially across the components, and is therefore, difficult 
to identify by amplitude based methods (Dammers et al., 2008; Sander et al., 2002). 
When trying to identify brain responses from independent components different strategies 
are indispensable. In the last decade, the number of channels in whole head MEG systems 
has increased quite substantially. Meanwhile modern MEG systems are comprised with 
about 250 or more channels to cover most of the human head. For source reconstruction a 
dense inter-channel spacing has a favorable effect on the spatial resolution of the localized 
activity. On the other hand, higher channel densities require smaller pick-up loops (i.e., the 
size of the field measuring coil is smaller), which in turn has the effect of measuring a 
smaller amount of underlying brain activity. If we assume the same amount of 
environmental noise at each channel, the measured signal will have a smaller SNR when the 
size of the pick-up loop decreases. 
In particular, when 2magnetometers are used to detect the neuromagnetic activity, such 
brain responses must be really strong to be identified by visual inspection. Therefore, the 
high dimensionality of the data and the poor signal-to-noise ratio (SNR) are the two most 
inviting challenges in MEG single-trial analysis. In order to overcome these problems 
different strategies have been proposed. Guimaraes and colleagues, for example, used well-
known classification methods to identify brain responses in MEG raw signals or signal 
decompositions (Guimaraes et al., 2007). In this study single-trial classification of MEG 
recordings have been applied utilizing two different classifier, the linear discriminant 
classification (LDC) and support vector machine (SVM). Both strategies were applied to 
classify single-trial brain responses to auditory and visual presentations of words. Another 
and novel approach utilizing the frequency domain for the identification of neural 
oscillations from MEG measurements based on spatio-spectral decompositions was recently 
introduced by Nikulin and colleagues (Nikulin et al., 2011). The method optimizes the 
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spectral SNR by maximizing the signal power at certain peak frequencies, while 
simultaneously minimizing the power at the neighboring frequency bins. In this way, the 
method allows to identify components with a “peaky” spectral profile, which is typical for 
oscillatory processes (Nikulin et al., 2011). 
A different way of detecting strong and weak oscillatory neuromagnetic activity is to 
incorporating the phase dynamics of the data into the analysis (Gross et al., 2006; Matani et 
al., 2010; Schyns et al., 2011; Tass et al., 1998; Vairavan et al., 2010; Yoshino et al., 2002). 
Numerical studies have shown that the analysis of phase dynamics reveals synchronization 
patterns even in cases of weak or absent amplitude correlation (Rosenblum et al., 1996). In 
2008, Dammers and colleagues introduced a fully automated approach using cross trial 
phase statistics (CTPS) for the identification of cardiac artifacts in phase space from de-
composed MEG signals (Dammers et al., 2008). In this study, the authors demonstrated that 
CTPS is a highly sensitive method, which is capable of identifying not only strong but also 
weak cardiac artifacts that hardly can be identified by visual inspection. Recently, the same 
method has been applied to extract brain responses that are highly correlated to an external 
stimulus from a set of decomposed MEG signals in a user-independent fashion (Dammers et 
al., 2010). Using a single statistical measure the method automatically extracts the 
components of interest, with respect to repetitive events. When focusing on brain responses, 
CTPS leads to an enhanced signal-to-noise ratio and therefore enables single-trial data 
analysis including source localization with improved spatial resolution. 
2. Artifact or signal of interest? 
According to the experimental design and the neuroscientific question behind the MEG 
investigation the number and types of stimuli may vary for each experiment. Quite often, 
within one MEG experiment several conditions (i.e., different stimuli are presented to 
invoke different brain areas) are employed, where the subject has to cope with different 
tasks during the experiment. Depending on the duration of the experiment and the number 
of different conditions used within one experiment, the number of stimuli for each condition 
may be in the range of a few tens only. In such cases, averaging is less effective to reduce the 
noise. In addition to noise, the measured activity in all MEG experiments represents a signal 
mixture comprised of field contributions originating from different brain areas and artifact 
sources, such as, ocular, muscle and cardiac activity. In addition, the signal strength of such 
biological artifacts may be several orders of magnitude higher than the signal of interest. 
Although the signal strength of ocular artifacts (e.g., eye blinks and eye movements) is less 
compared to the signal of cardiac activity, ocular artifacts are one of the strongest biological 
artifact signals in MEG due to the close eye-to-sensor distance. Contrary to ocular and 
muscle artifacts (e.g. swallow and mimic), the cardiac signal is more frequent and cannot be 
avoided or prevented. In unfavorable cases, the artifact signal (e.g. ocular or cardiac activity) 
may occur just around the time of the stimulus. It is therefore advisable, and whenever 
possible, to avoid stimuli intervals, which do have the same frequency rate as the heart beat. 
However, even when the experimental design includes variable stimuli intervals (often 
called as stimulus onset asynchrony, SOA) in many MEG experiments it is observed that 
subjects do perform eye blinks straight after a visual or auditory stimulation. In terms of 
source localization, this is a severe problem. The artifact signal will be highly correlated with 
the signal of interest so that even averaging of hundreds of trials may not prevent the source 
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magnetic field contributions, which are highly correlated with the onsets of auditory stimuli 
as indicated by the blue vertical lines. Superposition of the EOG signal reveals that the 
recorded signal is related to ocular artifacts (eye blinks). The bottom row of the figure shows 
an example of strong but stimulus uncorrelated field contributions from cardiac activity. In 
either case, the analysis of MEG signals requires the identification and elimination of the 
artificial signals prior to analysis. 
 
 
Fig. 1. Signal of interest or artifact? 
In a) strong magnetic field contributions appear to be highly correlated with the onsets of 
the auditory stimuli (blue vertical lines). A superposition of the EOG signal (in orange) 
reveals that the recorded signal is related to ocular artifacts. In b) an example of strong but 
stimulus uncorrelated field contributions from cardiac activity (in red) is shown. 
3. Methodological concepts of signal separation and classification 
In the following sections we will give a brief introduction to the basic principles of signal 
decomposition utilizing independent component analysis (ICA), followed by an 
introduction to the basic concepts of cross trial phase statistics (CTPS). 
3.1 A short introduction to independent component analysis (ICA) 
As described in the previous section the recorded signal at each detector consists of field 
components originating from the acting brain, noise and artifact sources. A variety of 
methods for the identification and separation of noise and artifacts from the signal of 
interest have been proposed over the last ten years to overcome this problem. The rejection 
of corrupted epochs or trials by visual inspection is however still widely applied. The major 
disadvantage of this method is that it results in loss of data. Apart from the fact that visual 
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inspection cannot be objective, if the number of trials for averaging is low or the analysis 
must be performed on single-trials, a rejection of corrupted epochs is not an option. 
Independent component analysis (ICA) is widely used to separate brain signals from artifact 
components using utilizing both semi- and fully automated procedures (Dammers et al., 
2008; Escudero, et al., 2010, 2011; Hironaga & Ioannides, 2007; Li, et al., 2006; Mantini et al., 
2008; Ossadtchi et al., 2004; Ting et al., 2006). Independent component analysis was 
developed for solving the blind source separation (BSS) problem with the basic assumption, 
that the recorded data in a sensor array are linear sums of temporally independent 
components originating from spatially fixed sources (Bell & Sejnowski, 1995; Comon, 1994; 
Herault & Jutten, 1986; Hyvärinen, 1999). The general idea of ICA based source analysis 
methods is to separate the signal of interest from unwanted noise and artifact signals, before 
source localization is applied to a few number of selected components. The challenge here is 
to recover N independent source signals s(t) = [s1(t), s2(t), ..., sN(t)]T from N linearly mixed 
observed signals x(t) = [x1(t), x2(t), ..., xN(t)]T recorded by N detectors. Let A denote the 
mixing matrix the system to be solved can be formulated as 
 x = As (1) 
If M is the number of data points in x (t) at time t using N detectors the mixing matrix A will 
be of dimension NxN. The key problem in ICA is to find an unmixing matrix W (similar to a 
pseudo-inverse A-1, with W A-1) while imposing that the sources in s are statistically 
independent 
 c = Wx (2) 
ICA transforms an N-sensor data array into an N-dimensional component space, where each 
of the components in c carries a minimum amount of mutual information with respect to the 
temporal dynamic and thus is maximally independent. The independent components are 
stored in rows of c. Assuming the model is valid each row in c reflects the time courses of 
the true source, except that scale, sign and order will not be preserved. For solving equation 
(2), the method makes no assumption about the mixing process except that it is linear 
including the restriction that the number of sources is less or equal N. The estimated full 
rank square matrix W in (2) can be treated as a spatial filter matrix which linearly inverts the 
mixing process. It is important to note that independence is not equivalent to 
uncorrelatedness, as it would be for Gaussian distributions. In fact estimating independent 
components is based on maximization of the non-gaussianity of Wx (Hyvärinen & Oja, 
2000). However, if A is sufficiently determined (i.e., by solving W-1) one can remove the 
mixing effect by applying W to x. 
After signal decomposition the problem now is to objectively identify components of 
interest in such high dimensional data sets, as it is the case for modern MEG systems. 
Different strategies have been proposed to exactly tackle the problem of unsupervised 
component extraction to find either artifacts (Dammers et al., 2008; Escudero et al., 2011; Li 
et al., 2006; Mantini et al., 2008) or signal of interest (Dammers et al., 2010; Hild & 
Nagarajan, 2009; Nikulin et al., 2011; Vairavan et al., 2010). 
Apart from time series analysis applied to the independent components for the 
identification of the source of interest, it might be helpful to look at the so-called place map 
of each temporally independent component. Such maps can be constructed from the 
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the sensor arrangement gives rise to the location of the detectors showing strong signal 
contributions for the associated component. 
Once all components of interest are identified, the separation from unwanted components is 
done by zeroing all columns of W-1 except those which correspond to the signal of interest. 
The zeroing results in a new matrix -1 which filters out the unwanted source contributions, 
while leaving the signal of interest. The ICA filtering (i.e., artifact removal or extraction of 
components of interest) of the measured data is then performed by back transformation of c 
using the filter matrix -1 
 x' = -1c (3) 
3.2 A short introduction to cross trial phase statistics 
Phase space methods are well established in non linear time series analysis; a good overview 
can be found in (Kantz & Schreiber, 2003). These methods are based on the famous Takens' 
Theorem stating that the dynamics of a system can be reconstructed from a single signal 
measured with a constant sampling rate (Takens, 1981). The concept based on these 
methods to concentrate on phase dynamics while neglecting amplitude dynamics has 
proven to be very powerful in analyzing noisy data of nonlinear or even chaotic systems (M. 
Rosenblum et al., 1996). As physiological systems very often show these features, phase 
based methods have been widely applied in this field. Especially the research on 
physiological oscillators and their mutual synchronization has a long tradition (Holst, 1937) 
and phase based methods for synchronization analysis have contributed a lot to this field of 
research (Glass, 2001; Mosekilde et al., 2002; Schiek et al., 1998; P. Tass, 1999), while the 
improvement of these methods still continues (Ocon et al., 2011; Wacker & Witte, 2011; 
Wagner et al., 2010). 
To define instantaneous phases of a signal of interest one starts to transform the signal s 
using a rotational process by introducing an additional but related signal  as a second 
coordinate in the so called embedding plane. The most common method to obtain these 
related signals is the Hilbert transform (Bracewell, 1999). Alternative, if one knows the 
characteristic period length  of the process of interest the following definition is also an 
appropriate choice (Schiek et al., 1998) 
  (4) 
A precondition for both methods is to band pass filter the original signal, where the filter 
limits being defined by the frequency of interest. In the following we will use the discrete 
approximation of the Hilbert transform: 
 k=
t+k  (5) 
with t denoting the time step. 
This leads to the following phase definition as the rotational angle around the origin within 
the two-dimensional embedding space: 
 arctan  (6) 
The idea of the cross trial phase statistics (CTPS) is to test for changes within the phase 
dynamics induced by the recurring events. Therefore the time series of the instantaneous 
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phase is split into windows, where the center is defined by the event itself. In CTPS the 
statistics of these cross trial phases are analyzed. Stereotypic responses of a signal to stimuli 
for example, will reveal itself as a single cluster of phases short after the occurrence of the 
stimulus. Non stereotypic responses may also be detected by the method, as long as there 
are only a limited number of possible responses, and furthermore, this number is small 
compared to the number of stimuli. Two different responses for example would lead to two 
clusters within the cross trial phase plot. In systems without any stimuli related responses 
no phase clustering will be observed. In such a case, the phase values will form a more or 
less uniform distribution (Fig. 2D). Three examples for phase clustering (Fig. 2A-C) and one 
for a uniform phase distribution are shown in Fig. 2. The differences between the large or 
weak coupled signals can be detected by visual inspection very easily. With no difficulty 
one is able to differentiate between rather strict responses (Fig. 2A) or more weak responses 
(Fig. 2B-C), where the phase clustering is more broad. Such a moderate phase clustering 
may be caused by measurement noise and/or by weak or irregular coupling. 
In order to quantify these findings (i.e. to quantify the strength of the response to the 
stimuli) the so called Kuiper test is used. This statistical test is a refinement of the more 
common Kolmogorow-Smirnow test (KS test). The KS test is widely accepted to quantify the 
probability that two data sets are samples of the same distribution. As a preparatory step, 
the two data sets have to be transformed to their normalized cumulative distribution. A 
good introduction to both tests can be found in (Press et al., 2001). The application of these 
tests in phase resetting analysis is described in (Tass, 2004). To check for stimuli related 
phase responses we compare the cross trial phase distribution g( ) with the uniform 
distribution u( ). 
Let s(t) be the original signal, (t) be the instantaneous phase, normalized by 2  (i.e., the 
phase values range from 0 to 1), g( ) being the normalized cumulative cross trial phase 
distribution (g( ) ~ relative number of cross trial phases smaller than , and g ranging 
from 0 to 1), and u( ) =  being the uniform density distribution. Using the absolute 
maximal difference between the two cumulative distribution 
 max - u  (7) 
the KS-test calculates the probability of error for rejecting the null hypothesis that g and u 
are samples of the same distribution with 
 KS  (8) 
with  = V( N + 0.155 + 0.24/ N) and N being the number of data points. 
The disadvantage of the KS-test is that the accuracy decreases in case where the largest 
difference D is located close to the tails, i.e. =0 or =1. This however is considered in the 
Kuiper test by defining D in the following way 
 max - u max g  (9) 
and by using a modified probability statistic that reads 
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  (4) 
A precondition for both methods is to band pass filter the original signal, where the filter 
limits being defined by the frequency of interest. In the following we will use the discrete 
approximation of the Hilbert transform: 
 k=
t+k  (5) 
with t denoting the time step. 
This leads to the following phase definition as the rotational angle around the origin within 
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 arctan  (6) 
The idea of the cross trial phase statistics (CTPS) is to test for changes within the phase 
dynamics induced by the recurring events. Therefore the time series of the instantaneous 
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phase is split into windows, where the center is defined by the event itself. In CTPS the 
statistics of these cross trial phases are analyzed. Stereotypic responses of a signal to stimuli 
for example, will reveal itself as a single cluster of phases short after the occurrence of the 
stimulus. Non stereotypic responses may also be detected by the method, as long as there 
are only a limited number of possible responses, and furthermore, this number is small 
compared to the number of stimuli. Two different responses for example would lead to two 
clusters within the cross trial phase plot. In systems without any stimuli related responses 
no phase clustering will be observed. In such a case, the phase values will form a more or 
less uniform distribution (Fig. 2D). Three examples for phase clustering (Fig. 2A-C) and one 
for a uniform phase distribution are shown in Fig. 2. The differences between the large or 
weak coupled signals can be detected by visual inspection very easily. With no difficulty 
one is able to differentiate between rather strict responses (Fig. 2A) or more weak responses 
(Fig. 2B-C), where the phase clustering is more broad. Such a moderate phase clustering 
may be caused by measurement noise and/or by weak or irregular coupling. 
In order to quantify these findings (i.e. to quantify the strength of the response to the 
stimuli) the so called Kuiper test is used. This statistical test is a refinement of the more 
common Kolmogorow-Smirnow test (KS test). The KS test is widely accepted to quantify the 
probability that two data sets are samples of the same distribution. As a preparatory step, 
the two data sets have to be transformed to their normalized cumulative distribution. A 
good introduction to both tests can be found in (Press et al., 2001). The application of these 
tests in phase resetting analysis is described in (Tass, 2004). To check for stimuli related 
phase responses we compare the cross trial phase distribution g( ) with the uniform 
distribution u( ). 
Let s(t) be the original signal, (t) be the instantaneous phase, normalized by 2  (i.e., the 
phase values range from 0 to 1), g( ) being the normalized cumulative cross trial phase 
distribution (g( ) ~ relative number of cross trial phases smaller than , and g ranging 
from 0 to 1), and u( ) =  being the uniform density distribution. Using the absolute 
maximal difference between the two cumulative distribution 
 max - u  (7) 
the KS-test calculates the probability of error for rejecting the null hypothesis that g and u 
are samples of the same distribution with 
 KS  (8) 
with  = V( N + 0.155 + 0.24/ N) and N being the number of data points. 
The disadvantage of the KS-test is that the accuracy decreases in case where the largest 
difference D is located close to the tails, i.e. =0 or =1. This however is considered in the 
Kuiper test by defining D in the following way 
 max - u max g  (9) 
and by using a modified probability statistic that reads 






Fig. 2. Cross trial phase statistics of strong (A), moderate (B-C) and non-coupled (D) signal 
responses. 
In the case of a disproof of the null hypothesis (i.e. g( ) has a non-uniform distribution), PK 
becomes 0 in the limit of D 1. Since PK becomes very small for D 1, we introduced the 
negative logarithmic value 
 pK = -log10(PK)/NT  (11) 
with NT being the number of trials used. This is done to quantify the strength of the 
response to the stimuli independently from the number of trials used. It is a consequence of 
the applied statistical method that the test statistic -log10(PK) increases the more events (i.e. 
stimuli) are taken into account for the analysis. In order to have comparable results the test 
statistic is normalized to the number of trials used, so that the pK value is ranging between 0 
and 1. 
4. CTPS based cardiac and ocular artifact rejection 
For automatic identification of cardiac and ocular artifact using CTPS data segments (trials) 
from the decomposed MEG signals needs to be defined around the event of interest (e.g., the 
R-peak of the QRS-complex or the peak of an eye blink). The window length should be large 
enough to cover the artifact signal and may be set to about 0.5s and 1s for the cardiac and 
eye blink artifact, respectively. Each window (trial) should be centered around the (main) 
peak of the artifact of interest The peak latencies for the two types of artifacts can easily be 
extracted from auxiliary ECG and EOG channels, while for R-peak detection an ECG 
channel may not be necessary, as shown by Escudero and colleagues (Escudero, et al., 2011). 
For a reasonable definition of the instantaneous phases a bandpass filter should be applied 
to the ECG and EOG signals, which covers the main energy of the QRS power spectrum. 
The normal duration of the QRS-complex is typically in the range of about 0.06 – 0.10 s, 
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while for normal subjects the QRS duration should be 0.12s (Kashani & Barold, 2005). The 
total eye blink duration (closing and opening of the eye lid) is even more variable and depends 
on the subject's condition and the task demands. Under normal condition the full blink 
duration dblink is often reported to be in the range of 0.1s<dblink<1s (Benedetto et al., 2011). 
Therefore, reasonable frequency ranges for the CTPS analysis to reveal field contributions from 
the QRS-complex and eye blinks in independent components are 10-20 Hz and 1-5 Hz, 
respectively. Slight (!) variations in the selection of the frequency range will not result in a 
complete failure of the method, but may reduce the significance level of the test statistic. 
In Fig. 3 typical cardiac and eye blink artifacts are shown for one subject after signal 
decomposition using the Infomax algorithm (Bell & Sejnowski, 1995). In the first three rows 
components related to the cardiac artifact are shown, while the last component highly 
correlates (by means of Pearson's linear correlation coefficient c, with c=0.98) with the 
subject's eye blink activity. All components in red shown in Fig. 3 were automatically 
identified using different second and higher order statistics as described in (Dammers et al., 
2008). Note, the third cardiac component (in grey) has much weaker amplitudes compared 
to the first two components and was identified by CTPS analysis only. Previous reports 
showed that the cardiac activity often splits into multiple components after ICA 
decomposition, where the signal strength of each IC can vary quite substantially (Dammers 
et al., 2008; Sander et al., 2002) However, it has been shown that CTPS is capable of 
identifying weak artifact components, where second and higher order statistics (including 
correlation analysis) failed (Dammers et al., 2008). 
 
 
Fig. 3. Identification of ocular and cardiac artifacts. 
Typical examples of independent components (ICs) showing cardiac (a-c) and ocular (d) 
artifacts in one subject, during the first minute of an MEG experiment. ICs shown in red 
were identified using second or higher order statistics, or correlation analysis. In contrast to 
the amplitude based methods, CTPS analysis was able to identify all four components (a-d). 
Note, the poor correlation of IC#1 (a) and IC#15 (c) to the ECG signal, where correlation 
coefficient was 0.02 and 0.15, respectively. In contrast, both ICs were perfectly identified 
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The number of components related to cardiac activity depends on the subject's individual 
electrical heart axis and the position of the MEG sensor array (e.g., seated or supine 
position). Therefore, during analysis one may observe that the latencies across the cardiac 
components are shifted with respect to the R-peak latencies of the ECG. In such cases, it is 
much more difficult to identify cardiac components by correlation analysis, even if the 
amplitude of the signal is large. 
Such an example is shown in Fig. 3, where the first cardiac component (IC#1, Fig. 3a) has an 
absolute correlation coefficient of c=0.02 only, even though this component has the largest 
amplitude. Further analysis showed that the peak latencies of component IC#1 (Fig. 3a) and 
IC#15 (Fig. 3c) are correlated to the Q- and S-peak of the ECG signal, respectively (Fig. 4). 
Therefore, for both components the 3correlation analysis failed, while the two ICs were 
identified with no problem as cardiac artifacts using CTPS. The reason here is that CTPS 
analysis is applied to a predefined time window (e.g., around the R-peak) to search for non-
uniform phase distributions. As long as at one latency within the time window, the cross 
trial phase distribution differs significantly from a uniform distribution, CTPS will be able to 
identify such a component that is synchronized with the event of interest. 
 
 
Fig. 4. Additional cardiac component identified by CTPS. 
Magnetic fields constructed (black) from IC#15 (cf. Fig. 3) are averaged to the onset of the R-
peak. For comparison the ECG signal average is superimposed in red. Note the time shift 
between the R-peak onset (at time t=0s) and the peak latency of the magnetic signal 
reconstructed from component #15. The maximum field strength of this IC is even more 
than 180 ft at the MEG sensor level, while the maximum signal strength of IC#15 (7.8 a.u.) is 
about one order less compared to IC#1 (78.6 a.u.). This artifact component was solely 
identified by CTPS, while the applied amplitude based methods failed. 
An estimation of how well the CTPS based (or any other) artifact rejection method performs, 
the artifact signal removal can easily be visualized (Fig. 5). For the example described above, 
the MEG signals are aligned to the onset of the R-peak and the peak latency of the eye blink. 
                                                 
3The correlation of both signals can be increased by allowing a time dependent lag, but with the expense 
of being much more sensitive to non-cardiac or noise components. 
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Cross trial averages of the MEG signal will enhance the content of the artifact before and 
after artifact rejection (Fig. 5). For quantification of the artifact removal one can use the 
rejection performance measure as introduced in (Dammers et al., 2008). 
 
 
Fig. 5. Artifact rejection performance. 
MEG signals averaged with respect to the R-peak of the ECG (left) and the eye blink signal 
(right) before (top row) and after (bottom row) CTPS based artifact removal. The respective 
reference signal is superimposed in red and blue (in arbitrary scaling) for the cardiac and 
ocular artifact, respectively. The RMS based rejection performance (bottom row) indicates 
the quality of the artifact cleaning process, using the performance measure described in 
(Dammers et al., 2008). The MEG data were recorded using the MAGNES WH3600 from 4D-
neuroimaging. 
5. CTPS based identification of strong and weak brain responses 
In most cases unaveraged neuromagnetic brain responses are too weak (or too noisy) to be 
reliably identified by its amplitude statistic only. Averaging on the other hand will enhance 
the most prominent brain activity by suppressing uncorrelated noise, with the expense of 
not preserving the temporal dynamics of each individual brain response. 
In the previous sections we showed that the analysis of the cross trial phase dynamics in 
decomposed MEG signals discloses artifact components that are highly correlated to the 
phase dynamics from trials of a reference signal. Such a reference signal may be the QRS-
complex or the eye blink signals recorded by the ECG and EOG channel, respectively. In 
principal, CTPS analysis can be applied to any other event of interest in order to investigate 
the phase dynamics of signals and its dependency to predefined points in time. For 
example, burst onsets in the electromyogram (EMG) or stimulus onsets in the trigger 
channel may be used to define trials of interest for CTPS analysis. In this way, even weak 
but stimulus dependent brain responses can be disclosed by its phase clustering around the 
event of interest, while at the same time, the temporal dynamics of the underlying sources will 
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performed if the effect of signal mixtures is removed. Therefore, the decomposition of the 
MEG data using for example independent component analysis (ICA) is a mandatory requisite. 
5.1 CTPS analysis applied to auditory cued MEG signals 
For evaluation the method is applied to decomposed MEG data (MAGNES 2500WH, 4D-
Neuroimaging) from a simple auditory experiment. About 300 click tones (1 kHz, 50 ms 
duration, SOA of 1.5 s ± 0.5 s) were presented to both ears of a male volunteer. ICA (Infomax) 
was applied separate noise and artifacts from brain activity. The trigger onset latencies were 
used to define 300 trials using a time window ranging from stimulus onset to 150 ms post 
stimulus. From the MEG raw data (frequency range 1-200 Hz) only, one can be rather vague 
about stimulus dependent activity (Fig. 6a). After source separation (i.e., by means of ICA) a 
stimulus related component is identified by CTPS analysis (Fig. 6a). Since analysis of phase 
dynamics requires a frequency band of interest, either prior knowledge of the frequency 
components or multiple frequency ranges should be used for CTPS analysis. Therefore, 
within the frequency ranges of 2 4, 4 8, 8 12, 12 16, and 16 20 Hz we scanned for the 
largest pK value in all ICs. The component with the highest significance level of the  
 
 
Fig. 6. CTPS based source identification. 
In a) unaveraged MEG raw signals (gray) are shown for the first 15 s of an auditory 
experiment. All 148 MEG signals are superimposed, while the blue lines indicate the 
stimulus onset times. The independent component (IC#20 in red) with the maximum 
significance level after CTPS analysis is plotted below the MEG signal. The peaked activity 
of this component reflects brain activity that is highly synchronized with the stimulus. In b) 
the MEG raw signals (gray) are shown together with MEG signals after back-transformation 
of the identified component (red). The amplitude varies, but stimulus dependent brain 
activity is now obvious. 
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test statistic (Eq. 11) was found in IC#20 at a frequency range of 4 8 Hz (pK,max=0.45), while 
for the frequency ranges 8 12 and 12 16 Hz the maximum pK value was still about 0.44.  
Typically, pK values of ICs related to brain responses are smaller compared to ICs which are 
related to cardiac activity (where pK values typically are above 0.5). The reason is that we do 
not precisely know the latencies of the trial-by-trial brain activity. For example, for auditory 
cued brain responses we expect strong evoked activity around 100 ms after stimulus onset. 
The latencies of the true brain responses however jitter a few milliseconds from trial to trial, 
with the effect, that the phase clustering around the average response latency is not as 
narrow as it is e.g. for cardiac activity. Nevertheless, the maximum pk value of IC#20 was 
found to be pK,max=0.452, while the mean value across all ICs was pK,mean=0.016 ±0.038. 
Back-transformation of the identified signal component to the MEG sensor space revealed 
stimulus dependent evoked activity with a much better signal-to-noise ratio (Fig. 6b). 
Subsequent source analysis of the identified component revealed that the corresponding 
signal was localized in the primary auditory cortices. In Fig. 7 five trials (trial #6-10) are 
shown before and after CTPS based source extraction. Compared to trials of the MEG raw 
signal the signal-to-noise ratio after back-transformation of the identified source component 
(IC#20) is much better. With such an improvement in SNR CTPS analysis enables source 
localization on the single-trial level.  
 
 
Fig. 7. Signal enhancement in MEG single-trials. 
Selected single-trials from an auditory MEG experiment. In a) trials of unprocessed MEG 
raw signals (gray) are shown. In b) single-trials of MEG signals after back-transformation (in 
red) of one source component (IC#20 in Fig. 6) as identified by CTPS analysis. The blue lines 
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5.2 CTPS analysis on MEG signals evoked by voluntary finger movements 
In the following experiment CTPS analysis is applied to search for stereotypic brain 
responses with respect to voluntary finger movements. The MEG data of one subject were 
recorded using a 248 magnetometer whole head MEG system from 4D-Neuroimaging 
(MAGNES 3600WH). The right handed subject voluntarily lifted up and down the right 
index finger 117 times. Between two subsequent finger lifts the subject was asked to perform 
a short rest of about 1 2 s. 
After ICA decomposition cross trial phase distributions were calculated for each IC within a 
time window of 600 ms centered around the movement onset detected by a photoelectric 
barrier. We have analyzed the phase dynamics of all ICs within different frequency bands 
(cf. section 5.1). Results from CTPS analysis revealed that the phase dynamics for different 
frequency bands qualitatively resemble, therefore the results presented here are limited to 
the frequency band corresponding to the largest pK value (Fig. 8). 
 
 
Fig. 8. Significance level of components related to voluntary finger movement. 
CTPS analysis applied to a voluntary finger movement experiment. ICs with pk values 
greater or equal the 98th percentile of all pk values (indicated by the black horizontal line) are 
marked in red. ICs that have been identified as artifacts are shown in blue. 
For subsequent single-trial data analysis, only ICs related to significant brain responses (as 
defined by large pk values in Fig. 8) were back-transformed into the MEG signal space. The 
separation of these components from other contributions results in a much better SNR in the 
single-trial data as illustrated in Fig. 9. On average the strongest peak in the MEG signal is 
found at the time t=0 ms, when the finger is just lifted (Fig. 9a), while the peak latencies of 
the individual brain responses may vary as indicated by the red arrow in Fig. 9. 
For the same experiment, current source localization was then performed to single-trial 
MEG data, as well as to signal averages aligned to the onsets of voluntary finger 
movements. The difficulty here is that two nearby sources, i.e. the primary motor (MI) and 
the somatosensory cortex (SI), are activated at the same time, where a separation of the two 
focal sources is challenging for any source analysis. Here we used magnetic field 
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tomography (MFT, Ioannides et al., 1990) to reveal source localizations of the underlying 
neuromagnetic activity from both averaged and single-trial data (Fig. 10). Source 
reconstruction based on standard averaging revealed distributed activity over both motor 
and somatosensory areas (Fig. 10a) for the time indicated by the red arrow as depicted in 
Fig. 9. 
In Fig. 10b-c localization results of a single epoch (trial #5, cf. Fig. 9b) are illustrated, while in 
Fig. 10c the reconstruction was applied to MEG signals derived from the IC with the 
maximum pK value (IC#12, cf. Fig. 8). Due to the poor signal-to-noise ratio for this single-
trial the reconstructed activity shown in Fig. 10b is widely distributed over the brain, while 
its maximum was found to be close to the cerebellum (not shown). In contrast, the CTPS 
based source localization of the components with the strongest pK value (IC#12) reveals a 
more focal source pattern for this single-trial, while its maximum activity (in red) is located 
in MI (Fig. 10c). For comparison, localization results based on signal averages are shown in 
(Fig. 10a). Although uncorrelated noise is fairly suppressed after signal averaging, the 
maximum activity here is distributed over both areas, the motor and somatosensory cortex, 
since both areas are activated at the same time. 
 
 
Fig. 9. MEG signal averages vs. single-trial analysis. 
In a) MEG signal averages aligned to the onset of voluntarily finger movements (indicated 
by the blue line). In b). unaveraged MEG signals are shown for one selected trial (trial #5). 
The signal-to-noise ratio does not allow to make any statements about the stimulus related 
activity. For the same trial the MEG signal derived from the IC with the maximum pK value 
is shown in c) (cf. Fig. 8). Note, the shift in peak latency (indicated by the red arrow) of the 
individual response in trial#5 (b-c) compared to the averaged peak latency in a). The 
improvement in the SNR after CTPS analysis as shown in c) is evident compared to b). 
Localization of the 2nd to 5th strongest components (with respect to their pK value, cf. Fig. 8) 
revealed “independent“ somatosensory activity (by means of statistical independence as 
defined by ICA), where the origin of the maximum activity was found to be within the 
somatosensory cortex, as indicated by the location of the central sulcus (Fig. 11). By adding 
the current densities of each localized component, the resulting activation pattern closely 
resemble the activation one gets, when localizing the fields constructed from all four 
components. However, the major advantages in CTPS based source analysis is i) the method 
is capable of identifying components that are highly synchronized to an event of interest 
and ii) nearby sources which are activated at the same time can be separated, where 
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Fig. 10. Source reconstruction of signal averages vs. single-trial data. 
All localization results are shown for the latency indicated by the red arrow in Fig. 9. 
Standard averaging source analysis (a) shows that the activity is distributed in both motor 
and somatosensory areas. The white arrow indicates the central sulcus. The reconstructed 
current density distribution of the unaveraged data in b) is fairly widespread over the entire 
brain, while the strongest activity was found to be in the cerebellum (not shown). In c) the 
CTPS based source localization of the signal shown in Fig. 9c is much more focal and its 
maximum activity (in red) is located in the primary motor cortex. 
 
 
Fig. 11. CTPS based source reconstruction. 
Source localization of magnetic fields constructed from ICs with pK values ranging from 
0.12  pK < pKmax as identified by CTPS analysis (cf. Fig. 8). The localization of the 
corresponding single-trial MEG signal shows that the activity can be attributed to a weak 
stimulus related somatosensory response, which could not be isolated using averaging 
based localization (cf. Fig. 10). The white arrow indicates the central sulcus. 
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Cross trial phase statistics (CTPS) applied to decomposed MEG signals allows for both, user 
independent identification of artifacts, as well as the extraction of strong and weak event 
related brain responses. With respect to cardiac artifact (CA) rejection, the ICA 
decomposition of the recorded MEG signal often shows multiple independent components 
(ICs) that can be attributed to CA. Since, the amplitudes of CA components can vary quite 
substantially; it is therefore difficult for any automatic procedure that exclusively relies on 
amplitude information alone. In contrast, CTPS based identification of CA related 
components is very sensitive. Even in cases of weak signal strength, the method identifies 
multiple components that can be attributed to cardiac activity, where amplitude based 
methods fail (Figs. 3-4). For ocular artifacts, CTPS as well as second and higher order 
statistics are able to identify eye blink components due to its larger amplitudes (Fig. 3). In 
any case, the performance of the artifact rejection can be visualized (Fig. 5) and estimated 
using the rejection performance metric described in (Dammers et al., 2008). 
Within CTPS analysis the information about the occurrence of an event is of importance. 
Phase clustering of an event related signal is enhanced if trials of the phase dynamics are 
perfectly aligned to the time of the event. In the case of cardiac artifact rejection the CTPS 
based identification is very accurate, since all trials can precisely be aligned by extracting the 
R-peak latencies of the QRS-complex signal from the ECG signal. 
Since CTPS is a highly sensitive approach for extracting weak event-related fields, the same 
strategy can also be used for the identification of stereotypic brain responses. For this, time 
information about the occurrence of each brain response must be available. Therefore, the 
latencies of the brain responses which do correlate to an external event are estimated by 
make use an external reference signal, such as the trigger or response channel. These 
channels provide time information about a stimulus presentation or a subject's response to a 
stimulus (e.g. a button press). However, the delay between for example a stimulus and the 
event related brain activity is not strictly fix. This results in a drop of pK values (pK describes 
the significance of a component being synchronized to an event of interest) when compared 
to values of CTPS based cardiac artifact rejection. Nevertheless, as long as the brain 
responses jitter a few milliseconds only, CTPS is able to identify event related brain activity 
in unaveraged decomposed MEG data (Figs. 6,10,11).  
In this way the method enables single-trial data analysis by providing reconstructed MEG 
signals with sufficient SNR (cf. Fig. 7) for single-trial source reconstruction. The CTPS based 
single-trial source localization provides equal or even improved spatial accuracy compared 
to standard averaging techniques (Fig. 10). Reconstruction of identified single (or a group 
of) components have the advantage of being able to separate nearby sources although they 
are activated at the same time (Figs. 10c, 11). Therefore, if single-trial brain dynamics or the 
source separation of nearby sources is of interest, CTPS based source reconstruction seems 
to be a promising tool for the identification of event related brain activity in unaveraged 
decomposed MEG data. 
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1. Introduction 
When MEG researchers measure an MEG time series in a well magnetically shielded 
environment and view their measurements on a real-time monitor, they see an amplitude- 
and frequency-modulated rhythmic wave and make no judgement about whether the 
rhythmic wave is a signal or noise. MEG-detectable magnetic fields by themselves reflect 
macroscopic electrophysiological collective phenomena in the brain, which are generated by 
a large number (ten thousand or more) of spatially (including directionally) and temporally 
localized neurons. That is, even rhythmic MEGs are already results of not a random 
spatiotemporal synchronization. Phase is more important than amplitude when it comes to 
the synchronization of rhythmic MEGs. 
1.1 Phase-related phenomena 
1.1.1 Event-related desynchronization (ERD) and event-related synchronization (ERS) 
Rhythmic MEGs are distinguished by frequency bands: e.g., the delta band (1-4 Hz), theta 
band (4-8 Hz), alpha band (8-13 Hz), beta band (13-26 Hz), and gamma band (26- Hz). There 
are occasionally slight differences in the above frequency ranges (e.g., separation of beta and 
gamma bands) and naming (e.g., mu and tau bands). In the arousal state, the alpha-band 
MEG is largest in amplitude. As is well-known, it increases when subjects are relaxed and 
has their eyes closed, and hence, it might relate to an inactive state. Alpha-band suppression 
is observed in event-related experiments; i.e., the alpha-band MEG decreases when subjects 
receive stimuli and/or executes motor tasks. During this suppression, gamma- and/or beta-
band MEGs sometimes increase in amplitude. Decreases and increases in MEG activity 
relative to that in the resting state might be caused by populations of synchronizing neurons 
and are called event-related desynchronizations (ERDs) and synchronizations (ERSs), 
respectively. ERD is a kind of the suppression of MEG in a specific frequency band, and the 
ERD of the alpha band is often observed in MEG recordings. On the other hand, ERS is not 
as distinctly observed because of its short-lived and poor time-locked characteristics. The 
word ERS seems to be used in context with ERD. In fact, appearances of ERD and ERS 
would be much more complicated (Lopes da Silva, 2006, Pfurtscheller, 2006, Herrmann et 
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would be much more complicated (Lopes da Silva, 2006, Pfurtscheller, 2006, Herrmann et 





brain-computer interfaces (BCIs) (Dornhege et al., 2007). In particular, it has been found that 
well-trained BCI users can use imagery to control ERD/ERS. 
The event-related field (ERF) is the MEG version of the event-related potential (ERP), the 
only difference being the sort of measurement. Of course, there is an intrinsic difference 
between EEG and MEG; i.e., only MEG can detect intracellular current flows. Many stimuli 
are typically presented to subjects in ERF experiments. MEG data clip out according to the 
triggers of stimuli.  
In what follows, we denote xmq[n] to be the ERF of the mth channel (m=0, 1, …, M−1), nth time 
sample (n=Npre, Npre+1,  …, Npost−1, Npost; n=0 means the trigger timing), and qth epoch (q=0, 1, 
…, Q−1). This is the determination of ERF in this chapter. Do not confuse the ERFs with the 
following averages; xmq[n] is averaged over epoch to enhance a signal-to-noise (S/N) ratio: 
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Equation (1), or conventional averaging, is related to the supposition that the stimulus-
locked additive activity is the most important object of analysis, and this supposition has 
remained implicit in most of the ERP and ERF literature. Additive activities are similar to 
impulse responses in the system theory, and they are thought to appear only as a result of 
stimuli and/or motor executions. In fact, conventional averages are experiment-dependent 
and (mostly) subject-independent; most of the rhythmic activities are averaged out. It is thus 
natural to think that conventional averages would have important information and 
rhythmic activities would not. But is this really the case? For instance, do conventional 
averages converge to additive activities when the number of epochs becomes large? A much 
more elementary question arises as to whether additive activities actually exist or not. The 
conventional averages (1) are just mean values in the mathematical sense. Moreover, 
‘stimulus-locked’ in the sense of conventional averaging means ‘phase-locked’ to stimuli, 
and additive activities are often referred as evoked activities. 
ERD and ERS researchers are interested in rhythmic activities. Therefore, they often initially 
calculate the power-spectrograms of MEG epochs, Pmq[n,k] (k: discrete frequency), and then 
average the power-spectrograms over epoch: 
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where WT{·} means a continuous wavelet transform, the mother wavelet of which is the 
complex Morlet (modulated Gaussian) (Tallon-Baudry et al., 1999). The wavelet transform 
can be replaced by other time-frequency methods (e.g., the Wigner distribution or the short-
time Fourier transform) and the Hilbert transform (frequency-wise). The power calculation 
of eq. (2) is a simple but nonlinear operation to eliminate stimulus-unlocked phase 
differences. Therefore, power-spectrogram averaging (2) can reflect ERD and ERS. Note that 
power-spectrogram averages are usually frequency-wise normalized by the mean power for 
a pre-trigger duration to enhance the ERD (ERS) changes. Power-spectrogram averaging 
indeed has played an important role in making researchers notice that a portion of the 
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rhythmic activities are actually event-related. However, power-spectrogram averages may 
also contain additive activities, if they actually exist. Moreover, if the phases of ERFs are also 
event-related, another important piece of information regarding the phases in the brain 
processing is unfortunately lost. ‘Stimulus-locked’ in power-spectrogram averaging means 
only ‘time-locked to stimuli’ (not care for ‘phase-locked’), and time-locked rhythmic 
activities are often referred to as induced activities. 
Averaging methods for analysing event-related phases have been also proposed. The phase-
locking factor (PLF) for a single channel phase synchronization analysis is expressed as 
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where j is the imaginary unit (Tallon-Baudry et al., 1996). PLF is the absolute value of the 
average of a specific-frequency k0 ERF on the complex unit circle, exp(jψmq[n,k0]), avoiding 
the amplitude term rmq[n,k0]. PLF is one if the instantaneous phases are perfectly locked to 
the stimuli whereas it is zero if they are independent of the stimuli. PLF requires a complex-
valued Xmq[n,k], whereas power-spectrogram averaging does not. Therefore, the calculation 
procedure to obtain Xmq[n,k] would be restricted to the wavelet transform with the complex 
Morlet and the Hilbert transform. Regarding the use of the wavelet transform, the frequency 
of interest in PLF spreads around k0 in the form of the Gaussian that is the Fourier transform 
of the Gaussian of the complex Morlet corresponding to k0. Therefore, the frequency band 
around k0 is included in the PLF analysis. On the other hand, regarding the use of the 
Hilbert transform, k0 is only k0, and hence it does not have a frequency spread. If one needs a 
frequency band in PLF when using a Hilbert transform, one should just add some Xmq[n,k] to 
construct a frequency band, of say, Xmq[n,k0−1]+Xmq[n,k0]+Xmq[n,k0+1]. 
So far, we have explained three averaging methods (1)-(3) for a single channel and their 
related technical terms. In fact, their applicability to the problem at hand may still be 
somewhat confusing. In particular, the term ‘phase-locked activities’ includes in its meaning 
both additive activities and phase-locked rhythmic activities. Accordingly, the conventional 
averaging (1) picks up both of these activities, and PLF (3) also picks them up, even if the 
number of epochs is sufficiently large. Moreover, phase-locked activities are just subsets of 
time-locked activities, and hence, these two activities cannot be separated either. Power-
spectrogram averages (2) include not only the above-mentioned activities but also phase-
unlocked rhythmic activities. 
1.1.2 Long distance synchronization and phase resetting 
Why is the phase of ERF modulated if it is actually modulated? It could be that an oscillator 
is unilaterally drawn to phase synchronization with another oscillator or two are bilaterally 
drawn to their halfway phase point or a third oscillator’s phase. Long distance 
synchronization refers to phase synchronization between distant brain areas (Rodriguez et 
al., 1999). The phase synchronization of two channels would be meaningful when the 
distance between two phase-synchronized brain areas is large in the sense of the MEG 
pattern (not only their locations but also their orientations are relevant). The phase-locking 
value (PLV) was proposed (Lachaux et al., 1999) as a way to analyze cross-channel (between 
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PLV is sometimes referred as the phase-locking index (PLI). PLV is apparently a cross-
channel version of PLF and is also distributed from zero to one. Unlike PLF, the significance 
of PLV can be statistically tested with a surrogate method as follows. i) Make surrogate sets 
of phases by random permutation of ψmq[n,k0] over q. ii) Calculate the PLV of ψlq[n,k0] for 
each surrogate set. iii) Rank the actual PLV value in the surrogate PLVs. Such significance 
testing is very important in actual ERF analyses, e.g., comparison among conditions. One 
may find differences to suit one’s preference if one performs many kinds of analyses. 
Results are difficult to discuss without knowing their significances. 
The single-trial phase-locking index (SPLI) For a cross-channel single epoch analysis is 
(Lachaux et al., 2000) 
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where T is the single period of n corresponding to the frequency k0. While PLV is an average 
over epoch, SPLI is an average over time. 
Phase resetting is another way of picturing phase modulation. Long-distance 
synchronization is based on the cross-channel phase relationship. Phase resetting refers to 
the phenomenon wherein the phase of an oscillator jumps to a specific value in a short 
period of time. Since the specific value is not determined by another running oscillator, 
phase resetting is not a cross-channel phenomenon. If stimuli produce phase resetting, 
nonzero activities will appear in the conventional averages. Probably because of this, phase-
resetting has been discussed in the context of whether activities are additive or not. For 
instance, i) visual ERFs were divided into two bins by post-stimulus alpha amplitude and 
ERFs were averaged for each bin. ii) the amplitudes of the averages inherited the post-
stimulus alpha-band amplitudes (Makeig et al., 2002). This simple fact could provide strong 
evidence for the existence of phase resetting.  
There is a counterexample. The phase preservation index (PPI) is expressed by 
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for evaluating how much the phase of a specific pre-stimulus time n0 and frequency k0 are 
preserved in the post-stimulus duration (Mazaheri & Jensen, 2006). The results of a PPI 
analysis showed that the alpha-band phase was preserved, or not reset. This would be a 
very simple but strong evidence for the existence of additive activity. Taken together, these 
results could reveal the existence of a phase resetting component or an additive component 
in the conventional average without rejecting the existence of the other component. 
Therefore, there is a possibility of these components coexisting. 
Finally, we would like to point out that i) indices (3)-(6) discard the amplitude terms, ii) they 
are not MEG activities, which can be further analyzed with subsequent methods, but rather 
indices, and iii) the cross-channel indices (4) and (5) are undirectional. 
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1.2 Simulation: Phase modulation 
This section describes a simple simulation performed to investigate the influence of only 
phase-locked rhythmic activities on the three averages (1)-(3). 
A 10-Hz stable sinusoid with an initial phase θ is expressed as cos(2π10t+θ), where t is 
continuous time. For channel 0, θ0q (q=0, 1, …, Q−1, Q=200) is a random phase uniformly 
distributed from 0 to 2π and ERF is x 0q(t)=cos(2π10t+θ0q). The ERF for channel 1 is 
x1q(t)=cos(2π10t+θ1q), where θ1q is a separately generated random phase. Note that the cosine 
can be replaced by the sine without any essential difference, since both θ0q and θ1q are 
uniformly distributed. Now, every pair of 2π10t+θ0q (t≤0.1) and 2π10t+θ1q (t≥0.3) is 
connected by a straight line for a duration of 0.1<t<0.3 (top-left, Fig. 1). The cosines of these 
connected phases produce a new ERF x0q(t) (top-right, Fig. 1). ERF x0q(t) is thus initially 
x 0q(t) (t≤0.1) and finally x1q(t) (t≥0.3), and it is unilaterally drawn to phase synchronization 
with x1q(t) for the middle duration (0.1<t<0.3). Note that x0q(t) has no additive activity. 
 
 
Fig. 1. Simulation of a phase-drawing phenomenon. Top-left) Given phases of five samples 
(out of 200). The fundamental basic slope is 10 Hz. Top-right) Given ERFs of the five 
samples, or the cosines of the five given phases. Middle-left) The conventional average of 
the 200 ERFs. Middle-right) The conventional average of the sines of the phases. Bottom-left) 
Power-spectrogram averages (dashed: 5 Hz, solid: 10 Hz, and dotted: 15 Hz). The lines for 5 
and 15 Hz mostly overlap. Bottom-right) PLF of the 200 ERFs. 
One might be interested in the conventional average of x0q(t) (middle-left, Fig. 1). Significant 
activity occurs in the middle duration, although activities are mostly averaged out in the 
other durations. Moreover, one repeatedly sees essentially the same activity for any 
uniformly distributed initial phase combination. This is a demonstration that the 
conventional average is not necessarily equal to, or rather, does not necessarily converge to, 
an additive activity (even if it actually exists). The power-spectrogram average shows ERD 
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PLV is sometimes referred as the phase-locking index (PLI). PLV is apparently a cross-
channel version of PLF and is also distributed from zero to one. Unlike PLF, the significance 
of PLV can be statistically tested with a surrogate method as follows. i) Make surrogate sets 
of phases by random permutation of ψmq[n,k0] over q. ii) Calculate the PLV of ψlq[n,k0] for 
each surrogate set. iii) Rank the actual PLV value in the surrogate PLVs. Such significance 
testing is very important in actual ERF analyses, e.g., comparison among conditions. One 
may find differences to suit one’s preference if one performs many kinds of analyses. 
Results are difficult to discuss without knowing their significances. 
The single-trial phase-locking index (SPLI) For a cross-channel single epoch analysis is 
(Lachaux et al., 2000) 
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where T is the single period of n corresponding to the frequency k0. While PLV is an average 
over epoch, SPLI is an average over time. 
Phase resetting is another way of picturing phase modulation. Long-distance 
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for evaluating how much the phase of a specific pre-stimulus time n0 and frequency k0 are 
preserved in the post-stimulus duration (Mazaheri & Jensen, 2006). The results of a PPI 
analysis showed that the alpha-band phase was preserved, or not reset. This would be a 
very simple but strong evidence for the existence of additive activity. Taken together, these 
results could reveal the existence of a phase resetting component or an additive component 
in the conventional average without rejecting the existence of the other component. 
Therefore, there is a possibility of these components coexisting. 
Finally, we would like to point out that i) indices (3)-(6) discard the amplitude terms, ii) they 
are not MEG activities, which can be further analyzed with subsequent methods, but rather 
indices, and iii) the cross-channel indices (4) and (5) are undirectional. 
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for 10 Hz and ERS for 5 and 15 Hz in the middle duration (bottom-left, Fig. 1). PLF shows a 
phase bias, or an amount of phase-locking, in the middle duration (bottom-right, Fig. 1). 
Let us now investigate whether there is any difference between using the cosine and sine in 
the simulation setup of the initial x0q(t). The fact is that the sine of the connected phases 
results in a significant activity in the conventional average (middle-right, Fig. 1), which is 
different from the cosine result. These two are π/2 rad apart. The shape of the sine is also 
reproducible for any uniformly distributed initial phase combination. This means there is an 
essential difference between cosine and sine for the simulation setup of the final x0q(t) 
despite such a random phase connection. The reason is in the final quantity discarded when 
calculating PLF. PLF provides a phase just before absolute calculation (3). The phase at the 
extreme of PLF (t=0.2 in this case) (bottom-right, Fig. 1) is not a random value but highly 
likely to be a specific value (π in this case). Accordingly, the line segments consisting of the 
phases of x0q(t) in the middle duration have similarly constricted envelopes for any 
uniformly distributed initial phase combination. 
2. Epoch filter 
ERF is a function of time, channel, and epoch (Fig. 2). There are huge variations for time, or 
temporal, filters (e.g., bandpass filter, wavelet transform, and Hilbert filter) and for channel, 
or spatial, filters (e.g., beamformer, Laplacian filter, principal component analysis (PCA), 
and independent component analysis (ICA)). These filters have their own benefits. Now let 
us turn to the question of epochs. As shown in the figure, we can consider a third filter for 
the epoch axis. 
2.1 Concept 
Let us begin with an interpretation of the three averaging methods (1)-(3) as possible epoch 
filters. PLF (3) is significantly different from conventional averaging (1) and power-
spectrogram averaging (2). The most conspicuous difference from an epoch filter viewpoint 
is that PLF treats epochs as a series; i.e., instantaneous phases give epochs their own order. 
The instantaneous phases also serve as an order for a series for indices (4)-(6). PLF is a 
weighted average of ones (in the absolute value sense), to which the ERF amplitudes are 
normalized at all time sampling points. The weight is derived from the instantaneous phase 
of ERF. More precisely, it is the filter kernel of PLF (3), exp(jψmq[n,k0])/Q. Accordingly, the 
filter kernels of the other two averaging methods (1) and (2) (having non-normalized 
amplitudes) are 1/Q, which does not require the epochs to have an order. Thus, the other 
two methods can be interpreted as ‘averaging filters’. 
The most essential reason for the temporal and spatial filters is that time and channel have 
own orders based on physical properties. Since time and channel have orders, they are not 
always assigned the same weights (filter kernels). Epoch filters would be possible if epochs 
can be given an order, even if this order does not have an unequivocal physical meaning. 
PLF has built a small bridge to epoch filters. 
Filters, in general, have pass- and stop-bands. Although bands might fit in frequency very 
well (namely, frequency band), bands should be treated here as just subsets. Filters are 
designed by taking one of the two bands into account. Since the three averaging methods 
(1)-(3) are not originally designed as epoch filters, they do not handle pass- and stop-bands 
very well. There is no appropriate band concept corresponding to time-locked and phase-
locked activities for epoch filters. 
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The question thus is can ERFs have bands? Rhythmic activities, which are sometimes 
referred to as ongoing spontaneous activities, always exist and are amplitude- and/or 
frequency-modulated. Since phase modulation can be done in place of frequency 
modulation, it may be fruitful to separate the rhythmic activities into amplitude-modulated 
(AM) and phase-modulated (PM) components. In addition to these components, additive 
activities (AD), which are template-like activities corresponding to individual inputs 
(stimuli) and outputs (motor executions), may exist. Accordingly, let us treat AD, AM, and 
PM as bands, and let one purpose of epoch filters be to pass one of these bands and to stop 
the others. 
Another purpose of epoch filters is illustrated by the simulation described in section 1.2. In 
that simulation, the phase of x0q(t) was unilaterally drawn to phase synchronization with 
x1q(t) for the middle duration, and hence, x0q(t) directionally phase-synchronized with x1q(t). 
Such a directional phase synchronization should be quantitatively evaluated. In fact, 
undirectional and free-amplitude phase synchronizations have so far been evaluated with 
indices (5) and (6). 
Let us introduce a quantity that gives epochs an order. For the above-mentioned two 
purposes, phase is surely important. Therefore, as the first attempt to design an epoch filter, 
let us use the instantaneous phase to give an order to epochs, and let us discuss 
independence of the instantaneous phase as an aside. An epoch is defined as the integer 
number of stimuli/motor executions that make up an ERF recording. Therefore, an epoch is 
definitely an independent variable. Although instantaneous-phase-sorted epochs are, 
however, distinguished by the original numbers, they differ by the other independent 
variables: time and channel. 
 
 
Fig. 2. Concept of epoch filter. Epoch filter could be a third filter for ERF processing. 
Finally, we have a perhaps subjective feeling about filters. We wonder if the inputs and 
outputs of most of the existing filters might belong to the same category. This means the 
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preserved ERFs. In other words, the outputs of epoch filters can be used as inputs to spatial 
and temporal filters. 
2.2 Preliminary: Temporal filtering 
Before explaining the methodologies of epoch filtering, we should mention frequency-
selective temporal filtering. 
The instantaneous phase will play an important role in ordering epoch filters. To determine 
the instantaneous phase, we often perform a discrete Hilbert transform (Oppenheim & 
Schafer, 2007), which retains the real part of the sequence as is and only generates the 
imaginary part of the sequence under the constraint that the total complex sequence consists 
of only positive frequency terms; namely, the total complex sequence is analytic. The 
discrete Hilbert transform consists of i) a discrete Fourier transform, ii) doubling of positive 
frequency terms (except the DC and Nyquist frequency terms) and zero-padding of negative 
frequency terms, and iii) an inverse discrete Fourier transform. Therefore, we usually embed 
temporal filtering in the Hilbert transform by padding zeros to stop-frequency-band terms. 
Even in the case that only temporal filtering is necessary and an analytic sequence is not, we 
should perform the pair-wise forward and inverse discrete Fourier transforms and halfway 
stop-band zero padding for consistency. The need for consistency relates to the fact that the 
discrete Fourier transform treats a sequence as periodic. In other words, we should not 
cross-process two sequences, one of which is generated by a convolution (not a periodic 
procedure) and the other of which is generated by a Hilbert transform (a periodic 
procedure). Instead of using a Hilbert transform, one can perform a wavelet transform and 
convolution-based temporal filtering and maintain consistency. However, in so doing, one 
may encounter difficulty in obtaining a wide-frequency-band-limited analytic sequence. In 
addition, the wavelet transform with the complex Morlet also generates an analytic 
sequence unless one takes care about the negative frequency terms for the complex Morlet. 
2.3 Phase-interpolated averaging 
Phase-interpolated averaging, which is an epoch filter, has been proposed for separately 
extracting AD, AM, and PM and for reducing noise in the averaging sense (Matani et al., 
2011). It is originated from the phase-series analysis for echography (Matani et al., 2006). 
2.3.1 Methodology 
Time and channel, which are independent variables of ERF, are discrete samples of 
continuous variables in a computer; needless to say about time, channels are actually input 
coils and hence are spatial samples. On the other hand, an epoch is ordered according to the 
instantaneous phase. Phase is continuous, and therefore, an epoch can be virtually treated as 
a sample. However, phase sampling intrinsically has unavoidable jitter. Another 
characteristic is that phase has a period of 2π, or more precisely, has an uncertainty of 
integral multiples of 2π. Phase-interpolated averaging consists of two stages: I) interpolation 
of ERF by eliminating phase sampling jitter and II) a discrete Fourier transform of the 
interpolated ERF over the epoch. 
Stage I) Interpolation of ERF 
Let us recall ERF, and suppose it is first frequency-band I limited, [ ]Imqx n . Frequency band I 
can be selected to be, say, wide band: 0.1-50 Hz, alpha band: 8-13 Hz, etc. Since phase-
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interpolation is a nonlinear procedure as a whole, frequency-selective filtering should be 
done first, if necessary. Now, consider the analytic signal of [ ]Imqx n : 
 [ ] [ ] [ ]( )exp jI I Imq mq mqx n r n nψ= .   (7) 
[ ]Imqx n  can be regarded as ordered-phase samples [ ]Imnx q′ , where q  has a one-to-one 
correspondence with q such that [ ]Imn qψ ′  is sorted in ascending order from 0 to 2π. Note that 
the variable in [·] means the one of current interest and, for instance, [ ]Imqx n  and [ ]Imnx q  are 
identical to each other but are treated as time and epoch series, respectively. Since [ ]Imn qψ ′  is 
not at the start on a phase-grid, [ ]Imnx q′  has an unavoidable phase-sampling jitter. Now, let 
us virtually introduce a continuous phase φ to be jitter-sampled as [ ]Imn qψ ′ . The ERF in 
terms of φ can be approximated by a Fourier series, as 
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The pair of +k and −k correspond to bipolar same-frequency terms and k=0 corresponds to 
the DC term. Therefore, the number of ks must be an odd number 2K +1. 
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The superscript ‘G’ means grid-sampling. 
The periodic version of the sampling theory is expressed as 
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is the Dirichlet kernel of the 2K+1th order. 
Therefore, the jittered and unjittered (grid-on) phase-sample interface can be formulated as 
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The superscript ‘J’ means jittered-sampling. Note that both xJmn and xGmn are real-valued and 
their independent variable is only phase (channel m and time n are treated as constants 
here). Now, 2K+1 is the number of interpolated epochs. By setting K such that 2K+1<Q, we 
can interpolate the unjittered phase samples by using the least squares solution: 
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Stage II) Discrete Fourier transform 
The interpolated ERF is then discrete Fourier transformed. However, so far, we need only 
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They are respectively called the 0th and 1st phase-interpolated averages. 
As will be shown in the next simulation, the 0th and 1st phase-interpolated averages are to 
separately extract the AD activity and the AM component, respectively. The condition 
number of Ξmn, which quantitatively indicate a difficulty of the interpolation, is to reflect the 
PM component. One may have doubts about the origin of the two 2s as multipliers in eq. 
(16). These multipliers were numerically determined by simulation (Matani et al., 2011). 
Finally, we would like to stress that phase-interpolated averaging is performed for each time 
sampling point and each channel (not for cross-channel). 
2.3.2 Simulation: Separation ability 
In the simulation in section 1.2, only PM occurred in the middle duration (0.1<t<0.3). On the 
other hand, in the simulation described here, AD and AM also simultaneously occurred in 
the middle duration. AD consisting of two bipolar Gaussians was added to the ERFs (top-
left, Fig. 3). The envelope of AM was a Gaussian (middle-left, Fig. 3). The rhythmic activities 
were thus not only amplitude- but also phase-modulated (bottom-left, Fig. 3). Note that the 
instantaneous phases, which play a very important role in phase-interpolated averaging, 
were not given ones for this simulation but were actually calculated from the given ERF 
with the Hilbert transform. 
The condition number monotonically increases with the number of interpolated epochs, 
2K+1(=3, 5, 7, 9), in eqs. (8)-(16) (bottom-right, Fig. 3). This indicates that increasing K 
increases the difficulty of the interpolation. The condition number increases in the middle 
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duration, and thereby, PM is successfully evaluated. The 0th (top-right, Fig. 3) and 1st 
(middle-right, Fig. 3) phase-interpolated averages mostly overlap for K=2 and 3. The 
overlapping averages successfully extract the AD and AM. This indicates that the stably 
extracted AD and AM overlap with a certain range of K. In practice, one should perform 
phase-interpolated averaging for some Ks and then check such an overlap. On the other 
hand, the conventional average shows a PM-contaminated AD (gray line, top-right, Fig. 3). 
The above-mentioned stability depends on not only the instantaneous phase bias but also 
the amplitude of AD. This simulation was of a difficult case in which the amplitudes of AD 
and the rhythmic activities (including AM) were comparable. As mentioned in section 3, 
also as the common experience, AD (if it actually exists) is usually smaller than the rhythmic 
activities. If this is not the case, no one tries to perform conventional averaging. Thus, we 
can say that actual phase interpolation is not so difficult. 
One may wonder about strange surges at the ends of the 1st phase-interpolated averages 
and the condition numbers. This is a transient phenomenon caused by the discrete Hilbert 
transform, which treats the objective series as periodic. To avoid it, we can set the time 
duration of interest to the center before the analysis and cut off both ends after the analysis. 
(We would have done so if this article were for journal papers.) Although we think this 




Fig. 3. Simulation of phase-interpolated averaging. Top-left) Given AD (common to all 
ERFs). Middle-left) Given AM (common to all ERFs). Bottom-left) ERFs of the five samples 
(out of 200). Top-right) 0th phase-interpolated average superimposed on the conventional 
average (gray line). Middle-right) 1st phase-interpolated average. Bottom-right) Condition 
numbers. The line textures for the right column are; dashed: K=1, solid: K=2, dotted: K=3, 
and dashed-dotted: K=4. 
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The superscript ‘J’ means jittered-sampling. Note that both xJmn and xGmn are real-valued and 
their independent variable is only phase (channel m and time n are treated as constants 
here). Now, 2K+1 is the number of interpolated epochs. By setting K such that 2K+1<Q, we 
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Stage II) Discrete Fourier transform 
The interpolated ERF is then discrete Fourier transformed. However, so far, we need only 
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Consequently, phase-interpolated averaging works as an epoch filter to pass only one of 
AD, AM, and PM bands and to stop the others. 
2.4 Phase-compensated averaging 
Phase-compensated averaging, which is an epoch filter, has been proposed for visualizing 
directional phase synchronization between channels and for reducing noise in the averaging 
sense (Matani et al., 2010). 
2.4.1 Methodology 
Phase-compensated averaging consists of filter kernel design and actual filtering. 
Regarding the filter kernel design, let a narrow-frequency-band N limited analytic ERF of 
channel m be 
 [ ] [ ] [ ]( )exp jN N Nmq mq mqx n r n nψ= .   (17) 
The filter kernel of phase-compensated averaging is [ ]( )Nmq n0exp jψ− , where n0 is a reference 
time that one can specify freely. The other instantaneous phases and the residual terms in 
eq. (17) are not used. 
Regarding the actual filtering, we can use a wide-frequency-band W limited analytic ERF of 
channel l : 
 [ ] [ ] [ ]( )exp jW W Wlq lq lqx n r n nψ= .  (18) 
The phase-compensated averaging is expressed as 
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Thus, [ ]Wlqx n  is phase-compensated by [ ]0Nmq nψ  and then averaged. The notation of ‘channel 
A|channel B’ that is used below indicates the average of channel A (to be filtered) phase-
compensated by channel B (used for the kernel design). Phase-compensated averaging 
creates two averages. Channel m for the kernel filter design and channel l to be filtered can 
be different from each other. As names for the correlation function, the case of m=l is called 
the auto-average and that of m≠l is the cross-average. Note that the cross-averages are 
directional; i.e., [ ] [ ]| |l m m lx n x n≠ . 
Phase-compensated averages are complex valued. They should be represented by their 
absolute values and phases (if necessary) rather than their real and imaginary parts. This is 
because they usually appear as modulated complex sinusoids having a single center 
frequency (they look like a synchronization burst), and therefore, the absolute value 
representations contain the envelopes of the phase-compensated averages, which are the 
most useful for characterization. 
Regarding the significance test, we shall fundamentally adhere to the statistical test of PLV 
(Lachaux et al., 1999). A surrogate method is used for evaluating the significance, as follows. 
 
Epoch Filters: Analyses of Phase–Related Phenomena of MEG 
 
163 
i) Surrogates are generated by random permutation of [ ]( )0exp j Nmq nψ  over q. ii) The phase-
compensated average for each surrogate is calculated. iii) The absolute values of the 
averages are ranked for each time sampling point. iv) The p<0.05 levels are determined. For 
this significance measure, phase-compensated averages are represented by their absolute 
values. If one statistically tests the difference between two phase-compensated averages, the 
difference in the absolute values of two sets of surrogates should be both one-sided ranked. 
Thus, there is a hidden merit associated with phase-compensated averaging and the 
surrogate method: For a single run of ERF recording, which generates only one conventional 
average, phase-compensated averaging provides many auto- and cross-averages with 
significance measures. 
Finally, we would like to point out a number of methodological differences between phase-
interpolated averaging and phase-compensated averaging: i) The filter kernel of the former 
is calculated for each time sampling point, whereas that of the latter is calculated for only a 
reference time sampling point n0. ii) The former is performed for individual channels, 
whereas the latter is performed for auto- and cross-channels. iii) The former nominally 
requires the same frequency bands (indicated by I) for the filter kernel and the sequence to 
be filtered, whereas the latter does not care (indicated by N and W). The most important 
difference is, of course, that each averaging has its own purpose. 
2.4.2 Simulation: Directional synchronization 
We will again refer to the ERFs x0q(t) and x1q(t) of the simulation described in section 1.2. We 
would like to confirm that they first oscillated independently (t≤0.1), then x0q(t) was 
unilaterally drawn to phase synchronization with x1q(t) (0.1<t<0.3 is called the middle 
duration), and they eventually became synchronized with each other (t≥0.3). That is, x0q(t) 
changed and x1q(t) remained unchanged. 
Phase-compensated averaging of the given ERF is performed for reference times t0=0 (top-
row, Fig. 4), 200 (middle-row, Fig. 4), and 400 ms (bottom-row, Fig. 4). Since these averages 
are intrinsically complex-valued, they are represented as absolute values. Note that the 
instantaneous phases are not given ones for this simulation but were actually calculated 
from the given ERF with the Hilbert transform and frequency-band N and W are not 
specified because the given ERF is already frequency-band-limited. 
The significance levels (p<0.05) of the phase-compensated averages are generated by 1000 
surrogates. Two auto-averages and two cross-averages are represented by their absolute 
values. Each of average has its own significance level (dotted lines: channel 0, dashed and 
dotted lines: channel 1, Fig. 4). The following results are valid since each phase-compensated 
average exceeds the corresponding significance level. 
The auto-averages of channel 1 are always a constant value because channel 1 has an 
independent oscillation (dashed lines in right column, Fig. 4). Note that the phases of 
channel 1 over q are essentially the same for any of the time sampling points (only circularly 
shifted). The cross-averages of channel 1|channel 0 increase as phase drawing to channel 1 
increased (solid lines in right column, Fig. 4). On the other hand, the auto-averages of 
channel 0 are all short-lived. Each one has a peak only around its own reference time (solid 
lines in left column, Fig. 4). The cross-averages of channel 0|channel 1 have the same shape, 
which indicates that channel 0 is unilaterally drawn to phase synchronization with channel 
1 (dashed lines in left column, Fig. 4). As an aside, transient phenomena occur at the ends of 
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These results show that phase-compensated averaging works as an epoch filter to pass a 
phase-synchronized band and to stop the other bands. 
 
 
Fig. 4. Simulation of phase-compensated averaging (absolute values). Left-column) Phase-
compensated averages of channel 0. Right-column) Phase-compensated averages of channel 
1. Top-row) Reference time: 0 ms. Middle-row) Reference time: 200 ms. Bottom-row) 
Reference time: 400 ms. The line textures are; solid: compensated by channel 0, dashed: 
compensated by channel 1, dotted: p<0.05 significance level for channel 0, dashed and 
dotted: p<0.05 significance level for channel 1. 
3. Actual ERF analysis with epoch filters 
We shall explain the practical issues affecting the use of epoch filters by illustrating an 
analysis of the ERF of an actual semantic priming experiment (Ihara et al., 2007). In typical 
semantic priming experiments, a pair of words (prime and target) is sequentially presented 
to a subject and a task (e.g., button-pressing) is required to be performed only on the target 
word. Reaction time differs depending on whether or not there is a semantic relationship 
between the prime and target words. ERF sometimes is recorded during priming 
experiments as a physiological index. Now, although the objective of this priming 
experiment originally addressed a somewhat complicated issue, or selection of a meaning of 
a target word having semantic ambiguities through a context with the paired prime, it 
included a typical semantic priming experiment as a control experiment. Hence, for the sake 
of this discussion, we will illustrate only the epoch filtering of the ERF from the typical 
portion. 
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3.1 Semantic priming ERF 
The main topic of this chapter is to introduce epoch filters. Here, we will briefly explain the 
procedures of a sematic priming experiment and the reconstruction of the signal source 
activities. Such a reconstruction is fraught with problems, due to the ill-posedness of the 
MEG inverse problem. Although the problems affect the overall performance of epoch 
filtering, we would believe that this matter should be dealt with as a separate problem from 
the one at hand.  
All the prime and target words are Japanese nouns written with two morphograms (kanji) 
and three to five syllabograms (kana), respectively (left-panel, Fig. 5). The target words are 
either semantically related (related condition) or unrelated (unrelated condition) to the 
prime words. One hundred word pairs for each condition are visually presented in random 
order with a stimulus onset asynchrony of 1000 ms; the duration of each word is 300 ms. We 
ask subjects to judge whether the prime and target words are semantically related or not 
and to press a button after the delayed cue. 
MEG in a frequency bandwidth of 0.1-200 Hz is recorded with a sampling frequency of 678 
Hz using a 148-channel whole-head system (Magnes 2500WH, BTi). ERFs occasioned upon 
miss-pressed buttons and eye-blink artifacts are excluded from each condition. From our 
experience, eye-blinks often cause phase-resets, and therefore, these artifacts must be 
excluded when analyzing phase-related phenomena. 
Dipole activities are tentatively estimated by means of the selective minimum-norm (SMN) 
method, which obtains minimum L1-norm solutions (Matsuura and Okabe, 1996). The SMN 
is applied to the conventional averages for a duration of 0-700 ms (target onset: 0 s) for all 
conditions. All dipoles, the amplitude of which exceeded the noise level of five times the 
root mean squares of the magnetic fields for a pre-trigger duration of −0.2-0 s, are gathered, 
neglecting the neighbors within 20 mm (Fujimaki et al., 2002). Thus, approximately 60 
dipoles, which span most of the conventional average space, are selected. 
The current distribution forms a vector field, and thereby, each discretized site has three 
orientations. The target time series of the epoch filters should have its related orientation 
fixed, e.g., parallel to the axons of pyramidal cells in the site. A simple way to fix the 
orientation with only ERF is to perform a PCA of the three dipole activities for each site. The 
projection vector corresponding to the first principal component is used for the orientation-
fixed dipoles; i.e., three orientations of each site are projected onto the eigenvector 
corresponding to the largest eigenvalue of the covariance matrix of the three dipole 
activities in the site. 
Up to this point in the experiment, only the dipoles to be fitted have been selected. In the 
methodological sense, a leadfield matrix, which is based on a real head shape with ASA 
(ANT Software B.V.), is determined. The epoch-wise (orientation-fixed) dipole activities, 
which are objects of the epoch filters, are subsequently estimated with least squares fitting. 
We shall describe epoch filtering for a typical subject. Fifty-one orientation-fixed dipoles are 
used for building the leadfield matrix and 12 dipoles (Dipoles 1-12) out of the 51 are 
selected. Note that these 12 dipole activities showed conditional differences (Ihara et al., 
2007). Each of these 12 dipoles belongs to one of six regions of interest (ROIs) (right-side, 
Fig. 5); the left anterior inferior frontal cortex (LaIFC: Dipoles 1 and 2), the left posterior 
inferior frontal cortex (LpIFC: Dipole 3), the anterior medial temporal lobe (LaMedT: Dipole 
4), the left anterior middle and inferior temporal areas (LaT: Dipoles 5-7), and the left 
posterior superior temporal and the inferior parietal areas (LpST1: Dipoles 8-11, LpST2: 





These results show that phase-compensated averaging works as an epoch filter to pass a 
phase-synchronized band and to stop the other bands. 
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The dipole activity version of the ERF is epoch filtered from the next subsection. 
 
 
Fig. 5. ERF recording. Left) Schematic diagram of the stimulus sequence. The prime and 
target words were presented with a stimulus onset asynchrony (SOA) of 1000 ms, and the 
cue for subjects to respond with related or unrelated by pressing a button was presented 
1500 ms after the onset of the target word. The inter-trial interval (ITI) between the onset of 
the cue and the next prime was randomly set at 2000-3000 ms. Right) Locations of the 
estimated dipoles and ROIs (LaIFC: Dipoles 1, 2; LpIFC: Dipole 3; LaMedT: Dipole 4; LaT: 
Dipoles 5-7; LpST1: 8-11; LpST2: Dipole 12). 
3.2 Phase-interpolated averages 
First, we will show how phase interpolation works. As a typical example, we will choose the 
source activity of LaT (Dipole 6) for the related condition. The actual dipole activities for the 
first seven epochs show rhythmic activities, and the conventional average of the all 98 
epochs seem to run through the approximate center (top row, Fig. 6). It is of interest to 
determine whether the wave (spike is not clear for LaT) of the conventional average come 
from AD or PM. As shown in the simulation in section 1.2, even only PM can generate 
nonzero activity in the conventional average. While the instantaneous phases at 0 ms are 
almost uniformly distributed, those at 200 and 400 ms are clearly biased (second row, Fig. 6). 
Therefore, the dipole activities seem to at least partially come from PM. The phase 
interpolation is performed for K=3. The seven (=2K+1) interpolated dipole activities are not 
rhythmic compared with the original activities (third row, Fig. 6). This is because of the 
phase interpolation that placed instantaneous phases on the seven-phase-grid at any time 
sampling point (bottom row, Fig. 6). The reason a rhythmic wave is rhythmic is that its 
instantaneous phase rotates. Conversely, if an instantaneous phase is fixed, its waveform 
will be a straight line with an occasional small fluctuation. If AD exists, the interpolated 
dipole activities shift in the same direction. Slight upward shifts are observed for the 200-450 
ms duration. Thus, the 0th phase-interpolated average, which is the twice the average of the 
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while the instantaneous phases for the real dipole activities are calculated, those for the 
interpolated dipole activities are just phase-grids for K and are not recalculated from the 
interpolated dipole activities. 
 
 
Fig. 6. Phase interpolation of actual ERF. Top row) Seven samples of actual dipole activities 
at LaT: Dipole 6 (black lines). The conventional average of all valid (98) samples (gray line). 
Second row) Instantaneous phase distributions of the actual dipole activities at 0, 200, and 
400 ms. Third row) Interpolated dipole activities (black lines). The 0th phase-interpolated 
average for K=3 (gray line). Bottom row) Instantaneous phase distributions of the 
interpolated dipole activities at 0, 200, and 400 ms. 
Next, we perform phase-interpolated averaging (K=2, 3, 4) on six dipoles for the related 
condition; one dipole is selected from each of the ROIs. The overlap of the 0th and 1st phase-
interpolated averages implies that the analysis is stable, whereas spike-like changes in the 
condition numbers indicates that these averages at the corresponding time are somewhat 
unreliable. Each 0th phase-interpolated average looks like a low-amplitude replica of the 
corresponding conventional average (first and fourth columns, Fig. 7). The residual 
amplitude of the conventional average comes from PM, which is evaluated with condition 
numbers (third and sixth columns, Fig. 7). Such an amplitude relationship between two 
averages is often observed for other ERFs. Therefore, the conventional averages would be 
due to both AD and PM. Regarding the ratio of AD and PM, sometimes, the 0th phase-
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corresponding conventional average (first and fourth columns, Fig. 7). The residual 
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interpolated averages are very small. This indicates that PM might be dominant. However, 
we must point out that imprecise instantaneous phases are apt to yield very small 0th phase-
interpolated averages. Phase-interpolated averaging, which is more or less fail-safe, does not 
generate phantom ADs. Therefore, the fact that the 0th phase-interpolated averages even 
very slightly inherit the trace of the conventional averages cannot deny the existence of AD. 
On the other hand, the 1st phase-interpolated averages do not show characteristics common 
to all ROIs. 
 
 
Fig. 7. Phase-interpolated averages of the six dipoles (LaIFC: Dipole 1, LpIFC: Dipole 2, 
LaMedT: Dipole 4, LaT: Dipole 6, LpST1: Dipole 8, and LpST2: Dipole12). The ROIs are 
indicated on the vertical axes. The title of each panel indicates the 0th phase-interpolated 
average (PIA0), the 1st phase-interpolated average (PIA1), or the condition number (Cd. 
No.). Gray lines indicate the conventional averages. Dashed, solid, and dotted lines 
respectively indicate the K=2, 3, 4 cases (mostly overlap). 
 
 
Fig. 8. Frequency-band-limited phase-interpolated averaging. Left-column) 1st phase-
interpolated averages of LpIFC (Dipole 3) for the related condition. Right-column) 1st 
phase-interpolated averages of LpST1 (Dipole 8) for the related condition.  Top-row) I: 
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The 1st phase-interpolated averages of the alpha-band-limited LpIFC and LpST1 dipole 
activities show alpha-band ERD (top-row, Fig 8). On the other hand, those of the gamma-
band-limited LpIFC and LpST1 dipole activities show intermittent amplitude increments 
(bottom-row, Fig 8). These results might be gamma-band ERS. Since gamma-band ERS is 
generally not much more time-locked than alpha-band ERD, phase-interpolated averaging 
only vaguely visualizes gamma-band ERS. Thus, although 1st phase-interpolated averages 
of the wide-frequency-band limited ERF give almost no information, those of the narrow-
frequency-band limited ERF are at least useful for extracting alpha-band ERD. 
3.3 Phase-compensated averages 
Unlike phase-interpolated averaging, phase-compensated averaging generates many auto- 
and cross-averages. Therefore, an overview of the all averages is extremely important and 
should be performed first. Furthermore, non-significant averages, in the surrogate test 
sense, should be masked in the overview. For this purpose, we would recommend using 
image-like matrix (l-by-m) plots of the root-mean-squares: [ ] 2|l mn F x n∈ , where F is a 
temporal neighbor duration of n (Fig. 9). Although the intensity (white means maximum 
intensity) is used for the sake of visibility, all the non-significant averages should be 
displayed in black (minimum intensity). Now, in typical control ERF experiments, the 
difference between two ERFs, which may be caused by the only different condition out of 
many common ones, is evaluated. Thus, two conventionally averaged ERFs for enhancing 
an S/N ratio should basically be similar to each other. In fact, in this ERF experiment, phase-
compensated averages of the related and unrelated conditions for N of the alpha band (W: 1-
52 Hz) are quite similar in duration F of 100-300 ms (top and middle rows and second 
column, Fig. 9). Those for the other durations are only slightly different (top and middle 
rows to the left of the separation line, Fig. 9). This implies that the averages for the F of 100-
300 ms are reliable and those for the other durations would merit further investigation. The 
significances of the differences are checked after the reliabilities of the individual auto- and 
cross-averages (significance and similarity) are evaluated (bottom row to the left of the 
separation line, Fig. 9). The significance difference should be valid regardless of whether or 
not the significances of the two conditional auto- or cross-averages that produce the 
difference are valid, because these two conditional significance tests are independent of each 
other. Note that the numbers of surrogates are 1000 for the auto- and cross-averages and 
1000 pairs (total 2000) for the differences. If one performs phase-compensate averaging on a 
single condition ERF recording, ERFs can be randomly divided into two bins for the 
similarity check. 
We cannot deny that the above-mentioned procedure is somewhat paradoxical. Our 
approach ends up finding a small but significant difference in almost the same two 
averages. Only the significance of the differences may be important; the significances of the 
individuals are not so important. On the other hand, we would like to narrow down the 
number of significant averages. It might be difficult for researchers, in particular, those 
having a hypothesis bias, to fairly compare a huge number of data on the same basis. 
Individual researchers should thus decide whether the auto- and cross-averages for N of the 
beta band should be investigated or not (right-most column, Fig. 9). As an aside, none of the 
auto- and cross-averages for N of the gamma-band were significant to the individual auto- 
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Fig. 9. Root mean squares of phase-compensated averages (N: alpha band (left of the dashed 
vertical line), N: beta band (right of the dashed vertical line), W: 1-52 Hz, reference time: 200 
ms). Top-row) Related condition. Middle row) Unrelated condition. Bottom-row) Difference 
between related and unrelated conditions. Horizontal axis) Dipole for calculating 
instantaneous phases. Vertical axis) Dipoles to be filtered. Panel title) Duration F for 
calculating the root mean squares. The gray-scale intensity of each crossover square 
indicates the root mean squares of its auto- or cross-average (black: not significant). 
Next, let us investigate the phase-compensated averages (N: alpha-band, W: 1-52 Hz) of two 
dipole pairs: Dipole 1 at LaIFC and Dipole 6 at LaT, and Dipole 3 at LpIFC and Dipole 8 at 
LpST1 (Fig. 10). This is because these two combinations are directionally brighter and darker 
(almost in black) in the difference plot (third row and second column panel, Fig. 9). Note 
that we shall hereafter use the ROI names for dipole numbers. 
First, regarding the LaIFC and LaT pair, the auto- and cross-averages (top-left four panels, 
Fig. 10) and their differences (bottom-left four panels, Fig. 10) for both conditions 
significantly appear around the reference time (vertical gray lines), but the cross-averages 
for the unrelated condition (thick lines) are very small. Therefore, the phase-synchronization 
between LaIFC and LaT might occur especially for the related condition (thin lines) 
although the local phase-synchronizations within LaIFC and LaT might occur for whatever 
the condition. 
Let us discuss the related condition by inspecting the panels in a row-wise fashion. Suppose 
the current time is the reference time. The auto-average of LaIFC reaches a significant peak 
at the current time (no temporal lag), and the cross-average of LaIFC|LaT does so before the 
current time. Thus, the current phase of LaIFC is up-to-date whereas that of LaT is older. On 
the other hand, the auto-average of LaT reaches a significant peak at the reference time, and 
the inverted cross-average (LaT|LaIFC) does so after the current time. Thus, the current 
phase of LaT is up-to-date whereas that of LaIFC is younger. This row-wise comparison 
indicates that the phase of LaIFC precedes that of LaT. Therefore, LaT might be drawn to 
phase synchronization with LaIFC around the reference time. Such temporal comparisons of 
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We should point out that only the auto-average of LaIFC for the unrelated condition consists 
of significant intermittent bursts, which accordingly yields a significant conditional 
difference (top-left, bottom-left four panels, Fig. 10). For instance, if one is interested in 
which dipoles are drawn to phase synchronization with Dipole 1 (at LaIFC) for unrelated 
condition, the cross-averages between Dipole 1 and Dipole 8 should be subsequently 
evaluated by consulting the corresponding column of Dipole 1 (Unrelated panels, Fig. 9). 
Regarding the LpIFC and LpST1 pair, the auto- and cross-averages (top-right four panels, 
Fig. 10) and their differences (bottom-right four panels, Fig. 10) for both conditions 
significantly appear around the reference time (vertical gray lines). There is a consistent 
tendency in their differences that the auto- and cross-averages of LpIFC and LpST1 for the 
related condition are greater than those for the unrelated condition just before the reference 
time and the amplitude relation is inverted just after the reference time (bottom-right four 
panels, Fig. 10). 
 
 
Fig. 10. Phase-compensated averages (N: alpha band, W: 1-52 Hz, reference time: 200 ms 
(vertical gray lines)). Top-left four panels) Absolute values of LaIFC×LaT. Bottom-left four 
panels) Difference of absolute values of LaIFC×LaT. Top-right 4 panels) Absolute values of 
LpIFC×LpST1. Bottom-right four panels) Difference of absolute values of LpIFC×LpST1. The 
thin and thick lines in the top eight panels indicate the related and unrelated conditions, 
respectively. The dashed lines in all panels indicate significance levels. 
Let us examine the results for the related condition in more detail. LpIFC might be drawn to 
phase synchronization with LpST1 for the same reason as the LaIFC and LaT pair. However, 
for the unrelated condition, the cross-average of LpST1|LpIFC is double-peaked across the 
reference time whereas the auto-average of LpST1 has a single peak at the reference time. 
Therefore, phase-drawing between LpIFC and LpST1 might be bidirectional for the unrelated 
condition. If one is interested in such double-peaked cross averages, one may wish to 
investigate the cross averages between Dipole 3 (at LaIFC) and Dipole 12 by consulting the 






































































































































































































Fig. 9. Root mean squares of phase-compensated averages (N: alpha band (left of the dashed 
vertical line), N: beta band (right of the dashed vertical line), W: 1-52 Hz, reference time: 200 
ms). Top-row) Related condition. Middle row) Unrelated condition. Bottom-row) Difference 
between related and unrelated conditions. Horizontal axis) Dipole for calculating 
instantaneous phases. Vertical axis) Dipoles to be filtered. Panel title) Duration F for 
calculating the root mean squares. The gray-scale intensity of each crossover square 
indicates the root mean squares of its auto- or cross-average (black: not significant). 
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We will briefly discuss the actual ERF analyses using the two epoch filters. 
In the typical sematic priming ERF, the conventional average for the unrelated condition is 
larger (in absolute value) than that of the related condition after a certain latency these two 
averages branch off. In fact, this original study concluded so (Ihara et al, 2007). However, 
the same is not necessarily true for the phase-compensated averages (Fig. 10). The phase-
interpolated averages indicate that the conventional averages might consist of AD and PM 
and these two might cooperatively act when they have the same polarity (Fig. 7). If there is a 
gap between the conditional difference between the conventional averages and the phase-
compensated averages, the activity that fills in the gap might be PM. In addition, directional 
relationships between ROIs can be discussed with these two epoch filters. This is the most 
conspicuously different point from the original study. 
Are these two epoch filters able to analyze phase-related phenomena? Phase-interpolated 
averaging can be used to visualize ERD and ERS without additive activities (Fig. 8). Long-
distance directional synchronization between LaIFC and LaT and between LpIFC and 
LpST1 can be visualized by phase-compensated averaging. In fact, these long-distance 
directional synchronizations likely happen since LaIFC and LaT are connected by the 
uncinate fasciculus and LpIFC and LpST1 by the arcuate fasciculus. In contrast, we can only 
speculate about phase-resetting. When the phase is reset, by which instantaneous phase 
jumps to a specific phase regardless of the phase just before phase-resetting, the condition 
number of phase-interpolated averaging could be very large at that moment. In fact, there 
are spike-like shapes in the condition numbers (Fig. 8). However, it must be noted that the 
spikes always appear if K (2K+1: the number of interpolated ERFs) increases and the 
condition number cannot detect phase-resetting if the neuronal population in charge of 
phase-resetting is small. Thus, we cannot say that this spike indicates phase-resetting. 
There is one other thing we should point out about phase-resetting: recall the difference 
between using the cosine and sine in the simulation described in section 1.2 (Fig. 1). 
Conventional averages of various ERF experiments have shapes that are experiment-
dependent. According to the phase-interpolated averages (Fig. 9), AD and PM would 
have similar waveforms and be similar to conventional averages, and hence AD and PM 
would be time-locked. Therefore, cosine, sine, or their combination has to be determined 
by something in the case of the simulation. This determination is identical to setting the 
instantaneous phase to a specific value at a specific time. We wonder if this could be 
achieved only by resetting the phase. In the case of phase-resetting driven by stimuli, the 
first phase reset should occur at a very early latency, e.g., before N70 for visual stimuli if 
N70 is observed. 
4. Conclusion 
In this chapter, we explained the methodological and practical aspects of two epoch filters. 
The epoch filters are made possible by giving epochs an order. Since the order is of the 
instantaneous phases, these filters can be used to analyze phase-related phenomena. If 
another order is introduced, a different epoch filter can be designed and a different concept 
can be created accordingly. We hope that new epoch filters besides the ones presented here 
will be designed. 
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1. Introduction  
Epilepsy is a brain disorder characterized by recurrent and unpredictable interruptions of 
normal brain function, called epileptic seizures (Fisher et al., 2005). Epilepsy occurs in 1-2% 
of children (Hauser & Kurland, 1975). Twenty-five percent of children with epilepsy 
continue to seize despite appropriate medical management and are diagnosed as medically 
refractory epilepsy (Hauser, 1993). Medically refractory epilepsy is defined as seizures 
that continue despite at least two appropriate first line anti-epileptic medications at 
maximally tolerated serum levels for 2 years (Snead, 2001). A subset of patients with 
medically refractory epilepsy can be surgically treated after anti-epileptic medications fail. 
Successful control of the seizures can be achieved in children with intractable partial 
epilepsy by surgical resection of the epileptogenic foci (Duchowny 1995; Wyllie 1998; 
Snead 2001). 
In our institution, magnetoencephalography (MEG) is an essential part of the diagnostic 
workup in all patients undergoing presurgical evaluation. We introduced the concept of 
MEG-guided epilepsy surgery (Minassian et el., 1999; Otsubo et al., 1999, 2001a, 2001b; 
Holowka et al., 2004; Iida et al., 2005; RamachandranNair et al., 2007; Mohamed et al., 2007; 
Ochi et al., 2008). In patients with intractable partial epilepsy, MEG is a powerful tool for 
presurgical evaluation to predict an epileptogenic zone (Wheless et al., 1999; Pataraia et 
al., 2004; Paulini et al., 2007). The epileptogenic zone is a region of cortex that can generate 
epileptic seizures (Rosenow & Lüders, 2001). By definition, total removal or disconnection 
of the epileptogenic zone is necessary and sufficient for seizure freedom. In this chapter, 
we would like to demonstrate our presurgical evaluation, including scalp video-
electroencephalography (EEG) monitoring to capture seizures and interictal epileptiform 
discharges, and clinical MEG studies and analyses to estimate the epileptogenic zone. 
2. Scalp video-EEG monitoring 
Scalp video-EEG is crucial before MEG analyses. This can be performed over 1 to 5 days 
using 19 or 25 scalp electrodes placed according to the International 10-20 system (Jasper, 
1958). During scalp video-EEG monitoring, seizure semiology, ictal EEG findings and 
interictal epileptiform discharges are analyzed in detail to determine lateralization and 
localization of the seizure onset zone and the irritative zone (Rosenow & Lüders, 2001). 
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Detailed analysis of the scalp video-EEG can predict the approximate epileptogenic zone 
(Wyllie et al., 1993). 
The scalp video-EEG recordings in children often show secondary bilateral synchrony, 
generalized or multifocal interictal discharges (Wyllie et al., 2007). We have to find (1) 
consistent leading discharges before these spread to the whole brain, (2) predominant 
lateralization of multiple independent spike foci, and (3) complexity of spike morphology. 
Irregular polyspikes/spikes with superimposed fast activity are more epileptogenic than 
sharp waves with simple and stereotyped morphology. The fast activity is one sign of the 
epileptogenic zone (Kobayashi et al., 2004; Yamazsaki et al., 2008). Predominantly 
lateralized or localized interictal spikes during REM sleep also suggest the epileptogenic 
hemisphere (Samalitano et al., 1991; Ochi et al., 2011). When we analyze MEG data, we 
always compare the scalp video-EEG and MEG to recognize the characteristics of the 
interictal spikes, seizure onset zone and seizure semiology for the clinical interpretation of 
the MEG result. 
3. MEG studies and analyses (recording and analysis) 
Interictal MEG recordings are performed in patients taking their regular dosage of 
antiepileptic drugs (AEDs). Most of the time, we have found the occurrence rate of interictal 
spikes was dramatically reduced by maximum dosage of AEDs when patients undergo 
MEG as an out-patient procedure. The night prior to MEG, patients are sleep-deprived to 
accentuate focal interictal epileptiform discharges by sleep (Veldfuizen et al., 1983). If 
patients can undergo MEG recording during their admission for scalp video-EEG, increase 
in interictal epileptiform discharges are noted during MEG study because anti-epileptic 
medications are usually tapered to capture seizures for the video-EEG analysis. In children 
who are unable to cooperate, we use total intravenous anesthesia with propofol and 
remifentanil for their MEG and subsequent MRI studies (Fujimoto et al., 2009).  
We use a whole-head gradiometer-based Omega system (151 channels, VSM MedTech Ltd., 
Port Coquitlam, BC, Canada) in a magnetically shielded room. Simultaneous MEG and scalp 
EEG recordings are performed for at least 30 minutes consisting of 15 two-minute periods of 
spontaneous data. The sampling rate for data acquisition is 625 Hz. Scalp EEG is 
simultaneously recorded from 19 electrodes placed according to the International 10-20 
system. Head positions are measured at the beginning and end of each two-minute period. 
For optimal accuracy of co-registration of MEG dipole sources onto MRI, the data set in 
which patients move their head more than 5 mm, is discarded and not analyzed. MEG 
dipole source localization has been reported to present 2-3mm error in comparison of 
somatosensory evoked fields on MEG with intraoperative evoked potentials (Yang et al., 
1993). The data with more than 5mm head movement may reach 7-8mm localization error to 
estimate the dipole source which can be localized in the neighboring gyrus; thus these sets 
are discarded.  
Table 1 shows the process of our MEG analysis. 
3.1 Detection and selection of MEG spikes 
We visually identify MEG interictal epileptiform discharges – spikes, polyspikes and sharp 
waves (referred to as spikes) – by reviewing the 151-channel raw MEG wave forms with 
band pass filter of 10-70 Hz, and cross-reference them with the simultaneous EEG 
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recordings (Fig. 1). Low frequency filter is set relatively high (10Hz) to reduce diffuse slow 
waves in children with intractable epilepsy and to obtain high signal to noise ratio 
(Sugiyama et al., 2009). 
 
1. Detection and selection of MEG spikes (Fig. 1) 
1) Band pass filter 10-70 Hz 
2) Detection of individual MEG spikes with or without simultaneous EEG spikes 
3) Placement of a cursor at the earliest spike peak with reasonable magnetic field 
topography 
4) Selection of the spike >1 second apart from previous spikes when continuous spikes 
occur 
2. Calculation of dipole source by single moving dipole analysis 
100 ms window (50 msec before and after the cursor, every 1.6 msec, total 63 time points) 
for sampling rate 625 Hz (Fig. 2) 
3. Selection of dipole sources (Fig. 2) 
Selection of one dipole source from one spike with following criteria 
1) Residual error between measured and calculated magnetic field topographies <30% 
2) Dipole moment 50-400 nAm 
3) Dipole locations of consecutive 5-6 time points staying within 1 cm on x-, y-, z-axes or 
within one gyrus 
4) Stable strength of dipole moment during consecutive 5-6 time points 
5) Dipole with reasonable magnetic field topography with tight “sink and source” pattern 
and minimum background noise 
6) Dipole location in gray matter or gray/white matter junction – with the exception of 
cortical dysplasia/heterotopia 
7) Comparison with simultaneous EEG spike –  
if dipole location is deep,  
A) dipole with no simultaneous EEG spike;  
B) dipole before EEG negative peak  
4. Classification of dipoles 
1) Cluster, defined as 6 or more dipoles with 1 cm or less between adjacent dipoles 
2) Scatter, defined as:  
A) fewer than 6 dipoles regardless of the distance between dipoles; or  
B) dipoles with greater than 1 cm between dipoles regardless of number of dipoles 
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1) Cluster, defined as 6 or more dipoles with 1 cm or less between adjacent dipoles 
2) Scatter, defined as:  
A) fewer than 6 dipoles regardless of the distance between dipoles; or  
B) dipoles with greater than 1 cm between dipoles regardless of number of dipoles 





We analyze individual spikes instead of averaged spikes for dipole source localization in 
order to obtain the extent of possible epileptogenic zone. The spike-averaging methods may 
result in loss of spatial and temporal information and of details concerning individual spike 
types (Sato et al., 1991). Spikes superimposed with electrocardiogram (ECG) are excluded 
for dipole source localization. When polyspikes or repetitive spikes occur (Fig. 1, red 
cursor), we select the earliest spike peak with reasonable magnetic field topography for 
dipole source analysis. The zone of the earliest spike and seizure onset zone demonstrate a 
high correlation that favors a common epileptic generator (Hufnagel et al., 2000). Some 
interictal spikes can be better visualized by either MEG or EEG, therefore, ideally, selection 
of interictal spikes should use both methods simultaneously (Iwasaki et al., 2005; Shibasaki 
et al., 2007). Various technical factors influence MEG and EEG spike detection, including the 
number of sensors for MEG and the number of channels for EEG, and in particular, the 
different characteristics of gradiometer vs. magnetometer for MEG. Needless to say, the 
methods of source analysis and the availability of experts in each institute are very 
important in the clinical interpretation of MEG data (Shibasaki et al., 2007). 
 
 
Fig. 1. Detection and selection of MEG spikes. Left panel shows overlaid MEG wave forms 
over the right hemisphere (brown) and left hemisphere (blue). Middle two panels show raw 
MEG wave forms of 151 individual coils (right hemisphere, brown; left hemisphere, blue), 
electrocardiogram (ECG, red) and simultaneous EEG wave forms (black). Right panel shows 
magnetic field topography (top), EEG field topography (middle), 15 time points of selected 
spikes during one-set 2-minute recording (bottom). A cursor (red line) is placed at the earliest 
spike peak in the epoch of four repetitive spikes with magnetic field topography with tight 
sink and source (top right). Calculation of dipole source is performed 50 msec before and after 
the cursor (total 100 ms window, each time point every 1.6 msec, total 63 time points). 
3.2 Calculation of dipole source by single moving dipole analysis 
We apply a single moving dipole analysis with a single-shell, whole-head, individually-
created spherical model. Calculation of the dipole source location, strength and orientation 
that best fits the measured magnetic fields is performed. For each spike, dipole source 
solutions are examined every 1.6 msec during a 100 msec window (50 ms before and 50 
msec after the peak of spikes, total 63 time points) (Fig. 2). 
 




Fig. 2. Stability of dipole locations. Left panel shows coronal (left top), sagittal (right top) 
and axial MRI. Before selection of MEG dipoles by criteria (Table 1), all calculated MEG 
dipoles in one dataset (two minutes) are shown on transparent MRI. Right table shows 
information of all MEG dipoles from one spike before selection by the criteria described in 
Table 1 (latency, residual error, amplitude, x-, y-, z-axes, and angle of moment). To select 
one dipole from one spike (total 63 time points by sampling rate 625 Hz), dipole locations 
(red circles on MRI) of consecutive 5-6 time points (right, black highlights on the list) stay 
within 1cm on x-, y-, z-axes and/or within one gyrus. 
3.3 Selection of dipole sources 
We select one dipole source from each individual spike with the following criteria; (1) 
residual error < 30% between measured magnetic field and calculated magnetic field 
topographies, (2) dipole moment from 50 to 400 nAm, (3) dipole locations of consecutive 5-6 
time points (4-8ms) staying within 1cm on x-, y-, z-axes and/or within one gyrus (Fig. 2), (4) 
stable strength of dipole moment during consecutive 5-6 time points, (5) equivalent current 
dipole corresponding with tight “sink and source” pattern and minimum background noise 
on magnetic field topography, (6) dipole source location in gray matter or gray/white 
matter junction - cortical dysplasia/heterotopia are exceptional (Case 3), (7) Comparison 
with simultaneous EEG spike - if dipole location is deep, A) dipole with no simultaneous 
EEG spike or B) dipole before EEG negative peak should be selected. 
Our first criterion of residual error (< 30%) is less strict than that of other institutions 
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151 channels and children tend to present with extratemporal lobe epilepsy and/or multiple 
foci. We try to detect a small disc of cortex at the onset of interictal spike satisfying our 
criteria (2) to (7). Strict adherence to the above criteria is needed to select the optimal dipole 
from non-averaged individual spikes and estimate possible epileptogenic zone by MEG 
dipole source analysis. It also gives us the most consistent results. If we allow too many 
exceptions to the criteria, distribution of MEG dipoles would be wider than the possible 
epileptogenic zone, which includes extensive epileptic network such as irritative zone 
(Rosenow & Lüders, 2001).   
A bundle of pyramidal neuron, which is a small disc of cortex, resembles a dipole source 
(Gloor, 1985). MEG that was simultaneously recorded with ‘intracranial’ EEG detected 3 
cm2 disc of epileptic cortex in the lateral convexity of brain (Oishi et al., 2002). Scalp EEG can 
detect 10-20 cm2 of gyral cortex in patient with temporal lobe epilepsy (Tao et al., 2005). 
MEG is superior to conventional 19-channel scalp EEG in detecting the beginning of 
interictal spike in the fissural cortex (Merlet et al., 1997) because the skull is ‘transparent’ to 
the magnetic fields for shallow dipole sources (Okada et al., 1999). After an interictal spike 
at a small area in the fissural cortex spreads to wider area including crown of gyrus, EEG 
shows negative peak of the spike after the peak of MEG spike (Merlet et al., 1997). Stability 
of dipole location and moment suggests focal cortical origin of spikes. When focal cortical 
origin of spikes quickly shows secondarily bilateral synchrony or becomes generalized, the 
single moving dipole analysis can be applied only to the 1st leading focal cortical spikes. 
The 2nd and 3rd spikes during an epoch of generalized spike-and-wave complex involve 
thalamo-cortical network (Meeren et al., 2002).      
3.4 Classification of dipole sources 
We classify the dipole source locations as follows; (1) A cluster consists of 6 or more dipole 
sources localized with 1 cm or less between dipoles; (2) Scattered dipole sources consist of 
either (A) fewer than 6 dipoles sources, or (B) dipole sources localized more than 1 cm apart 
regardless number. (Iida et al., 2005)  MEG dipole clusters suggest the epileptogenic zone 
requires complete excision (Otsubo et al., 1999; Iida et al., 2005). 
4. Case presentations 
We will present MEG analyses in three pediatric cases with intractable partial epilepsy 
demonstrating 1) polyspikes in Rolandic epilepsy, 2) secondary bilateral synchrony in 
frontal lobe epilepsy, and 3) deep MEG dipoles without simultaneous EEG spikes in parietal 
lobe epilepsy. 
4.1 Polyspikes in Rolandic epilepsy 
Pediatric patients with intractable partial epilepsy often present with refractory Rolandic 
epilepsy that are clinically distinguished from patients with benign Rolandic epilepsy with 
centro-temporal spikes (Otsubo et al., 2001; Benifla et al., 2009). MEG shows polyspikes in 
the Rolandic region due to highly epileptogenic focal cortical dysplasia. MEG spike peak 
appears earlier than EEG spike negative peak in most of cases (Merlet et al., 1997). Especially 
in cases with the intractable partial epilepsy secondary to the focal cortical dysplasia, MEG 
dipoles tend to cluster from the earliest spike peak with stable and distinguishable magnetic 
 
Clinical MEG Analyses for Children with Intractable Epilepsy 
 
183 
field topography (see Table 1, 1.3, 3.3-5). This subset of focal cortical dysplasia must have 
dense epileptic neuronal disk to produce a cluster of MEG dipoles.  
Case 1 is an almost 13 year old right-handed girl with intractable Rolandic epilepsy. Her 
seizures started at 6 ½ years of age, consisting of nocturnal tonic or generalized tonic clonic 
seizures, at times associated with enuresis. Scalp video EEG at 12 years of age captured 12 
seizures, consisting of right arm jerking from sleep, followed by tonic extension of bilateral 
arms and right leg. Seizures and interictal epileptiform discharges originated from left 
centro-parietal region. Three-tesla (3T) MRI showed subtle abnormal signal and blurring of 
grey/white matter in the left mesial Rolandic region. She was on levetiracetam and 
phenytoin. 
MEG was performed at 12 years of age. The steps from a representative analysis of one 
spike are shown in Figures 3 to 6. 
 
 
Fig. 3. The first peak of MEG polyspikes. A, MEG shows polyspikes. Left side shows two 
overlaid wave forms (R, right hemisphere; L, left hemisphere) and right side shows 
individual 151 channels (red channels, right hemisphere; blue channels left hemisphere), 
ECG and EEG (black channels). The red cursor is placed at the first peak of MEG polyspikes. 
B, magnetic field topography (left, red is sink, blue is source) and EEG topography (right, 
blue is positive, red is negative) at the first peak (red cursor on MEG wave forms on A). C, 
MEG dipole at the first peak of polyspikes is localized beside a subtle MRI abnormality in 
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Fig. 4. EEG at the first peak of MEG polyspikes. When MEG shows polyspikes (Fig. 3A), EEG 
shows simple morphology of spike and wave at C3-P3 and Cz (Fig. 4). The first peak of MEG 
polyspikes (Fig. 3A, red line) appears before the EEG spike peak (Fig. 4, red line) with 34msec lag. 
 
 
Fig. 5. The second peak of MEG polyspikes. A, MEG shows polyspikes. The red cursor is 
placed on the EEG spike peak which corresponded to the second peak of the MEG polyspikes. 
B, magnetic field topography (left) and EEG topography (right) at the EEG spike peak (red cursor 
on A). C, MEG dipole at the second peak of polyspikes is localized to the left Rolandic region on 
MRI, lateral to the first peak dipole source (Fig. 3C). It is noted that the dipole orientation and 
magnetic field topography are in the opposite direction from those of the first dipole (Fig3. C). 
 




Fig. 6. Cluster of MEG dipoles from one data set. One data set out of 15 two-minute data sets 
showed a cluster of 26 MEG dipoles fulfilling criteria (see section 3.3) from 43 MEG spikes, 
which was localized in the left Rolandic region transparently shown on axial MRI. 
A total of 203 MEG spikes were detected during 15 two-minute data sets. After dipole 
calculation from the 203 spikes, 115 MEG dipoles met criteria were selected as the final 
result. A dense cluster of 109 MEG dipoles was localized in the left mesial to lateral Rolandic 
region. 
Intracranial video-EEG monitoring was performed using subdural grid electrodes over left 
Rolandic region and depth/strip electrodes toward subtle MRI abnormality in the mesial 
Rolandic region. Seizure onset zone included both mesial and lateral Rolandic cortices. 
Mesial Rolandic region started earlier than lateral cortex with a time lag of 300 msec at the 
beginning of her seizures. Both areas were resected and she has been seizure free for 7 
months. She had immediate post-operative right hemiparesis, with almost full recovery of 
hand and leg motor function 6 weeks after the surgery. Pathology showed focal cortical 
dysplasia with dysmorphic neurons (type IIa).  
4.2 Secondary bilateral synchrony in frontal lobe epilepsy 
EEGs often show paroxysmal generalized spike-/polyspike-and-wave complexes in 
children with intractable partial epilepsy even with focal onset seizures (Wyllie et al, 2007). 
Frontal lobe epilepsy frequently presents with secondarily bilateral synchronized 
epileptiform discharges (Akiyama et al., 2011). MEG dipoles can be estimated at the earliest 
peak of spikes before generalization in the spike complex which should have >1sec interval 
during continuous spike and waves (see Table 1; 1.3 & 1.4). 
Case 2 is an almost 17 year old left handed boy with intractable frontal lobe epilepsy. His 
generalized tonic clonic seizures started at 6 years of age. Scalp video EEG at the age of 16 
years captured 16 seizures, consisting of tonic posturing or single jerking of both arms, right 
arm more than left. Ictal EEG originated from the left fronto-central and temporal regions. 
Interictal epileptiform discharges consisted of frequent bursts of generalized polyspike-and-
waves with left hemispheric predominance and independent focal spikes over the left 
fronto-central and temporal regions, indicative of secondary bilateral synchrony originating 
from left hemisphere. 3T MRI showed abnormal signal within subcortical white matter in 
the left frontal lobe. Functional MRI (fMRI) showed right hemisphere language 
predominance. He was on clobazam and valproic acid.  
A total of 261 MEG spikes were detected. Ninety MEG dipoles were selected as the final 
result, consisting of 86 in the left hemisphere and four in the right hemisphere. An extensive 
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Fig. 7. Frequent generalized polyspike-bursts. EEG shows frequent generalized polyspike-
bursts. Red cursor is corresponding to the time point in Fig. 8. 
 
 
Fig. 8. The earliest component with a reasonable magnetic field topography of generalized 
polyspike-burst. A, The earliest component with a reasonable magnetic field topography of 
a polyspike-burst is selected (red cursor). B, Magnetic field topography shows bilateral 
“sink and source” pattern with left hemispheric predominance. C, Single moving dipole 
analysis shows an MEG dipole in the left middle frontal gyrus on sagittal MRI. 
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intracranial video-EEG monitoring using subdural grid electrodes over the left frontal 
parietal and superior temporal region and three strip electrodes inserted to left frontal pole 
and left mesial frontal region. Eight seizures were identical, consisting of single spasm 
followed by brief tonic seizure of right arm originating from left frontal lobe, superior 
temporal gyrus and inferior parietal region. Left frontal lobectomy and cortical excision of 
posterior portion of left frontal lobe, superior temporal gyrus and inferior parietal region were 
performed. Pathology showed microdysgenesis. He has been seizure free for 11 months.  
 
 
Fig. 9. Total 86 of MEG dipoles in the left hemisphere in Case 2. Sagittal MRI shows a total of 
86 MEG dipoles overlaid in the left hemisphere. Sixty-nine dipoles were clustered in the left 
inferior, middle and superior frontal gyri, anterior to the motor cortex. 
4.3 Deep MEG dipoles without simultaneous EEG spikes in parietal lobe epilepsy 
The epileptogenic focal cortical dysplasia often involves not only the cortex, but also the 
gray/white matter junction and even the white matter as heterotopia (Blümcke et al., 2011). 
When a single MEG dipole with large moment is localized in the deep structure in the brain 
and shows simultaneous high amplitude EEG spike negative peak, the MEG dipole can be 
falsely localized by the extensive cortical discharges. The single moving dipole analysis for 
MEG can only be applied well for the “small” disc of cortical discharges, and not the 
extensive cortical discharges. If MEG dipoles are deeply localized without EEG spikes, the 
epileptic neurons in the heterotopia truly exist in the white matter (see Table 1; 3.6 & 3.7). 
Case 3 is an 11 year old right-handed boy with intractable partial epilepsy secondary to right 
temporo-parietal cortical dysplasia. His seizures started at the age of 2.5 years. He was 
developmentally delayed. His seizures consisted of nocturnal generalized tonic clonic 
seizures and complex partial seizures (staring, hand and oral automatism). 3T MRI showed 
abnormally thickened right temporal and parietal cortices, suggestive of cortical dysplasia. 
Scalp video-EEG at the age of 9 years captured two nocturnal seizures, consisting of tonic 
clonic seizures with predominant involvement of left arm and face originated from right 
temporo-parieto-occipital regions. There were frequent interictal epileptiform discharges 
over the right temporo-parietal regions. 
He underwent intracranial video-EEG monitoring using subdural grid electrodes over the 
right temporal, parietal and occipital region and four depth electrodes inserted to right 
parietal and right mesial temporal region. Eight seizures started from right temporal parietal 
occipital regions including subcortical MRI abnormality. Extensive cortical excision of the 
right parietal including subcortical MRI abnormality, right temporal lobectomy including 
amygdala and hippocampus were performed. Pathology showed focal cortical dysplasia 
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temporo-parietal cortical dysplasia. His seizures started at the age of 2.5 years. He was 
developmentally delayed. His seizures consisted of nocturnal generalized tonic clonic 
seizures and complex partial seizures (staring, hand and oral automatism). 3T MRI showed 
abnormally thickened right temporal and parietal cortices, suggestive of cortical dysplasia. 
Scalp video-EEG at the age of 9 years captured two nocturnal seizures, consisting of tonic 
clonic seizures with predominant involvement of left arm and face originated from right 
temporo-parieto-occipital regions. There were frequent interictal epileptiform discharges 
over the right temporo-parietal regions. 
He underwent intracranial video-EEG monitoring using subdural grid electrodes over the 
right temporal, parietal and occipital region and four depth electrodes inserted to right 
parietal and right mesial temporal region. Eight seizures started from right temporal parietal 
occipital regions including subcortical MRI abnormality. Extensive cortical excision of the 
right parietal including subcortical MRI abnormality, right temporal lobectomy including 
amygdala and hippocampus were performed. Pathology showed focal cortical dysplasia 







Fig. 10. Deep MEG dipoles without simultaneous EEG spike. A, MEG shows a red cursor at 
right hemispheric MEG spikes. B, Magnetic field topography shows tight sink and source at 
the MEG spike peak. C, Single moving dipole analysis shows an MEG dipole in the right 
temporo-parietal subcortical abnormality on axial MRI. 
 
 
Fig. 11. No spike on simultaneous EEG. There is no spike on EEG (red cursor) while MEG 
shows right hemispheric spikes (Fig. 10A). 
 




Fig. 12. Total 127 MEG dipoles in Case 3. A total of 127 MEG dipoles are shown on one 
transparent axial MRI, consisting of 120 over the right hemisphere and 7 in the left 
hemisphere. Over the right hemisphere, 102 MEG dipoles are clustered in the right temporal 
and parietal regions. Dipole moments were not shown in this figure. 
5. Conclusion 
We have described analyses of MEG studies as essential tools in the presurgical evaluation 
in children with intractable partial epilepsy. Our MEG analyses provide high resolution of 
temporal and spatial information of intracranial epileptic activities for epilepsy surgery. The 
cluster of interictal MEG dipoles predicts the epileptogenic zone and this is confirmed by 
intracranial video-EEG monitoring. MEG is indispensable in guiding the surgical treatment 
of children with medically intractable partial epilepsy. 
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1. Introduction 
This chapter describes newly developed helium circulation system (HCS) for the 
magnetoencephalography (MEG) that re-liquefies all the evaporating helium gas using  GM 
(Gifford-Macmahon) cryocoolers operating at 4.2 K. It consumes far less power than 
conventional systems which cannot be applied for MEGs because of their high noises. Warm 
helium gas at about 40 K collected high above the surface of the liquid helium in the dewar 
is used to keep the dewar cold, and cold helium gas just above the liquid helium surface is 
collected and re-liquefied while still cold. A special transfer tube with multi pipes has been 
developed to make the system operate efficiently. The system can produce up to 35.5 l/D of 
liquid helium from the evaporated helium.  
A MEG (PR2440 440 CH system, Yokokawa Electric Co. Ltd., Tokyo) with the HCS was used 
to measure human brain responses for several years without any noise problems. An 
improved HCS is now operating at Nagoya University, Japan. The noise level is below 10 
fT/Hz1/2 for 2-40 Hz, below 30 fT/Hz1/2 at 1 Hz, and 200 fT/Hz1/2 at 60 Hz, which is the 
power supply frequency. The maintenance cost of the MEG has become less than one-tenth 
of the previous cost. 
2. Requirements for the HCS 
MEGs are very expensive to run because of their cooling system. They use about 10 litters 
per day (l/D) of liquid helium (LHe), and commonly waste all of it by letting it escape into 
the atmosphere, necessitating the troublesome task of refilling the dewar with LHe once or 
twice per week, which must be done by a trained technician. 
The most common and efficient LHe producing system uses a Collins-type liquefier (Shigi 
et. al., 1982) . As this system uses very high pressure, it becoms very large and is unsuitable 
to use for MEGs. Although a cooling system that can achieve LHe temperatures by direct 
cooling with a small cryocooler has been developed, it is too noisy for MEGs (Kang et. al., 
1998). Other small systems that collect the evaporating helium at room temperature and 
return it to the dewar after liquefaction have also been developed (e.g., TRG-350D, 
TaiyoNissan Co. Ltd., Tokyo; HRT-K212, Sumitomo Heavy Industries Ltd., Tokyo). They 
cool the collected evaporated helium to about 40 K using sub-cryocoolers, then to below 4.2 
K using the main cryocoolers, and then return the liquefied helium to the cryostat. However, 
the liquefaction requires much electricity because the evaporated helium approaches room 
temperature before being cooled and because the specific heat capacity of helium is 
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relatively high. Moreover, they are also still noisy for MEGs. Therefore there had been no 
cooling system specifically suited to MEGs.  
As MEG sensor coils must be placed near to the patient’s head to detect their very weak 
magnetic fields, a liquid nitrogen heat shield, commonly used for Magnetic Resonance 
Imaging (MRI), cannot be used with MEGs. Hence, LHe is used to cool the dewar as well as 
the Super conducting Quantum Interference Devices (SQUIDs). In fact, because SQUIDs 
produce little heat, the LHe is mostly used for the former purpose, which is very inefficient. 
It would be more efficient to use relatively higher temperature helium gas (HeG) rather than 
LHe, to cool the dewar (Takeda et. al., 2001, 2005).  
In light of all the above serious drawbacks of the existing cooling systems, the requirements 
of an efficient small cooling system for MEGs to develop are (1) a noise level should be low 
enough, (2) it need not be refilled the liquid helium frequently, and (3) it should be cheap 
enough to maintain. 
3. Basic idea of the HCS (Takeda et. al., 2008) 
The main principle of the HCS is to use relatively warm HeG to counter heat flowing into 
the dewar from the surroundings, while using the LHe to cool the SQUID. The basic design 
is outlined in Fig. 1. In the dewar, the HeG near the surface of the LHe will be much colder 
than the HeG near the top of the dewar. The colder HeG goes through pipe B to the 
condenser at the second cooling stage where it is liquefied, and then the LHe flows under 
gravity back to the dewar through pipe A. The outlet of pipe A is near the surface of the 
 
 
Fig. 1. Helium circulation system. A: pipe to lead LHe from condenser to dewar, B: pipe to 
lead lower temperature HeG from dewar to condenser, C: pipe to circulate higher 
temperature HeG, D: pipe to add pure HeG. EV: electric valve, MFC: mass flow controller. 
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LHe and about 10 mm below the inlet of pipe B. The warmer HeG, which is at about 40 K at 
the outlet of pipe C, cools the dewar as it passes through its neck. The warmed HeG is led to 
the first stage of the cryocoolers at a flow rate governed by a small pump and a mass flow 
controller (MFC). The outlet of pipe C is about 200 mm above the outlet of pipe A. Having 
the outlet of pipe C high above the LHe ensures that the temperature gradient between the 
outlet of pipe C and the LHe is relatively small, thus lowering the heat flow into the LHe. If 
the LHe level drops for some reason, the helium gas from a reservoir can be supplied 
through pipe D and liquefied, which recovers LHe level. 
Since the amount of helium that evaporates, and thus the amount that has to be liquefied, 
depends on the ambient temperature, a large capacity cryocooler is essential to cope with a 
wide range of ambient temperature. On the other hand, if the cryocooler liquefies too much 
helium, the pressure inside the system may drop, causing air to flow into the system. 
Therefore, our system uses two 1.5W@4.2K GM (Gifford-McMahon) cryocoolers to ensure 
sufficient cooling capacity and, under feedback control from the pressure in the dewar, a 3 
W heater attached to the condenser to prevent overcooling. 
The transfer tube is shown in Fig. 2. The transfer tube is attached to the dewar such that a 
vacuum separating pipes A, B and C, which are concentric, is a continuum of the vacuum in 
the wall of the cold chamber shown on the far left. The vacuum also separates pipe C from 
the ambient air. The connection flange (E) allows thermometers to be replaced.  
The shield shown in section figure D is made of a thick copper pipe and protects against 
incoming thermal radiation. It is connected to the first stage of the cryocoolers by flexible 
copper wires. The copper wires and the flange with bellows enable the transfer tube to be set 
up through a hole in the wall of the magnetically shielded room (MSR). The heat flowing from 
the surroundings to the LHe through the transfer tube was estimated to be lower than 0.2 W/m. 
 
 
Fig. 2. Transfer tube consisting of seven concentric pipes. A, B, C, D are cross sections of TT 
at the indicated places. E is the structure of the elbow connecting the horizontal and vertical 
parts of TT. The lengths of the horizontal and vertical parts are about 2 and 1 m, 
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4. Performance of the HCS with an experimental Dewar (Takeda et. al., 2008) 
Fig. 3 shows how the temperature in different parts of the system changed during the first 
two and a half days after the system was started up. It also shows the change in the level of 
the LHe in the dewar. At start up, HeG at room temperature was filled to the system and it 
was automatically admitted into the system through pipe D according to the temperature 
drop and helium liquefaction under pressure feedback control. About 5 hours after start up, 
TA, the temperature of the first stage of the cryocoolers, had decreased from room 
temperature to 4.2 K, and about 13 hours after start up, T1, the temperature of pipe C just 
after the first stage of the cryocoolers, had decreased to 40 K. The temperatures at elbows of 
the TT (Ce, Be, Ae) stabilized at about 22 hours after start up. Though the temperatures at Be 
and Ae fluctuated in an interesting manner, it is beyond the scope of this report, but its 
analysis using computer simulation will be discussed elsewhere.  
The LHe in the dewar started to increase about 24 hours after start up. As there was a 14-
mm gap between the bottom of the LHe level meter and the bottom of the dewar, LHe had 
started to accumulate about two hours previous. The level reached the height of the inlet of 
HeG (the inlet of pipe B) about 34 cm above the bottom of the level meter at about 27 hours 
after start up, and blocked the path of the HeG to the condenser, stopping further increase in 
the LHe. The level of LHe, however, fluctuated for about 4 hours when the LHe first came 
into contact with TT due to heat flow from TT. LHe increased at a rate of about 5.5 l/D on 
average (the diameter of the dewar was250 mm). After the heater on the condenser was 
 
 
Fig. 3. Typical data showing temperature change, from start up, at different locations of the 
system, and the LHe level in the dewar. TA: temperature at the second stage of the 
cryocooler, T1: temperature of the pipe C just after the first stage of the cryocooler, Ce, Be, 
Ae are temperatures of the pipes C, B, A at the elbow part of the TT. LL: level of LHe. 
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turned on about 55 hours from start up to keep the pressure of the HeG at about 1 kPa (101 
kPa in absolute pressure), the LHe level remained stable.  
In the set up used to measure the performance of the system, there was an additional heater 
at the bottom of the dewar which was used to measure the residual capacity of the 
cryocoolers to maintain the level of the LHe. The capacity was found to be 1.1 W. When the 
TT was not attached to the dewar, about 35.5 l/D of helium evaporated from the dewar, 
estimated by supplying 1.1 W of heat to the LHe. In the real situation, some more heat 
would be flowing from the inserted TT. Therefore, it was confirmed that at least 35.5 l/D of 
LHe could be re-liquefied in the experimental system. This amount is adequate for nearly all 
the existing MEG systems, which require about 10 l/D. 
Fig. 4a and 4b shows vibration, measured by a vibrometer (Showa Sokki Inc., Model-2403) 
on the top plate of the dewar before and after the cryocoolers were turned on. As the 
operation of GM cryocoolers were very stable, measurements were taken on only several 
occasions and the figure is representative. The amplitude of the noise doubled when the 
cooler was turned on but was still only about 1 µmp-p, which is quiet enough to measure 
magnetic fields of the brain by MEG. 
 
 
Fig. 4. Vibration on the top plate of the dewar when the cryocoolers were (a) not in 
operation and (b) in operation. 
5. Performance of the HCS with an experimental MEG (Takeda et. al., 2009) 
Fig. 5 is a photograph of the setup of the HCS on an operation MEG (PR2440 440 CH system, 
Yokokawa Electric Co. Ltd., Tokyo; Takeda et. Al., 2004). In the MEG, sensors are located at 
300 points over a head and seventy of them are vector sensors. They are distributed roughly 
equal and mean distance between the sensors are about 20 mm. The total sensor number is 
440. All the vector sensors are made by axial type gradiometers. Sensors for Z direction (the 
axial direction) are two oppositely wound circles and the sensors for X and Y direction are 
two oppositely wound squares. The areas of the squares are smaller by some 10 %, but the 
gain is tuned to make the output voltage to be comparable. The system noise is lower than 
9fT / Hz and a bit better than common MEG systems. EEG can be measured 
simultaneously up to 64 CH. There are also 64 external input lines which enables flexible 
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A special dewar is developed which has a long insert to prevent invading heat from outside 
of the dewar. The insert is divided into two and has narrow gap to let the helium gas, whose 
temperature is about 40 K, flow through the gap and the neck tube of the dewar getting rid 
of the heat invading into the dewar.  
The magnetically shielded room (Daido Plant Industries Co., Ltd.) has three permalloy 
layers with 2 mm thick each and 5 mm thick aluminum layer. Its inner size is 3000 x 3920 x 
2900 (width x depth x height). The shielding factors are 60 dB at o.1Hz, 82 dB at 1Hz and 100 
dB at 10 Hz. There is a hole 400 x 600 (width x height) with a long sleeve that enables image 
projection through it.  
We put the TT through a magnetically shielded room (MSR) wall and firmly fixed it to the 
MSR to reduce vibration generated by the GM cryocoolers. The hole of 100 mm diameter 
that lets the TT penetrate the MSR is covered by a permalloy box (PB) to reduce invasion of 
magnetic noise into the MSR from the environment. It was confirmed that the hole did not 
add any detectable magnetic noise.  
The cryocoolers are attached to the base of a cold chamber, which is placed on a mount 
made of aluminium frame shown at the right. The TT is connected to the cold chamber with 
a welded bellows, which considerably reduces the transfer of vibrations generated by the 
GM cryocoolers to the TT. The cryocoolers are covered with a small and simple MSR to 
reduce magnetic and acoustic noise. Acoustic noise on the top plate of the dewar in the 
MSR, measured using a sound level meter (Yokokawa, LY20), was 34.7 dB. This is small 
enough for MEG measurements. 
 
 
Fig. 5. Setup of HCS on MEG with 440 CH. 
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5.1 Helium circulation 
Fig. 6 shows how the temperatures in different parts of the HCS changed during the first 3 
days after HCS operation was started. As the MEG has 440 channels (CH) of SQUIDs, which 
is the largest number of sensor channels in the world, its dewar has a large heat capacity.  
Though we could fill up the experimental dewar whose container volume was 5.6 l in 2 days 
starting from room temperature helium gas in the dewar as described in reference 3, it was 
estimated that we need to cool the system over two weeks to make liquid helium from the 
helium gas in the dewar by gradually cooling it with the GM cryocoolers. Thus, we decided 
to transfer LHe to the dewar on the third day.  
Fig. 6a depicts the temperature change at various points in the HCS, where 1 - denotes the 
temperature at the second stage of the GM cryocooler, 2 - denotes the temperature of its first 
stage, 3 - denotes the temperature of pipe C in Fig. 1 after the refiner, 4 - denotes the 
temperature at pipe A near the condenser, and 5 - denotes the temperature of pipe B near 
the condenser. The figure shows that the temperature 1 dropped to about 5 K after 2.5 h 
from start up, and temperatures 2 and 3 dropped similarly to about 50 K after 9 h from start 
 
 
Fig. 6. Temperature change at various points in HCS from start up of HCS for 3 days (a);  
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up. The temperatures 4 and 5 also descended similarly for 3 h after start up. While 5 
continued to descend for one more hour after that time and dropped to about 5 K, 4 started 
to ascend from about 100 K at 6 h from start up to about 150 K at 10 h from start up. This is 
probably caused by warm helium gas sucked from the dewar through pipe B. Temperature 
4 suddenly dropped from about 100 K to about 60 K at 22 h from start up, when we 
estimated partial liquidation started in the condenser. Temperatures 2, 3 and 4 gradually 
decreased as the dewar became cool, as shown in Fig. 6b.  
Interesting temperature changes occurred after liquid helium was transferred at 50 h from 
start up. The flow of relatively warm helium gas from the dewar pushed up the 
temperatures at 2, 3 and 5 from 50 to 53 h, when cooling of the dewar finished and liquid 
helium began to accumulate in the dewar. The lower panel shows the liquid helium level in 
the dewar and indicates accumulation of LHe was completed in about 0.5 h, after which it 
decreased rapidly for 9 h to cool the dewar. Temperature 4 increased slightly and then 
suddenly dropped from about 70 K to 4 K at about 61 h after start up, which indicates 
helium liquidation continuously maintained and circulation of helium began at that time. 
In the experimental setup used to measure the performance of the HCS before its installation, 
there was an additional heater at the bottom of the experimental dewar, which was used to 
measure the residual capacity of the cryocoolers to maintain the level of the 
 
 
Fig. 7. Flow rate (FR) of the 40 K helium gas was changed for 8 days (a), and resulted in the 
change of liquid helium level (LL) in the dewar (b). 
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LHe. This capacity was found to be 1.1 W. When the TT was not attached to the dewar, 
about 35.5 l/D of helium evaporated from the dewar, as estimated by supplying 1.1 W of 
heat to the LHe. Therefore, it was confirmed that at least 35.5 l/D of LHe could be re-
liquefied in the experimental system. This amount is adequate for nearly all the existing 
MEG systems, which require about 10 l/D. 
In the real situation, more heat would be flowing from the inserted TT into the dewar. Fig. 7 
shows the change of LHe level in the dewar (Fig. 7b) according to the change of HeG flow 
rate at the neck tube of the dewar (Fig. 7a). This means that the helium level decreased when 
the flow rate was below 6 l/min and increased when the flow was over 10 l/min. As the 
time constant of the change of the liquid helium level (LL) is very long, the dependence of 
the LL on helium gas flow rate (FR) is not clear from Fig. 3b. Later, it was determined by 
several supplemental experiments that 7 l/min is about the minimum flow rate to maintain 
the liquid helium level for this system. It was also estimated that the HCS can increase the 
LHe by 2.1 l/D at most in this system. 
After the dewar is filled with LHe, we need not add any LHe to the dewar for one year 
during normal operation. As the GM cryocoolers require regular maintenance once a year, 
the cryocoolers were warmed up to 300 K by heaters attached to the condenser (with a 
capacity of 3 W) and on two refiners (each with a capacity of 200 W) for about 10 h. The 
temperature was kept at about 300 K by controlling the heater with a computer (Fig. 8a). As 
heat was added to the HCS, the liquid helium evaporated completely in 2 days, as shown in 
Fig. 8c. The temperature of the dewar began to increase half a day after the final evaporation of 
the liquid helium. It took about 3 days to warm up the dewar to room temperature (Fig. 8b). 
Vacuum pumping of the dewar’s vacuum layer was done from the fifth to eighth day for 
about 3 days. The maintenance was performed during the sixth day, and the liquid helium 
transfer was done on the eighth day (Fig. 8c).  
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5.2 Noise reduction  
Fig. 9a shows the locations of 14 representative CH (closed dots) of the 440 CH MEG sensors 
spread almost evenly over the head, viewed from above the head with the sensor locations 
projected onto a horizontal plane. The up direction is the direction of the subject’s forehead. 
Because the data from those 14 channels indicate the general characteristics of the noise in 
all the MEG sensors, these channels’ data will be used in the following paragraphs.  
Fig. 9b depicts the temporal wave of magnetic noise measured by the MEG, where the noise 
added by the installation of the HCS is removed as much as possible. Although most 
channels show acceptable noise levels, several channels, such as channels 96 and 384, have a 
bit larger (apparently 50 Hz) power line noise, which will be suppressed in the near future 
by further improvements. 
Fig. 10a depicts the amplitude spectrum of magnetic noise measured by the MEG before the 
HCS was installed. The noise levels are roughly below 10 fT/Hz1/2 for 2-1000 Hz, similar to 
that in common MEGs. The amplitude spectrum has a typical 1/f noise pattern below 2 Hz. 
It is below 35 fT/Hz1/2 at 1 Hz and 170 fT/Hz1/2 at 50 Hz, which is the power supply 
frequency.  
Fig. 10b depicts the amplitude spectrum of magnetic noise measured just after the HCS was 
installed. It shows noise of about 200 fT/Hz1/2 at 1 Hz, which was apparently produced by 
the vibration of the TT driven by the GM cryocoolers. The GM cryocoolers produce a strong 
1 Hz vibration when the compressed helium gas expands adiabatically in the cryocoolers. 
The amplitude spectrum also has a very large noise spectrum at other frequencies, 
especially at the higher harmonics of 1 Hz and 50 Hz.  
To reduce the noise levels, thick plates were placed between the aluminium frames where 
the cryocoolers are mounted to act as stiffeners. Fig. 10c shows the amplitude spectrum of 
magnetic noise measured after the modification of the cryocooler stage. The magnitude of 
the amplitude spectrum at 1 Hz was reduced considerably, to about 100 fT/Hz1/2. However, 
 
 
Fig. 9. The location of selected 14 CH sensor channels (a), and their typical noise (b). 
 





Fig. 10. Noise amplitude spectra of the selected 28 channels of the system, (a) before HCS 
installation, (b) just after HCS installation, (c) after stiffness increase of the HCS mount, and 
(d) after grounding improvements. 
there remained considerable noise caused by the HCS, especially at 50 Hz and its higher 
harmonics. The noise amplitude at 50 Hz was about 7 pT/Hz1/2, which was more than ten 
times of that in Fig. 10a.   
Various improvements were made to reduce the noise added by the HCS. As the details of 
those measures are not in the scope of this paper, they are not explained here. The most 
effective measure was to reduce current leak from the power supplier to the TT by various 
methods in the electrical grounding of the MEG and the HCS. Fig. 10d depicts the amplitude 
spectrum of magnetic noise measured after the improvements. The noise level at 1 Hz is 
reduced to less than 30 fT/Hz1/2, which is a bit smaller than that in Fig. 10a. The noise level 
at 50 Hz is reduced to 200 fT/Hz1/2, which is still a little bit bigger than before HCS 
installation. There are also slight noise increases in the range of 30-50 Hz and at the higher 
harmonics of 50 Hz.  
Though there are small noise increases, it can be said that noise level is roughly the same as 
before the HCS installation. As it is common to use a band pass filter of 1-40 Hz in the MEG 
measurement to get rid of power supply noise, which is very difficult to eliminate 
completely, the remaining noise has virtually no negative effect. Fig. 10a shows the noise 
level after the band pass filter was applied (a 6th-order Butterworth filter with a 1-40 Hz 
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spectrum of the remaining noise. It clearly shows that there remains virtually no influence 
from the noise produced by the HCS after the band pass filter is applied. 
Acoustic noise in the hollow of the dewar, measured using a sound level meter (Yokokawa 
Ltd., DT-805), was 34.7 dB while the cryocoolers were running. There is a hole (300 mm x 
250 mm; width x height) in our MSR to allow visual image projection through the hole by a 
liquid crystal projector, and the acoustic noise level could be lowered to 33.0 dB if this hole 
was closed. This sound noise level is small enough for MEG measurements. 
6. Control system of the HCS 
Fig. 11 shows schematic gas flow (a) and control diagram (b) of the HCS. Evaporated helium 
gas in the dewar is absorbed to the condenser and liquefied. It then drops to the dewar by 
the gravity. 
The controller of the HCS uses compact Field Point (cFP-2020 : National Instrument) and the 
software is based on LabVIEW Real-Time. The cFP has three RS-232C ports and one RS-485 




Fig. 11. Block diagram of the gas flow in the HCS (a), and the control interfaces of various 
control elements in the system (b). P: pressure gauge, EV: electromagnetic valve. 
Fig. 12a shows the gas flow control system which has several electric valves, mass flow 
controller and several pressure gauges. Fig. 12b shows the temperature monitors, liquid 
helium level meter and PC for the control of gas flow system and monitoring of the whole 
HCS. 
7. Installation the HCS to a commercialized MEG 
The most serious problem remained to be improved was that the HCS had a TT insert tube 
with diameter of 3/2 inches. As all the existing MEGs have 1/2 inch insert hole to refill 
liquid helium, extensive redesign or reconstruction of MEGs was required to use the 
developed HCS. Hence, we have tried to reduce the diameter of the TT insert tube to 1/2 
inch to avoid the requirement. Though it was very hard to reduce the diameter of the multi-
pipe TT insert tube to 1/3, we managed to achieve the goal. Once we have succeeded to 
develop a TT with standard insert tube diameter of 1/2 inch, there is no need to modify the 
MEG per see. So we could  easily install the HCS on a commercialised MEG produced from 
Yokokawa Electric Corporation Inc. (PQ1160C) as shown in Fig. 13.  
 




Fig. 12. Hardware of the gas control system of the HCS (a), and computer to control the gas 
flow together with temperature minitors and Liquid helium level meter (b). 
As the MEG has been installed in a magnetically shielded room (MSR) about a year ago 
without any plan to add a HCS to it, there isn’t any proper hole to let through the TT just 
behind or left/right side of the MEG, which enables to use simple straight pipe TT same as  
 
 
Fig. 13. Multi-pipe TT of the HCS installed on the commercialized MEG (PQ1160C, 
Yokokawa Electric Cor. Inc., Japan). As the TT has 1/2 inch insert tube, there was no need to 
modify the MEG to install the HCS. TT is twisted twice to use the ventilation hole located 
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Fig. 14. Noise amplitude spectra of the selected 10 channels of the system (Yokokawa, 
PQ1160C); (a) before HCS installation, (b) after instalation. There isn‘t any noticable 
difference. Instalation of the HCS is successful. 
used in an experimental MEG at the University of Tokyo. It was rather difficult to make a 
suitable hole through the existing MSR, because it requires extensive modification of the 
MSR. We planned to utilize the ventilation hole located right upper in the MSR, whose 
diameter was 170 mm. To use the hole, we designed a new TT with reduced diameter of 60.5 
mm from 76.3 mm used for the experimental MEG. We also vented the TT twice to use the 
hole as shown in Fig. 5. The TT is tilted about 5 degrees to let the LHe flow by the gravity. 
It took about a week to install the HCS on the MEG in May, 2011. HCS can increase the LHe 
by about 3 litters per day and add no extra noticeable noise in the MEG noise recording. As the 
compressor of the cryocooler is located another room next to the MEG room and cryocooler is 
located outside of the MEG room, there is no noticeable additional acoustic noise. 
Fig. 14 shows noise amplitudes of the MEG (Yokokawa, PQ1160C) at the Nagoya University 
before (a) and after (b) the installation of the HCS. There is no noticeable noise difference in the 
two measurements. So, it can be said the installation of the HCS has no negative effect on the 
MEG measurements and eliminate necessity of liquid helium transfer for at least a year. 
8. Discussion and future HCS 
MEGs would be cheaper to run if high-Tc SQUIDs, cooled by liquid nitrogen, could be used. 
Unfortunately, high-Tc SQUIDs are currently too noisy, so costly LHe systems must be 
used. The develloped HCS would reduce the cost to run MEGs because almost none of the 
He, a rare material, is allowed to escape into the atmosphere, eliminating the hazardous task 
of replacing lost LHe, which requires trained personnel. Also, although helium itself is not a 
major pollutant, because our system consumes less energy, it is indirectly more 
environmentally friendly. 
Since we wanted to do maintenance including vacuum pumping of the dewar, we warmed 
up the dewar completely. However, the vacuum level of the dewar could be sustained low 
enough for several years. Thus, we could skip vacuum pumping, and can perform the 
maintenance by just warming up the cryocoolers. We will warm the cryocoolers overnight, 
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replace wearing parts of the GM cryocoolers the next day, cool the cryocoolers down 
overnight during the following night, and resume circulation on the third day. From Fig. 4 
data, it is estimated that about 60 % of the liquid helium in the dewar is lost into the 
atmosphere for 48 h. Hence, about 40 l of liquid helium and about 48 h of time are necessary 
for the maintenance.  
In the experimental MEG at the University of Tokyo, the magnetic noise level between 2 and 
40 Hz is below 10 fT/Hz1/2, which is about the same as the noise level before the HCS is 
installed. Although the noise level at 50 Hz was about 170 fT/Hz1/2 before the HCS 
installation, the noise level of 200 fT/Hz1/2 at 50 Hz is a little bit bigger after HCS 
installation. There is also a slight noise increase in the range of 40-50 Hz and at the higher 
harmonics of 50 Hz. However, the noise level of the Nagoya university is roughly same 
between before and after the installation of the HCS (Fig. 14). So, it can be said, the HCS has 
no bad influence for the commercialized MEGs. 
The acoustic noise level was 34.7 dB at the center of the head hole in the MEG dewar in the 
MSR. The noise level is about the same as before the installation and quiet enough to 
perform ordinary MEG measurement.  
Our system can produce at least 35.5 l of LHe per day from the evaporated helium with two 
1.5W at 4.2K GM cryocoolers (Takeda et. al., 2008). The total cooling capacity of the system 
was estimated to be about 2.4 W. We are still improving our system and hope to be able to 
produce 10 l/D of LHe using only one 1.5 W GM cryocooler in the near future. 
Though we designed our HCS for MEGs, the HCS, with its advantages, can be used for 
other devices in the field of cryogenics. Several low temperature physical property 
measurement devices, which measure magnetic or electrical properties at low temperatures 
by cooling materials with liquid helium, could serve as promising applications. We are now 
developing HCSs suitable for such purposes.  
9. Summary 
We have developed a helium circulation system that uses two 1.5 W at 4.2 K GM cryocoolers 
and has dual helium streams; one to collect evaporated HeG immediately and return it as 
liquefied helium to the Dewar, and the second to use higher temperature HeG 
(approximately 40 K) to cool the Dewar. We installed this mechanism on an experimental 
MEG system with 440 CH measurement SQUIDs (Yokokawa PR2440) and operated it for 
three and a half years. We also installed a new model on a real commercialized MEG system 
(Yokokawa PQ1160C) at the Nagoya University and operated it for five months. 
 It has been confirmed that magnetic and acoustic noises added by installing the HCSs have 
no problem for MEG measurements.  
The HCS can increase the level of liquid helium by at least 3 l per day with the Yokokawa 
PQ1160C. Without needing to perform Dewar pumping, regular cryocooler maintenance 
can be done in 2 full days, losing approximately 40 l of liquid helium in the process. The 
maintenance cost (electricity charges and cryocooler maintenance fee) of the MEG has been 
reduced to be less than one-tenth of the previous cost (liquid helium and maintenance fees). 
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1. Introduction 
Magnetoencephalography (MEG) offers great temporal resolution; however, traditional 
MEG studies have only exploited this advantage during offline analysis. With the 
advancement of computing capabilities, the ability to process and analyze MEG data during 
an experiment, and even in real-time is now a reality. Online MEG processing opens new 
opportunities for basic research and clinical applications. For example, by providing real-
time feedback a subject could learn to modify their neural activity patterns. This real-time 
neurofeedback training may be useful in rehabilitation, for example to promote 
neuroplasticity to strengthen or retrain motor-cortical activity after central nervous system 
damage due to conditions such as stroke or spinal cord injury. Online MEG analysis could 
also be used for advancing neuroscience research by allowing for adaptive paradigms that 
could identify which stimuli are most effective, or to determine if more data needs to be 
collected to fulfill analysis criteria. However, online MEG presents a number of challenges, 
including managing the complexities of the data acquisition, addressing noise 
contamination, and dealing with the processing requirements of data analysis methods. This 
chapter introduces the concept of online MEG and discusses current research efforts to 
address its challenges while presenting some novel applications to advance basic and 
clinical research. 
Processing of brain activity in real-time is not a new concept. Observing the complex 
dynamics of the brain on a millisecond scale has provided great insight into how the brain 
works in healthy individuals and those with neurological disorders. To date, most real-time 
analysis of brain activity has been with electroencephalography (EEG) using electrodes 
placed on the scalp. Because EEG is non-invasive and poses essentially no risk of injury, it 
can be performed on healthy individuals and patients. However, the spatial resolution and 
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1. Introduction 
Magnetoencephalography (MEG) offers great temporal resolution; however, traditional 
MEG studies have only exploited this advantage during offline analysis. With the 
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an experiment, and even in real-time is now a reality. Online MEG processing opens new 
opportunities for basic research and clinical applications. For example, by providing real-
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also be used for advancing neuroscience research by allowing for adaptive paradigms that 
could identify which stimuli are most effective, or to determine if more data needs to be 
collected to fulfill analysis criteria. However, online MEG presents a number of challenges, 
including managing the complexities of the data acquisition, addressing noise 
contamination, and dealing with the processing requirements of data analysis methods. This 
chapter introduces the concept of online MEG and discusses current research efforts to 
address its challenges while presenting some novel applications to advance basic and 
clinical research. 
Processing of brain activity in real-time is not a new concept. Observing the complex 
dynamics of the brain on a millisecond scale has provided great insight into how the brain 
works in healthy individuals and those with neurological disorders. To date, most real-time 
analysis of brain activity has been with electroencephalography (EEG) using electrodes 
placed on the scalp. Because EEG is non-invasive and poses essentially no risk of injury, it 
can be performed on healthy individuals and patients. However, the spatial resolution and 





and scalp are greatly attenuated, particularly at frequencies above 50 Hz (Nunez & Ramesh 
Srinivasan 2005). Intracranial EEG, commonly referred to as electrocorticography (ECoG) 
alleviates this issue of tissue attenuation by placing electrodes beneath the skull closer to the 
brain. ECoG is used routinely in the diagnosis and treatment of patients with intractable 
epilepsy (Leuthardt, Schalk, Wolpaw, Ojemann, & Moran, 2004). Cranial surgery is required 
to place ECoG electrodes and therefore its utility for many research, and even clinical, 
investigations is limited. MEG provides a safe, non-invasive alternative capable of capturing 
the high temporal resolution dynamics of the brain activity. However, the magnetic fields 
generated by neural activity are extremely small and require complex hardware and 
software to collect. By averaging across many events, traditional MEG analysis improves the 
signal-to-noise ratio to better emphasize spatial and temporal characteristics. Yet, by 
averaging across trials, MEG loses its ability for accessing neural activity in real-time and 
therefore limits the application of this sophisticated technology. 
One area where real-time MEG (rtMEG) is being used is the development of brain machine 
interface (BMI) applications, which require analysis of brain activity in real-time. Most BMI 
applications are focused on using an individual’s brain activity to directly control the 
actions of a device. It has been demonstrated that a delay longer than 200 ms between a 
person’s movement intention and a device’s reaction is noticeable and can be distracting and 
lead to degraded task performance (Lauer et al. 2000; Welford 1968). This 200 ms delay is 
considered the maximum time a system can use for collecting and processing the neural 
data and for driving the device. For these reasons, this chapter considers a system delay less 
than 200 ms to be “real-time”.  
The majority of BMI systems have utilized EEG because it is noninvasive, the equipment is 
readily available, and the standard signal processing algorithms can be implemented easily 
in real-time (Mason, Bashashati, Fatourechi, Navarro, & Birch, 2007). EEG-BMI systems have 
been used successfully to control devices with a few degrees of freedom (Wolpaw & 
McFarland 2004; McFarland et al. 2010). However, for complex device control a system must 
be able to localize multiple separable sources of neural activity with high spatial and 
temporal resolution.  
An alternative non-invasive method of assessing brain activity that does not rely on 
electromagnetics is “real-time fMRI” (rtfMRI) (DeCharms 2008). First established in 1995, 
rtfMRI combines the high spatial resolution found with recording the hemodynamic 
response (i.e. Blood-Oxygen-Level Dependence – BOLD) with advanced computational 
ability for reconstruction (Cox et al. 1995). Real-time fMRI is a valuable tool that can be used 
for many of the applications discussed in this chapter including many of the adaptive 
paradigms. However, the temporal resolution of rtfMRI is limited by the biological signals 
being recorded; the hemodynamic response. The hemodynamic response inherently has 
dynamics that change only on the order of multiple seconds. This fundamental limitation to 
the temporal resolution means rtfMRI neurofeedback systems have delays on the order of 
several seconds, which would be very noticeable to the participant. In addition, the 
hemodynamic changes recorded with fMRI are not direct measurements of neural activity 
as are the magnetic fields recorded with MEG. The high spatial resolution is a great advantage 
to fMRI, but the hemodynamic timing limits the applications rtfMRI can be used for. 
While other neural recording technologies have utility across a range of applications, this 
chapter focuses on MEG for real-time analysis of neural activity with high spatial and 
temporal resolutions. This chapter covers some of the current and potential applications of 
rtMEG. Benefits of online analysis of MEG data range from real-time monitoring of data 
integrity and experiment validity, to clinical neurofeedback paradigms for the rehabilitation 
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of central nervous system injuries and disorders. Also discussed are some of the remaining 
challenges that occur with real-time analysis of high throughput data as well as some 
potential solutions that can be applied. 
2. Applications for online MEG 
2.1 Basic neuroscience research 
The ability to access and process MEG data in real-time opens up many new opportunities 
for basic neuroscience research. Applications as simple as having real-time visualization of 
neural data would be useful for assessing data quality during an experiment. Commercial 
MEG systems display the raw, and even filtered, magnetic signals in real-time, but it is 
difficult for operators to interpret 200-300 channels of data quickly during a scanning 
session. Often MEG operators are interested in particular features of the data, such as 
specific frequency bands or sources of activity in specific anatomic areas. Real-time spectral 
analysis, source-localization and visualization tools would be very beneficial. Visualization 
can be straightforward, such as displaying the power spectra for individual channels (see 
section 4.2), or complex such as projecting the MEG data into source space to display neural 
activity mapped onto the space of the cerebral cortex (see section 4.3). By watching neural 
characteristics, such as the frequency content in time, and changes in source localization, 
experimenters can quickly determine if the paradigm needs to be changed or if more data 
needs to be collected. 
A powerful use for rtMEG is in running adaptive paradigms where the experiment 
progression is determined by the neural data that was collected (MacKay 1992; Chaloner & 
Verdinelli 1995). Adaptive paradigms can use outcomes from prior trials (e.g. neural 
responses to specific stimulus classes) to determine what the next stimulus should be. For 
example, neural activity can be analyzed during an experiment to determine if a task is too 
easy or too hard for eliciting the required neural activity. In a memory task, for example, 
experimenters might be able to adjust the difficulty of the paradigm to elicit activity in a 
particular brain area.  
Real-time data analysis is also useful to quickly determine if sufficient amounts of data have 
been collected for a given stimulus. One common example is localization of motor or 
sensory cortices where a large number of trials (>100) are typically recorded to ensure that 
sufficient data is available for offline analysis. Limiting the number of trials can reduce the 
scan time for each stimulus and ensure sufficient data was collected thereby making the 
most of the time in the scanner.  
Analyzing MEG data during an experiment can also be used to rapidly determine if a 
subject’s brain activity fits a certain criteria for a study. For example, subjects could be 
screened for their ability to modulate neural activity during a given paradigm. By analyzing 
this data in real-time, the amount of time spent on unnecessary data collection and offline 
data analysis can be reduced. This can allow experimenters to quickly determine whether 
the experimental paradigms should proceed or if different paradigms should be performed. 
2.2 Applications of real-time MEG in neurology and neurosurgery 
MEG’s most established clinical use is for providing non-redundant localizing information 
for epilepsy patients being considered for surgical treatment (Bagic et al. 2011; Bagic et al. 
2009; Burgess, Funke, et al. 2011; Stefan et al. 2011). MEG has also received increasing 
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of central nervous system injuries and disorders. Also discussed are some of the remaining 
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functional brain mapping in patients with tumors and other operable lesions (Burgess, 
Barkley, et al. 2011). Further efforts of the MEG community are focused on establishing new 
clinical indications where dementia (Zamrini et al. 2011), traumatic brain injury (TBI) 
(Huang et al. 2009; Maruta et al. 2010) and autism (Roberts et al. 2011; Roberts et al. 2010) are 
considered current front runners among many other neurologic and psychiatric disorders 
that are being studied (Stufflebeam et al. 2009; C. Stam 2010). These clinical applications 
have been developed with the idea that MEG data must be processed offline. However, by 
assessing MEG data during a patient session, many useful tools and new clinical techniques 
can be developed. 
One of the most appealing uses of online MEG analysis would be to provide instant results 
to clinicians. For clinicians who regularly spend many hours analyzing complex epilepsy 
cases (Bagic et al. 2011; Burgess, Funke, et al. 2011), having a software package that can 
process data online and provide at least preliminary localizing information by the time a 
patient walks out of the magnetically shielded room would be invaluable. However, at least 
initially, more stereotypical and less labor-intensive clinical applications, such as presurgical 
functional brain mapping (PFBM) using MEG evoked fields (MEFs) (Burgess, Barkley, et al. 
2011), are more likely to be amenable to this type of application. Even if these analysis 
methods are not automated and would initially require the interaction of an expert operator, 
they would still provide invaluable time-saving and could directly increase efficiency and 
quality of patient care. This is especially the case in urgent situations leading to a surgical 
intervention, when the timeliness of a clinical decision is critical. With quick analysis 
methods that could begin while a patient is still in the MEG scanner, ideally, neural imaging 
reports could be sent directly to the operating neurosurgeons’ planning workstations so 
patients could have a seamless transition from the MEG room to the operating table. 
Furthermore, neurosurgeons or other collaborating physicians could request additional data 
as needed while the patient is still in the MEG scanner. 
Another very valuable clinical application for online MEG would be to provide MEG 
clinicians feedback on the quality and quantity of the data that has been collected. By 
evaluating the MEG data online the clinician could receive instant feedback on when 
enough data have been collected for mapping a particular functional modality, such as 
motor or language mapping. Similarly, software could provide indications to the clinician if 
the data collected were not sufficient for mapping and additional data are needed. This 
would help ensure that the amount and quality of collected data was sufficient to render an 
accurate clinical diagnosis. Of course, making rtMEG accessible and accepted by clinicians 
will require a collaborative effort between the signal processing community to develop 
automated systems and the clinical experts to guide and validate the development of the 
specific technology. 
2.3 MEG for BMI technology research and development 
While unsuitable for portable BMI applications, MEG can play an important role in BMI 
research and development as it offers a non-invasive, whole-head, and reasonably high-
resolution brain interface with real-time capability. For instance, MEG can be used as an 
approximate surrogate for invasive technologies that place electrodes directly on the brain 
surface. Several studies have suggested that MEG might share similar spatial and temporal 
characteristics as direct cortical surface recording (i.e. ECoG) in terms of source localization 
accuracy and capability to resolve cortical activity represented by amplitudes of different 
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frequency bands (Dalal et al. 2008; Korvenoja et al. 2006; Gharib et al. 1995). It was also 
demonstrated that movement-related information could be decoded accurately from MEG 
signals (Georgopoulos et al. 2005; Waldert et al. 2008; Wang, Sudre, et al. 2010). Figure 1 
shows the time-frequency responses of a contralateral MEG sensor (a gradiometer) when a 
participant performed simple center-out wrist movements (Wang, Sudre, et al. 2010). There 
is a clear decrease in power for the low frequency sensorimotor rhythm (10-30 Hz) and a 
distinct increase in power for the high-gamma band (60-200 Hz) during movement. These 
changes in low and high frequency bands are in agreement with previous MEG (Waldert et 
al. 2008) and ECoG studies (Leuthardt et al. 2004; K. J. Miller et al. 2007; Wang et al. 2009). In 
addition, Wang et al. (Wang, Sudre, et al. 2010) demonstrated that high-gamma band activity 
captured by MEG showed directional modulation similar to what was observed previously 
using invasive recordings in humans (ECoG) (Leuthardt et al. 2004) and non-human primates 
(local field potentials) (Heldman et al. 2006) and has been used for BMI control. 
 
 
Fig. 1. Spectrograms of MEG signals recorded from one gradiometer (marked by the black 
arrow) during overt wrist movement. A total of 84 trials were aligned at target onset (time = 
0) and averaged. The color indicates the percent change in spectral power from baseline. The 
arrangement of the four spectrograms corresponds to the four directions of wrist 
movements performed: up, down, left and right. The low frequency band shows a decreased 
power during movement in all directions while the high frequency band shows increased 
power during movement with directional preference for movement to the right. Inset: The 
red dots represent four MEG sensor locations (of the 102) whose high frequency band 
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Recently, Mellinger et al. demonstrated that real-time MEG processing could provide 
control over a computer cursor in one-dimension with the individuals modulating their 
sensorimotor rhythms (mu and beta frequency bands) using imagined hand and feet 
movements (Mellinger et al. 2007). In this study, 3 out of 6 able-bodied participants achieved 
reliable cursor control (accuracy around 90%) with less than 45 minutes of training. More 
recent pseudo-real-time studies have shown that by using more advanced decoding 
algorithms only 5 minutes of initial open-loop data is needed to achieve reliable one 
dimensional device control using hand-related sensorimotor rhythms (Foldes et al. 2011). 
Limiting the amount of time spent collecting initial data means more time can be devoted to 
performing neurofeedback training tasks. 
The non-invasive nature of MEG and its recording capability, as demonstrated in the above 
examples, support the utility of MEG for investigating basic neuroscience questions and 
piloting engineering solutions for BMI research and development. Using MEG, BMI studies 
can be conducted with large numbers of participants including both able-bodied individuals 
and individuals with disabilities (e.g. spinal cord injury, degenerative neurological 
disorders, stroke and etc.), while posing minimum risks to study participants. Important 
neurophysiology questions can be investigated across multitudes of subjects to better 
determine the cortical substrates and plasticity for BMI control. For example, what is the 
most dominant type of movement information in human primary motor cortex; abstract 
movement information (e.g. movement direction; (Georgopoulos et al. 1986)) or detailed 
somatotopy representation as established originally by Penfield and colleagues (Penfield & 
Boldrey 1937)? Furthermore, while non-human primate studies have suggested that motor 
cortical neurons encoding individual finger movements are generally mixed in anatomical 
location (Schieber & Hibbard 1993), several recent human ECoG studies have suggested that 
in human motor cortex there might exist at least some level of somatotopy or separation in 
finger representation for movements of different fingers (Kubanek et al. 2009). Such matters 
are further complicated by potential cortical reorganizations induced by corticospinal 
lesions in the individuals who would benefit from BMI technology (Cramer et al. 2005; 
Kokotilo et al. 2009). These questions about motor cortical representation of movement and 
its potential difference between able-bodied subjects and patients with chronic disabilities, 
are fundamental scientific questions of critical clinical importance for the research and 
development of BMI systems. MEG, complementary to other invasive and non-invasive 
neural recording tools, can provide important insights that can effectively guide the design 
specifications for implantable neural interface electrodes and neural decoding algorithms. 
Furthermore, real-time MEG provides a safe test-bed for researchers to investigate various 
neural decoder training paradigms, such as action observation-based neural decoder 
training paradigms (Tkach et al. 2008; Velliste et al. 2008) and co-adaptive paradigms where 
a neural decoder is frequently updated in parallel to potential cortical adaption during BMI 
training and operation (D. M. Taylor et al. 2002).  
MEG can also play a direct role in pre-surgical planning and patient training for invasive or 
minimally invasive BMI systems. For one, MEG can be used to localize cortical areas that are 
significantly modulated by intended movement direction, and intracranial electrodes can 
then be implanted at those cortical sites (Wang, Sudre, et al. 2010). Accurate localization is 
important particularly in individuals who may have cortical reorganization secondary to 
injury (e.g. spinal cord injury, stroke, and amputation). Also, implantable electrode arrays 
typically cover only a small cortical area making accurate pre-surgical localization of the 
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targeted implantation site critical. For example, intracortical microelectrode arrays typically 
cover only a small area of cortex (4×4mm2 (Hochberg et al. 2006)) and high density ECoG 
grids (Wang et al. 2009) may cover an area only slightly larger (15×15mm2). Another direct 
role for rtMEG is in pre-surgical training of patients who are scheduled to have electrodes 
implanted for BMI applications. Using rtMEG analysis, participants could practice BMI 
control with MEG as a surrogate for invasive technology. This training would orient 
patients to BMI operation and could potentially improve cortical activity modulation, thus 
improving performance with the implanted BMI. In summary, MEG and especially rtMEG, 
offers many opportunities for supporting and advancing BMI research and development. 
2.4 Neurofeedback therapies for physical rehabilitation 
Neurofeedback can be used to help individuals learn to modulate their own brain activity 
volitionally (Angelakis et al. 2007; Heinrich et al. 2007) and has been applied to many 
clinical conditions such as epilepsy, anxiety, and even attention deficit hyperactivity 
disorder (ADHD) using EEG (Angelakis et al. 2007; Heinrich et al. 2007; Monderer et al. 
2002; Sterman & Egner 2006; Patrick & Friel 2007). Generally, individuals are provided 
visual, auditory, or tactical feedback of their neural activity, which allows them to 
volitionally control their brain activity. Real-time MEG has the capabilities of providing high 
quality neural signals for neurofeedback training, leveraging the advantages of MEG over 
other non-invasive brain recording technologies such as EEG or rtfMRI. In addition, rtMEG 
can be applied to an emerging area of neurofeedback therapy for motor impairment 
rehabilitation. 
Many traditional physical rehabilitation methods strive to improve motor function using 
strategies that rely on patients having at least some residual muscle strength. However, 
when there is little or no residual motor function (e.g. after stroke and incomplete spinal 
cord injury) a therapy using motor–related signals collected directly from the brain may be a 
better option. By providing feedback of cortical activity, neuroplasticity can be induced 
which could potentially impart therapeutic benefits on sensorimotor function. BMI training 
paradigms have been used to induce motor-related neuroplasticity by providing direct 
neural feedback of individual’s brain activity (Gage et al. 2005; Nijboer et al. 2008; Hochberg 
et al. 2006; Helms Tillery et al. 2003; Buch et al. 2008; Mellinger et al. 2007).  
Some work has been done directly with individuals with paralysis as a proof-of-concept for 
using MEG as rehabilitation therapy. Buch et al. demonstrated that MEG could be used to 
allow individuals with chronic and complete hand paralysis due to stroke to control a one-
dimensional computer cursor and a hand orthosis by modulating their sensorimotor 
rhythms (Buch et al. 2008). The combination of neurofeedback and physical practice may 
have additive rehabilitative effects, although this remains to be fully investigated. In Buch et 
al., 2008, individuals with complete paralysis achieved an average success rate of 72% 
during a BMI-controlled ‘grasping’ task. Six out of the 8 participants significantly improved 
their quality of brain-control across multiple sessions (13-22 sessions) demonstrating the 
possibility of neuroplasticity. However, in this group of 8 participants no significant 
improvement in hand-function was observed, which is not surprising since all had cortical 
lesions resulting in complete paralysis. Performing similar studies on participants with 
incomplete hand paralysis and using more advanced data processing methods designed 
specifically to encourage neuroplasticity may result in more improved motor function. In 
particular, the feedback in this study was updated with a 300 ms delay, which would be 
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participant’s brain activity and the corresponding feedback could result in limited 
neuroplasticity based on Hebbian plasticity mechanisms where tighter temporal coupling 
results in better plasticity (Muralidharan et al. 2011; Cooper & Donald 2005; Florian 2007; 
Caporale & Dan 2008). Being able to access and process neural data at a fast rate is critical 
for achieving a tight coupling in time with the feedback needed to achieve a stronger 
therapeutic effect. The fast processing necessary for strong neuroplasticity can be achieved 
with real-time MEG (Sudre et al. 2011). Furthermore, using advanced neural decoders that 
adapt over time to encourage stronger and more spatially localized activity could be used to 
improve the neuroplasticity effectiveness.  
3. Challenges of online MEG 
3.1 System considerations 
Whole-head MEG systems contain up to 306 sensors that can be sampled at high rates 
(typically 1000 Hz). Unlike EEG, which has fewer channels and typically lower sampling 
rate, the high data throughput of MEG data requires more complex data collection 
hardware and software. For example, MEG machines utilize multiple Digital Signal 
Processors (DSPs) working in parallel each of which manages the data from a set of sensors. 
Using multiple small processing units in parallel complicates direct access to the raw data. 
In the standard workflow, MEG signals are recorded directly to a hard disk and analyzed 
offline without concern for accessing and processing data at a fast rate (see figure 2). In 
order to analyze the data as it is collected, special software is needed to access the data 
stream at a low level before it is stored in data files.  
As a typical example, the Elekta Neuromag systems have a dedicated computer that 
receives, synchronizes, and stores the sensor data received from the DSP units. The 
compiled data is typically transferred in large ‘chunks’ of about 1 s duration. Such a long 
delay is unacceptable for real-time applications that operate on neural data at a millisecond 
scale. It is possible to adjust the speed and manner at which data chunks are transmitted and 
to directly access the data stream to allow for real-time MEG processing. Some real-time 
MEG software tools have been created to access the raw data of various MEG machines. One 
particular software interface has been developed for the Elekta Neuromag and CTF/VSM 
MedTech systems and is available in the open-source toolbox “FieldTrip” (Oostenveld et al. 
2011; Sudre et al. 2011). This software copies small data segments directly from the data 
stream and puts them into a separate data buffer that can be accessed by other software 
running real-time applications. These systems copy the raw data leaving the original data 
stream intact to ensure the standard data saving occurs as it would normally. The buffer can 
be hosted on the acquisition computer itself or can even be run on a separate computer via a 
network connection (i.e. TCP/IP protocol) allowing for customizable network architectures. 
The buffer is shared across a network connection and can be accessed by other computers 
running analysis software specifically tailored for the real-time applications. Figure 2 
illustrates the typical setup for a real-time neurofeedback system.  
Tools for working with the rtMEG data buffer, such as routines to write and read from it, are 
freely available and designed to be straight-forward for researchers to incorporate 
customized scripts. Specifically, scripts to read from the buffer in Matlab and C are 
available, as well as functions to use the buffer as a source module in BCI2000 (Schalk et al. 
2004). This real-time software has been used with a 306-channel Elekta Neuromag system to 
demonstrate some basic neurofeedback and source imaging applications as a proof-of-
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concept (Sudre et al. 2011). In particular, weighted and cortically constrained minimum-
norm estimation (WMNE) was applied in real-time with average delays of 44±17 ms 
(forward head model and source imaging kernel were calculated ahead of time). Results 
from this online study compared favorably with the results from using standard offline 
processing methods. A major contribution to the differences between the online and offline 
results was found to be head movement, but this may be rectified with real-time motion 
correction (see section 4.1).  
 
 
Fig. 2. Example system diagram for real-time MEG using rtMEG software and the Elekta 
Neuromag system. After sensor data is collected and synchronized, it is sent to the 
acquisition computer and the real-time buffer. The real-time buffer, which can be hosted on 
any computer, can be accessed via TCP/IP network connection by computers running real-
time analysis software. The real-time application computer can process the neural data and 
provide real-time feedback to the subject and/or experimenter. 
3.2 Artifacts and noise 
Magnetic fields measured by SQUIDs (superconducting quantum interference devices) 
contain both the signals associated with neural activity and the noise and artifacts from 
various sources. The magnetic fields resulting from neural activity are extremely weak 
(typically 50-500 fT), about 8-9 orders of magnitude smaller than the geomagnetic field 
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acquisition computer and the real-time buffer. The real-time buffer, which can be hosted on 
any computer, can be accessed via TCP/IP network connection by computers running real-
time analysis software. The real-time application computer can process the neural data and 
provide real-time feedback to the subject and/or experimenter. 
3.2 Artifacts and noise 
Magnetic fields measured by SQUIDs (superconducting quantum interference devices) 
contain both the signals associated with neural activity and the noise and artifacts from 
various sources. The magnetic fields resulting from neural activity are extremely weak 
(typically 50-500 fT), about 8-9 orders of magnitude smaller than the geomagnetic field 











generated with eye movement (Hamalainen et al. 1993). Because the magnetic fields 
resulting from neural activity are inherently small relative to many noise and artifacts, MEG 
can have a low signal-to-noise ratio. The appropriate detection and removal of noise and 
artifacts is especially critical for rtMEG analysis where offline techniques, such as averaging 
across repeated trials are not available for improving the signal-to-noise ratio. 
In general, the noise and artifacts observed in MEG recordings can be classified into four 
broad categories. 
• Environment-induced: There are many magnetic sources in the surrounding environment 
that generate noise and artifacts in MEG measurements. These environment-related 
noise/artifact sources include, 60 or 50 Hz power lines, electric appliances, moving 
equipment such as elevators and hospital beds, and geomagnetic field generated by the 
earth. 
• Device-induced: Both the SQUIDs and the electronic circuits of MEG systems can also 
introduce noise and artifacts. For example, the electronic circuits (e.g. amplifier, analog-
to-digital converter, etc.) in MEG systems generate thermal noise, shot noise, and flicker 
noise. In addition, a large magnetic signal can temporally saturate the electronic circuit, 
resulting in one or multiple bad channels that contain large artifacts over a short time 
period (e.g. spurious interference in time domain). 
• Biologic-induced: Subjects can also add noise and artifacts that contaminate MEG signals. 
For instance, a subject may have dental fillings or braces that interfere with the 
magnetic fields generated by their brain. Furthermore, periodic heart beats, muscle 
activity (i.e. electromyographic), and eye blinking generate electromagnetic fields 
adding unwanted components to MEG signals. 
• Experiment-induced: Many clinical and neuroscience paradigms may themselves 
introduce noise and artifacts to MEG. Consider the example where a subject is 
instructed to perform a movement task in response to a cue. In this case, the 
corresponding muscle activity and movement can generate electromagnetic fields 
causing artifacts. These artifacts would be highly correlated with the movement cue and 
may be mistaken for task-related modulation in neural activity. 
In practice, a small noise or artifact can drastically distort the MEG signals and eventually 
produce misleading conclusions after data analysis. Careful experimental design is a critical 
first step for mitigating artifact contamination in rtMEG, similar to the case of traditional 
offline analysis. For example, subjects with metallic dental fillings and braces should be 
excluded from research studies and subjects should be instructed to avoid unnecessary eye 
and body movement during the experiment. However, many sources of artifacts cannot be 
avoided, such as those caused by involuntary physiological behavior (e.g. heart beats and eye 
blinks) and in studies that require subjects to perform movements. In addition, it is important 
that the subjects are in a natural state and do not intentionally try to control their normal 
physiological behavior which could induce unwanted neural activity (Ochoa & Polich 2000). 
To combat artifacts and noise, two complementary problems must be addressed: (1) 
noise/artifact detection, and (2) noise/artifact removal. Often noise and artifacts are not 
easy to detect because their time and frequency characteristics are not always predictable 
(e.g. head and eye movements). Even after a noise/artifact is detected, appropriately 
removing them from the MEG signals is another challenging task. In many situations the 
neural signals and noise/artifacts overlap in both time domain and frequency domain. In 
these cases, advanced signal processing algorithms are required to accurately remove the 
noise and artifacts to improve the signal-to-noise ratio. 
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Real-time MEG poses a number of additional challenges for both experiment design and 
data analysis. In particular, noise/artifact removal methods must process data quickly (i.e. 
high throughput) and maintain low latencies for rtMEG applications. To maintain high 
throughput, noise/artifact removal must be implemented with low computational 
complexity for fast processing. To minimize latency, the signal processing algorithms should 
generate results using only short time windows. For these reasons, special consideration is 
needed for addressing noise and artifacts in rtMEG. 
4. Real-time analysis methods and solutions 
4.1 Noise detection and suppression 
Real-time MEG analysis poses a number of challenges for noise/artifact removal due to the 
unique requirements of high throughput and low latency. These requirements play an 
important role in designing the appropriate algorithms for noise/artifact reduction in 
rtMEG. However, while many techniques used to address noise and artifacts in offline MEG 
studies are directly valid for rtMEG other techniques need to be adapted for real-time use. 
In general, noise/artifact removal techniques fall into two broad categories: hardware-based 
methods and software-based methods, as summarized in Figure 3. 
 
 
Fig. 3. A list of some existing methods for noise reduction and artifact removal of MEG. 
Hardware-based methods rely on specific devices and instruments to reduce MEG noise 
and artifacts. For instance, magnetically shielded rooms have been designed to reduce 
environmental interference (Kelha et al. 1982; Zimmerman 1977), SQUIDs have been used to 
detect weak magnetic field and achieve improved signal-to-noise ratio (Clarke & Braginski 
2006a; Clarke & Braginski 2006b), and gradiometer coils have been used to measure local 
gradients of the MEG signals by effectively suppressing the “common-mode” noise caused 
by external sources (Hamalainen et al. 1993). Adding a reference channel is another 
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important hardware-based method. Instead of recording brain signals, a reference channel 
captures the interference which can be used to remove artifacts and noise from the MEG 
signals (Vrba & S. E. Robinson 2001; Hansen et al. 2010). Additionally, electrooculography 
(EOG) and electromyography (EMG) can be recorded simultaneously during MEG 
measurement and used to detect possible artifact contamination due to eye or body 
movements (Fatourechi et al. 2007). 
Complementary to hardware-based methods, software-based techniques have also been 
developed to further increase the signal-to-noise ratio. These software-based techniques 
offer superior flexibility and are cheap to implement. Hence, they are often integrated into 
the data analysis flow of many practical MEG applications. Many software based noise 
removal methods are already appropriate for use in real-time and others can be adjusted to 
work in real-time applications. These software methods typically fit into two categories: 
approaches that require a priori information and those that use statistical characteristics of 
the measured MEG data. 
Temporal filtering aims to remove the noise and artifacts based on their frequency-domain 
characteristics. Temporal filtering assumes that the noise/artifacts and the neural signals 
occupy different frequency bands. Hence, the noise and artifacts can be removed by filtering 
out the signals within an appropriately selected frequency band. For example, power line 
noise occurs at 60 (or 50) Hz and can be attenuated by applying a notch filter. Many 
temporal filters are computationally simple and can be run easily in real-time. The temporal 
filter method, however, will fail to work if the noise/artifacts and the neural signals are too 
close to each other in the frequency domain. For rtMEG applications, causality and latency 
must be taken into account during filter design. First, the output of the filter can only 
depend on the current and past inputs, meaning that non-causal filters are not applicable in 
real-time applications. Second, the filter-induced delays must be minimized. Taking N-tap 
finite impulse response (FIR) filter as an example, the delay is proportional to the filter 
order. In order to reduce the delay, the filter order should be minimized while 
simultaneously maintaining the preferred frequency response. 
Different from temporal filters, signal space separation (SSS) is a spatial filter technique that 
is derived from quasi-static Maxwell’s equations (S. Taulu et al. 2005; S. Taulu & Simola 
2006). The key idea of SSS is to derive two different subspaces that correspond to brain 
signals and external interference respectively. By reconstructing the signals for these two 
subspaces based on measured MEG data, SSS can successfully separate the noise and 
artifacts from the MEG signals generated by human brain. However, extending SSS to real-
time applications is not trivial. As a spatial filter technique, SSS is sensitive to the “bad 
channels” that contain large non-magnetic interference (e.g. saturated electronic circuits). 
Spurious interference is often observed for these bad channels (shown in Figure 4) and can 
distort SSS results. Traditionally, bad channels are detected and removed using statistical 
analysis of the recorded MEG data over large time windows on the order of a few seconds. 
This approach results in artifact removal that reacts slowly which can have a detrimental 
effect in rtMEG applications. To address this issue, a robust SSS (rSSS) algorithm has been 
developed to extend the conventional SSS algorithm to real-time applications (Guo et al. 
2010). The key idea is to apply robust regression to dynamically detect and attenuate 
corrupted signals in real-time. In addition, a specially designed numerical solver was been 
developed to minimize the computational cost of rSSS to be suitable for real-time 
applications. 
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The aforementioned temporal and spatial filter methods rely on prior knowledge about the 
MEG signals (e.g. noise frequency and signal subspaces). A number of other software-based 
techniques attempt to detect and remove noise and artifacts by statistically modeling their 
characteristics from the measured data. Three common approaches are: principal 
component analysis (PCA) (Guimaraes et al. 2007; J. W. Kelly et al. 2011), independent 
component analysis (ICA)(J. W. Kelly et al. 2011; Hyvärinen & Erkki Oja 2000; Vigário et al. 
2000; Choi et al. 2005), and signal space projection (SSP) (Uusitalo & Ilmoniemi 1997; Tesche 
et al. 1995). 
 
 
  (a)    (b) 
 
  (c)   (d) 
Fig. 4. a) Recorded MEG data contain interference where the MEG channel is sporadically 
saturated. b) SSS is applied to attenuate noise and artifacts in real-time. c) rSSS is applied to 
attenuate noise and artifacts in real-time. d) Because SSS cannot automatically handle bad 
channels in real-time, its results vary from the rSSS results mainly when spurious 
interference occurs 
PCA applies eigenvalue decomposition to the covariance matrix calculated from measured 
data. It uses the resulting eigenvectors to transform the MEG signals to a new coordinate 
frame where the transformed signals are uncorrelated. Ideally, in the transformed signal 
space some of the principal components capture the neural signals of interest, while other 
components represent the sources of noise and artifacts and should be removed (Guimaraes 
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et al. 2007; Fatourechi et al. 2007; Choi et al. 2005). ICA extends PCA and aims to find the 
signal space where all transformed signals are mutually independent (J. W. Kelly et al. 2011; 
Hyvärinen & Erkki Oja 2000; Vigário et al. 2000; Choi et al. 2005). As such, ICA offers an 
alternative way to separate the sources of noise/artifacts from the recorded MEG signals. 
Finally, SSP applies the idea of signal space decomposition that is similar to SSS, but instead 
uses statistical characteristic of the measured signals to determine the two subspaces 
associated with the MEG signals and the unwanted noise/artifacts respectively. Once these 
subspaces are determined, SSP projects the MEG data onto the signal subspace, thereby 
removing the components belonging to the noise subspace. All of these statistical methods 
(i.e. PCA, ICA, and SSP) often require a large amount of measured data for characterization. 
For the applications where preliminary characterization data are limited, these methods 
may fail to work or specific modifications are required to improve their accuracy and 
stability. When rtMEG is considered, these statistical methods can be directly applied to 
real-time signals as linear weights. However, since the generation of these weights relies on 
preliminary data that were collected before an rtMEG paradigm, updating the statistical 
characterization (i.e. the linear weights) may be needed if the signals are not stationary. If 
the signals are not stationary, adaptive algorithms (He et al. 2004; Selvan & R. Srinivasan 
1999) may be useful to dynamically track the signal/noise characteristics over time. 
Introducing these adaptive algorithms may increase the computational cost and result in 
system delays. 
In summary, many of the standard noise and artifact suppression methods are applicable to 
rtMEG. Most hardware-based methods and simple software-based methods (e.g. temporal 
filtering) can be implemented readily in real-time, while the more complicated software-
based methods require adaptation (e.g. rSSS) or separate data collection (e.g. ICA). All of the 
discussed noise/artifact detection and removal methods have unique design trade-offs that 
must be carefully explored for each real-time experimental paradigm. 
4.2 Real-time spectral analysis 
Spectral analysis is performed to study the modulation of specific frequency bands 
contained in a recorded signal. The dynamical properties of neural networks in the brain 
give rise to ‘rhythms’ or oscillations in several distinct frequency bands, which are often 
studied offline or in real-time (Nunez & Ramesh Srinivasan 2005; Wolpaw et al. 2002). For 
example, mu (8-13 Hz) and beta (12-30 Hz) rhythms are typically associated with motor 
cortex activation during movement and can be used in BMI systems to control devices in 
real-time (Pfurtscheller & Lopes da Silva 1999; Waldert et al. 2008).  
In a typical offline MEG analysis scenario, data are time-locked to a particular event, such as 
a stimulus onset, and then the frequency content is extracted and averaged across similar 
repeated events. Trial averaging improves the signal-to-noise ratio in offline analysis, but is 
typically not possible in rtMEG applications. For example, controlling a prosthesis in real-
time requires that control signals be generated continuously (i.e. within a single trial). Figure 
5 illustrates an example of a single trial of MEG data that was analyzed in a real-time 
manner. Shown are the time-varying spectral representations from one MEG sensor over the 
contralateral sensorimotor area during hand grasp. The frequency content was determined 
using autoregressive filters on a sliding 300 ms window of data shifted every 50 ms to 
produce the time-frequency plots. In addition to the example of real-time spectral analysis 
(left figure), the spectrograms of 10 trials were averaged together demonstrating a distinct 
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and more stable suppression of the mu and beta bands during movement. In rtMEG 
applications that are not restricted to using only the latest data, averaging each trial with the 
previous trials can be used to produce a spectral estimate that improves as the experiment 
progresses. This is useful, for example, when experimenters want to observe the frequency 
changes as a study is occurring. 
If an experimenter wants to analyze brain signals in real-time, special consideration is 
needed when picking the analysis method. In traditional MEG analysis many minutes of 
data are available for characterizing events, but in rtMEG only a few milliseconds may be 
available. For example, in a BMI application it may be desirable to perform a spectral 
analysis on short duration time windows (e.g. <500 ms). The duration of the spectral 
analysis window is an important parameter to consider when doing any real-time signal 
processing. For example, with a short duration analysis window the spectral estimate can be 
updated quickly resulting in faster neural feedback but potentially limiting the frequency 
resolution, because there are simply not enough time points to estimate the power spectrum. 
Conversely, with a longer duration analysis window, a higher frequency resolution is 
possible, yet the resulting frequency information will not update as quickly and can produce 
delays in the neurofeedback. This timing-frequency resolution tradeoff is not unique to 
MEG spectral analysis and has led to the development of different spectral estimation 
methods. Some of the most commonly used methods are short-time Fast Fourier Transform 
(FFT), AutoRegressive (AR) filters, wavelets, and band-pass frequency filters (Kay & Marple 
1981). Band-pass filters require the design of filters, which have trade-offs to consider such 
as ringing and roll-off rate that can limit frequency resolution. Fast Fourier Transform is a 
common spectral estimation method that is easy to use, but works best with long time 
segments of data. With short analysis windows, FFT has a tendency to result in erratic 
spectral estimations across adjacent frequencies. AR filters, such as Maximum Entropy 
Method (MEM), attempt to solve the erratic estimation issue of FFT by effectively smoothing 
changes in the power spectrum for a more stable estimate (Kay & Marple 1981; E. A. 
Robinson 1982). This frequency smoothing effect produces accurate estimates of broadband 
signals, such as gamma frequencies in motor related activity (Bashashati et al. 2007), but 
poor estimates of narrowband signals. Wavelets are used to help remove the timing-
frequency resolution trade-offs for signals with specific and known characteristics. 
Typically, wavelets are used to encourage higher frequency resolution in the lower 
frequency bands while preserving higher temporal resolution in the higher frequency 
bands. However, this leads to poor timing resolution in the low frequencies and poor 
frequency resolution in the high frequencies added to the fact that wavelets need to be 
designed for specific signal waveforms.  
Due to the large number of channels and high sampling rate found with MEG, performing 
spectral analysis quickly and often, such as in a real-time application, can be 
computationally expensive. Thus for rtMEG, the method for spectral estimation and rate at 
which the analysis is performed need to be chosen based on the computational resources 
available. For example, if neurofeedback needs to be updated every 50 ms from the power 
spectrum of over 200 channels sampled around 1000 Hz, the power spectrum method can 
only afford at most 0.25 ms per channel (though many software packages allow for 
parallel processing). With numerous signals and limited time for processing, choosing 
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and more stable suppression of the mu and beta bands during movement. In rtMEG 
applications that are not restricted to using only the latest data, averaging each trial with the 
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One method for decreasing the computational requirements of spectral estimation in real-
time is to decrease the number of sensors evaluated. This can be done simply by picking a 
sensor type (e.g. longitudinal gradiometers) or by selecting a region of interest. The sensor 
locations could be predetermined based on neuroanatomy or using source localization 
methods based on specific data from the paradigm. 
 
 
Fig. 5. Spectral analysis of hand grasp from a contralateral sensorimotor sensor using 
different amounts of data for estimating the spectrum. Shown is the modulation depth in 
time calculated as the percent change in power during grasping relative to the power during 
hand rest. In black is the interquartile range for the muscle activity (EMG is processed and 
standardized to fit the figure). A decrease in the mu and beta frequency bands (dark blue) is 
seen preceding and during muscle activity. With more trials used to estimate the frequency 
content the estimate becomes more stable. Yet, in the real-time case (left panel) modulation 
due to hand grasp can be accurately detected 
4.3 Real-time source imaging 
One of the major advantages of MEG is the good spatial resolution and wide coverage of the 
head. Combining these advantages allows for imaging of the relevant sources of neural 
activity in the brain. By applying source localization online the experimenter can get 
immediate feedback of the subject’s brain activity in source space. This information can be 
used to determine if a subject/patient has the expected brain activity and which additional 
evaluations should be performed next. In addition, a considerable change in the source 
location could indicate the subject is no longer performing the task, has become desensitized 
to the task, or their mind is simply wandering and a break is needed. 
Many source imaging techniques can be applied in a straight forward manner for real-time 
MEG applications. In particular, beamformers, such as synthetic aperture magnetometry 
(SAM), produce sensor-weight matrices which, when applied to the MEG sensor signals as a 
spatial filter, produce source images (Brookes et al. 2004). These spatial filter weights can be 
calculated offline before an experiment using previously recorded data and then applied 
online, during an experiment. Though the calculation of a leadfield matrix from a generic or 
subject specific head models can take considerable computational time, the final inverse 
transform is just a linear weighting of the MEG sensors which takes a negligible amount of 
computation to apply in real-time. This technique was demonstrated by Sudre et al. to 
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perform source localization of ongoing brain activity (i.e. alpha waves during eye opening 
and closing) in real-time (Sudre et al. 2011). 
Spatial filters from source imaging can also be combined with spectral analysis. For 
example, dynamic imaging of coherent sources (DICS) method performs beamforming with 
consideration to the frequency domain which can then be applied to the spectral estimates 
in real-time (Timmermann et al. 2001; Gross et al. 2001). This frequency-focused source 
imaging technique combined with real-time spectral estimation can be used to increase the 
signal-to-noise ratio and help accentuate brain activity associated with attempted movement 
in sensorimotor frequency bands thereby improving neurofeedback for rehabilitation. 
5. Real-time feedback systems 
The real-time capability of MEG makes it possible for software programs to acquire 
instantaneous MEG signals and provide feedback to a subject on-the-fly with minimum lag 
and high update rate (Sudre et al. 2011). Many neural signal processing algorithms and 
software packages developed previously for other neurophysiological signals, such as EEG, 
ECoG, local field potentials, and neuronal firing rates, can be adapted to work with real-
time MEG signals. In order to provide real-time feedback, MEG signals (or any neural 
signals) are typically processed in multiple stages (see figure 6). First, signal conditioning is 
typically applied to neural signals, such as band-pass filtering, removal of line noise and 
artifacts (see section 4.1 above), and spatial filtering/beamforming (see section 4.3 above). 
Second, signal processing algorithms are used for real-time feature extraction, most 
commonly time-frequency analysis in various frequency bands (see section 4.2 above) 
(Degenhart et al. 2011; Schalk et al. 2004). Finally, decoding algorithms transform neural 
signal features into control signals for feedback, such as moving a computer cursor, a 
robotic/prosthetic arm, or other devices.  
 
 
Fig. 6. Standard processing flow diagram for real-time neurofeedback. Listed are examples 
of methods possible during each step 
Most studies using neural feedback have used decoding algorithms that take a signal 
classification approach where certain behavioral parameters are used to generate discrete 
outputs (e.g. decoding neural activity associated with the imagined movement of the right 
hand and left hand to change a feedback between two states) (Mason et al. 2007). These 
discrete decoding methods can be implemented in real-time MEG and are valuable for some 
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generate continuous, time-varying control signals can also be done with rtMEG (Mellinger 
et al. 2007) and may be more suitable for applications such as BMI. Many neural decoding 
algorithms have been used for real-time BMI control, including population vector algorithm 
(Georgopoulos et al. 2005; Georgopoulos et al. 1986; D. M. Taylor et al. 2002), optimal linear 
estimator/multivariable linear regression (Salinas & Abbott 1994; Foldes & D. M. Taylor 
2011; Wang et al. 2007), and Kalman filters (Malik et al. 2011; Wu et al. 2006).  
At the final stage, the decoded neural signals are used to control various external devices 
and generate real-time feedback, which can be visual, auditory, tactile, or proprioceptive. 
These methods are already being piloted with rtMEG to control simple devices such as 
computer cursors and hand orthoses (Buch et al. 2008) (see section 2.1 above). Using a 
combination of visual, tactile and proprioceptive feedback of an orthosis or similar device 
could improve task performance and perhaps promote plasticity for rehabilitation 
applications. Providing sensory feedback directly to participants by artificially stimulating 
the peripheral or central nervous system to promote plastic changes in neural function in the 
brain is a BMI technology currently under development (Wang, Collinger, et al. 2010). 
However, neural stimulation can introduce additional artifacts that could distort MEG 
recordings. In many cases the stimulus artifacts could be removed in real-time by ignoring 
MEG data during stimulation periods or using artifact removal methods (see section 4.1). 
Yet in other cases, for example stimulation of the cortex directly, removing stimulus artifacts 
from MEG signals would be particularly challenging.  
Advanced ways to display visual feedback are being increasingly used for BMI applications 
(Marathe et al. 2008). Paradigms using virtual reality models of a human are useful 
particularly for neurofeedback applications because they can induce a sense of ownership 
over the virtual body (Bailenson et al. 2003; Stanney et al. 2003) and it was observed that 
when participants empathize with the virtual person they perform tasks better (Friedman 
2001). Furthermore, compared to abstract cursor movement, movement of a virtual arm is 
likely to evoke much stronger activity in the premotor and motor cortices for observation-
based BMI training (Tkach et al. 2008). Paradigms using interactive games are also valuable 
for improving BMI control by minimizing both boredom and frustration by adjusting the 
difficulty of the games. Using games for feedback helps participants work harder and 
remain engaged while still enjoying the experience (Csikszentmihalyi 1991). This is critical 
to motivate human subjects for repetitive neurofeedback tasks regardless whether the goal is 
to achieve robust brain control of assistive devices or to promote functional recovery after 
nervous system injuries. 
There are a number of real-time software packages for neural signal processing, neural 
decoding, controlling assistive devices, and rendering feedback. “BCI2000” is a successful 
example of real-time software that was developed for BMI (Schalk et al. 2004) and adapted 
to work with rtMEG toolboxes for Elekta Neuromag and CTF systems (Mellinger et al. 2007; 
Sudre et al. 2011). Another example is “Craniux” which is written in LabVIEW engineering 
programming environment (National Instruments, TX, USA) (Degenhart et al. 2011). The 
Craniux software package takes advantage of the advanced signal processing, real-time data 
visualization, and distributed processing capabilities offered by the LabVIEW environment. 
It can operate either in conjunction with BCI2000 or as a stand-alone package for real-time 
MEG, ECoG, or EEG. Similar to BCI2000, it has a modular architecture for signal recording, 
signal processing and decoding, and experiment paradigm control. Furthermore, Craniux 
offers a variety of display options for real-time spectral analysis, neural decoding algorithm 
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parameters, and visualization of neural command signals including a virtual environment 
and avatar with fully articulated arms and hands as well as real-time Flash-based games 
(Adobe Systems Incorporated) that keep participants engaged in the neurofeedback task.  
6. Conclusions 
MEG is an exciting tool for analyzing neural activity in the brain at high temporal and 
spatial resolution. Using software that can access, manage, and process the high throughput 
available with MEG can open up many new opportunities for researchers, engineers, and 
clinicians. Accessing MEG data during an experiment could enable new paradigms 
employing neurofeedback and improve existing neuroscience and clinical paradigms by 
relaying processed data to the experimenters while a participant is still in the scanner. Freely 
distributed tools have been developed to help experimenters tap into the complex data 
stream of MEG to access data in real-time. Utilizing the real-time noise and artifact removal 
algorithms being developed and leveraging the analysis methods used in BMI research, 
rtMEG can become a valuable instrument for many clinical and neuroscience studies. Of 
course there are many more opportunities for rtMEG developments by signal processing 
engineers, neuroscientists, and clinicians.  
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Non-Conscious Brain Processes Revealed by 
Magnetoencephalography (MEG) 
Peter Walla 
University of Newcastle, School of Psychology,  
Centre for Brain and Mental Health Research 
Australia 
1. Introduction 
Information processing in the human brain can happen fully conscious or in total absence of 
consciousness. Despite being far away from understanding consciousness in terms of being 
a subjective phenomenon based on neural activity we can at least imagine what it means to 
be consciously aware of a sensory perception or knowledge or ourselves. At the very 
moment we know that we know and what we know, the respective knowledge is 
consciously processed and can be verbally expressed, but what about information 
processing in the absence of consciousness? Can non-conscious information processing do 
the same just without consciousness? It is difficult to imagine what kind of information 
processing happens below the level of consciousness and what it actually means. What does 
non-conscious information look like? What does non-conscious information represent and 
what can it do? These are important questions to be answered in order to better understand 
consciousness itself. Among others a recent review reports about unconscious high-level 
processing in the human brain (van Gaal et al., 2011). In this review, the authors summarise 
scientific evidence to support the idea that decision making, an apparently conscious 
process, as well as other parts of highly sophisticated human behaviour can happen 
automatically without conscious control. This is exactly in line with the spirit of this book 
chapter that is written to support this notion with neuroimaging data collected via 
magnetoencephalography (MEG).  
For those who trust the well known iceberg analogy related to Sigmund Freud’s work about 
the human spirit the above mentioned questions must be very exciting, because according to 
this analogy non-conscious (in Freud’s terminology pre- and unconscious) information 
processing accounts for more than 80% of all information processing. This highlights the 
importance and the dominance of brain functions that happen in the absence of 
consciousness. 
According to my own view, the function of the brain is to produce controlled behaviour, 
besides managing basic body functions. The brain produces behaviour by processing 
information in three major steps. Step 1 is to process sensory input from outside and inside 
the body. In step 2 cognition- and emotion-related aspects of a stimulus are processed to 
make decisions. Finally, in step three the output of cognition and emotion is translated into 
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1. Introduction 
Information processing in the human brain can happen fully conscious or in total absence of 
consciousness. Despite being far away from understanding consciousness in terms of being 
a subjective phenomenon based on neural activity we can at least imagine what it means to 
be consciously aware of a sensory perception or knowledge or ourselves. At the very 
moment we know that we know and what we know, the respective knowledge is 
consciously processed and can be verbally expressed, but what about information 
processing in the absence of consciousness? Can non-conscious information processing do 
the same just without consciousness? It is difficult to imagine what kind of information 
processing happens below the level of consciousness and what it actually means. What does 
non-conscious information look like? What does non-conscious information represent and 
what can it do? These are important questions to be answered in order to better understand 
consciousness itself. Among others a recent review reports about unconscious high-level 
processing in the human brain (van Gaal et al., 2011). In this review, the authors summarise 
scientific evidence to support the idea that decision making, an apparently conscious 
process, as well as other parts of highly sophisticated human behaviour can happen 
automatically without conscious control. This is exactly in line with the spirit of this book 
chapter that is written to support this notion with neuroimaging data collected via 
magnetoencephalography (MEG).  
For those who trust the well known iceberg analogy related to Sigmund Freud’s work about 
the human spirit the above mentioned questions must be very exciting, because according to 
this analogy non-conscious (in Freud’s terminology pre- and unconscious) information 
processing accounts for more than 80% of all information processing. This highlights the 
importance and the dominance of brain functions that happen in the absence of 
consciousness. 
According to my own view, the function of the brain is to produce controlled behaviour, 
besides managing basic body functions. The brain produces behaviour by processing 
information in three major steps. Step 1 is to process sensory input from outside and inside 
the body. In step 2 cognition- and emotion-related aspects of a stimulus are processed to 
make decisions. Finally, in step three the output of cognition and emotion is translated into 





least in the view of a neurobiologist. Step 2 and to some extent perhaps step 1 contain 
information that can be processed either in the absence of or with full consciousness, 
whereas motor-related information always stays unconscious. 
After all, it seems obvious that a better understanding of non-conscious information 
processing, especially related to cognition and emotion (step 2), leads to a better 
understanding and to a more accurate prediction of human behaviour. This is in contrast to 
focusing only on explicit measures, which just look at the tip of the iceberg. 
The major goal of this chapter is to provide an overview of MEG-work about non-conscious 
brain processes. Traditional approaches to investigate human behaviour utilised 
questionnaires to acquire qualitative data and also behavioural experiments were 
conducted. Both strategies are limited in measuring non-conscious information processing, 
although some behavioural measures are able to tackle some aspects of it. Anyway, after the 
advent of neuroimaging techniques it turned out that neural activity measures are most 
adequate to demonstrate non-conscious brain processes, some of them even in the absence 
of any conscious behavioural consequence at the very moment of testing. One of the best 
examples was published by Rugg et al. (1998). In that study it was shown that repeated 
words that were incorrectly judged as new (so called misses) elicit different brain activity 
than new words that were correctly judged as new (so called correct rejections). In both 
cases the explicit responses were exactly the same (“I haven’t seen this word”), but objective 
measures (brain activities) told another story. First, such discrepancy raised a number of 
specific questions. Now, we do have a general answer. Our brain knows more than it 
admits. The MEG has proved to provide access to some of that hidden knowledge. We only 
begin to understand to what extent and how information processing outside consciousness 
actually guides human behaviour. With its excellent temporal resolution in the range of 
milliseconds and its localisation capacities the MEG is a highly appreciated tool (see Hari et 
al., 2010) to access and describe non-conscious functions. Sensory-related, motor-related as 
well as emotion- and cognition-related information processing have been described. 
Although a certain gap between non-conscious information processing and actual behaviour 
has yet to be bridged, we learn to accept how unaware we are of most decisions that are 
made in our brains to guide our behaviour. We do not know everything that our brain 
knows. 
This chapter has a further goal. As a matter of fact, various different terms are currently 
being used to describe the non-conscious character of some brain processes. Unfortunately, 
these terms (e.g. preconscious, subconscious, unconscious, non-conscious) are used 
interchangeably and thus produce considerable confusion. As a consequence of that, this 
chapter is also written to propose a simple model about non-conscious information 
processing in the human brain. This model is not an attempt to modify existing views of 
other areas (especially psychoanalysis), but it shall help to provide clarification in the field 
of cognitive and affective neuroscience. The model defines anything not conscious as non-
conscious and it distinguishes only between unconscious and subconscious (both are non-
conscious). Unconscious refers to information that can never become conscious, whereas 
subconscious refers to information that can be processed in the absence or presence of 
consciousness. For this chapter the overall working hypothesis states that all information 
processing that occurs prior to semantic processing is referred to as unconscious. Again, 
information that is unconsciously processed can never become conscious. On the other 
hand, from the very moment, sensory-related information processing leads to semantic 
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processing, we shall label processed information subconscious or conscious depending on 
the absence or presence of consciousness. 
2. Chronology of processes from unconscious to subconscious and 
conscious 
In terms of serial processing in the brain it is interesting to know how long it takes until 
information related to a physical or chemical stimulus that is translated into neural signals 
actually reaches cortical areas. Before reaching the cortex, sensory information is already 
being processed, but as a matter of fact the MEG can hardly measure it. Under the 
assumption that subcortical structures are not able to process semantic information and 
according to the above mentioned model we can conclude that any processing before 
cortical involvement is unconscious. From various MEG studies we know that cortical 
involvement (at least in the visual domain) starts at about 100 ms post-stimulus (for words: 
e.g. Hari, 1990; Tarkiainen et al., 1999; Tarkiainen et al., 2002) which according to the above 
mentioned model means that roughly the first 100 ms after visual stimulation onset are 
unconscious. The exact time differs between sensory systems and also depends on top-
down-processing, but let’s use these 100 ms just to have a number to work with. 
Afterwards, earliest cortical processing is still sensory-related (primary areas and 
secondary areas). It then roughly takes another 50 to 100 ms until semantic information is 
being processed resulting in subconscious or even conscious information processing 
(Walla et al., 2001). 
Besides semantic (cognitive) information processing any sensory input is also processed 
regarding its emotion aspects. Like cognitive information processing also emotion 
information processing can be but is not necessarily associated with consciousness. 
3. Emotion-related information processing 
For some reason there is not much literature about MEG and emotion. However, because 
meanwhile emotion also became an interesting candidate to be divided into non-conscious 
and conscious, it shall nevertheless be shortly dealt with. According to Peyk et al. (2008), 
earliest emotion processing in terms of MEG recordings occurs between 120 ms and 310 ms 
post stimulus in the visual system (pleasant and unpleasant pictures compared to neutral). 
A two stage model has been proposed with an early and a late activity component within 
this time window (120 ms to 170 ms and 220 ms to 310 ms). Investigations using faces as 
emotion stimuli reveal similar time windows within which different brain activity was 
found to reflect emotion-related information processing (e.g. Streit et al., 1999; Lewis et al., 
2003). Only recently, Bröckelmann et al. (2011) described the effect of emotion-associated 
tones that attract enhanced attention at very early auditory processing (20 ms to 50 ms after 
stimulus onset). In another study, influences of olfaction on subjective valence intensity 
ratings of visual presentations were investigated by using the MEG (Walla and Deecke, 
2010). Five different emotion categories (pictures: baby, flower, erotic, fear and disgust) 
were simultaneously associated with different odours. First, a significant interaction was 
found between odour condition and emotion-picture category in terms of emotion rating 
performance. Second, around 300 ms after stimulus onset odour-related brain activity effects 
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after stimulus onset, brain activity effects occurred only in the neutral (flower) and both 
negative (fear and disgust) emotion categories. It was concluded that the earlier time 
window shows pronounced olfactory and visually induced emotion interaction, whereas the 
later brain activity effect shows olfaction influences only for specific emotion categories. 
Again, it has to be emphasised that the MEG is mainly picking up signals from cortical 
structures missing out most subcortical information processing. 
Although nothing can be said about conscious and non-conscious emotion at this stage in 
terms of MEG recordings I want to emphasise that this concept makes sense and future 
MEG studies will provide further insight. 
Because there is more to emotion than just subjective feeling, terms such as unconscious 
emotion have already been introduced to the scientific community (Winkielman and 
Berridge, 2004). Given the distinction between implicit and explicit memory (see Rugg et al., 
1998) it might even be helpful to think of a similar concept for the function of emotion 
(implicit versus explicit emotion). In this regard, implicit emotion would be understood as 
the non-conscious processing of emotion-related information influencing behaviour without 
leading to conscious awareness of it. In contrast, explicit emotion would be understood as 
conscious emotion, in other words, subjective feeling. 
Moving on to cognition as the second major function to control behaviour we can look at 
non-conscious processes in more detail. 
4. Cognition-related information processing 
Cognition is a widely used term, but most often it is not clearly defined. In the frame of this 
chapter, cognition is simply understood as a function that processes semantic information 
(meaning) in order to guide behaviour based on accumulated knowledge. Strikingly, it is 
suggested that semantic processing can occur both in the absence or presence of conscious 
awareness. The phenomenon of intuition might be a good example of subconscious 
cognition. Also this idea can’t be sufficiently supported by existing literature at this stage, 
but it is suggested as an interesting working hypothesis. Whatever cognition is understood 
as, in the following you’ll find a selection of MEG work about memory-related and 
olfaction-related phenomena as well as about self awareness that lead to the assumption 
that much of even highly sophisticated brain functions happen without what we commonly 
understand as consciousness. 
4.1 False recognition depends on prior word encoding 
The human brain is a highly sophisticated information processing organ, but as a matter of 
fact it does make mistakes. Although we usually tend to believe that we know what we 
know there is convincing evidence to support that this is definitely not the case. It is quite 
impressive how we trust our conscious evaluations and decisions, but only until some 
objective evidence proofs us wrong. 
One of such mistakes is the well known phenomenon called false recognition (e.g. Walla et 
al., 2000; for review see Schacter and Slotnick, 2004). It occurs when new items are wrongly 
classified as already seen. Such wrong classifications are called false alarms. In the 
laboratory, false recognition happens in test phases of memory experiments where prior 
presented items from a study list are shown again together with new items. In such test 
situations some of the new items elicit feelings of familiarity leading to wrong impressions 
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of being repetitions from the prior study list. Such familiarity arises due to similarity on 
either sensory or semantic processing (perceptual versus conceptual) levels (see Garoff-
Eaton et al., 2007). For example, the new word fish in a recognition test list is likely to be 
judged as repeated if the word dish appeared in the prior study list. This would be caused 
by sensory similarity, because fish and dish look and sound similar. If instead the word 
salmon appeared in the study list the new word fish in the test list would also be judged as 
repeated above average than without such similarity. This would be caused by semantic 
similarity. Sensory similarity leads to a higher percentage of false alarms than semantic 
similarity (figure 1). This is so, because semantic processing is a higher level (more 
complex) of information processing than sensory processing, thus being less susceptible to 
mistakes. 
On the behavioural level a false alarm can’t be distinguished from a hit (correctly recognised 
repeated item) in terms of response accuracy, but it can be in terms of response time. False 
alarms are associated with longer response times than hits (Walla et al., 2000). From this it 
can already be inferred that the brain knows more than it admits, because a longer response 
time is the result of longer information processing, which obviously isn’t known to 
consciousness. Further, if brain activities are simultaneously recorded to recognition 
performance one always finds higher frontal brain activity elicited by false alarms (Walla et 
al., 2000) compared to hits. Thus, longer information processing related to false alarms 
seems to be due to increased frontal brain activity. 
Interestingly, brain activities elicited by false alarms do not only differ from brain activities 
elicited by hits. They can also differ between false alarms themselves depending only on the 
level of word processing during the encoding of the prior study list. In particular, false 
alarms after deep semantic word encoding elicit significantly higher brain activities than 
false alarms after alphabetical word encoding (figure 2). Respective T-maps are presented in 
figures 3 and 4. Figure 3 shows t-maps related to raw MEG data. Any differences can be 
interpreted in terms of amplitude differences. On the other hand, figure 4 shows t-maps 
related to normalised MEG data. Any differences in these can be interpreted in terms of 
functional differences. (Anyway, at this point it is important to emphasise a very specific 
MEG data feature. That is, neural structures eliciting different brain activity are not located 
underneath the sensors that demonstrate significant differences in these t-maps. This is due 
to the fact that a neural generator produces a rotating magnetic field which has a maximum 
ingoing and a maximum outgoing field flux. In a MEG map one neural generator thus 
results in a red-coloured maximum and a blue-coloured maximum. As a matter of fact, 
sometimes only one of these two maxima shows significant differences between conditions 
of interest.) With respect to neural generators being involved in false recognition-related 
effects figure 5 provides genuine source localisation results. Keeping in mind that false 
alarms are actually new words without any prior history in the frame of a recognition 
experiment it seems odd that they elicit different brain activities just depending on how the 
repeated words they are presented together with were previously processed. The only 
reason for that must be because something connects false alarms with hits. The idea is that 
these connections are the above mentioned similarities. If similarities are really causing false 
alarms it seems plausible that if repeated words that are presented together with new words 
were semantically encoded during the prior study phase similarities to the new words are 
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semantically encoded words influences the processing of any new words intermixed with 
them. Strikingly, all this happens outside consciousness. 
 
 
Fig. 1. Different rates of false alarms 
Mean number of false alarms for both conditions. Note that the number of false alarms from 
the perceptual encoding condition is higher. The difference between these two conditions is 
highly significant (from Walla et al., 2001). 
 
 
Fig. 2. MEG maps related to false alarms after different levels of encoding 
Grand MEG maps of both conditions of false alarms (after perceptual encoding and after 
conceptual encoding) for the latency region from 300 to 500 ms after stimulus onset 
averaged over 26 subjects. Note the higher magnetic field flux related to false alarms from 
the conceptual encoding condition (significant difference) (from Walla et al., 2000). 
 




Fig. 3. T-maps (raw data) 
Distributions of significant differences (grande average) between the two false alarm 
conditions (conceptual minus perceptual) as calculated by t-tests for every single sensor 
location for consecutive time intervals. Red circles represent P values from 0.001 to 0.020, 
orange circles represent P values from 0.021 to 0.040 and yellow circles represent P values 
from 0.041 to 0.050 (from Walla et al., 2000). 
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Distributions of significant differences (grande average) between the two false alarm 
conditions (perceptual and conceptual) as calculated by t-tests for every single sensor 
location for consecutive time intervals. Red circles represent P values from 0.001 to 0.020, 
orange circles represent P values from 0.021 to 0.040 and yellow circles represent P values 




Fig. 5. MRI and function 
Source localization results for a single subject including a three-dimensional reconstruction 
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false alarms from the perceptual encoding condition. Note that false alarms from the 
conceptual encoding condition elicited higher brain activity than false alarms from the 
perceptual encoding condition in terms of dipole strength (from Walla et al., 2000). The 
slight difference in right hemisphere dipole localisation between the two conditions has not 
been further analysed. 
4.2 Two stages of olfactory information processing 
Early stage olfactory information processing is not associated with consciousness. The 
human sense of olfaction has long been neglected in terms of scientific investigation. Partly, 
this may be due to the subjective feeling that the encoding and processing of odours is not 
important to us. Only people who lost this evolutionary old sense know that not only the 
appreciation of food is reduced to a minimum but also some abstract feeling of evaluation 
(see Walla, 2008). 
Dynamic influences of olfaction on both word and face processing have been described 
(Lorig, 1999; Walla et al., 2003a; Walla et al., 2003b; Walla et al., 2005). Most often, it 
turned out that at least two stages (time windows) of odour-related information 
processing take place. Within this book chapter we do not go into further detail with 
respect to the actual influences of olfaction on word and face processing. The recent 
review by Walla (2008) summarises them anyway. However, what is important to us in 
relation to this book chapter is the fact that these two stages seem to process different 
aspects of an odour. In order to better understand these two stages and their functions a 
further study provides helpful support. Strikingly, that study highlights non-conscious 
aspects related to olfactory information processing. With MEG and a sophisticated 
computer-controlled device to accurately deliver olfactory stimuli it was shown that one 
of these two stages does not lead to conscious awareness, although odour-related brain 
activity occurred. This finding was revealed by comparing a group of participants who 
reported conscious odour perception with a group of participants who reported to have 
had no conscious odour perception during the course of an experiment (Walla et al., 
2002). Crucially, both groups confirmed conscious perception of a first test stimulus,  
but as a matter of fact some participants were not aware of any odour stimulation  
during the course of the experiment. This might have been caused by the fact that all the 
attention had to be paid to words being visually presented with the instruction to make a 
semantic decision for each presentation. As a consequence olfaction was rather incidental 
anyway. 
The main finding was that although no conscious olfaction was reported in the one group 
MEG data revealed odour-related brain activity (Walla et al., 2002). This brain activity 
occurred between 200ms and 500ms after stimulus onset and it was also found in the 
conscious perception group. On the other hand, it was only the conscious perception group 
that also demonstrated later odour-related brain activity between 600ms and 900ms after 
stimulus onset.  Obviously, regardless of conscious odour perception or not odour-related 
brain activity occurred. It still remains unclear what aspects of an olfactory stimulus are 
processed at the early stage and what exactly their effects are, but it seems obvious that 
consciousness is not essential for them to be processed. Figure 6 demonstrates different 
magnetic fields (MEG maps) between the group reporting conscious olfaction and the group 
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Fig. 6. MEG maps 
Brain activity differences between the conditions ‘study words with odor’ and ‘study words 
without odor’ for both the ‘unconscious perception’ group and the ‘conscious perception’ 
group. Note that the activity differences between 200 and 500 ms after stimulus onset are well 
defined in both groups whereas the activity differences between 600 and 900 ms after stimulus 
onset are much more conspicuous in the ‘conscious perception’ group (from Walla et al., 2002). 
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4.3 The subliminal effect of possessive pronouns 
The human self has long been a focus of special interest. It is often treated as one of the most 
sophisticated and highest forms of neural information processing at all. How can an organ 
such as the brain become aware of itself? 
Braking things down, we begin to realise that our self is in fact a combination of our own body 
including all its anatomical structures plus our own memories that are stored in our brains. 
Anatomical structures are processed through the somatosensory system (body representation) 
and our memories range from simple sensory experiences up to episodes of our own life. The 
fact that loss of our most personal material possessions (belongings) almost hurt like true 
physical pain may be linked with the idea that they are processed in our brain like parts of our 
body. While this seems nothing more than just an interesting idea, recent neuroimaging-
research now provides evidence that self awareness at its deepest roots starts with processing 
the self as a living organism just as any other. On that level the self in our brain is no different 
from any other human self, perhaps not even different from any other animal. On a higher 
processing level though, our brain distinguishes between the self and somebody else. 
Interestingly, all this can happen regardless of consciousness being present or absent. 
The respective neuroimaging experiment was conducted with MEG and EEG. Both methods 
revealed similar findings about brain activities being able to process self- versus other-
related information on a non-conscious level. The multiple-aspects-theory of self awareness 
was developed (Walla et al. 2007, 2008) and is meanwhile confirmed by another research 
group (Herbert et al. 2010).  
The MEG study by Walla et al. (2007) made use of language (German) processing to elicit 
self- versus other-related processing in the brain. In particular, combinations of possessive 
pronouns and nouns were used. To give an example, “my garden” and “his garden” versus 
the neutral condition of “a garden” were thought to ideally elicit self- versus other-related 
brain activities that can be distinguished from no person engagement such as in the neutral 
condition. Strikingly, such different word combinations (visually presented) had to be 
processed under three different conditions in terms of level of consciousness. In one 
condition, many of these word combinations were encoded following the instruction to only 
decide whether each noun contained a specific letter or not. This level of encoding is 
referred to as alphabetical and it does not include conscious semantic information 
processing and no active pronoun processing at all. In a further condition many new such 
combinations were encoded following the instruction to decide whether each noun’s 
meaning was living or non-living. This level of processing is referred to as semantic and it 
does again not include any active pronoun encoding. Finally, in a third condition, another 
set of pronoun-noun pairs was visually presented, but this time the instruction was to 
generate a short meaningful sentence (in their minds) containing the noun together with its 
pronoun. For example, “my garden is nice”. In addition, the living/non-living distinction 
had to be made. Statistical analysis revealed that level of processing had no effect on 
significant pronoun effects that were found. What did these pronoun effects look like? 
Between 200 ms and 300 ms after stimulus onset both “my” and “his” pronoun conditions 
elicited similar brain activity that was different compared to the neutral condition (figure 7). 
In contrast, between 500 ms and 800 ms after stimulus onset the “my” pronoun condition 
differed from both the “his” pronoun condition and the neutral condition (figure 8). It has 
been suggested that the left insular cortex is involved in processing self-related aspects 
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This is mainly due to source localisation results, which are presented in figure 9 and 10. 
 
 
Fig. 7. MEG maps 
Early neurophysiological effect: MEG maps (magnetic field distributions) averaged across 
depth of word processing and across all study participants for the time interval from 200 to 
300 ms after stimulus onset. First line: one map for each of the three conditions of pronoun 
(“ein” (“a”), “mein” (“my”), “sein” (“his”)). Second line: difference magnetic field 
distributions related to comparisons (subtractions) between each possible pair of pronoun 
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condition (“mein” vs. “ein”, “sein” vs. “ein”, “sein” vs. “mein”). Sensor areas where t-tests 
resulted in significant differences are marked with a white dotted circle. Third line: t-maps 
showing the distribution of significant differences for each of the above-mentioned 
comparisons (raw data). Note that “mein” vs. “ein” and “sein” vs. “ein” both resulted in 
significant differences, whereas no differences occurred for the comparison “sein” vs. 
“mein”. Fourth line: t-maps showing the distribution of significant differences for each of 
the above-mentioned comparisons (amplitude-normalized data). Note that hardly any 
differences occurred (from Walla et al., 2007). 
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Later neurophysiological effect: MEG maps (magnetic field distributions) averaged across 
depth of word processing and across all study participants for the time interval from 500 to 
800 ms after stimulus onset. First line: one map for each of the three conditions of pronoun 
(“ein” (“a”), “mein” (“my”), “sein” (“his”)). Second line: difference magnetic field 
distributions related to comparisons (subtractions) between each possible pair of pronoun 
condition (“mein” vs. “ein”, “sein” vs. “ein”, “sein” vs. “mein”). Sensor areas where t-tests 
resulted in significant differences are marked with a white dotted circle. Third line: t-maps 
showing the distribution of significant differences for each of the above-mentioned 
comparisons (raw data). Note that “mein” vs. “ein” and “sein” vs. “ein” both resulted in 
significant differences. In addition, the comparison between “sein” and “mein” also resulted 
in significant differences at some of the sensor sites (no such differences were found during 
the early period of time). Fourth line: t-maps showing the distribution of significant 
differences for each of the above-mentioned comparisons (normalized data) (from Walla et 
al., 2007).  
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The localized dipole in this respective region shows stronger brain activity as reflected by 
dipole strength (nA m) related to both personal pronouns compared to the neutral pronoun. 
The location of this dipole is interpreted as left occipital (from Walla et al., 2007). 
 
 
Fig. 10. Source localisation for the later time range 
The localized dipole in this respective region shows stronger brain activity as reflected by 
dipole strength (nA m) related to both personal pronouns compared to the neutral pronoun 
(strongest activity in the “mein”(“my”) condition). The location of this dipole is interpreted 
as left temporal. Most likely it is the left insular cortex that is able to discriminate between 
self and other. (from Walla et al., 2007). 
5. Conclusion 
Findings revealed by MEG and other methods clearly demonstrate that only a little fraction 
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with consciousness. Or in other words, much of our even highest cognitive functions do 
happen non-consciously. It almost seems as if we mainly run non-conscious with only bits 
and pieces entering the stream of consciousness. It may be reasonable to believe that around 
80 to 90 % of our daily activities are controlled outside our own awareness. However, we 
should not make the mistake to underestimate consciousness as it arises now in your brain 
while reading these lines. Consciousness still seems to be inevitable to appreciate a lot of 
what we are so much used to. The appreciation of music and art, the ability to love and to 
feel happy are just some of them. In fact, the more we learn about how dominant non-
conscious processes guide our behaviour the more we learn to appreciate what our 
individual consciousness actually means to us. 
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