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Affine Hecke algebras and generalisations of quiver Hecke
algebras for type B
L. Poulain d’Andecy and R. Walker
Abstract
We define and study cyclotomic quotients of affine Hecke algebras of type B. We establish an isomorphism between
direct sums of blocks of these algebras and a generalisation, for type B, of cyclotomic quiver Hecke algebras which
are a family of graded algebras closely related to algebras introduced by Varagnolo and Vasserot. Inspired by the
work of Brundan and Kleshchev we first give a family of isomorphisms for the corresponding result in type A which
includes their original isomorphism. We then select a particular isomorphism from this family and use it to prove
our result.
1 Introduction
KLR algebras, also called quiver Hecke algebras, are a family of graded algebras which have been intro-
duced by Khovanov, Lauda [6] and Rouquier [7] in order to categorify quantum groups. Namely, the finite-
dimensional graded projective modules over KLR algebras categorify the negative half of the quantised
universal enveloping algebra of the Kac-Moody algebra associated to some Cartan datum. KLR algebras
have been the subject of intense study over the past decade. They depend upon a quiver, and when the
quiver is of type A, their representation theory is intimately related to that of affine Hecke algebras of type
A.
There exist finite-dimensional quotients of KLR algebras, known as cyclotomic KLR algebras, which were
introduced in order to categorify an irreducible highest weight module of a quantum Kac-Moody algebra.
On the other hand, there exist finite-dimensional quotients of affine Hecke algebras of type A, known as
cyclotomic Hecke algebras, or Ariki–Koike algebras. In 2008, Brundan and Kleshchev [1] showed that there
is an explicit isomorphism between blocks of cyclotomic Hecke algebras and cyclotomic KLR algebras (for
quivers of type A).
Among the interesting consequences of the isomorphism of Brundan and Kleshchev, a non-trivial Z-
grading was immediately established on the cyclotomic Hecke algebras (cyclotomic KLR algebras are natu-
rally Z-graded) which was not previously known. Another concerns the dependence of the cyclotomic Hecke
algebras on their deformation parameter. Indeed the deformation parameter appears in the definition of the
cyclotomic KLR algebras only through the quiver, which is determined once the order of the deformation
parameter is known.
The main purpose of this paper is to give a generalisation of the isomorphism of Brundan and Kleshchev [1]
in the context of affine Hecke algebras of type B. So we first define finite-dimensional cyclotomic quotients
of affine Hecke algebras of type B which are natural analogues of the cyclotomic Hecke algebras. We note
that, by their definition, understanding the representation theory of all these cyclotomic quotients allows
one to understand all finite-dimensional representations of affine Hecke algebras of type B.
We then look for a candidate to replace the cyclotomic KLR algebras appearing in the isomorphism of
Brundan and Kleshchev. We note that despite their name, KLR algebras of type B (that is, with a type B
quiver) are not relevant here. Instead, the natural candidate is found to be a family of algebras introduced
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by Varagnolo and Vasserot in [5] which they used to prove a conjecture of Enomoto and Kashiwara [3]
concerning the category of representations of affine Hecke algebras of type B. They are a family of Z-graded
algebras which play, in this context, a role similar to that played by KLR algebras for affine Hecke algebras
of type A. We extend this similarity by recovering them in our generalisation of the isomorphism of Brundan
and Kleshchev.
We note that in the work of both Enomoto–Kashiwara [3] and Varagnolo–Vasserot [5], a restriction was
imposed on the representations of the affine Hecke algebras of type B. This restriction stated that ±1 does
not appear in the set of eigenvalues of certain elements (or equivalently, ±1 does not appear in the vertex
set of the quiver defining the algebras used by Varagnolo and Vasserot). Here we work with no restriction
on the considered representations and thus we have to generalise the definition of the algebras of Varagnolo
and Vasserot in order to include the possibility of ±1 in the set of eigenvalues. We remark here that our
convention of the roles of the deformation parameters p and q in this paper is the opposite convention to
that used by both Varagnolo–Vasserot in [5] and Walker in [9].
Statement of the main result. Throughout the paper we work over a field K of characteristic different
from 2 and we fix p, q ∈ K \ {0} such that p2, q2 6= 1. To state our main result, we introduce some notation.
For any λ ∈ K \ {0}, let Iλ := {λǫq2l | ǫ ∈ {−1, 1} , l ∈ Z}. Fix an l-tuple λ = (λ1, . . . , λl) of elements of
K \ {0} such that we have Iλa ∩ Iλb = ∅ if a 6= b. Then we fix a multiplicity map
m : Iλ1 ∪ · · · ∪ Iλl → Z≥0 , (1.1)
with finite support. That is, such that only a finite number of multiplicities m(i) are different from 0. To such
a multiplicity map we associate a cyclotomic quotient, denoted H(Bn)λ,m, of the affine Hecke algebra Ĥ(Bn).
Note again that we consider arbitrary eigenvalues and consequently any finite-dimensional representation of
the affine Hecke algebra Ĥ(Bn) factors through one of these cyclotomic quotients.
Our main goal is to give a new presentation of the cyclotomic quotient H(Bn)λ,m. To do this, we consider
a quiver denoted Γλ associated to the choice of λ = (λ1, . . . , λl). The vertices of this quiver are indexed by
the set Iλ1 ∪ · · · ∪ Iλl (and we will identify a vertex with its index). The arrows are given as follows. For
every i ∈ Iλ1 ∪ · · · ∪ Iλl there is an arrow with origin i and target q
2i.
To this quiver, we associate an algebra denoted V n
λ
. If ±1 /∈ Iλ1 ∪ · · · ∪ Iλl then these algebras were
introduced by Varagnolo and Vasserot in [5]. Finally, to the multiplicity map m above, we associate a
cyclotomic quotient of this algebra, denoted V n
λ,m. The algebras V
n
λ,m are analogues of the cyclotomic KLR
algebras.
All the precise definitions are given in Section 2. We can now state our main result.
Theorem 1.1. The algebra H(Bn)λ,m is isomorphic to the algebra V
n
λ,m.
In fact, we prove Theorem 1.1 by first decomposing H(Bn)λ,m as a direct sum of subalgebras. Let β
be an orbit for the natural action (by inversion and permutation) of the Weyl group of type Bn on the set(
Iλ1 ∪ · · · ∪ Iλl
)n
. An element eβ of H(Bn)λ,m is naturally associated to such an orbit which is, if non-zero,
a central idempotent. The algebra H(Bn)λ,m then decomposes as a direct sum whose summands are the
non-zero eβH(Bn)λ,m.
The algebras eβH(Bn)λ,m are in fact our main objects of study. They are the analogues for type B of the
blocks of cyclotomic quotients of type A studied in [1]. In general, the non-zero subalgebras eβH(Bn)λ,m
are direct sums of blocks of H(Bn)λ,m. Note that here we do not know if the non-zero idempotents eβ
are primitive in general (whereas the analogous statement is known for cyclotomic quotients of type A).
However, as already noted in [1] for type A, the primitivity of eβ plays no role in this work.
An orbit β in
(
Iλ1 ∪ · · · ∪ Iλl)
n corresponds to a dimension vector for the quiver Γλ (satisfying a compat-
ibility condition with the involution i 7→ i−1 on the set of vertices), and we have associated algebras denoted
by V β
λ
and their cyclotomic quotients V β
λ,m. By definition
V n
λ
:=
⊕
β
V β
λ
and V n
λ,m :=
⊕
β
V β
λ,m ,
2
where the direct sums are over the set of orbits β in
(
Iλ1 ∪ · · · ∪ Iλl)
n. What we prove to obtain Theorem
1.1 is that, for any orbit β, the algebras eβH(Bn)λ,m and V
β
λ,m are isomorphic.
Consequences. Since the algebras V β
λ,m (and in turn V
n
λ,m) are naturally Z-graded, the theorem provides
a non-trivial Z-grading on the cyclotomic quotients H(Bn)λ,m . It suggests in particular that one can study
a graded representation theory for the affine Hecke algebra of type B.
Moreover, from the definitions, it is clear that the algebra V n
λ
depends only on the following information:
the quiver Γλ, the involution i 7→ i−1 on the set of vertices of Γλ, and the possible presence and position of
±p in Γλ. This has immediate consequences concerning the values of λ for which it is enough to consider,
and concerning the dependence of the algebras H(Bn)λ,m on the deformation parameters p and q. To be
more precise, if q is a root of unity, let e be the smallest non-zero positive integer such that q2e = 1; if q
is not a root of unity, set e := ∞. Then, if p ∈ ±qZ define e′ in Z/eZ (by convention, e′ ∈ Z if e = +∞)
by p = ±qe
′
. If p /∈ ±qZ let e′ := ∞. As a direct consequence of Theorem 1.1, the cyclotomic quotient
H(Bn)λ,m depends on q and p only through e and e
′.
For the study of irreducible representations of the affine Hecke algebra Ĥ(Bn), it is noted in [3] that it
is enough to consider the situation l = 1, where λ is a single λ ∈ K \ {0}. However, for a complete study
of the category of representations of Ĥ(Bn), one needs a priori to consider arbitrary cyclotomic quotients,
even if one can expect to reduce everything to the situation l = 1, in the spirit of the Dipper–Mathas Morita
equivalence for type A [2]; see also [4, §3.4] (this will be the subject of another paper).
Assume in this paragraph that we have fixed p, q ∈ K \ {0} such that p2, q2 6= 1 and that λ consists of a
single λ. A direct consequence of the theorem is that, as we indicated above, the only relevant information
about λ is contained in the quiver Γλ, the involution i 7→ i−1 on the set of vertices of Γλ, and the possible
presence and position of ±p in Γλ. Clearly, it is enough to consider only one λ in each orbit in K \ {0} under
inversion and multiplication by powers of q2. Moreover, it is easy to see that λ′ = −λ gives equivalent data
and therefore results in isomorphic algebras V nλ . So finally, we obtain that it is enough to consider one of
the following four situations for the choice of λ:
(a) λ = 1 (b) λ = q (c) λ = p (d) λ /∈ {±qZ , ±p±1q2Z} .
Situation (d) corresponds to a quiver with two disconnected components exchanged by the involution i 7→
i−1, and not containing any of the special points ±p. All λ /∈ {±qZ , ±p±1q2Z} result then in isomorphic
algebras V nλ .
If p ∈ ±qZ then Case (c) amounts to studying one of the Cases (a) or (b). If p /∈ ±qZ then situation (c)
corresponds to a quiver with two disconnected components related by the involution i 7→ i−1, and containing
at least one special point (it contains the two special points ±p only if q2N = −1 for some N , namely, only
if e is even).
If q is an odd root of unity then Case (b) reduces to Case (a). If q is not an odd root of unity then
situation (b) corresponds to a quiver with a single connected component, stable under the involution i 7→ i−1,
and with no fixed point. Finally, Case (a) corresponds to a quiver with a single connected component which
is stable under the involution i 7→ i−1 and with at least one fixed point (it contains the two fixed points ±1
only if q2N = −1 for some N , namely, only if e is even).
Remarks on the proof. Our approach for the proof of Theorem 1.1 is inspired by the proof of Brundan
and Kleshchev for the type A setting [1]. In particular, the isomorphism is given explicitly. In fact, we
split the proof of Theorem 1.1 into two steps by introducing an intermediary algebra isomorphic to both
sides of the isomorphism statement. Roughly speaking, the first step consists in replacing the Coxeter
generators of H(Bn)λ,m by modified intertwining elements and introducing a complete family of orthogonal
idempotents. The second step consists in replacing the invertible commuting elements of H(Bn)λ,m by
commuting nilpotent elements and in making a subtle renormalisation of the intertwining elements in order
to obtain the desired “nice” defining relations of V n
λ,m (we note that these relations are defined over Z).
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We emphasize that the restriction of our isomorphism to type A does not correspond to the isomorphism
of Brundan–Kleshchev in [1]. Indeed it seems that their isomorphism can not be extended directly to the
type B situation.
So we start by giving a whole family of isomorphisms between blocks of cyclotomic quotients of type A
and cyclotomic KLR algebras, one of them being the isomorphism described in [1]. Let us say a few words
about this family of isomorphisms. Let X be an invertible endomorphism of a finite-dimensional vector
space with a single eigenvalue i. One can obtain a nilpotent element by setting y = 1 − i−1X , and this is
used by Brundan and Kleshchev to construct the nilpotent elements required for the isomorphism in type A.
Our generalisation relies on the remark that a more general possibility is to consider the following nilpotent
element
y = f(1− i−1X) where f ∈ K[[z]] with no constant term.
So we consider a formal power series f with no constant term and find that we are able to generalise the
isomorphism obtained by Brundan and Kleshchev using the above construction of nilpotent elements. The
only condition on f , in addition to having no constant term, is that it must have a composition inverse (that
is, f has a non-zero coefficient in degree 1). We note that the existence of not only one but a whole family
of isomorphisms reflects the existence of a family of automorphisms of cyclotomic KLR algebras, that we
describe explicitly.
Finally it turns out that the isomorphism that we are able to extend to the type B setting is the one
using the following construction of nilpotent elements:
y = iX−1 − i−1X = f(1− i−1X) ,
where f is the following power series: f(z) = z+
z
1− z
. Note that f is indeed invertible for the composition
since its coefficient in degree 1 is equal to 2 (and this is where we use that the characteristic of K is different
from 2).
One can expect that a similar construction can be used for more general affine Hecke algebras. In par-
ticular we conjecture that one can construct finite-dimensional cyclotomic quotients of affine Hecke algebras
of type D which relate in this way to quotients of the algebras introduced by Shan-Varagnolo-Vasserot [8].
Organisation of the paper. In Section 2 we give the definition of the algebras V β
λ
, V n
λ
and their cyclotomic
quotients. In Section 3, we recall the definition of the affine Hecke algebras Ĥ(Bn) and state some well-
know properties. The definition of the cyclotomic quotients of Ĥ(Bn) and of the main objects of study
eβH(Bn)λ,m are given in Section 4. In Section 5, we introduce an algebra which will play a role in our proof
as an intermediary between eβH(Bn)λ,m and V
β
λ,m. The generalised isomorphism in the type A setting is
stated and proved in Section 6, while the proof of our main result, Theorem 1.1, is concluded in Section 7.
2 The algebra V
β
λ
and its cyclotomic quotients V
β
λ,m
Fix an l-tuple λ = (λ1, . . . , λl) of elements of K \ {0} such that we have Iλa ∩ Iλb = ∅ if a 6= b. We recall
that Iλ := {λǫq2l | ǫ ∈ {−1, 1} , l ∈ Z} for λ ∈ K \ {0}. Let
S := Iλ1 ∪ · · · ∪ Iλl .
We construct a quiver denoted Γλ. The vertices of this quiver are indexed by S (and we will identify a
vertex with its index) and the arrows are given as follows. For every i ∈ S there is an arrow with origin i
and target q2i. We note that this convention is the opposite to that used in [5] and in [9].
For n ≥ 1, the formulas
r0 · (i1, . . . , in) = (i
−1
1 , i2, . . . , in)
rk · (. . . , ik, ik+1, . . .) = (. . . , ik+1, ik, . . .) for k = 1, . . . , n− 1,
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provide an action of the Weyl group W (Bn) of type Bn on S
n. We fix β an orbit in Sn for this action.
We will use the following notation, for i, j ∈ S:
i= j when i 6= j and j /∈ {q2i, q−2i} ,
i→ j when j = q2i 6= q−2i ,
i← j when j = q−2i 6= q2i ,
i↔ j when j = q2i = q−2i .
Note that i 6= j in all these cases (recall that q2 6= 1) and that the fourth case means that q2 = −1 and
i = −j. Similarly we write
i−1
p
= i when i 6= i−1 and i /∈ {±p±1} ,
i−1
p
−→ i when i ∈ {±p} and i /∈ {±p−1} ,
i−1
p
←− i when i /∈ {±p} and i ∈ {±p−1} ,
i−1
p
←→ i when i ∈ {±p} ∩ {±p−1}.
Note that i 6= i−1 in all these cases (recall that p2 6= 1) and that the fourth case means that p2 = −1 and
i−1 = −i.
Definition 2.1. The algebra V β
λ
is the Z-graded K-algebra generated by elements
{ψa}0≤a≤n−1 ∪ {yj}1≤j≤n ∪ {e(i)}i∈β
which satisfy the following defining relations.∑
i∈β
e(i) = 1 , e(i)e(j) = δi,je(i) , ∀i, j ∈ β , (2.1)
yiyj = yjyi , yie(i) = e(i)yi , ∀i, j ∈ {1, . . . , n} and ∀i ∈ β , (2.2)
and, for a, b ∈ {0, 1, . . . , n− 1} with b 6= 0, for j ∈ {1, . . . , n}, and for i = (i1, . . . , in) ∈ β,
ψae(i) = e(ra(i))ψa , (2.3)
(ψbyj − ysb(j)ψb)e(i) =

−e(i) if j = b, ib = ib+1 ,
e(i) if j = b+ 1, ib = ib+1 ,
0 else,
(2.4)
where sb is the transposition of b and b+ 1 acting on {1, . . . , n};
ψaψb = ψbψa if |a− b| > 1 , (2.5)
ψ2be(i) =

0 if ib = ib+1 ,
e(i) if ib = ib+1 ,
(yb+1 − yb)e(i) if ib → ib+1 ,
(yb − yb+1)e(i) if ib ← ib+1 ,
(yb+1 − yb)(yb − yb+1)e(i) if ib ↔ ib+1 ,
(2.6)
(ψbψb+1ψb − ψb+1ψbψb+1)e(i) =

e(i) ib = ib+2 → ib+1
−e(i) ib = ib+2 ← ib+1
(yb+2 − 2yb+1 + yb)e(i) ib = ib+2 ↔ ib+1 ,
0 else ,
(2.7)
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(ψ0y1 + y1ψ0)e(i) =
{
0 if i−11 6= i1 ,
2e(i) if i−11 = i1 ,
(2.8)
ψ0yj = yjψ0 if j > 1 , (2.9)
ψ20e(i) =

0 if i−11 = i1 ,
e(i) if i−11
p
= i1 ,
y1e(i) if i
−1
1
p
−→ i1 ,
−y1e(i) if i
−1
1
p
←− i1 ,
−y21e(i) if i
−1
1
p
←→ i1 ,
(2.10)
((ψ0ψ1)
2 − (ψ1ψ0)
2)e(i) =

2ψ0e(i) if i
−1
1 6= i1 → i2 = i
−1
2 ,
−2ψ0e(i) if i
−1
1 6= i1 ← i2 = i
−1
2 ,
4(ψ0y1 − 1)e(i) if i
−1
1 = i1 ↔ i2 = i
−1
2 ,
−ψ1e(i) if i2 6= i1
p
←− i−11 = i2 ,
ψ1e(i) if i2 6= i1
p
−→ i−11 = i2 ,
ψ1(y1 − y2)e(i) if i2 6= i1
p
←→ i−11 = i2 ,
0 else.
(2.11)
The Z-grading on V β
λ
is given as follows,
deg(e(i)) = 0,
deg(yje(i)) = 2,
deg(ψ0e(i)) =
{
|{i1} ∩ {±p}|+ |{i1} ∩ {±p
−1}| if i−11 6= i1 ,
−2 if i−11 = i1 ,
deg(ψbe(i)) =
{
|ib → ib+1|+ |ib ← ib+1| if ib 6= ib+1 ,
−2 if ib = ib+1.
where |i→ j| represents the number of arrows in Γλ which have origin i and target j.
Definition 2.2. Let m : S −→ Z≥0 be a multiplicity map with finite support, i.e. m(i) = 0 for all but
finitely many i ∈ S. We define the cyclotomic quotient, denoted by V β
λ,m, to be the quotient of V
β
λ
by the
relation
y
m(i1)
1 e(i) = 0 for every i ∈ β . (2.12)
Finally, we define algebras by summing over all possible orbits β ⊂ Sn (alternatively, over the set of
dimension vectors of height n satisfying certain conditions; see Remark 2.5).
Definition 2.3. Let OSn be the set of orbits in Sn under the action of the Weyl group W (Bn). We set:
V nλ :=
⊕
β∈OSn
V β
λ
and V nλ,m :=
⊕
β∈OSn
V β
λ,m .
Let Rβ
λ
denote the algebra defined by generators as in Definition 2.1 with ψ0 removed and with defining
relations (2.1)–(2.7). The algebra Rβ
λ
is the KLR algebra associated to the quiver Γλ and the dimension
vector β. By definition, we have that the subalgebra of V β
λ
generated by all the generators except ψ0 is a
quotient of the algebra Rβ
λ
(and a similar immediate statement for V β
λ,m and the cyclotomic KLR algebra
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Rβ
λ,m, which is the quotient of R
β
λ
by (2.12)).
We have the following fundamental lemma, which is proved in [1, Lemma 2.1] (more precisely, it is proved
in [1] in the context of cyclotomic KLR algebras; however, all defining relations of cyclotomic KLR algebras
are present in V β
λ,m, so the proof in [1] can be repeated here verbatim).
Lemma 2.4. The elements yi ∈ V
β
λ,m are nilpotent, for all 1 ≤ i ≤ n.
Notation raP . Let b ∈ {1, . . . , n− 1} and let P ∈ K[[z1, . . . , zn]] be a formal power series in the nilpotent
commuting variables z1, . . . , zn. We note that the following formulas,
r0P (z1, z2, . . . , zn) = P (−z1, z2, . . . , zn) and
rbP (z1, . . . , zn) = P (z1, . . . , zb+1, zb, . . . , zn)
define an action of the Weyl group W (Bn) on K[[z1, . . . , zn]]. With this notation, Formulas (2.4) and (2.8)
are equivalent, respectively, to the following formulas
(ψbP −
rbPψb)e(i) =

0 if rb(i) 6= i,
P − rbP
yb+1 − yb
e(i) if rb(i) = i,
for P ∈ K[[y1, . . . , yn]], (2.13)
(ψ0P −
r0Pψ0)e(i) =

0 if r0(i) 6= i,
P − r0P
y1
e(i) if r0(i) = i,
for P ∈ K[[y1, . . . , yn]] . (2.14)
Remark 2.5. We explain here that there is a bijection between the orbits of W (Bn) in S
n and the set of
dimension vectors, for the quiver Γλ, of height n which satisfy a certain compatibility condition with respect
to the involution θ : i 7→ i−1.
Let θNS be the set of maps β˜ from S to Z≥0, with finite support, such that β˜(i
−1) = β˜(i) for every i ∈ S.
Using the standard notation of formal sums, we have
θ
NS :=
{
β˜ =
∑
i∈S
β˜ii
∣∣∣∣∣ β˜i ∈ Z≥0, β˜i−1 = β˜i ∀i ∈ S , and |supp(β˜)| <∞
}
.
For an element β˜ ∈ θNS, let its height be the positive integer n given by
n =
1
2
∑
i∈S
i2 6=1
β˜i +
∑
i∈S
i2=1
β˜i .
From an orbit β, construct β˜ ∈ θNS of height n as follows. Pick (i1, . . . , in) ∈ β and then, for i ∈ S, set β˜(i)
to be the number of elements ik among i1, . . . , in such that ik ∈ {i, i
−1}.
Conversely, to β˜ ∈ θNS of height n, we associate an orbit β as follows:
β =
i = (i1, . . . , in) ∈ Sn
∣∣∣∣∣∣∣∣
n∑
k=1
i2k 6=1
(
ik + i
−1
k
)
+
n∑
k=1
i2k=1
ik = β˜
 .
It is easy to check that these procedures give the desired bijection between the orbits of W (Bn) in S
n and
the set of dimension vectors in θNS of height n. △
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3 Affine Hecke algebra Ĥ(Bn)
3.1 Root datum
Let {εi}i=1,...,n be an orthonormal basis of the Euclidean space Rn with scalar product (., .) and let
L :=
n⊕
i=1
Zεi , α0 = 2ε1 and αi = εi+1 − εi , i = 1, . . . , n− 1 .
The set {αi}i=0,...,n−1 is a set of simple roots for the root system R = {±2εi,±εi ± εj}i,j=1,...,n of type B.
For a root α ∈ R, we identify its coroot α∨ with the following element of HomZ(L,Z):
α∨ : x 7→ 2
(α, x)
(α, α)
.
To each root α ∈ R is associated the element rα ∈ EndZ(L) defined by
rα(x) := x− α
∨(x)α for any x ∈ L. (3.1)
The group generated by rα, α ∈ R, is identified with the Weyl group W (Bn) associated to R. Let
r0, r1, . . . , rn−1 be the elements of W (Bn) corresponding to the simple roots α0, α1, . . . , αn−1.
3.2 Finite Hecke algebras
Set q0 := p and qi := q for i = 1, . . . , n − 1. The finite Hecke algebra H(Bn) is the associative K-algebra
with unit generated by elements g0, g1, . . . , gn−1 satisfying the defining relations:
g2i = (qi − q
−1
i )gi + 1 for i ∈ {0, . . . , n− 1} ,
g0g1g0g1 = g1g0g1g0 ,
gigi+1gi = gi+1gigi+1 for i ∈ {1, . . . , n− 2} ,
gigj = gjgi for i, j ∈ {0, . . . , n− 1} such that |i− j| > 1 .
(3.2)
For any element w ∈W (Bn), let w = ra1 . . . rak be a reduced expression for w in terms of the generators
r0, . . . , rn−1. We define gw := ga1 . . . gak ∈ H(Bn). This definition does not depend on the reduced expression
for w and and it is a standard fact that the set of elements
{gw , w ∈ W (Bn)} (3.3)
forms a K–basis for H(Bn).
3.3 Affine Hecke algebra of type B
We denote by Ĥ(Bn) the affine Hecke algebra associated to the above root datum. The algebra Ĥ(Bn) is
the associative K-algebra generated by elements
g0, g1, . . . , gn−1 and X
x, x ∈ L ,
subject to the defining relations X0 = 1, XxXx
′
= Xx+x
′
for any x, x′ ∈ L, and Relations (3.2) together
with
giX
x −Xri(x)gi = (qi − q
−1
i )
Xx −Xri(x)
1−X−αi
, (3.4)
for any x ∈ L and i = 0, 1, . . . , n− 1. Note that
Xx −Xri(x)
1−X−αi
∈ Ĥ(Bn) since ri(x) = x− kαi for some k ∈ Z.
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Let Xi := X
εi for i = 1, . . . , n, so that {Xx}x∈L = {X
a1
1 . . . X
an
n }a1,...,an∈Z. Then the algebra Ĥ(Bn) is
generated by elements
g0, g1, . . . , gn−1, X
±1
1 , . . . , X
±1
n ,
and it is easy to check that a set of defining relations is (3.2) together with
XiXj = XjXi for i, j ∈ {1, . . . , n} ,
g0X
−1
1 g0 = X1 ,
giXigi = Xi+1 for i ∈ {1, . . . , n− 1} ,
giXj = Xjgi for i ∈ {0, . . . , n− 1} and j ∈ {1, . . . , n} such that j 6= i, i+ 1 .
(3.5)
It is a standard fact that the following sets of elements are K-bases of Ĥ(Bn):
{Xxgw}x∈L,w∈W (Bn) and {gwX
x}x∈L,w∈W (Bn). (3.6)
It follows in particular that the (multiplicative) group formed by elements Xx, x ∈ L, of Ĥ(Bn) can be
identified with the (additive) group L. It follows also that the subalgebra generated by g0, . . . , gn−1 is
isomorphic to the finite Hecke algebra H(Bn).
Notation raP . Let b ∈ {1, . . . , n − 1} and P ∈ K[Z±11 , . . . , Z
±1
n ] a Laurent polynomial in the commuting
invertible variables Z1, . . . , Zn. We note that the following formulas,
r0P = P (Z−11 , Z2, . . . , Zn) and
rbP = P (Z1, . . . , Zb+1, Zb, . . . , Zn)
define an action of the Weyl group W (Bn) on K[Z
±1
1 , . . . , Z
±1
n ]. With this notation, Formula (3.4) is
equivalent to
giP −
riPgi = (qi − q
−1
i )
P − riP
1−X−αi
, for i = 0, 1, . . . , n− 1 and P ∈ K[X±11 , . . . , X
±1
n ]. (3.7)
Affine Hecke algebra of type A. The subalgebra of Ĥ(Bn) generated by g1, . . . , gn−1, X
±1
1 , . . . , X
±1
n is
an affine Hecke algebra of type A (associated to the root system An−1). This is the one most studied,
corresponding to the reductive group GLn. We denote it Ĥ(An).
A presentation of the algebra Ĥ(An) is given by generators (we keep the same names, this should not
lead to any confusion)
g1, . . . , gn−1, X
±1
1 , . . . , X
±1
n ,
satisfying the defining relations of Ĥ(Bn) which do not involve the generator g0.
3.4 Intertwining elements
For i ∈ {0, 1 . . . , n− 1}, let
Ui := gi(1 −X
−αi)− (qi − q
−1
i ) ∈ Ĥ(Bn) . (3.8)
Using (3.4), alternative expressions for elements Ui are
Ui = g
−1
i − giX
−αi = (1−Xαi)gi + (qi − q
−1
i )X
αi = gi −X
αig−1i .
It is well-known that the elements Ui satisfy the following relations:
UiX
x = Xri(x)Ui for i ∈ {0, . . . , n− 1} and x ∈ L ,
U0U1U0U1 = U1U0U1U0 ,
UiUi+1Ui = Ui+1UiUi+1 for i ∈ {1, . . . , n− 2} ,
UiUj = UjUi for i, j ∈ {0, . . . , n− 1} such that |i− j| > 1 ,
U2i = (qi −X
αiq−1i )(qi −X
−αiq−1i ) for i ∈ {0, . . . , n− 1} .
(3.9)
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Let i ∈ {0, 1, . . . , n − 1} and h ∈ Ĥ(Bn). It is easy to check using the basis in (3.6) of Ĥ(Bn) that
(1−X−αi)h = 0 implies that h = 0, and similarly for h(1−X−αi). So let Ĥ(Bn)loc denote the localisation
of the algebra Ĥ(Bn) over the multiplicative set generated by the elements 1−X−αi for i = 0, 1, . . . , n− 1.
Setting
U ′i := Ui(1−X
−αi)−1 ∈ Ĥ(Bn)
loc ,
one checks easily that the elements U ′i satisfy the same relations as in (3.9) except the last one which now
becomes
(U ′i)
2 =
(qi − q
−1
i X
αi)(qi − q
−1
i X
−αi)
(1 −Xαi)(1−X−αi)
for i ∈ {0, 1 . . . , n− 1} .
3.5 Eigenvalues of X1, . . . , Xn in Ĥ(Bn)-modules
Let I be a finite subset I ⊂ K\{0} and, for k ∈ {1, . . . , n}, let Ik = {λq2l | λ ∈ I , 0 ≤ |l| ≤ k − 1 }. Note
in the following propositions that M need not be finite-dimensional.
Proposition 3.1. Let M be a Ĥ(An)-module, and let P (X) =
∏
λ∈I
(X − λ)m(λ) for some m(λ) ∈ Z>0.
Assume that P (X1) acts as 0 on M . Then, for k ∈ {1, . . . , n}, there is a polynomial of the form
Qk(X) =
∏
µ∈Ik
(X − µ)mk(µ) , for some mk(µ) ∈ Z≥0,
such that Qk(Xk) acts as 0 on M . In particular, as a K[X
±1
1 , . . . , X
±1
n ]-module, we have
M =
⊕
i∈I1×···×In
Mi ,
where Mi := {v ∈M | ∀k = 1, . . . , n ,
(
Xk − ik
)N
v = 0 for some N > 0} for i = (i1, . . . , in).
Proof. We use induction on k. Let k ∈ {1, . . . , n − 1} and assume that some polynomial Qk(Xk) =∏
µ∈Ik
(Xk − µ)mk(µ) acts as 0 on M (this is true for k = 1 by assumption). Then, as Xk, Xk+1 com-
mute, the module M decomposes for the action of Xk and Xk+1 as
M =
⊕
µ∈Ik
Ker(Xk − µIdM )
mk(µ) .
For µ ∈ Ik, we set Pµ(X) = Qk(X)(X − q2µ)(X − q−2µ) and we will show that
(
Pµ(Xk+1)
)mk(µ) acts as 0
on Ker(Xk − µIdM )mk(µ).
First, let v ∈ Ker(Xk − µIdM ). We have
Pµ(Xk+1)(v) = Qk(Xk+1)(Xk+1 − q
2Xk)(Xk+1 − q
−2Xk)(v) ,
since Xk(v) = µv and Xk and Xk+1 commute. We note that in Ĥ(An), thanks to (3.9), we have
UkQk(Xk)Uk = Q(Xk+1)U
2
k = −Q(Xk+1)(Xk+1 − q
2Xk)(X − q
−2Xk) .
This shows that Pµ(Xk+1)(v) is 0 since Qk(Xk) acts as 0 on M .
Then, let v ∈ Ker(Xk − µIdM )j with 2 ≤ j ≤ mk(µ). So we have (Xk − µIdM )j−1(v) ∈ Ker(Xk − µIdM )
and therefore we have
Pµ(Xk+1)(Xk − µIdM )
j−1(v) = 0 ,
using the preceding step. As Xk and Xk+1 commute, we find that Pµ(Xk+1)(v) ∈ Ker(Xk − µIdM )j−1 and,
using induction on j, this yields
(
Pµ(Xk+1)
)j−1
Pµ(Xk+1)(v) = 0 which is the desired result.
The rest of the proposition is immediate.
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For a Ĥ(Bn)-module, we can use the presence of g0 to obtain further information on the minimal poly-
nomial of X1.
Proposition 3.2. Let M be a Ĥ(Bn)-module, and let P (X) =
∏
λ∈I
(X − λ)m(λ) for some finite subset
I ⊂ K\{0} and some m(λ) ∈ Z>0. Assume that P (X1) acts as 0 on M . Then the minimal polynomial of
X1 on M is of the form
Q(X) =
∏
λ∈I
(X − λ)m
′(λ) , with
{
m′(λ−1) = m′(λ) if λ /∈ {±p±1};
|m′(λ−1)−m′(λ)| ≤ 1 if λ ∈ {±p±1}.
Proof. In Ĥ(Bn), we have
U0P (X1)U0 = U
2
0P (X
−1
1 ) = (p− p
−1X21 )(p− p
−1X−21 )
∏
λ∈I
(X−11 − λ)
m(λ) .
This element must act as 0 on M since P (X1) acts as 0 on M . Multiplying by the invertible element
p2X21
∏
λ∈I(λ
−1X1)
m(λ), we get that the minimal polynomial of X1 on M divides the following polynomial
(X2 − p2)(X2 − p−2)
∏
λ∈I
(X − λ−1)m(λ) .
Taking for P the minimal polynomial of X1 on M , this proves the proposition.
4 Cyclotomic quotients of Ĥ(Bn) and eβH(Bn)λ,m
4.1 Definition
For any λ ∈ K \ {0}, let Iλ = {λǫq2l | ǫ ∈ {−1, 1} , l ∈ Z}. Fix an l-tuple λ = (λ1, . . . , λl) of elements of
K \ {0} such that we have Iλa ∩ Iλb = ∅ if a 6= b. Then fix a multiplicity map
m : Iλ1 ∪ · · · ∪ Iλl → Z≥0 , (4.1)
such that only a finite number of multiplicities m(i) are different from 0.
We define the cyclotomic quotient denoted H(Bn)λ,m to be the quotient of the algebra Ĥ(Bn) over the
relation ∏
i∈Iλ1∪···∪Iλl
(X1 − i)
m(i) = 0 . (4.2)
Remark 4.1. • It is explained in [3] that for the study of irreducible representations of Ĥ(Bn), one can
assume that the elements X1, . . . , Xn have all their eigenvalues included in a single set of the form Iλ,
for an arbitrary λ. Thus, for the study of irreducible representations of Ĥ(Bn), it would be enough to
consider the particular situation l = 1, namely where λ is a single λ.
• Proposition 3.1 has the following consequence. All the eigenvalues of X1, . . . , Xn are included in
Iλ1 ∪ · · · ∪ Iλl . More precisely, if the eigenvalues of X1 are included in {λ
ǫ
aq
2N | a ∈ {1, . . . , l} , ǫ ∈
{−1, 1} , 0 ≤ |N | ≤ L} then all the eigenvalues of X1, . . . , Xn are included in the finite subset
{λǫaq
2N | a ∈ {1, . . . , l} , ǫ ∈ {−1, 1} , 0 ≤ |N | ≤ L+ n− 1}.
• Proposition 3.2 has the following consequence; the cyclotomic quotient H(Bn)λ,m is isomorphic to the
cyclotomic quotient H(Bn)λ,m′ , where the multiplicity map m
′ is given as follows:
m′(i) =
{
min
(
m(i),m(i−1)
)
if i /∈ {±p±1};
min
(
m(i),m(i−1) + 1
)
if i ∈ {±p±1}.
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• We have that H(Bn)λ,m is of finite dimension. Indeed, recall that the set
{Xa11 . . .X
an
n gw}a1,...,an∈Z, w∈Bn
is a basis of Ĥ(Bn) and therefore linearly spans the quotient H(Bn)λ,m. Moreover, as an immediate
consequence of Proposition 3.1, we have that each of the commuting elements X1, . . . , Xn satisfies a
relation Pk(Xk) = 0 for a polynomial Pk ∈ K[X ]. So we can extract from the above spanning set a
finite spanning subset (by taking ak ∈ {0, . . . , deg(Pk)}). △
4.2 Idempotents and blocks of H(Bn)λ,m
For i = (i1, . . . , in) ∈
(
Iλ1 ∪ · · · ∪ Iλl
)n
, let
Mi := {x ∈ H(Bn)λ,m |
(
Xk − ik
)N
x = 0 for k = 1, . . . , n and some N > 0} .
The subspace Mi is a common generalised eigenspace for the action of the commuting elements X1, . . . , Xn
by left multiplication on H(Bn)λ,m. As a representation of the subalgebra generated by X1, . . . , Xn, we have
H(Bn)λ,m =
⊕
i∈
(
Iλ1∪···∪Iλl
)nMi ,
and there is a finite number of non-zero Mi. Let
{eHi }i∈
(
Iλ1∪···∪Iλl
)n , (4.3)
be the associated set of mutually orthogonal idempotents. By definition, the idempotents eHi belong to the
commutative subalgebra generated by X1, . . . , Xn.
Central idempotent and blocks. Let i = (i1, . . . , in) ∈
(
K \ {0}
)n
. It can be seen as a character Xk 7→ ik
of K[X±11 , . . . , X
±1
n ]. The Weyl group acts on K[X
±1
1 , . . . , X
±1
n ], and therefore on its characters. The action
of the generators r0, r1, . . . , rn−1 of W (Bn) is given explicitly by
r0(i) = (i
−1
1 , i2, . . . , in) and ra(i) = (i1, . . . , ia+1, ia, . . . , in) , a = 1, . . . , n− 1.
Let β be an orbit of the action of W (Bn) on
(
Iλ1 ∪ · · · ∪ Iλl
)n
. We set
eβ =
∑
i∈β
eH(i) . (4.4)
Thus, the element eβ is a central idempotent of H(Bn)λ,m. The set eβH(Bn)λ,m is therefore either {0}, or
a subalgebra (with unit eβ) which is a union of blocks of H(Bn)λ,m.
5 An intermediary presentation of eβH(Bn)λ,m
We define a new algebra IN in this section, associated to the choice of β, λ and m, which will play the
role of an intermediate step in our proof of the main result (Theorem 1.1). Indeed we will show that it is
isomorphic, on the one hand, to the algebra V β
λ,m and, on the other hand, to the algebra eβH(Bn)λ,m.
In the following definition, we make the convenient abuse of notation consisting of denoting again by
X±11 , . . . , X
±1
n some of the generators of the algebra IN ; as they commute, elements X
x, for x ∈ L, are
defined as well as in Ĥ(Bn).
Let Y, Z ∈ K[X±11 , . . . , X
±1
n ] and i ∈ β. In the algebra IN defined below, we will use the following
notation:
Y −1e(i) := Ze(i) if Y Ze(i) = e(i) ,
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that is, if Y e(i) is invertible in the subalgebra K[X±11 , . . . , X
±1
n ]e(i) (with unit e(i)) of IN . For example,
due to the defining relations (5.3)-(5.4), the elements (1−X−αa)−1e(i) are defined if ra(i) 6= i (see Remark
5.3 below for more precision on the denominators appearing in the defining formulas).
Definition 5.1. Let N > 0 be an integer. Let IN be the algebra generated by elements
Φ0,Φ1, . . . ,Φn−1, X
±1
1 , . . . , X
±1
n , e(i) , i ∈ β ,
with the following defining relations:∑
i∈β
e(i) = 1 , e(i)e(j) = δi,je(i) , ∀i, j ∈ β , (5.1)
XiXj = XjXi , Xie(i) = e(i)Xi , ∀i, j ∈ {1, . . . , n} and ∀i ∈ β , (5.2)
and, for a, b ∈ {0, 1, . . . , n− 1} with b 6= 0, for x ∈ L, and for i = (i1, . . . , in) ∈ β,
(X1 − i1)
m(i1)e(i) = 0 ,
(Xk − ik)
Ne(i) = 0 , for k = 2, . . . , n,
Φae(i) = e(ra(i))Φa ,
(ΦaX
x −Xra(x)Φa)e(i) =

0 if ra(i) 6= i,
(qa − q−1a X
−αa)
Xx −Xra(x)
1−X−αa
e(i) if ra(i) = i,
ΦaΦb = ΦbΦa if |a− b| > 1 ,
Φ2ae(i) =
{
Γae(i) if ra(i) 6= i,
(qa + q
−1
a )Φae(i) if ra(i) = i,
(5.3)
(5.4)
(5.5)
(5.6)
(5.7)
(5.8)
where Γa =
(qa − q
−1
a X
αa)(qa − q
−1
a X
−αa)
(1−Xαa)(1−X−αa)
= 1 +
(qa − q
−1
a )
2
(1−Xαa)(1 −X−αa)
;
(
ΦbΦb+1Φb − Φb+1ΦbΦb+1
)
e(i) =

(
Φb − Φb+1
)
e(i) if ib = ib+1 = ib+2,
Zbe(i) if ib = ib+2 6= ib+1,
0 otherwise,
(5.9)
where Zb = (Γb − Γb+1)
q − q−1X−αb−αb+1
1−X−αb−αb+1
;
(
Φ0Φ1Φ0Φ1 − Φ1Φ0Φ1Φ0
)
e(i) =

(pq−1 + p−1q)
(
Φ0Φ1 − Φ1Φ0
)
e(i) case 1(
Φ0(1−X
−α0)− (p− p−1X−α0)
)
Y0e(i) case 2
Φ0(1−X−α0)Y0e(i) case 3
−Φ1(1−X−α1)Y1e(i) case 4
0 otherwise,
(5.10)
where
Y0 = (Γ1 −
r0Γ1)
p− p−1X−r1(α0)
(1−X−α0)(1 −X−r1(α0))
, Y1 = (Γ0 −
r1Γ0)
q − q−1X−r0(α1)
(1−X−α1)(1 −X−r0(α1))
,
and the different cases for Relation (5.10) are listed as follows:
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• Case 1 : i1 = i2 and i21 = i
2
2 = 1;
• Case 2 : i1 6= i2 and i21 = i
2
2 = 1;
• Case 3 : i1 6= i2 and i21 6= 1 and i
2
2 = 1;
• Case 4 : i1 6= i2 and i21 6= 1 and i
−1
1 = i2.
Remark 5.2. The integer N appears only in the defining relation (5.4). We will mainly consider the algebra
IN for large N , for which it will be isomorphic to both of the algebras eβH(Bn)λ,m and V
β
λ,m, which do not
depend on N . In particular, this will show that for N large enough, the algebra IN does not depend on N
and Relation (5.4) is implied by the others. Nevertheless, we consider it as a defining relation for technical
convenience. △
Remark 5.3. Let us justify the claim that the defining relations involve only well-defined elements of IN ,
even though some denominators appear. We have to explain that some elements Y −1e(i) are defined in the
sense recalled just before the definition. This will be a consequence of Relations (5.3)-(5.4). First note that
straightforward calculations give:
Zb = (q − q
−1)2
(X−αb+1 −X−αb)(q − q−1X−αb−αb+1)
(1−X−αb)2(1−X−αb+1)2
,
Y0 = −(q − q
−1)2
X−α1(p− p−1X−r1(α0))
(1 −X−α1)2(1−X−r0(α1))2
,
Y1 = −(p− p−1)2
X−α0(1 +X−α1)(1 +X−r0(α1)(q − q−1X−r0(α1))
(1−X−α0)2(1 −X−r1(α0))2
.
(5.11)
Then we have:
-
Xx −Xra(x)
1−X−αa
∈ K[X±11 , . . . , X
±1
n ] since ra(x) = x− kαa for some k ∈ Z.
- Γae(i) ∈ IN if ra(i) 6= i since (1−X−αa)−1e(i) is defined in this case.
- Assume that ib = ib+2 6= ib+1. Then (5.11) shows that Zbe(i) ∈ IN since (1 − X−αb)−1e(i) and
(1−X−αb+1)−1e(i) are defined.
- Assume that i1 6= i2 and i
−1
1 6= i2. Then (5.11) shows that Y0e(i) ∈ IN since (1 − X
−α1)−1e(i) and
(1−X−r0(α1))−1e(i) = (1−X1X2)−1e(i) are defined.
- Assume that i21 6= 1 and i
2
2 6= 1. Then (5.11) shows that Y1e(i) ∈ IN since (1 − X
−α0)−1e(i) and
(1−X−r1(α0))−1e(i) = (1−X−22 )
−1e(i) are defined. △
6 A family of isomorphisms in type A
Cyclotomic quotient of Ĥ(An). Let the notation be as in Section 4. We define the cyclotomic quotient,
denoted H(An)λ,m, to be the quotient of the algebra Ĥ(An) over the relation∏
i∈Iλ1∪···∪Iλl
(X1 − i)
m(i) = 0 . (6.1)
Exactly as in Section 4, we consider the set of mutually orthogonal idempotents
{eHi }i∈
(
Iλ1∪···∪Iλl
)n ⊂ H(An)λ,m , (6.2)
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associated to the decomposition
H(An)λ,m =
⊕
i∈
(
Iλ1∪···∪Iλl
)nMi ,
for the action of X1, . . . , Xn by left multiplication, where, for i = (i1, . . . , in) ∈
(
Iλ1 ∪ · · · ∪ Iλl
)n
,
Mi := {x ∈ H(An)λ,m |
(
Xk − ik
)N
x = 0 for k = 1, . . . , n and some N > 0} .
Central idempotent and blocks. Let α be a finite union of orbits for the action of the symmetric group
Sn on
(
Iλ1 ∪ · · · ∪ Iλl
)n
. We set
eα =
∑
i∈α
eH(i) ∈ H(An)λ,m . (6.3)
The element eα is a central idempotent of H(An)λ,m.
Remark 6.1. If we take l = 1, λ1 = 1 and α a single orbit, then eαH(An)λ,m is a single block (if non-zero)
of H(An)λ,m as considered in [1]. We need the more general situation, in particular the situation in which
α is an orbit for the action of the Weyl group W (Bn) on
(
Iλ1 ∪ · · · ∪ Iλl
)n
. △
6.1 Generalisation of the Brundan–Kleshchev isomorphism
Let Rα
λ,m be the algebra generated by elements
{ψ1, . . . , ψn−1} ∪ {y1, . . . , yn} ∪ {e(i) , i ∈ α} ,
with the same defining relations as for the algebra V β
λ,m, replacing β by α and removing the relations involving
ψ0.
Let N > 0 and let IN,A be the algebra generated by elements
{Φ1, . . . ,Φn−1} ∪ {X
±1
1 , . . . , X
±1
n } ∪ {e(i) , i ∈ α} ,
with the same defining relations as for the algebra IN , replacing β by α and removing the relations involving
Φ0. The fact that some generators of different algebras share the same name should not lead to any confusion.
Theorem 6.2. The algebra eαH(An)λ,m is isomorphic to R
α
λ,m. In fact we have:
1. The algebra Rα
λ,m is isomorphic to the algebra IN,A for N large enough.
2. The algebra eαH(An)λ,m is isomorphic to the algebra IN,A for N large enough.
Remark 6.3. This Theorem is proved in [1] if we assume that α is a single orbit of the symmetric group
and that λ = (λ1) with λ1 = 1. In fact the proof in [1] can be repeated with very minor modifications in
our more general setting (this is done in [4]).
However, we will give a different isomorphism to that given in [1]. In fact, we provide a whole family of
isomorphic maps, indexed by a formal power series f in one variable with zero constant term and non-zero
coefficient in degree 1. The one used in [1] is simply f(z) = z. It turns out that we will need a different one
for generalising this theorem to the type B situation. This is why we need to provide the details of the proof
which, in any case, will be useful for the proof of our main theorem. We remark that the approach of the
proof is largely inspired by the proof in [1]. △
The remainder of this section is devoted to the proof of the theorem.
We start by fixing an integer N large enough. In eαH(An)λ,m, by definition of the idempotents e
H(i), the
elements (Xk − ik)eH(i) are nilpotent for any k = 1, . . . , n and any i ∈ α. We assume N to be larger than
all the nilpotency indices of these elements.
In Rαλ,m, it is known that the elements yke(i) are nilpotent for all k = 1, . . . , n and all i ∈ α (see Lemma
2.4, or directly [1, Lemma 2.1]). We also assume N to be larger than all the nilpotency indices of these
elements.
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Proof of item 1. First, we fix a formal power series f =
∑
i aiz
i ∈ K[[z]] such that a0 = 0 and a1 6= 0.
Thus there exists a formal power series denoted g =
∑
i biz
i ∈ K[[z]] with b0 = 0 and b1 6= 0 satisfying
f
(
g(z)
)
= g
(
f(z)
)
= z .
We now label the generators of both Rα
λ,m and IN,A in a way in which, at first, will appear redundant
but which will be needed for clarity later on. We set
yRk := yk , ψ
R
s := ψs in R
α
λ,m, and X
I
k := Xk , Φ
I
s := Φs in IN,A.
for all k = 1, . . . , n and all s = 1, . . . , n− 1.
Let k ∈ {1, . . . , n}. We define elements of IN,A:
yIk :=
∑
i∈α
f
(
1− i−1k Xk
)
e(i) ∈ IN,A .
These elements are well-defined since (1−i−1k Xk)e(i) is nilpotent for any i ∈ α thanks to the defining relation
(5.4) in IN,A. Moreover, the elements yIk are nilpotent since the formal power series f has no constant term
and they commute.
Note that by definition of f and g, we have then that Xk =
∑
i∈α ik
(
1 − g(yIk )
)
e(i) in IN,A. Therefore,
conversely, we define elements of Rα
λ,m;
XRk :=
∑
i∈α
ik
(
1− g(yk)
)
e(i) ∈ Rα
λ,m .
These elements are well-defined since the elements yk are nilpotent. Moreover, the elements X
R
k are invertible
since g has no constant term and they commute.
Now we introduce a symbol ⋄ which we will use as an upper index to denote both R and I. Let
r ∈ {1, . . . , n}, i ∈ α and P any rational expression in X1, . . . , Xn. We set
X⋄k(i) = X
⋄
k (ik) := ik
(
1− g(y⋄k)
)
and P ⋄(i) = P
(
X⋄1 (i1), . . . , X
⋄
n(in)
)
. (6.4)
Note that if P ⋄ is a rational expression in X⋄1 , . . . , X
⋄
n such that P
⋄e(i) is defined (we recall again that this
means that the denominator of P ⋄ is invertible in the subalgebra K[X⋄1 , . . . , X
⋄
n]e(i)) then, by construction,
we have P ⋄e(i) = P ⋄(i)e(i), where P ⋄(i) is a formal power series in y⋄1 , . . . , y
⋄
n. For example, we have
X⋄ke(i) = X
⋄
k(i)e(i).
Then we fix a family of invertible power series Qk(i, j) ∈ K[[z, z
′]], where k = 1, . . . , n−1 and (i, j) ∈ K2,
and we set for ⋄ ∈ {R, I}:
Q⋄k(i, j) := Qk(i, j)
(
y⋄k, y
⋄
k+1
)
∈ K[[y⋄k, y
⋄
k+1]] .
We will often use the following notation:
Q⋄k(i) = Q
⋄
k(ik, ik+1) and Q˜
⋄
k(i) = Q˜
⋄
k(ik, ik+1) =
(
Q⋄k(i)
)−1
.
We assume that the following properties are satisfied (where Γk is defined in Definition 5.1 and rk acts
on formal power series in y⋄1 , . . . , y
⋄
n by exchanging y
⋄
k and y
⋄
k+1), for any i ∈ α and k = 1, . . . , n− 1,
Q⋄k(i) = i
−1
k
(
q−1X⋄k (i)− qX
⋄
k+1(i)
) y⋄k+1 − y⋄k
g(y⋄k+1)− g(y
⋄
k)
if ik = ik+1 , (6.5)
rkQ⋄k
(
rk(i)
)
Q⋄k(i) =

Γ⋄k(i) if ik = ik+1
Γ⋄k(i)
(
y⋄k+1 − y
⋄
k
)−1
if ik ← ik+1
Γ⋄k(i)
(
y⋄k − y
⋄
k+1
)−1
if ik → ik+1
Γ⋄k(i)
(
y⋄k+1 − y
⋄
k
)−1(
y⋄k − y
⋄
k+1
)−1
if ik ↔ ik+1
(6.6)
and
rkQ⋄k+1
(
rk+1rk(i)
)
= rk+1Q⋄k
(
rkrk+1(i)
)
. (6.7)
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Lemma 6.4. There exists such a family satisfying Conditions (6.5)–(6.7).
Proof. First, we note that y⋄k+1 − y
⋄
k divides g(y
⋄
k+1) − g(y
⋄
k) and moreover
g(y⋄k+1)− g(y
⋄
k)
y⋄k+1 − y
⋄
k
is an invertible
power series since g has a non-zero coefficient in degree 1. Then it is easy to see that the formulas
Q⋄k(i) :=

i−1k
(
q−1X⋄k(i)− qX
⋄
k+1(i)
) y⋄k+1 − y⋄k
g(y⋄k+1)− g(y
⋄
k)
when ik = ik+1
qX⋄k(i)− q
−1X⋄k+1(i)
X⋄k (i)−X
⋄
k+1(i)
when ik+1 = ik
(qX⋄k+1(i)− q
−1X⋄k (i)) q ik
(X⋄k (i)−X
⋄
k+1(i))(X
⋄
k+1(i)−X
⋄
k(i))
·
g(y⋄k+1)− g(y
⋄
k)
y⋄k+1 − y
⋄
k
when ik → ik+1
1 when ik ← ik+1
qik
X⋄k(i)−X
⋄
k+1(i)
·
g(y⋄k+1)− g(y
⋄
k)
y⋄k+1 − y
⋄
k
when ik ↔ ik+1
(6.8)
indeed define invertible power series (here we use that q2 6= 1), where the dependence on i of Q⋄k(i) is only
through ik and ik+1. Moreover, one sees immediately that
qX⋄k (i)− q
−1X⋄k+1(i) = qik
(
g(yk+1)− g(yk)
)
if ik+1 = q
2ik,
qX⋄k+1(i)− q
−1X⋄k(i) = qik+1
(
g(yk)− g(yk+1)
)
if ik+1 = q
−2ik.
So, using the defining formula in Definition 5.1 for Γk, it is now easy to see that the properties (6.5) and
(6.6) are satisfied. The final property (6.7) follows immediately once one notices that:
− in rk+1rk(i), we have (ik+2, ik) in positions (k + 1, k + 2), and we have (ik+2, ik) as well in positions
(k, k + 1) in rkrk+1(i);
− the pair (yk+1, yk+2) is sent by rk to (yk, yk+2) which is the same as the image of (yk, yk+1) under the
action of rk+1.
Now we set, for k = 1, . . . , n− 1,
ψIk :=
∑
i∈α
ΦIkQ˜
I
k (i)e(i) ∈ IN,A and Φ
R
k :=
∑
i∈α
ψRk Q
R
k (i)e(i) ∈ R
α
λ,m .
Finally we are ready to give the isomorphism. We consider the following maps, where i ∈ {1, . . . , n},
k ∈ {1, . . . , n− 1} and i ∈ α.
F :
Rαλ,m −→ IN,A
e(i) 7→ e(i)
yi 7→ yIi
ψk 7→ ψIk
and G :
IN,A −→ R
α
λ,m
e(i) 7→ e(i)
Xi 7→ XRi
Φk 7→ ΦRk
. (6.9)
Assume that F and G extend to algebra homomorphisms. Then we have F ◦G = IdIN,A and G◦F = IdRαλ,m ,
since it is satisfied on the generators. This is immediate from the definitions for the generators e(i), ψk and
Φk. For generators Xk, yk, we have, for any i,
F ◦G(Xk)e(i) = F
(
ik
(
1− g(yk)
))
e(i) = ik
(
1− g
(
f(1− i−1k Xk)
))
e(i) = Xke(i) ,
since f and g are inverses for the composition. Similarly, we have G◦F (yk) = yk. As a conclusion, the proof
will be finished when we show that F and G extend to algebra homomorphisms.
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Proof that F and G extend to algebra homomorphisms. We split the verification into several steps.
Below we will often indicate only which relations we are checking without specifying for which elements we
are doing so. Therefore, for convenience of the reader, let us recall that:
− we must show Relations (2.1)–(2.7) (without considering the ones with ψ0), and the cyclotomic relations
(2.12) for the elements e(i), yIk , ψ
I
k of IN,A.
− And, likewise, we must check Relations (5.1)–(5.9) (ignoring those involving Φ0) for the elements
e(i), XRk ,Φ
R
k of R
α
λ,m.
Remark 6.5. Moreover, by use of the symbol ⋄, which denotes either I of R, we often calculate simultane-
ously in IN,A and in R
α
λ,m. Our method of proof will often be the following. We will obtain an equality (or
more generally an equivalence of some relations), for elements with the symbol ⋄. Roughly speaking, on one
side of the equality, there will be a defining relation for IN,A and, on the other side, one of R
α
λ,m. Then, by
taking ⋄ = I, we find that the defining relation in IN,A implies a relation in R
α
λ,m and conversely, by taking
⋄ = R, we find that the defining relation in Rαλ,m implies a relation in IN,A.
Finally, note that, once we have checked that a defining relation of one of the two algebras IN,A or R
α
λ,m
is satisfied, then we can use this defining relation with a symbol ⋄ on the elements. △
• Relations (5.1)-(5.2) and (2.1)-(2.2). In Rαλ,m, Relations (5.1)-(5.2) are immediately seen to be
satisfied by e(i), XRk , and similarly for Relations (2.1)-(2.2) for elements e(i), y
I
k in IN,A.
• Relations (5.3)-(5.4) and (2.12). Let k ∈ {1, . . . , n} and i ∈ α. In Rα
λ,m, we have
(XRk − ik)
Ne(i) = (−ikg(yk))
Ne(i) = 0 ,
because g has no constant term and because yNk e(i) = 0 by assumption on N . Moreover, if k = 1, this is
true for N = m(i1) since y
m(i1)
1 e(i) = 0 is the defining relation (2.12) of R
α
λ,m.
Conversely, in IN,A, we have(
yI1
)m(i1)
e(i) =
(
f(1− i−11 X1)
)m(i1)
e(i) = 0 ,
since f has no constant term and (X1 − i1)m(i1)e(i) = 0 in IN,A.
• Relations (5.5) and (2.3). Writing ψ⋄a in terms of Φ
⋄
a, we have(
ψ⋄ae(i)− e(ra(i))ψ
⋄
a
)
e(i) =
(
Φ⋄aQ˜
⋄
a(i)e(i)− e(ra(i))Φ
⋄
aQ˜
⋄
a(i)
)
e(i) .
By the previous steps, we know that, for ⋄ ∈ {R, I}, the elements Q⋄k(i) commute with all the idempotents
e(j), j ∈ α. Using the invertibility of Q˜⋄a(i), this shows simultaneously (5.5) and (2.3) in front of the
idempotent e(i).
Then let j 6= i, and use that e(j)e(i) = 0 to note that(
ψ⋄ae(i)− e(ra(i))ψ
⋄
a
)
e(j) = 0 ⇔ e(ra(i))ψ
⋄
ae(j) = 0 ⇔ e(ra(i))Φ
⋄
aQ˜
⋄
a(j)e(j) = 0
⇔ e(ra(i))Φ
⋄
ae(j) = 0 ⇔
(
Φ⋄ae(i)− e(ra(i))Φ
⋄
a
)
e(j) = 0 .
This shows (5.5) and (2.3) in front of the idempotent e(j) and therefore (5.5) and (2.3) are satisfied.
• Relations (5.6) and (2.4). Here for clarity, we will treat each relation separately. We start with
(2.4) in IN,A. Recall that sb is the transposition (b, b+ 1), and note that
yIsb(j)e(rb(i)) = f(1− i
−1
j Xsb(j))e(rb(i)) =
rbf(1− i−1j Xj)e(rb(i)) .
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Therefore, we have in IN,A(
ψIb y
I
j − y
I
sb(j)
ψIb
)
e(i) =
(
Φbf(1− i
−1
j Xj)− f(1− i
−1
j Xsb(j))Φb
)
Q˜Ib (i)e(i)
= δib,ib+1(qXb+1 − q
−1Xb)
f(1− i−1j Xj)− f(1− i
−1
j Xsb(j))
Xb+1 −Xb
Q˜Ib (i)e(i) .
This is equal to 0 if sb(j) = j or if ib 6= ib+1. Now assume that ib = ib+1. Then, from Condition (6.5) on
Q˜Ib (i) and from the fact that Xke(i) = ik
(
1− g(yIk )
)
e(i), we have:
Q˜Ib (i)
qXb+1 − q
−1Xb
Xb+1 −Xb
e(i) = (yIb+1 − y
I
b )
−1e(i) . (6.10)
Moreover, if j ∈ {b, b+ 1}, we find finally(
ψIb yj − ysb(j)ψ
I
b
)
e(i) =
yj − ysb(j)
yb+1 − yb
e(i) .
Now we deal with (5.6) in Rα
λ,m. Let Π be a Laurent polynomial in X
R
1 , . . . , X
R
n , and let P be the formal
power series in y1, . . . , yn defined by P := Π
(
(i1
(
1− g(y1)
)
, . . . , in
(
1− g(yn)
))
. Note that Πe(i) = Pe(i) and
rbΠe(rb(i)) = Π(X
R
1 , . . . , X
R
b+1, X
R
b , . . . , X
R
n )e(rb(i))
= Π
(
(i1
(
1− g(y1)
)
, . . . , ib
(
1− g(yb+1)
)
, ib+1
(
1− g(yb)
)
, . . . , in
(
1− g(yn)
))
e(rb(i)) =
rbPe(rb(i)) ,
where rbΠ stands for the transposition of XRb and X
R
b+1 in the Laurent polynomial Π, while
rbP stands for
the transposition of yb and yb+1 in the power series P . Now, using Relation (2.13) in R
α
λ,m, we find
(
ΦRb Π−
rbΠΦRb
)
e(i) =
(
ψbP −
rbPψb
)
QRb (i)e(i) = δib,ib+1
P − rbP
yb+1 − yb
QRb (i)e(i)
= δib,ib+1(qXb+1 − q
−1Xb)
Π− rbΠ
Xb+1 −Xb
e(i) ,
where we note that e(i) = e(rb(i)) if ib = ib+1, and we have again used Relation (6.10) with upper indices R
instead of I.
At this point of the proof we can start using the following relation, for any ⋄ ∈ {R, I} and any formal
power series P in y⋄1 , . . . , y
⋄
n: (
Φ⋄bP −
rbPΦ⋄b
)
e(i) = δib,ib+1
P − rbP
y⋄b+1 − y
⋄
b
Q⋄b(i)e(i) . (6.11)
• Relations (5.7) and (2.5). Let a, b ∈ {1, . . . , n − 1} such that |a − b| > 1. Note that Q⋄a(i) ∈
K[[y⋄a, y
⋄
a+1]] so it commutes with Φ
⋄
b , and moreover the dependence on i is only through ia and ia+1 so we
have Q⋄a(rb(i)) = Q
⋄
a(i). Similar statements hold with a and b exchanged. Thus we have
(ψ⋄aψ
⋄
b − ψ
⋄
bψ
⋄
a)e(i) =
(
Φ⋄aQ˜
⋄
a(rb(i))Φ
⋄
bQ˜
⋄
b(i)− Φ
⋄
bQ˜
⋄
b(ra(i))Φ
⋄
aQ˜
⋄
a(i)
)
e(i) = (Φ⋄aΦ
⋄
b − Φ
⋄
bΦ
⋄
a)Q˜
⋄
b(i)Q˜
⋄
a(i)e(i) ,
and we note that Q˜⋄b(i)Q˜
⋄
a(i) is invertible to conclude the verification.
• Relations (5.8) and (2.6). Assume first that ib 6= ib+1. Using (6.11), we have
(ψ⋄b )
2e(i) = Φ⋄bQ˜
⋄
b(rb(i))Φ
⋄
bQ˜
⋄
b(i) e(i) = (Φ
⋄
b)
2.rbQ˜⋄b(rb(i))Q˜
⋄
b(i) e(i) .
Therefore, we have:(
(ψ⋄b )
2 − Γ⋄b (i)
rbQ˜⋄b(rb(i))Q˜
⋄
b(i)
)
e(i) = 0 ⇔
(
(Φ⋄b)
2 − Γ⋄b(i)
)
rbQ˜⋄b(rb(i))Q˜
⋄
b (i)e(i) = 0.
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We note that, by definition, Γ⋄b(i)e(i) = Γ
⋄
be(i), so on the right we have (5.8) multiplied by
rbQ˜⋄b(rb(i))Q˜
⋄
b(i)
which is invertible. And from Condition (6.6) on the family Q⋄b(i), we have precisely (2.6) on the left (in all
cases where ib 6= ib+1).
Now assume that ib = ib+1. From (6.5), a direct calculation shows that(
rbQ⋄b(i)−Q
⋄
b(i)
)
e(i) = i−1b (q + q
−1)(X⋄b+1(i)−X
⋄
b (i))
y⋄b+1 − y
⋄
b
g(y⋄b+1)− g(y
⋄
b )
e(i) = (q + q−1)(y⋄b+1 − y
⋄
b )e(i) .
Therefore we have, using the commutation relation (6.11),
(ψ⋄b )
2e(i) = Φ⋄b Q˜
⋄
b(i)Φ
⋄
b Q˜
⋄
b(i) e(i) = Φ
⋄
b
(
Φ⋄b
rbQ˜⋄b(i)−Q
⋄
b(i)
Q˜⋄b(i)−
rbQ˜⋄b(i)
y⋄b+1 − y
⋄
b
)
Q˜⋄b(i) e(i)
= Φ⋄b
(
Φ⋄b −
rbQ⋄b(i)−Q
⋄
b(i)
y⋄b+1 − y
⋄
b
)
rbQ˜⋄b(i)Q˜
⋄
b(i) e(i) = Φ
⋄
b
(
Φ⋄b − (q + q
−1)
)
rbQ˜⋄b(i)Q˜
⋄
b (i) e(i) ,
and we note again, to conclude the proof of both (5.8) and (2.6), that rbQ˜⋄b(i)Q˜
⋄
b(i) is invertible.
• Relations (5.9) and (2.7). To treat the final braid relations we will write ψ⋄b in terms of Φ
⋄
b , ψ
⋄
b+1
in terms of Φ⋄b+1, and use all the relations already proved up until this point, especially the commutation
relation (6.11). To simplify notation, we note again that Q⋄b(i) depends on i only through ib and ib+1, so we
will write Q⋄b(ib, ib+1) instead (and similarly for Q
⋄
b+1(i)). Besides, it is enough to take b = 1 and we denote
(i1, i2, i3) =: (i, j, k) .
We will almost always omit the idempotent e(i) on the right hand side of each line.
First we note that, by repeatedly using the commutation relation (6.11), we will obtain
ψ⋄1ψ
⋄
2ψ
⋄
1 = Φ
⋄
1Q˜
⋄
1(jk) Φ
⋄
2Q˜
⋄
2(ik) Φ
⋄
1Q˜
⋄
1(ij) = Φ
⋄
1Φ
⋄
2Φ
⋄
1
r1r2Q˜⋄1(jk)
r1Q˜⋄2(ik)Q˜
⋄
1(ij) + . . . (6.12)
ψ⋄2ψ
⋄
1ψ
⋄
2 = Φ
⋄
2Q˜
⋄
2(ij) Φ
⋄
1Q˜
⋄
1(ik) Φ
⋄
2Q˜
⋄
2(jk) = Φ
⋄
2Φ
⋄
1Φ
⋄
2
r2r1Q˜⋄2(ij)
r2Q˜⋄1(ik)Q˜
⋄
2(jk) + . . . (6.13)
where in each case, the dots indicate terms with at most two occurrences of Φ⋄1,Φ
⋄
2. The crucial fact here is
that
r1r2Q˜⋄1(jk)
r1Q˜⋄2(ik)Q˜
⋄
1(ij) =
r2r1Q˜⋄2(ij)
r2Q˜⋄1(ik)Q˜
⋄
2(jk) =: Q
⋄ .
This equality is obtained by using Condition (6.7) three times on the family Q⋄b(i). So now we set
B⋄e(i) :=
(
ψ⋄1ψ
⋄
2ψ
⋄
1 − ψ
⋄
2ψ
⋄
1ψ
⋄
2 − (Φ
⋄
1Φ
⋄
2Φ
⋄
1 − Φ
⋄
2Φ
⋄
1Φ
⋄
2)Q
⋄
)
e(i) ,
and our goal is to calculate B⋄e(i) and to check that, for any i, this is equal to the right hand side of (2.7)
minus the right hand side of (5.9) multiplied by Q⋄ on the right. Since Q⋄ is invertible, this will prove both
(5.9) and (2.7) (by taking first ⋄ = R and then ⋄ = I).
There are several cases to consider (i 6= k, i = k 6= j and i = j = k), We will repeatedly use the
commutation relation (6.11). The right hand side in this relation, which appear in the calculation depending
on conditions on i, produce the “correcting” terms indicated by dots in (6.12)-(6.13).
Notation. For convenience, we drop the symbol ⋄ until the end of this verification.
Case 1: i 6= k. In (6.12), correcting terms can appear only when applying the commutation relation
to the last Φ1, while in (6.13), correcting terms can appear only when applying the commutation relation to
the last Φ2. We reason as follows:
ψ1ψ2ψ1 − ψ2ψ1ψ2 = Φ1Φ2
r2Q˜1(jk)Q˜2(ik)Φ1Q˜1(ij) − Φ2Φ1
r1Q˜2(ij)Q˜1(ik)Φ2Q˜2(jk) .
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For the first term, if i 6= j then there is no correcting term while moving through the last Φ1. If i = j then we
have, due to Condition (6.7) on the Q’s, that r2Q˜1(jk) =
r1Q˜2(ik) and therefore the factor
r2Q˜1(jk)Q˜2(ik)
commutes with Φ1. So finally we never have a correcting term and the first summand above is Φ1Φ2Φ1Q.
A similar reasoning shows that the second summand is always equal to Φ2Φ1Φ2Q and we conclude that
in this case we have B⋄e(i) = 0 as required.
Case 2: i = k 6= j. Here, in (6.12), correcting terms can appear only when applying the commutation
relation to the middle Φ2 while, in (6.13), correcting terms can appear only when applying the commutation
relation to the middle Φ1. We find
B⋄e(i) = Φ1
Q˜1(ji)− r2Q˜1(ji)
y3 − y2
Φ1Q˜1(ij) − Φ2
Q˜2(ij)− r1Q˜2(ij)
y2 − y1
Φ2Q˜2(ji)
= ψ21
1
y3 − y1
− Φ21
r1r2Q˜1(ji)Q˜1(ij)
y3 − y1
− ψ22
1
y3 − y1
+Φ22
r2r1Q˜2(ij)Q˜2(ji)
y3 − y1
= (ψ21 − ψ
2
2)
1
y3 − y1
− (Γ1 − Γ2)
r1Q2(ii)
y3 − y1
Q .
We note, using Condition (6.5) on Q2(ii), that
r1Q2(jj)
y3 − y1
=
qX3 − q−1X1
X3 −X1
and therefore the coefficient in
front of Q is what is required. The verification is concluded with the following relations which are easy to
check:
(
ψ21 − ψ
2
2
) 1
y3 − y1
e(i) =

0 if i = k= j
e(i) if i = k→ j
−e(i) if i = k← j
(y3 − 2y2 + y1)e(i) if i = k↔ j .
Case 3: In this case we have i = j = k. This is the most difficult case computationally since correct-
ing terms may appear for every commutation relation we use. We sketch the main steps of the calculation.
To save space we set, for a ∈ {1, 2}, Qa := Qa(ii), Q˜a = Q−1a . We recall that in this case Q1 and Q2 have
explicit expressions given in (6.5) which are equal to:
Q1 =
q−1X1 − qX2
X1 −X2
(y2 − y1) and Q2 =
q−1X2 − qX3
X2 −X3
(y3 − y2) .
We recall that we have in this case
ψ21 = Φ1Q˜1Φ1Q˜1 = 0 and ψ
2
2 = Φ2Q˜2Φ2Q˜2 = 0 . (6.14)
We will also use the following particular instance of the commutation relation (6.11),
1
y3 − y2
Φ1 − Φ1
1
y3 − y1
=
1
(y3 − y2)(y3 − y1)
Q1 . (6.15)
Then we calculate as follows:
ψ1ψ2ψ1 = Φ1Q˜1Φ2Q˜2Φ1Q˜1 = (A :=) Φ1Φ2
r2Q˜1Q˜2Φ1Q˜1 + (B :=) Φ1
Q˜1 − r2Q˜1
y3 − y2
Φ1Q˜1 .
Then, we use condition (6.7) which says that r2Q˜1 =
r1Q˜2 and we find that
r2Q˜1Q˜2 commutes with Φ1.
Therefore we have that A = Φ1Φ2Φ1Q.
To treat the term B, we start by applying (6.15) to find:
B = Φ1(Q˜1 −
r2Q˜1)Φ1
Q˜1
y3 − y1
+ Φ1
Q˜1 −
r2Q˜1
(y3 − y2)(y3 − y1)
.
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On the first term, we apply (6.14) and the fact that r2Q˜1 =
r1Q˜2 to obtain:
B = −Φ21
Q˜2Q˜1
y3 − y1
+ Φ1
Q˜2 − r1Q˜2
(y2 − y1)(y3 − y1)
+ Φ1
Q˜1 − r2Q˜1
(y3 − y2)(y3 − y1)
.
We recall that Φ21 = (q + q
−1)Φ1 and again that
r2Q˜1 =
r1Q˜2, and we find:
B = −(q + q−1)Φ1Q
r2Q˜1
y3 − y1
+ Φ1
( Q˜1
(y3 − y2)(y3 − y1)
+
Q˜2
(y2 − y1)(y3 − y1)
−
r2Q˜1
(y2 − y1)(y3 − y2)
)
.
The big parenthesis is equal to
Q
((q−1X2 − qX3)(q−1X1 − qX3)
(X2 −X3)(X1 −X3)
+
(q−1X1 − qX2)(q−1X1 − qX3)
(X1 −X2)(X1 −X3)
−
(q−1X1 − qX2)(q−1X2 − qX3)
(X1 −X2)(X2 −X3)
)
.
Now putting everything above the denominator (X1 −X2)(X2 −X3)(X1 −X3), one sees immediately that
X2 = X1 and X2 = X3 cancels the numerator. Then looking at the constant term with respect to X2, one
finds at once that the numerator is (X1 − X2)(X2 − X3)(q
2X1 − q
−2X3). Thus, a short final calculation
gives:
B = −(q + q−1)Φ1Q
qX1 − q−1X3
X1 −X3
+Φ1Q
q2X1 − q−2X3
X1 −X3
= −Φ1Q .
Finally, summing A and B, we conclude that:
ψ1ψ2ψ1 =
(
Φ1Φ2Φ1 − Φ1
)
Q .
Then, a very similar calculation shows that
ψ2ψ1ψ2 =
(
Φ2Φ1Φ2 − Φ2
)
Q .
which allows to conclude that the following required relation is satisfied:
B⋄e(i) = −(Φ1 − Φ2)Q .
Proof of item 2. Recall the notation Y −1e(i) introduced in Section 5 before Definition 5.1. We use the
similar notation Y −1eH(i) in eαH(An)λ,m. Note for example that (1−X−αa)−1eH(i) are defined if ra(i) 6= i.
Let b ∈ {1, . . . , n− 1}. We define elements of eαH(An)λ,m:
ΦHb = gbeα −
∑
i∈α
ib 6=ib+1
(q − q−1)
(
1−XbX
−1
b+1
)−1
eH(i) +
∑
i∈α
ib=ib+1
q−1eH(i) ,
and elements of IN,A:
gIb := Φb +
∑
i∈α
ib 6=ib+1
(q − q−1)
(
1−XbX
−1
b+1
)−1
e(i)−
∑
i∈α
ib=ib+1
q−1e(i) .
We consider the following maps, where i ∈ {1, . . . , n}, b ∈ {1, . . . , n− 1} and i ∈ α.
ρ :
IN,A → eαH(An)λ,m
e(i) 7→ eH(i)
Xi 7→ Xieα
Φb 7→ ΦHb
and σ :
Ĥ(An) → IN,A
Xi 7→ Xi
gb 7→ gIb
. (6.16)
Item 2 follows immediately from the following two lemmas.
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Lemma 6.6. The map ρ extends to a morphism of algebras from IN,A to eαH(An)λ,m. The map σ extends
to a morphism of algebras from Ĥ(An) to IN,A.
We still denote by ρ and σ the obtained morphisms of algebras. The canonical surjection from Ĥ(An)
to eαH(An)λ,m appearing in the following lemma is the composition of the standard surjection from Ĥ(An)
to its quotient H(An)λ,m followed by the multiplication by eα.
Lemma 6.7. The map σ factors through the canonical surjection Ĥ(An)→ eαH(An)λ,m, and the resulting
map provides the two-sided inverse of ρ.
Proof of Lemma 6.6. For convenience, we will denote during the proof ΦIb := Φb and e
I(i) := e(i) in IN,A
and gHb := gb in Ĥ(An). We need to check that:
- The defining relations of Ĥ(An) are satisfied by the elements g
I
b and Xi in IN,A. The relations to be
checked are; Relation (3.4), the fact that the Xi’s commute and the relations among (3.2) which do
not involve g0.
- The defining relations of IN,A are satisfied by the elements ΦHb , Xieα and e
H(i) in eαH(An)λ,m. The
relations to be checked are the relations among (5.1)–(5.9) which do not involve Φ0.
We split the proof into several steps. Below we often indicate only which relations we are checking
without specifying for which elements we are doing so (the relations to be checked are explicitly recalled
above, so this should not lead to any confusion).
Moreover, let the symbol ⋄ denote either I of H . We use this symbol in order to check simultaneously
relations in IN,A and in eαH(An)λ,m, in exactly the same spirit as explained in Remark 6.5.
A last preliminary remark is that to prove that some defining relations of Ĥ(An) are satisfied in IN,A,
we check it in front of all the idempotents e(i).
• Relations (5.1)–(5.4). They are satisfied by eH(i) and Xieα in eαH(An)λ,m by construction, using
our assumption on N for (5.4) and using the cyclotomic relation (6.1) for (5.3).
• The Xi’s commute in IN,A by definition.
• Relations (5.5). We use that in H(An)λ,m, we have Ua(Mi) ⊂Mra(i) where we recall that Mi is the
image of the projector eH(i) and Ua is the intertwining element of Section 3.4. Indeed this follows from the
first relation in (3.9). Then, if ra(i) 6= i, this proves (5.5). While if ra(i) = i, this implies that ga(Mi) ⊂Mi
which is also enough to obtain (5.5).
• Relations (5.6) and (3.4). We use that the Xi’s commute.
If rb(i) 6= i, we have
(Φ⋄bX
x −Xrb(x)Φ⋄b)e
⋄(i) =
(
g⋄bX
x −Xrb(x)g⋄b − (q − q
−1)
Xx −Xra(x)
1−X−αa
)
e⋄(i)
If rb(i) = i, we have, after a direct calculation,
(Φ⋄bX
x −Xrb(x)Φ⋄b)e
⋄(i) =
(
g⋄bX
x −Xrb(x)g⋄b + q
−1(Xx −Xrb(x))
)
e⋄(i)
=
(
g⋄bX
x −Xrb(x)g⋄b − (q − q
−1)
Xx −Xra(x)
1−X−αa
+ (q − q−1X−αa)
Xx −Xra(x)
1−X−αa
)
e⋄(i) .
• Relations (5.7) and gagb = gbga if |a− b| > 1. From the previous step, we can use that g⋄aX
αb =
Xαbg⋄a and g
⋄
bX
αa = Xαag⋄b for ⋄ ∈ {I, H}.
Let us also check that, for ⋄ ∈ {I, H}, g⋄a commutes with∑
i∈α
ib 6=ib+1
e⋄(i) and
∑
i∈α
ib=ib+1
e⋄(i) .
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In IN,A (that is, if ⋄ = I), this follows from the fact that Φa commutes with these elements, which is a direct
consequence of the defining relations (5.5) between Φa and the idempotents e(i).
In H(An)λ,m (that is, if ⋄ = H), note that these sums are, respectively, the projector onto the charac-
teristic space for Xαb for the eigenvalue 1, and the sum of projectors on characteristic spaces for Xαb for
eigenvalues different from 1. So they are defined only in terms of Xαb and therefore commute with ga.
With this, it is immediate to see that, for any i,
(Φ⋄aΦ
⋄
b − Φ
⋄
bΦ
⋄
a) e
⋄(i) = (g⋄ag
⋄
b − g
⋄
bg
⋄
a) e
⋄(i) .
• Relations (5.8) and g2
b
= (q − q−1)gb + 1. We use the previous steps, namely the commuting
relations between g⋄b and elements X
x, and the commuting relations between Φ⋄b and e
⋄(i).
We then have, if rb(i) = i,(
(Φ⋄b)
2 − (q + q−1)Φ⋄b
)
e⋄(i) =
(
(g⋄b + q
−1)2 − (q + q−1)(g⋄b + q
−1)
)
e⋄(i)
=
(
(g⋄b )
2 − (q − q−1)g⋄b − 1
)
e⋄(i) .
If rb(i) 6= i, we have
(Φ⋄b)
2e⋄(i) =
(
(g⋄b −
(q − q−1)
1−X−αb
)2
e⋄(i)
=
(
(g⋄b )
2 − (q − q−1)
(
g⋄b
1
1−X−αb
−
1
1−X−αb
g⋄b
)
+
(q − q−1)2
(1−X−αb)2
)
e⋄(i) .
This is a straightforward and well-known calculation for which, using the commutation relation between g⋄b
and Xx, one obtains
(Φ⋄b)
2e⋄(i) =
(
(g⋄b )
2 − (q − q−1)g⋄b − 1− Γb
)
e⋄(i) .
• Relations (5.9) and gbgb+1gb = gb+1gbgb+1. We calculate
(Φ⋄bΦ
⋄
b+1Φ
⋄
b − Φ
⋄
b+1Φ
⋄
bΦ
⋄
b+1)e
⋄(i)− (g⋄bg
⋄
b+1g
⋄
b − g
⋄
b+1g
⋄
bg
⋄
b+1)e
⋄(i)
using all the previously checked relations. This calculation is exactly the same in IN,A and in eαH(An)λ,m
(that is, for ⋄ = I or ⋄ = H). It was done in [1] and the result is
(
Φ⋄b − Φ
⋄
b+1
)
e⋄(i) if ib = ib+1 = ib+2,
Zbe
⋄(i) if ib = ib+2 6= ib+1,
0 otherwise.
This concludes the proof of the lemma.
Proof of Lemma 6.7. First, we show that σ factors through the quotient H(An)λ,m of Ĥ(An). To show this,
we need to check that the cyclotomic relation∏
i∈Iλ1∪···∪Iλl
(X1 − i)
m(i) = 0 ,
is satisfied in IN,A. This follows at once from the defining relation (X1− i1)m(i1)e(i) = 0, valid for any i ∈ α.
Then, to show that it factors through the canonical surjection to eαH(An)λ,m, we must show that:
∀ i ∈
(
Iλ1 ∪ · · · ∪ Iλl
)n
, σ
(
eH(i)
)
=
{
e(i) if i ∈ α,
0 otherwise.
(6.17)
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We can reproduce the same proof as in [1, Lemma 3.4]. We sketch it for the convenience of the readers. At this
point, σ provides an algebra morphism from H(An)λ,m to IA,N , thereby providing IA,N with the structure
of H(An)λ,m-module. As in Section 4.2, since σ(Xk) = Xk, let, for i = (i1, . . . , in) ∈
(
Iλ1 ∪ · · · ∪ Iλl
)n
,
Mi := {x ∈ IA,N |
(
Xk − ik
)r
x = 0 for k = 1, . . . , n and some r > 0} ,
be the generalised common eigenspaces in the H(An)λ,m-module IA,N . We have IA,N =
⊕
iMi and, by
definition of eH(i) in H(An)λ,m, the projection ontoMi associated to this decomposition of IA,N is σ
(
eH(i)
)
.
On the other hand, from the defining relations (5.3)-(5.4) and (5.1), this idempotent of IA,N is e(i) if i ∈ α
and 0 otherwise. This concludes the verification of (6.17).
Finally, still denoting σ the resulting morphism from eαH(An)λ,m to IA,N , the equalities of maps σ ◦ρ =
IdIA,N and ρ ◦ σ = IdeαH(An)λ,m only have to be checked on the generators of the algebras and this is
immediate from the definitions (6.16) of ρ and σ and using (6.17).
6.2 Automorphisms of cyclotomic KLR algebras
During the proof of the statement that the block eαH(An)λ,m is isomorphic to the cyclotomic KLR algebra
Rαλ,m, we exhibit in fact a family of isomorphisms, parametrised by formal power series f ∈ K[[z]] with no
constant term and invertible for the composition. Denote Ff : R
α
λ,m → eαH(An)λ,m the corresponding
isomorphism of algebras. As a direct consequence, we obtain a family of automorphisms of the cyclotomic
KLR algebra Rαλ,m (the one given below is obtained as F
−1
1 ◦ Ff ).
Proposition 6.8. Let f =
∑
k≥0 akz
k ∈ K[[z]] be a formal power series with a0 = 0 and a1 6= 0. There is
an automorphism of the algebra Rα
λ,m given on the generators by
e(i) 7→ e(i) , yi 7→ f(yi) and ψk 7→
∑
i∈α
ψkQk(i)e(i) , for some Qk(i) ∈ K[[yk, yk+1]] .
In fact, using for example the explicit formulas given in (6.8), we find easily that one can take for elements
Qk(i):
Qk(i) :=

yk+1 − yk
f(yk+1)− f(yk)
when ik = ik+1 ,
1 when ik+1 = ik or ik ← ik+1 ,
f(yk+1)− f(yk)
yk+1 − yk
when ik → ik+1 or ik ↔ ik+1 .
We note that the proposition could also be checked directly in a straightforward manner.
7 Proof of the main result
Theorem 1.1 follows immediately from the following two propositions.
Proposition 7.1. The algebra V β
λ,m is isomorphic to the algebra IN for N large enough.
Proposition 7.2. The algebra eβH(Bn)λ,m is isomorphic to the algebra IN for N large enough.
We will use Theorem 6.2 with α = β. In fact, a large part of the proof of the two propositions has been
already done in Theorem 6.2 and we will only need to deal with the additional defining relations coming
from the type B setting. The method and steps that we use are the same as for the proof of Theorem 6.2.
First fix an integer N as in the beginning of the proof of Theorem 6.2. Namely, we assume first that N
is larger than all the nilpotency indices of the elements (Xk − ik)eH(i) in eβH(Bn)λ,m, for k = 1, . . . , n and
i ∈ β (these elements are nilpotent by construction of the idempotents eH(i)).
Second, in V β
λ,m, the elements yke(i) are nilpotent for any k = 1, . . . , n and any i ∈ β, thanks to Lemma
2.4. We also assume N to be larger than all the nilpotency indices of these elements.
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Proof of Proposition 7.1. We repeat (and extend to the type B setting) the first step of the proof of item
1 in Section 6.1. So we set, for all k = 1, . . . , n and all s = 0, 1, . . . , n− 1,
yVk := yk , ψ
V
s := ψs in V
β
λ,m, and X
I
k := Xk , Φ
I
s := Φs in IN .
A convenient notation will also be, for all k = 1, . . . , n,
Xk := X
−1
k . (7.1)
Let k ∈ {1, . . . , n}. We define elements of IN as follows:
yIk :=
∑
i∈β
(ikXk − i
−1
k Xk)e(i) ∈ IN .
Note that
ikXk − i
−1
k Xk =
(
1− (1− i−1k Xk)
)−1
−
(
1− (1− i−1k Xk)
)
,
Therefore, considering the following formal power series f ∈ K[[z]],
f(z) :=
1
1− z
− (1 − z) = z +
z
1− z
,
we have
yIk :=
∑
i∈β
f(1− i−1k Xk)e(i) .
and we are therefore in the setting of the proof of Theorem 6.2. Indeed we obviously have that f has no
constant term and moreover its degree 1 term is 2z which is non-zero since K has characteristic different
from 2.
As before, let g denote the composition inverse of f and define elements of V β
λ,m by
XVk :=
∑
i∈β
ik
(
1− g(yk)
)
e(i) ∈ V β
λ,m .
We will not need an explicit expression for g, but we will need the following information.
Lemma 7.3. The formal power series g satisfies
1− g(−z) =
1
1− g(z)
.
Proof. We have the following sequence of equivalences:
1− g(−z) =
1
1− g(z)
⇔ g(−z) =
−g(z)
1− g(z)
⇔ −z = f
( −g(z)
1− g(z)
)
⇔ −f(z) = f
( −z
1− z
)
,
where we applied f to both sides to obtain the second equivalence, and we change the variable z 7→ f(z) to
obtain the last one. The last condition on f is easy to check using the explicit expression for f .
We again consider a symbol ⋄ which we will use as an upper index to denote both V and I, and we use
the same notation P ⋄(i) as defined before in (6.4) for a rational expression P in X1, . . . , Xn.
Next, we fix a family of invertible power series Q⋄k(i) ∈ K[[yk, yk+1]], where k = 1, . . . , n − 1 and i ∈ β,
as in the proof of Theorem 6.2, which satisfies the same conditions (6.5)–(6.7) as earlier.
We add a family of invertible power series Q0(i) ∈ K[[z]], where i ∈ K, and we set for ⋄ ∈ {V, I}:
Q⋄0(i) = Q0(i)
(
y⋄1
)
∈ K[[y⋄1 ]] and Q˜
⋄
0(i) :=
(
Q⋄0(i)
)−1
,
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and we will use the following notation:
Q⋄0(i) = Q
⋄
0(i1) and Q˜
⋄
0(i) = Q˜
⋄
0(i1) =
(
Q⋄0(i1)
)−1
.
We assume that the following additional conditions are satisfied (where Γ0 is defined in Definition 5.1
and r0 acting on formal power series in y
⋄
1 replaces y
⋄
1 by −y
⋄
1):
Q⋄0(i) = i
−1
1
(
p−1X
⋄
1(i)− pX
⋄
1 (i)
)
if i−11 = i1 , (7.2)
r0Q⋄0
(
r0(i)
)
Q⋄0(i) =

Γ⋄0(i) if i
−1
1
p
= i1
Γ⋄0(i)
(
y⋄1
)−1
if i−11
p
−→ i1
−Γ⋄0(i)
(
y⋄1
)−1
if i−11
p
←− i1
−Γ⋄0(i)
(
y⋄1
)−2
if i−11
p
←→ i1
(7.3)
r1r0r1Q⋄0
(
i) = Q⋄0
(
i) and r0r1r0Q⋄1
(
r0r1r0(i)
)
= Q⋄1(i) . (7.4)
Lemma 7.4. There exists such a family satisfying Conditions (6.5)–(6.7) and (7.2)–(7.4).
Proof. For Q⋄k(i) with k 6= 0, we take the same formulas (6.8) as in the proof of the corresponding lemma
6.4 and we thus already know that Conditions (6.5)–(6.7) are satisfied.
It is easy to see that the following formulas
Q⋄0(i) :=

i−11
(
p−1X
⋄
1(i)− pX
⋄
1 (i)
)
when i−11 = i1
pX
⋄
1(i)− p
−1X⋄1 (i)
X
⋄
1(i)−X
⋄
1 (i)
when i−11
p
= i1
(pX⋄1 (i)− p
−1X
⋄
1(i)) p i
−1
1
(X
⋄
1(i)−X
⋄
1 (i))(X
⋄
1 (i)−X
⋄
1(i))
when i−11
p
−→ i1
1 when i−11
p
←− i1
p i−11
X
⋄
1(i)−X
⋄
1 (i)
when i−11
p
←→ i1
indeed define invertible power series (in particular we recall that p2 6= 1), where the dependence on i of Q⋄0(i)
is only through i1. Moreover, one sees that, by definition of g,
pX
⋄
1(i)− p
−1X⋄1 (i) = p
−1i1
( 1
1− g(y⋄1)
− (1− g(y⋄1))
)
= p−1i1y
⋄
1 if i1 = p
2i−11 ,
pX⋄1 (i)− p
−1X
⋄
1(i) = p
−1i−11
(
(1 − g(y⋄1))−
1
1− g(y⋄1)
)
= −p−1i−11 y
⋄
1 if i1 = p
−2i−11 .
So, using the defining formula in Definition 5.1 for Γ0, it is now easy to see that the properties (7.2) and (7.3)
are satisfied. The first relation in (7.4) is obvious since r1Q⋄0
(
i) is a power series in y2 only and therefore is
stable under the action of r0.
The second equality in (7.4) is more difficult to check. First, note that the action of r0r1r0 on i transforms
(i1, i2) into (i
−1
2 , i
−1
1 ). Similarly, the action of r0r1r0 on K[[y1, y2]] replaces y1 by −y2 and y2 by −y1. Then,
using Lemma 7.3 for the formal power series g, we find the following formulas:
r0r1r0
(
g(y2)− g(y1)
)
= g(−y1)− g(−y2) = 1− g(−y2)− (1− g(−y1))
=
1
1− g(y2)
−
1
1− g(y1)
=
g(y2)− g(y1)
(1− g(y1))(1 − g(y2))
,
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r0r1r0X1(r0r1r0(i)) = i
−1
2 (1− g(−y2)) =
i−12
1− g(y2)
=
X1(i)
i1i2(1− g(y1))(1 − g(y2))
,
r0r1r0X2(r0r1r0(i)) = i
−1
1 (1− g(−y1)) =
i−11
1− g(y1)
=
X2(i)
i1i2(1− g(y1))(1 − g(y2))
.
With this, a direct case-by-case inspection of Formulas (6.8) allows us to check the second property in
(7.4).
Now we set, for k = 0, 1, . . . , n− 1,
ψIk :=
∑
i∈β
ΦIkQ˜
I
k (i)e(i) ∈ IN and Φ
V
k :=
∑
i∈β
ψVk Q
V
k (i)e(i) ∈ V
β
λ,m .
Finally we are ready to give the isomorphism. We consider the following maps, where i ∈ {1, . . . , n},
k ∈ {0, 1, . . . , n− 1} and i ∈ β.
F :
V β
λ,m −→ IN
e(i) 7→ e(i)
yi 7→ yIi
ψk 7→ ψIk
and G :
IN −→ V
β
λ,m
e(i) 7→ e(i)
Xi 7→ XVi
Φk 7→ ΦVk
. (7.5)
Assuming that F and G extend to algebra homomorphisms, we have F ◦ G = IdIN and G ◦ F = IdV β
λ,m
,
since it is satisfied on the generators (we know this for all generators except ψ0 and Φ0 from the proof in
type A, see (6.9); it is immediate for ψ0 and Φ0). Thus the proof will be finished when we show that F and
G extend to algebra homomorphisms.
Proof that F and G extend to algebra homomorphisms. The method is the same as in the type A
situation. Most of the defining relations have already been checked at the corresponding stage of the proof
of Theorem 6.2. We use the symbol ⋄ ∈ {V, I} as explained in Remark 6.5.
• Relations (5.5) and (2.3) for a = 0. The proof of these relations with a > 0 used for Theorem 6.2,
item 1, can be repeated without modification.
• Relations (5.6) with a = 0 and (2.8)-(2.9). Here, for clarity, we will treat each relation separately.
We start with (2.9) in IN . We have that Φ0 commutes with Xj if j > 1 and therefore, in IN , we have
ψI0 y
I
j e(i) = Φ0f(1− i
−1
j Xj)Q˜
I
0 (i)e(i) = f(1− i
−1
j Xj)Φ0Q˜
I
0 (i)e(i) = y
I
j ψ
I
0 e(i) ,
where we notice that f(1− i−1j Xj)e(r0(i)) = y
I
j e(r0(i)) since j > 1.
Then, using here the explicit expression of the power series f , we have yI0 e(i) = (i1X
−1
1 − i
−1
1 X1)e(i) and
yI0 e(r0(i)) = (i
−1
1 X
−1
1 − i1X1)e(r0(i)) = −
r0(i1X
−1
1 − i
−1
1 X1)e(r0(i)) ,
where the action of r0 is to invert X1. Therefore, we have in IN , using (5.6),(
ψI0 y
I
1 + y
I
1ψ
I
0
)
e(i) =
(
Φ0(i1X
−1
1 − i
−1
1 X1)−
r0(i1X
−1
1 − i
−1
1 X1)Φ0
)
Q˜I0 (i)e(i)
= δi1,i−11
(pX1 − p
−1X−11 )
(i1X
−1
1 − i
−1
1 X1)−
r0(i1X
−1
1 − i
−1
1 X1)
X1 −X
−1
1
Q˜I0 (i)e(i) .
This is equal to 0 if i−11 6= i1. Now assume that i
−1
1 = i1. From Condition (7.2), we have (pX1 −
p−1X−11 )Q˜
I
0 (i)e(i) = −i1 and thus we find finally that(
ψI0 y
I
1 + y
I
1ψ
I
0
)
e(i) = 2e(i) .
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Now we deal with (5.6) for a = 0 in V β
λ,m. Let Π be a Laurent polynomial in X
V
1 , and let P be the formal
power series in y1 defined by P := Π
(
i1
(
1− g(y1)
))
. Note that Πe(i) = Pe(i) and that, using Lemma 7.3,
r0Πe(r0(i)) = Π(X
−1
1 )e(r0(i)) = Π
(
i−11
(
1−g(y1)
)−1)
e(r0(i)) = Π
(
i−11
(
1−g(−y1)
))
e(r0(i)) =
r0Pe(r0(i)) ,
where r0Π stands for replacing XV1 by its inverse in the Laurent polynomial Π, while
r0P stands for replacing
y1 by −y1 in the power series P . Now, using Relation (2.14) in V
β
λ,m, we find:
(
ΦV0 Π−
r0ΠΦV0
)
e(i) =
(
ψ0P −
r0Pψ0
)
QV0 (i)e(i) = δi1,i−11
P − r0P
y1
QV0 (i)e(i)
= δi1,i−11
(pX1 − p
−1X−11 )
Π− r0Π
X1 −X
−1
1
e(i) ,
where we have noted that e(i) = e(r0(i)) if i1 = i
−1
1 , and we have again used Relation (6.10) with upper
indices V instead of I.
At this point of the proof , we can start using the following relations, for any ⋄ ∈ {V, I} and any formal
power series P in y⋄1 , . . . , y
⋄
n: (
Φ⋄bP −
rbPΦ⋄b
)
e(i) = δib,ib+1
P − rbP
y⋄b+1 − y
⋄
b
Q⋄b(i)e(i) . (7.6)
(
Φ⋄0P −
r0PΦ⋄0
)
e(i) = δi1,i−11
P − r0P
y⋄1
Q⋄0(i)e(i) . (7.7)
• Relations (5.7) and (2.5) with a = 0. Let b ∈ {2, . . . , n− 1}. Note that Q⋄b(i) ∈ K[[y
⋄
b , y
⋄
b+1]] so it
commutes with Φ⋄0, and moreover the dependence on i is only through ib and ib+1 so we have Q
⋄
b(r0(i)) =
Q⋄b(i). Similarly, Q
⋄
0(i) ∈ K[[y
⋄
1 ]] so it commutes with Φ
⋄
b , and moreover the dependence on i is only through
i1 and so we have Q
⋄
0(rb(i)) = Q
⋄
0(i). Thus we have
(ψ⋄0ψ
⋄
b − ψ
⋄
bψ
⋄
0)e(i) =
(
Φ⋄0Q˜
⋄
0(rb(i))Φ
⋄
bQ˜
⋄
b(i)− Φ
⋄
bQ˜
⋄
b(r0(i))Φ
⋄
0Q˜
⋄
0(i)
)
e(i) = (Φ⋄0Φ
⋄
b − Φ
⋄
bΦ
⋄
0)Q˜
⋄
b(i)Q˜
⋄
0(i)e(i) ,
and we note that Q˜⋄b(i)Q˜
⋄
0(i) is invertible to conclude the verification.
• Relations (5.8) with a = 0 and (2.10). Assume first that i1 6= i
−1
1 . Using (7.7), we have
(ψ⋄0)
2e(i) = Φ⋄0Q˜
⋄
0(r0(i))Φ
⋄
0Q˜
⋄
0(i) e(i) = (Φ
⋄
0)
2.r0Q˜⋄0(r0(i))Q˜
⋄
0(i) e(i) .
Therefore, we have:(
(ψ⋄0)
2 − Γ⋄0(i)
r0Q˜⋄0(r0(i))Q˜
⋄
0(i)
)
e(i) = 0 ⇔
(
(Φ⋄0)
2 − Γ⋄0(i)
)
r0Q˜⋄0(r0(i))Q˜
⋄
0(i)e(i) = 0.
We note that, by definition, Γ⋄0(i)e(i) = Γ
⋄
0e(i), so on the right we have (5.8) for a = 0 multiplied by
r0Q˜⋄0(r0(i))Q˜
⋄
0(i) which is invertible. And from Condition (7.3) on the family Q
⋄
0(i), we have precisely (2.10)
on the left (in all cases where i1 6= i
−1
1 ).
Now assume that i1 = i
−1
1 . From (7.2), a direct calculation shows that(
r0Q⋄0(i)−Q
⋄
0(i)
)
e(i) = i−11 (p+ p
−1)y⋄1e(i) .
Therefore we have, using the commutation relation (7.7),
(ψ⋄0)
2e(i) = Φ⋄0 Q˜
⋄
0(i)Φ
⋄
0 Q˜
⋄
0(i) e(i) = Φ
⋄
0
(
Φ⋄0
r0Q˜⋄0(i)−Q
⋄
0(i)
Q˜⋄0(i)−
r0Q˜⋄0(i)
y⋄1
)
Q˜⋄0(i) e(i)
= Φ⋄0
(
Φ⋄0 −
r0Q⋄0(i)−Q
⋄
0(i)
y⋄1
)
r0Q˜⋄0(i)Q˜
⋄
0(i) e(i) = Φ
⋄
0
(
Φ⋄0 − (p+ p
−1)
)
r0Q˜⋄0(i)Q˜
⋄
0(i) e(i) ,
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and we note again, to conclude the proof of both (5.8) with a = 0 and (2.10) that r0Q˜⋄0(i)Q˜
⋄
0(i) is invertible.
• Relations (5.10) and (2.11). To treat the final four-term braid relations, we use a method similar
to the one used for the three-term braid relations in paragraph “Relations (5.9) and (2.7)” during the
proof of Theorem 6.2.
We will write ψ⋄0 , ψ
⋄
1 in terms of Φ
⋄
0, Φ
⋄
1 and use all the already proved relations, especially the commu-
tation relations (7.6)-(7.7). To simplify notation, we note that Q⋄1(i) depends on i only through i1 and i2, so
we will write Q⋄1(i1, i2) instead. Similarly, Q
⋄
0(i) depends on i only through i1, so we will write Q
⋄
0(i1). We
denote
(i1, i2) =: (i, j) ,
and we will almost always omit the idempotent e(i) on the right hand side of each line.
First we note that, by repeatedly using the commutation relations (7.6)-(7.7), we will obtain
ψ⋄0ψ
⋄
1ψ
⋄
0ψ
⋄
1 = Φ
⋄
0Q˜
⋄
0(i) Φ
⋄
1Q˜
⋄
1(j
−1i) Φ⋄0Q˜
⋄
0(j) Φ
⋄
1Q˜
⋄
1(ij)
= Φ⋄0Φ
⋄
1Φ
⋄
0Φ
⋄
1
r1r0r1Q˜⋄0(i)
r1r0Q˜⋄1(j
−1i) r1Q˜⋄0(j) Q˜
⋄
1(ij) + . . . (7.8)
ψ⋄1ψ
⋄
0ψ
⋄
1ψ
⋄
0 = Φ
⋄
1Q˜
⋄
1(j
−1i−1) Φ⋄0Q˜
⋄
0(j) Φ
⋄
1Q˜
⋄
1(i
−1j) Φ⋄0Q˜
⋄
0(i)
= Φ⋄0Φ
⋄
1Φ
⋄
0Φ
⋄
1
r0r1r0Q˜⋄1(j
−1i−1) r0r1Q˜⋄0(j)
r0Q˜⋄1(i
−1j) Q˜⋄0(i) + . . . (7.9)
where in each case, the dots indicate terms with at most three occurrences of Φ⋄0,Φ
⋄
1. The crucial fact here
is that
r1r0r1Q˜⋄0(i)
r1r0Q˜⋄1(j
−1i) r1Q˜⋄0(j) Q˜
⋄
1(ij) =
r0r1r0Q˜⋄1(j
−1i−1) r0r1Q˜⋄0(j)
r0Q˜⋄1(i
−1j) Q˜⋄0(i) =: Q
⋄ .
This equality is obtained by using the two conditions in (7.4) two times each. So now we set
B⋄e(i) :=
(
ψ⋄0ψ
⋄
1ψ
⋄
0ψ
⋄
1 − ψ
⋄
1ψ
⋄
0ψ
⋄
1ψ
⋄
0 − (Φ
⋄
0Φ
⋄
1Φ
⋄
0Φ
⋄
1 − Φ
⋄
1Φ
⋄
0Φ
⋄
1Φ
⋄
0)Q
⋄
)
e(i) ,
and our goal is to calculate B⋄e(i) and to check that, for any i, this is equal to the right hand side of (2.11)
minus the right hand side of (5.10) multiplied by Q⋄ on the right. Since Q⋄ is invertible, this will prove both
(5.10) and (2.11) (by first taking ⋄ = V and then ⋄ = I).
There are several cases to consider (listed below), and in each case, this is a straightforward but lengthy
calculation. Note that these calculations do not use an explicit expression for the elements Q⋄b(i) but only
the imposed Conditions (6.5)–(6.7) and (7.2)–(7.4).
The different cases to consider are related to the different possible orbits of i under the action of the Weyl
group of type B2 generated by r0 and r1. Here are the different possibilities for the orbit Oi (all elements
listed in a given orbit are assumed to be distinct):
1. Oi = {i} (the stabiliser is of order 8) : this is Case 1;
2. Oi = {i, r1(i)} (the stabiliser of i is generated by r0 and r1r0r1): this is Case 2;
3. Oi = {i, r1(i), r0(i), r1r0(i)} (the stabiliser of i is generated by r1r0r1): this is Case 3;
4. Oi = {i, r0(i), r1(i), r0r1(i)} (the stabiliser of i is generated by r0r1r0): this is Case 4;
5. Oi = {i, r1(i), r0r1(i), r1r0r1(i)} (the stabiliser of i is generated by r0);
6. Oi = {i, r0(i), r1r0(i), r0r1r0(i)} (the stabiliser of i is generated by r1);
7. Oi contains 8 elements.
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Note that an orbit Oi = {i, r0(i)} (the stabiliser of i is generated by r1 and r0r1r0) is impossible since this
would mean that i21 6= 1, while i1 = i2 and i
−1
1 = i2.
We will repeatedly use the commutation relations (7.6)-(7.7). The right hand sides in these relations,
which appear in the calculation depending on conditions on i and j, produce the “correcting” terms indicated
by dots in (7.8)-(7.9).
Notation. For convenience, we drop the symbol ⋄ until the end of this verification.
Case 7: Oi contains 8 elements. This case is exactly when there is no correcting term in (7.8)-(7.9), so
we find here immediately that B⋄e(i) = 0.
Case 6: Oi = {i, r0(i), r1r0(i), r0r1r0(i)}. In this case we have i = j and i2 6= 1. Correcting terms
can only possibly come when applying the commutation relation to the last Φ1 in (7.8). However we have:
ψ0ψ1ψ0ψ1 = Φ0Φ1Φ0
r0r1Q˜0(i)
r0Q˜1(i
−1i)Q˜0(i) Φ1Q˜1(ii) ,
and, due to the Conditions (7.4) satisfied by the Q’s, it turns out that r0r1Q˜0(i)
r0Q˜1(i
−1i)Q˜0(i) is invariant
by r1 and therefore commutes with Φ1. So finally there is no correcting term and we have B
⋄e(i) = 0.
Case 5: Oi = {i, r1(i), r0r1(i), r1r0r1(i)}. In this case we have i 6= j, i2 = 1, j2 6= 1. Correcting terms
can only possibly come when applying the commutation relation to the last Φ0 in (7.9) and similarly to the
previous case, one finds that there is no correcting term and we have B⋄e(i) = 0.
Case 4: Oi = {i, r0(i), r1(i), r0r1(i)}. In this case we have i = j−1 and i2 6= 1. In (7.8), the only cor-
recting term comes when applying the commutation relation to the first Φ1. We have:
ψ0ψ1ψ0ψ1 − Φ0Φ1Φ0Φ1Q = Φ0
Q˜0(i)− r1Q˜0(i)
y2 − y1
ψ0ψ1
= ψ20ψ1
1
y1 + y2
− Φ20Φ1
r1r0r1Q˜0(i)
r1Q˜0(j)Q˜1(ij)
1
y1 + y2
= ψ20ψ1
1
y1 + y2
− Φ1
r1Γ0
r0Q1(jj)
y1 + y2
Q .
In (7.9), the only correcting term comes when applying the commutation relation to the second Φ1:
ψ1ψ0ψ1ψ0 − Φ1Φ0Φ1Φ0Q = ψ1Φ0
Q˜0(j)− r1Q˜0(j)
y2 − y1
ψ0
= ψ1ψ
2
0
1
y1 + y2
− Φ1Φ
2
0 Q˜1(ij)
r0r1Q˜0(j)Q˜0(i)
1
y1 + y2
= ψ20ψ1
1
y1 + y2
− Φ1Γ0
r0Q1(jj)
y1 + y2
Q .
Once we note, using Condition (6.5) on Q1(jj), that
r0Q1(jj)
y1 + y2
=
q−1X−12 − qX1
X−12 −X1
, combining these two
calculations, we find
B⋄e(i) =
(
ψ20ψ1 − ψ1ψ
2
0
) 1
y1 + y2
+ Φ1(Γ0 −
r1Γ0)
q−1X−12 − qX1
X−12 −X1
Q.
The coefficient in front of Φ1 is what is needed and the verification is concluded by the following formulas
which are easy to check:
(
ψ20ψ1 − ψ1ψ
2
0
) 1
y1 + y2
e(i) =

0 if i
p
= i−1 ,
−ψ1e(i) if i−1
p
−→ i ,
ψ1e(i) if i
−1 p←− i ,
ψ1(y1 − y2)e(i) if i
−1 p←→ i .
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Case 2 and Case 3: Oi = {i, r1(i)} or Oi = {i, r1(i), r0(i), r1r0(i)}. In these cases we have i 6= j
and j2 = 1. The two cases differ by whether i2 = 1 (Case 2) or i2 6= 1 (Case 3). In (7.8), the only correcting
term comes when applying the commutation relation to the second Φ0. Performing calculations in a similar
way than just above, we find:
ψ0ψ1ψ0ψ1 − Φ0Φ1Φ0Φ1Q = ψ0ψ
2
1
1
y2
− Φ0Γ1
r1Q0(j)
y2
Q .
In (7.9), the correcting term can come when applying the commutation relation to both Φ0. We start the
calculation as follows:
ψ1ψ0ψ1ψ0 = Φ1Φ0Φ1
r1r0Q˜1(ji
−1)r1Q˜0(ji
−1)Q˜1(i
−1j)Φ0Q˜0(i) + Φ1
Q˜1(ji
−1)− r0Q˜1(ji−1)
y1
ψ1ψ0 .
For the first term, we note that, if i2 = 1, the factor between Φ1Φ0Φ1 and Φ0 commutes with Φ0 thanks
to Conditions (7.4) so that there is no correcting term when moving it through Φ0. If i
2 6= 1 there is no
correcting term either and we conclude that, in both cases, this first term is equal to Φ1Φ0Φ1Φ0Q.
Therefore, we have
ψ1ψ0ψ1ψ0−Φ1Φ0Φ1Φ0Q = Φ1
Q˜1(ji
−1)− r0Q˜1(ji−1)
y1
ψ1ψ0 = ψ
2
1ψ0
1
y2
− Φ21
r1r0Q˜1(ji
−1)Q˜1(i
−1j)
y2
Φ0Q˜0(i) ,
and we note, as explained above, that in both cases (i2 = 1 and i2 6= 1) moving r1r0Q˜1(ji
−1)Q˜1(i
−1j)
through Φ0 produces no correcting term. So we find
ψ1ψ0ψ1ψ0 − Φ1Φ0Φ1Φ0Q = ψ
2
1ψ0
1
y2
− Γ1Φ0
r0r1r0Q˜1(ji
−1)Q˜1(i
−1j)Q˜0(i)
y2
= ψ21ψ0
1
y2
− Γ1Φ0
r1Q0(j)
y2
Q
= ψ21ψ0
1
y2
− Φ0
r0Γ1
r1Q0(j)
y2
Q − δi,i−1
Γ1 − r0Γ1
y1
Q0(i)
r1Q0(j)
y2
Q .
Once we note that, using Condition (7.2) on Q0(j) and Q0(i) if i
2 = 1, we have
r1Q0(j)
y2
=
pX2 − p−1X
−1
2
X2 −X
−1
2
and
Q0(i)
y1
=
pX1 − p−1X
−1
1
X1 −X
−1
1
if i2 = 1,
we can combine the two calculations performed above to find
B⋄e(i) =
(
ψ0ψ
2
1 − ψ
2
1ψ0
) 1
y2
−
((
Φ0 + δi,i−1
pX1 − p−1X
−1
1
X1 −X
−1
1
)
(Γ1 −
r0Γ1)
pX2 − p−1X
−1
2
X2 −X
−1
2
)
Q .
The factor in front of Q is what is needed (in both Cases 2 and 3).
Now assume that we have i2 6= 1 (Case 3). Note that here i ↔ j (that is q2 = −1 and i = −j) is
impossible since we have i2 6= 1 while j2 = 1. Then, the verification is concluded in this case using the
following formulas which are easy to check:
(
ψ0ψ
2
1 − ψ
2
1ψ0
) 1
y2
e(i) =

0 if i= j ,
2ψ0e(i) if i→ j ,
−2ψ0e(i) if i← j .
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Then assume that we have i2 = 1 (Case 2). Then we have i = −j and therefore, either i= j or i↔ j, and
we have (
ψ0ψ
2
1 − ψ
2
1ψ0
) 1
y2
e(i) =
{
0 if i= j ,
4(ψ0y1 − 1)e(i) if i↔ j .
This concludes the verification in these cases.
Case 1: Oi = {i}. In this case we have i = j and i2 = j2 = 1. This is the most difficult case com-
putationally since correcting terms may appear for every commutation relation we use. We sketch the main
steps of the calculation. To save space, we set Q0 := Q0(i), Q˜0 = Q
−1
0 and Q1 := Q1(ii), Q˜1 = Q
−1
1 . We
recall that in this case Q0 and Q1 have explicit expressions given in (6.5) and (7.2), that we recall here in
terms of X ’s (the expression for Q1 comes from the explicit choice of the power series f and g):
Q0 = i
(
p−1X−11 − pX1
)
and Q1 = i
(
q−1X1 − qX2
)(
1 +X−11 X
−1
2 ) .
We recall that we have in this case
ψ21 = Φ1Q˜1Φ1Q˜1 = 0 and ψ
2
0 = Φ0Q˜0Φ0Q˜0 = 0 . (7.10)
We will also use the following particular instances of the commutation relation between Φ’s and X ’s, which
are obtained directly from (5.6),
Q˜1Φ0 − Φ0
r0Q˜1 = (q + q
−1)r0Q˜1Q˜1Q0 , (7.11)
Φ1Q˜0 −
r1Q˜0Φ1 =
p+ p−1X−11 X
−1
2
1 +X−11 X
−1
2
r1Q˜0Q˜0Q1 , (7.12)
p+ p−1X−11 X
−1
2
1 +X−11 X
−1
2
Φ0 − Φ0
p+ p−1X1X
−1
2
1 +X1X
−1
2
= (p− p−1)
q − q−1X−11 X
−1
2
1 +X−11 X
−1
2
r0Q˜1Q0 . (7.13)
Then we calculate as follows, applying first (7.12),
ψ0ψ1ψ0ψ1 = Φ0Q˜0Φ1Q˜1Φ0Q˜0Φ1Q˜1
= (A :=) Φ0Φ1
r1Q˜0Q˜1Φ0Q˜0Φ1Q˜1 + (B :=) Φ0
p+ p−1X−11 X
−1
2
1 +X−11 X
−1
2
r1Q˜0Q˜0Φ0Q˜0Φ1Q˜1 .
Then we use that r1Q˜0 commutes with Φ0 thanks to the condition (7.4) on Q0 and (7.11) to find
A = Φ0Φ1Φ0
r0Q˜1
r1Q˜0Q˜0Φ1Q˜1 + (q + q
−1)Φ0Φ1
r0Q˜1Q˜1
r1Q˜0Φ1Q˜1 .
Using condition (7.4) onQ1 we have that
r0Q˜1 commutes with Φ1 (as well as
r1Q˜0Q˜0), so there is no correcting
term coming from the first term in the sum above. For the second term, applying the commutation relation
(7.12) between r1Q˜0 and the second Φ1, the first resulting term contains a factor Φ1Q˜1Φ1Q˜1 equal to 0
thanks to (7.10) and therefore only the correcting term remains. Thus, we find:
A = Φ0Φ1Φ0Φ1Q− (q + q
−1)Φ0Φ1
p+ p−1X−11 X
−1
2
1 +X−11 X
−1
2
Q .
Concerning the term B, we note again that r1Q˜0 commutes with Φ0 thanks to the condition (7.4) and then
we apply the commutation relation (7.13) between
p+ p−1X−11 X
−1
2
1 +X−11 X
−1
2
and the second Φ0. In the resulting
expression, the first term contains a factor Φ0Q˜0Φ0Q˜0 equal to 0 thanks to (7.10) and therefore only the
correcting term remains. We find at the end:
B = (p− p−1)Φ0
q − q−1X−11 X
−1
2
1 +X−11 X
−1
2
r0Q˜1
r1Q˜0Q˜0Φ1Q˜1 = (p− p
−1)Φ0Φ1
q − q−1X−11 X
−1
2
1 +X−11 X
−1
2
Q
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where we noted for the last equality that the factor between Φ0 and Φ1 commutes with Φ1, thanks to
Condition (7.4) again. Finally, summing A and B, we conclude with a small calculation that:
ψ0ψ1ψ0ψ1 =
(
Φ0Φ1Φ0Φ1 − (pq
−1 + p−1q)Φ0Φ1
)
Q .
Then, a very similar calculation shows that
ψ1ψ0ψ1ψ0 =
(
Φ1Φ0Φ1Φ0 − (pq
−1 + p−1q)Φ1Φ0
)
Q ,
which allows us to conclude that the following required relation is satisfied:
B⋄e(i) = −(pq−1 + p−1q)(Φ0Φ1 − Φ1Φ0)Q .
Proof of Proposition 7.2. We again use the notation Y −1eH(i), similar to the one introduced before
Definition 5.1 and used in the proof of Theorem 6.2. For example, (1−X−αa)−1eH(i) is defined if ra(i) 6= i.
Let a ∈ {0, 1, . . . , n− 1}. We define elements of eβH(Bn)λ,m:
ΦHa = gaeβ −
∑
i∈β
ra(i) 6=i
(qa − q
−1
a )(1 −X
−αa)−1eH(i) +
∑
i∈β
ra(i)=i
q−1a e
H(i)
and elements of IN :
gIa := Φa +
∑
i∈β
ra(i) 6=i
(qa − q
−1
a )(1−X
−αa)−1e(i)−
∑
i∈β
ra(i)=i
q−1a e(i) .
We consider the following maps, where i ∈ {1, . . . , n}, a ∈ {0, 1, . . . , n− 1} and i ∈ β.
ρ :
IN → eβH(Bn)λ,m
e(i) 7→ eH(i)
Xi 7→ Xieβ
Φa 7→ Φ
H
a
, σ :
Ĥ(Bn) → IN
Xi 7→ Xi
ga 7→ gIa
. (7.14)
The proposition follows immediately from the two following lemmas.
Lemma 7.5. The map ρ extends to a morphism of algebras from IN to eβH(Bn)λ,m. The map σ extends
to a morphism of algebras from Ĥ(Bn) to IN .
We still denote by ρ and σ the obtained morphisms of algebras. The canonical surjection from Ĥ(Bn)
to eβH(Bn)λ,m appearing in the following lemma is the composition of the standard surjection from Ĥ(Bn)
to its quotient H(Bn)λ,m followed by the multiplication by eβ.
Lemma 7.6. The map σ factors through the canonical surjection Ĥ(Bn)→ eβH(Bn)λ,m, and the resulting
map provides the two-sided inverse of ρ.
Proof of Lemma 7.5. We will use the same method and notation as in the proof of Lemma 6.6, the analogous
lemma for type A. Thus, here as well, we will denote during the proof ΦIa := Φa and e
I(i) = e(i) in IN and
gHa := ga in Ĥ(Bn), and we will make use of a symbol ⋄ ∈ {I, H}, in the same spirit as explained in Remark
6.5.
We need to check that:
- The defining relations of Ĥ(Bn) are satisfied by the elements g
I
a and Xi in IN . All the defining relations
not involving g0 were checked in Lemma 6.6 (taking α = β);
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- the defining relations of IN are satisfied by the elements ΦHa , Xieβ and e
H(i) in eβH(Bn)λ,m. All the
defining relations not involving Φ0 were checked in Lemma 6.6 (taking α = β).
For the defining relations of Ĥ(Bn) involving g0, except the braid relation g0g1g0g1 = g1g0g1g0, the
verification is a direct repetition of the calculations in the proof of Lemma 6.6. Similarly for the defining
relations of IN involving Φ0, except the modified braid relation (5.10).
So it remains to check only the following relations.
• Relations (5.10) and g0g1g0g1 = g1g0g1g0. We again use the symbol ⋄ ∈ {I, H}.
We claim that, for every i ∈ β,(
Φ⋄0Φ
⋄
1Φ
⋄
0Φ
⋄
1 − Φ
⋄
1Φ
⋄
0Φ
⋄
1Φ
⋄
0
)
e⋄(i)−
(
g⋄0g
⋄
1g
⋄
0g
⋄
1 − g
⋄
1g
⋄
0g
⋄
1g
⋄
0
)
e⋄(i) (7.15)
is equal to the right-hand side of (5.10) in terms of Φ⋄0 and Φ
⋄
1. This indeed implies that, first by taking
⋄ = H , that (5.10) is satisfied by ΦH0 and Φ
H
1 , and second by taking ⋄ = I that g
I
0 and g
I
1 satisfy the
four-term braid relations.
We can use all the previously checked relations, namely all defining relations of IN and Ĥ(Bn) except
(5.10) and g0g1g0g1 = g1g0g1g0. So this calculation is exactly the same in IN and in eβH(Bn)λ,m. Note
moreover that we obviously have(
ΦH0 Φ
H
1 Φ
H
0 Φ
H
1 − Φ
H
1 Φ
H
0 Φ
H
1 Φ
H
0
)
eH(i) =
(
g0g1g0g1 − g1g0g1g0
)
eH(i) +
∑
x,w
cx,wgwX
xeH(i) ,
where the sum is over x ∈ L and over words gw of length strictly less than 4 in g0 and g1. Therefore, checking
Relation (5.10) for ΦH0 and Φ
H
1 in eβH(Bn)λ,m at once implies our claim about (7.15).
The different cases to consider are related to the different possible orbits of i under the action of the
Weyl group of type B2 generated by r0 and r1. The 7 different possibilities were listed above in the proof of
Proposition 7.1, and we refer to this list for our different cases below.
Before starting the verification in each case, we recall the definition of the intertwining elements U ′a in
Ĥ(Bn)
loc from Section 3.4, and we note that
ΦHa e(i) = U
′
ae(i) if ra(i) 6= i.
We will use that in Ĥ(Bn)
loc, we have U ′aX
x = Xra(x)U ′a for x ∈ L, U
′
0U
′
1U
′
0U
′
1 = U
′
1U
′
0U
′
1U
′
0 and (U
′
a)
2 = Γa,
with Γa as in (5.8).
During the proof, set
BrΦ := Φ
H
0 Φ
H
1 Φ
H
0 Φ
H
1 − Φ
H
1 Φ
H
0 Φ
H
1 Φ
H
0 .
1. Case 1 is an easy and direct calculation. One finds that
BrΦe
H(i)
=
(
(g0 + p
−1)(g1 + q
−1)(g0 + p
−1)(g1 + q
−1)− (g1 + q
−1)(g0 + p
−1)(g1 + q
−1)(g0 + p
−1)
)
eH(i)
= (p−1q + pq−1)(g0g1 − g1g0)e
H(i) ,
and on the other hand(
ΦH0 Φ
H
1 − Φ
H
1 Φ
H
0
)
eH(i) =
(
(g0 + p
−1)(g1 + q
−1)− (g1 + q
−1)(g0 + p
−1)
)
eH(i) = (g0g1 − g1g0)e
H(i) .
2. and 3. In these cases, we have
BrΦe
H(i) =
(
(g0 + C)U
′
1(g0 + p
−1)U ′1 − U
′
1(g0 + p
−1)U ′1(g0 + C)
)
eH(i) ,
with C = p−1 in Case 2 and C = −
p− p−1
1−X−α0
in Case 3.
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Note first that in Ĥ(Bn)
loc, C commutes with U ′1(g0+ p
−1)U ′1. Indeed this is obvious for Case 2, and for
Case 3 it follows from the fact that r0r1(α0) = r1(α0).
Note also that g0 + p
−1 = U ′0 + p
−1 +
p− p−1
1−X−α0
= U ′0 +
p− p−1X−α0
1−X−α0
. So we need to calculate in
Ĥ(Bn)
loc the expression
g0U
′
1
(
U ′0 +
p− p−1X−α0
1−X−α0
)
U ′1 − U
′
1
(
U ′0 +
p− p−1X−α0
1−X−α0
)
U ′1g0 . (7.16)
Now note that Xα0 commutes with U ′1
(
U ′0 +
p−p−1X−α0
1−X−α0
)
U ′1 since r0r1(α0) = r1(α0), and therefore the
expression (7.16) is equal to
U ′0U
′
1
(
U ′0 +
p− p−1X−α0
1−X−α0
)
U ′1 − U
′
1
(
U ′0 +
p− p−1X−α0
1−X−α0
)
U ′1U
′
0 .
Expanding this, we find
U ′0(U
′
1)
2 p− p
−1X−r1(α0)
1−X−r1(α0)
− (U ′1)
2 p− p
−1X−r1(α0)
1−X−r1(α0)
U ′0 = U
′
0(Γ1 −
r0Γ1)
p− p−1X−r1(α0)
1−X−r1(α0)
= U ′0(1 −X
−α0)Y0 ,
where Y0 is defined after Relation (5.10). To conclude, we put back the idempotent e
H(i) and express
U ′0 in terms of Φ0 depending on which case (2 or 3) we are considering. In Case 2, we have Φ0e
H(i) =
(U ′0 +
p− p−1X−α0
1−X−α0
)eH(i) and in Case 3, we have Φ0e
H(i) = U ′0e
H(i). So we find that (5.10) is satisfied in
these cases.
4. Here we have
BrΦe
H(i) =
(
U ′0(g1 + q
−1)U ′0U
′
1 − U
′
1U
′
0(g1 + q
−1)U ′0
)
eH(i) ,
and we reproduce exactly the same reasoning as in Case 3 above, with the role of the indices 1 and 0
exchanged, as well as the role of p and q. Thus we have
BrΦe
H(i) = −U ′1(Γ0 −
r1Γ0)
q − q−1X−r0(α1)
1−X−r0(α1)
eH(i) = U ′1(1−X
−α1)Y1e
H(i) ,
and we conclude that (5.10) is satisfied here as well since Φ1e
H(i) = U ′1e
H(i).
5. Here we have
BrΦe
H(i) =
(
(g0 + p
−1)U ′1U
′
0U
′
1 − U
′
1U
′
0U
′
1(g0 + p
−1)
)
eH(i) .
We have that g0 = U
′
0 +
p− p−1
1−X−α0
commutes with U ′1U
′
0U
′
1. Indeed, U
′
0 commutes with U
′
1U
′
0U
′
1 from the
braid relation for the intertwining elements, and Xα0 commutes with U ′1U
′
0U
′
1 since r0r1(α0) = r1(α0). So
we have indeed in this case that BrΦe
H(i) = 0.
6. Here we have
BrΦe
H(i) =
(
U ′0U
′
1U
′
0(g1 + q
−1)− (g1 + q
−1)U ′0U
′
1U
′
0
)
eH(i) ,
and we reproduce exactly the same reasoning as in Case 5 above, with the role of the indices 1 and 0
exchanged, to find that BrΦe
H(i) = 0 here as well.
7. Here we have at once
BrΦe
H(i) =
(
U ′0U
′
1U
′
0U
′
1 − U
′
1U
′
0U
′
1U
′
0
)
eH(i) = 0 ,
using the braid relation for the intertwining elements.
Proof of Lemma 7.6. The proof is entirely similar to the proof of Lemma 6.7.
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