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1 Introduction
This is the third in a series of papers [4, 5, 6, 7, 8] constructing examples of
special Lagrangian submanifolds (SL m-folds) in Cm. The principal motiva-
tion for these papers is to lay the foundations for a study of the singularities
of compact special Lagrangian m-folds in Calabi–Yau m-folds, particularly in
low dimensions such as m = 3. Special Lagrangian m-folds in Cm should pro-
vide local models for how singularities develop in special Lagrangian m-folds in
Calabi–Yau m-folds.
Understanding such singularities will be essential in making rigorous the
explanation of Mirror Symmetry of Calabi–Yau 3-folds X, Xˆ proposed by Stro-
minger, Yau and Zaslow [9], which involves dual ‘fibrations’ of X, Xˆ by special
Lagrangian 3-tori, with some singular fibres. It will also be important in resolv-
ing conjectures made by the author [3], which attempt to define an invariant of
Calabi–Yau 3-folds by counting special Lagrangian homology 3-spheres.
In this paper we construct and study several families of special Lagrangian
3-folds in C3, using the ‘evolution’ construction method of [5]. In [5, §3–§4] we
described a general construction of SL m-folds in Cm, which will be summarized
in §3 below. The construction requires a set of evolution data (P, χ), including
an (m−1)-submanifold P in Rn for n > m. Then N is the subset of Cm swept
out by the image of P under a 1-parameter family of linear or affine maps
φt : R
n → Cm, which satisfy a first-order, nonlinear o.d.e. in t.
In [5] we restricted our attention to evolution data (P, χ) in which n = m
and P is a quadric in Rm. In §4 we shall establish a correspondence between
sets of evolution data with m = 3 and homogeneous symplectic 2-manifolds Σ
with a transitive, faithful, Hamiltonian action of a Lie group G. This enables us
to write down various interesting new examples of evolution data with m = 3.
We shall focus on two examples in particular, and study the associated SL
3-folds in C3 in detail. The first, given in Example 4.2, comes from the action
of SL(2,R)⋉R2 on R2 by affine transformations, and the corresponding family
of SL 3-folds are discussed in sections 5–11.
The second example, in Example 4.4, comes from the action of K ⋉ Uk on
T ∗R for k > 1, whereK = R+⋉R is the group of oriented affine transformations
1
of R, and Uk the vector space of polynomial 1-forms on R of degree less than
k, acting on T ∗R by translation in the fibres. This gives a series of families of
ruled SL 3-folds in C3, which are discussed in §12.
The construction of §5–§11 involves a family of quadratic maps Φt : R2 → C3
depending on t ∈ R, which satisfy the o.d.e.
dΦt
dt
=
∂Φt
∂y1
× ∂Φt
∂y2
,
where (y1, y2) are the coordinates on R
2, and ‘×’ is an anti-bilinear cross product
on C3. Defining Φ : R3 → C3 by Φ(y1, y2, t) = Φt(y1, y2), it turns out that under
certain conditions on the initial data Φ0 the image N = ImageΦ is a special
Lagrangian 3-fold.
For generic initial data this map Φ is an immersion, so thatN is a nonsingular
immersed 3-submanifold diffeomorphic to R3. But for a set of initial data of real
codimension one, Φ is not an immersion, and N has singular points. Also, under
certain circumstances Φ may be periodic in t, and then N will be generically
diffeomorphic to S1 × R2 rather than R3.
The basic details of the construction are explained in §5, in terms of o.d.e.s
for vector-valued functions z1, . . . , z6 : R → C3. We discuss the symmetries of
the construction, and show that the family of SL 3-folds we have constructed,
up to automorphisms of C3, is 9-dimensional. Section 6 studies and describes
the singularities of the corresponding SL 3-folds, which we believe are of a new
kind.
The goal of sections 7–11 is to solve the o.d.e.s for z1, . . . , z6 as explicitly
as we are able to, and so to write our examples of SL 3-folds as explicitly as
possible. To do this we split into several cases, and use the symmetries of the
problem to write each case in a convenient form. In §7 we divide into four cases
(i)–(iv) of increasing complexity, depending on the rank of the homogeneous
quadratic part of Φ. Cases (i) and (ii) are easy and are dealt with at once. Case
(iii) is the subject of §8, and case (iv) is divided into subcases and discussed
in §9–§11.
In Theorems 8.4, 10.3 and 11.5 we are able to write down three families
of special Lagrangian 3-folds in C3 very explicitly, and these are some of the
main results of the paper. Also, in §11.2 we study the condition for the family
{Φt : t ∈ R} to be periodic in a special case. This has a surprisingly abundant
and structured set of solutions, which leads in Theorem 11.6 to a countable set
of distinct families of immersed SL 3-folds diffeomorphic to S1 × R2.
Section 12 then studies the series of families of SL 3-folds arising from the sets
of affine evolution data given in Example 4.4. The development follows parts of
§5–§11 closely, and so we leave out some of the details. For each k = 1, 2, . . .
we construct a family of immersed SL 3-folds in C3 diffeomorphic to R3, which
can be written down in parametric form entirely explicitly.
For k = 1 they are isomorphic to the SL 3-folds of [5, Ex. 7.5], and for k = 2
they are isomorphic to the family studied in §8. When k > 3 these families
include many nontrivial periodic solutions, yielding families of immersed SL
3-folds in C3 diffeomorphic to S1 × R2.
2
2 Special Lagrangian submanifolds in Cm
We begin by defining calibrations and calibrated submanifolds, following Harvey
and Lawson [2].
Definition 2.1 Let (M, g) be a Riemannian manifold. An oriented tangent
k-plane V on M is a vector subspace V of some tangent space TxM to M with
dimV = k, equipped with an orientation. If V is an oriented tangent k-plane on
M then g|V is a Euclidean metric on V , so combining g|V with the orientation
on V gives a natural volume form volV on V , which is a k-form on V .
Now let ϕ be a closed k-form on M . We say that ϕ is a calibration on M if
for every oriented k-plane V on M we have ϕ|V 6 volV . Here ϕ|V = α · volV
for some α ∈ R, and ϕ|V 6 volV if α 6 1. Let N be an oriented submanifold
of M with dimension k. Then each tangent space TxN for x ∈ N is an oriented
tangent k-plane. We say that N is a calibrated submanifold if ϕ|TxN = volTxN
for all x ∈ N .
It is easy to show that calibrated submanifolds are automatically minimal
submanifolds [2, Th. II.4.2]. Here is the definition of special Lagrangian sub-
manifolds in Cm, taken from [2, §III].
Definition 2.2 Let Cm have complex coordinates (z1, . . . , zm), and define a
metric g, a real 2-form ω and a complex m-form Ω on Cm by
g = |dz1|2 + · · ·+ |dzm|2, ω = i
2
(dz1 ∧ dz¯1 + · · ·+ dzm ∧ dz¯m),
and Ω = dz1 ∧ · · · ∧ dzm.
Then ReΩ and ImΩ are real m-forms on Cm. Let L be an oriented real sub-
manifold of Cm of real dimension m. We say that L is a special Lagrangian sub-
manifold of Cm if L is calibrated with respect to ReΩ, in the sense of Definition
2.1. We will often abbreviate ‘special Lagrangian’ by ‘SL’, and ‘m-dimensional
submanifold’ by ‘m-fold’, so that we shall talk about SL m-folds in Cm.
As in [3, 4] there is also a more general definition of special Lagrangian
submanifolds involving a phase eiθ, but we will not use it in this paper. Harvey
and Lawson [2, Cor. III.1.11] give the following alternative characterization of
special Lagrangian submanifolds.
Proposition 2.3 Let L be a real m-dimensional submanifold of Cm. Then L
admits an orientation making it into an SL submanifold of Cm if and only if
ω|L ≡ 0 and ImΩ|L ≡ 0.
Note that an m-dimensional submanifold L in Cm is called Lagrangian if
ω|L ≡ 0. Thus special Lagrangian submanifolds are Lagrangian submanifolds
satisfying the extra condition that ImΩ|L ≡ 0, which is how they get their
name.
3
3 Review of the ‘evolution’ construction of [5]
We now review the construction of special Lagrangian m-folds in Cm given by
the author in [5, §3], which will be used in §5 and §12 to construct the SL
3-folds we are interested in. There are two versions of the construction, linear
and affine (linear plus constant), and we shall be using the affine version. The
construction depends on some evolution data, which we now define, following [5,
Def. 3.4].
Definition 3.1 Let 2 6 m 6 n be integers. A set of affine evolution data
is a pair (P, χ), where P is an (m − 1)-dimensional submanifold of Rn, and
χ : Rn → Λm−1Rn is an affine map, such that χ(p) is a nonzero element of
Λm−1TP in Λm−1Rn for each nonsingular p ∈ P . We suppose also that P is
not contained in any proper affine subspace Rk of Rn.
Let Aff(Rn,Cm) be the affine space of affine maps φ : Rn → Cm, and define
CP to be the subset of φ ∈ Aff(Rn,Cm) satisfying
(i) φ∗(ω)|P ≡ 0, and
(ii) φ|TpP : TpP → Cm is injective for all p in a dense open subset of P .
Then CP is nonempty, and is an open set in the intersection of a finite number
of quadrics in Aff(Rn,Cm).
We may define linear evolution data in the same way, but using linear rather
than affine maps. With this definition, the construction is contained in the
following theorem, taken from [5, Th. 3.5].
Theorem 3.2 Let (P, χ) be a set of affine evolution data, and n,m,Aff(Rn,Cm)
and CP be as above. Suppose φ ∈ CP . Then there exists ǫ > 0 and a unique real
analytic family
{
φt : t ∈ (−ǫ, ǫ)
}
in CP with φ0 = φ, satisfying the equation(
dφt
dt
(x)
)b
= (φt)∗(χ(x))
a1...am−1(ReΩ)a1...am−1amg
amb (1)
for all x ∈ Rn, using the index notation for tensors in Cm. Furthermore,
N =
{
φt(p) : t ∈ (−ǫ, ǫ), p ∈ P
}
is a special Lagrangian submanifold in Cm
wherever it is nonsingular.
Here is a brief explanation of the theorem and its proof. Equation (1) is a
first-order o.d.e. upon φt. The key point to note is that as χ is affine, the right
hand side of (1) is affine in x, and so (1) makes sense as an evolution equation for
affine maps φt. However, the right hand side of (1) is a homogeneous polynomial
of order m− 1 in φt, so for m > 2 it is a nonlinear o.d.e.
The special Lagrangian m-fold N is the total space of a 1-parameter family
of real (m−1)-dimensional submanifolds φt(P ) of Cm, each of which is an affine
image of the (m−1)-manifold P in Rn. Thus we can think of (1) as an evolution
equation in a certain class of real (m−1)-submanifolds of Cm.
The theorem is proved using the following result, taken from [4, Th. 3.3].
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Theorem 3.3 Let P be a compact, orientable, real analytic (m− 1)-manifold,
χ a real analytic, nonvanishing section of Λm−1TP , and φ : P → Cm a real
analytic embedding (immersion) such that φ∗(ω) ≡ 0 on P . Then there exists
ǫ > 0 and a unique family
{
φt : t ∈ (−ǫ, ǫ)
}
of real analytic maps φt : P → Cm
with φ0 = φ, satisfying the equation(
dφt
dt
)b
= (φt)∗(χ)
a1...am−1(ReΩ)a1...am−1amg
amb, (2)
using the index notation for (real) tensors on Cm. Define Φ : (−ǫ, ǫ)×P → Cm
by Φ(t, p) = φt(p). Then N = ImageΦ is a nonsingular embedded (immersed)
special Lagrangian submanifold of Cm.
This constructs SL m-folds in Cm by evolving arbitrary (compact) real ana-
lytic (m−1)-submanifolds P of Cm with ω|P ≡ 0. The trouble with this result is
that as the set of such submanifolds is infinite-dimensional, the theorem is really
an infinite-dimensional evolution problem, and so is difficult to solve explicitly.
What we achieve in Definition 3.1 and Theorem 3.2 is to find a special class
C of real analytic (m − 1)-submanifolds P of Cm with ω|P ≡ 0, depending on
finitely many real parameters c1, . . . , cn, such that the evolution equation (2)
stays within the class C.
In fact (2) reduces to (1), which is basically the same equation, but is now
a first order o.d.e. on c1, . . . , cn, as functions of t. Thus we have reduced
the infinite-dimensional problem of evolving submanifolds in Cm to a finite-
dimensional o.d.e., which we may be able to solve explicitly.
4 A geometric interpretation of evolution data
with m = 3
In [5, Th. 4.9] the author showed that every set of evolution data (P, χ) in Rn
admits a locally transitive symmetry groupG in GL(n,R), and that whenm = 3
there is a G-invariant surjective map (Rn)∗ → g with kernel 0 or R, where g is
the Lie algebra of G. Motivated by this, we shall now present a correspondence
between sets of linear or affine evolution data (P, χ) with m = 3, and symplectic
2-manifolds (Σ, ω) with a transitive Hamiltonian symmetry group.
Let (Σ, ω) be a symplectic 2-manifold, not necessarily compact, and G a
connected Lie group with Lie algebra g acting faithfully and transitively on Σ.
Suppose that G preserves ω and every element of g admits a moment map; this
is called a Hamiltonian action, and holds automatically if Σ is simply-connected.
Define V to be the vector space of moment maps of elements of g, including
constant functions.
That is, V is the vector space of smooth maps f : Σ→ R such that df = x·ω
for some x ∈ g. Then V ∼= R ⊕ g. Define ψ : Σ → V ∗ by ψ(x) · f = f(x) for
all f ∈ V and x ∈ Σ. As G acts transitively on Σ, one can show that ψ is an
immersion. Let P = ψ(Σ), so that P is an immersed 2-submanifold in V ∗.
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Now the Poisson bracket on (Σ, ω) yields a natural bilinear, antisymmetric
map { , } : V × V → V given in index notation by {f, f ′} = ωab(df)a(df ′)b,
where ωab is the inverse of ωab. This makes V into a Lie algebra, which is an
extension of the Lie algebra g by R.
Thus P is a submanifold in the dual of a Lie algebra. In fact P is a coadjoint
orbit, that is, an orbit of the coadjoint action on V ∗ of the connected, simply-
connected Lie group associated to V . It is well known that all coadjoint orbits
have a natural symplectic structure.
As the Poisson bracket is bilinear and antisymmetric, we can extend it to a
linear map { , } : Λ2V → V . Define χ : V ∗ → Λ2V ∗ to be the dual of this linear
map. Using the fact that G acts transitively on Σ, it is not difficult to show
that χ(p) is a nonzero element of Λ2TpP ⊂ Λ2V ∗ for each p ∈ P . Thus (P, χ)
is a set of linear evolution data in the vector space V ∗.
Actually, it is usually nicer to regard (P, χ) as affine evolution data, in the
following way. Let 1 be the constant function 1 on Σ. Then 1 ∈ V . Define
f : V ∗ → R by f(α) = α(1). Then U = f−1(1) is a hyperplane in V ∗, which
contains P . We can regard U as an affine space modelled on g∗. The restriction
of χ to U is an affine map χ : U → Λ2U , and (P, χ) is a set of affine evolution
data in the affine space U .
We have shown that given a symplectic 2-fold (Σ, ω) with a faithful, transi-
tive, Hamiltonian action of a Lie group G, we can construct sets of linear and
affine evolution data with m = 3. We now explain how to reverse this construc-
tion, so that starting with a set of evolution data with m = 3, we construct
a symplectic 2-manifold (Σ, ω) and group action. For simplicity we work with
the linear case, as affine evolution data in Rn can always be reduced to linear
evolution data in Rn+1.
Let (P ′, χ′) be a set of linear evolution data with m = 3 in a real vector space
W . That is, P ′ is a connected 2-submanifold of W , lying in no proper vector
subspace ofW , and χ′ :W → Λ2W a linear map such that χ′(p) ∈ Λ2TpP ′ \{0}
for each p ∈ P ′. Let ω′ be the symplectic structure on P ′ dual to χ′|P ′ . Then
(P ′, ω′) is a symplectic 2-manifold. We shall define an antisymmetric, bilinear
bracket [ , ] :W ∗ ×W ∗ → W ∗ which makes W ∗ into a Lie algebra.
Regard χ′ as an element of W ∗ ⊗ Λ2W , and for each α, β ∈ W ∗, define
[α, β] = χ′ · (α ∧ β), where ‘ · ’ is the natural pairing between Λ2W ∗ and Λ2W .
Now W ∗ is the vector space of linear maps W → R, so elements of W ∗ give
real functions on P ′ by restriction. As P ′ is contained in no proper subspace
of W , this map from W ∗ to functions on P ′ is injective, so W ∗ may be viewed
as a vector space of functions on P ′. Thought of in this way, it is easy to show
that the bracket [ , ] on W ∗ is actually the Poisson bracket on functions on P ′,
induced by the symplectic structure ω′.
But the Poisson bracket automatically satisfies the Jacobi identity. Thus
[ , ] makes W ∗ into a Lie algebra. To each element of W ∗ we associate its
Hamiltonian vector field, giving a map W ∗ → Vect(P ′), where Vect(P ′) is the
smooth vector fields on P ′. This is a Lie algebra automorphism, with respect to
the usual Lie bracket of vector fields on Vect(P ′). Let g be the image of W ∗ in
Vect(P ′). Then g is a finite-dimensional Lie subalgebra of Vect(P ′).
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It can be shown that either
(a) P ′ is contained in no affine hyperplane in W and g ∼=W ∗, or
(b) P ′ is contained in an affine hyperplane in W and g ∼= W ∗/R, where R is
an ideal in W ∗. Also, (P ′, χ′) reduces to a set of affine evolution data in
one fewer dimension.
By Cartan’s theorems, there exists a unique connected, simply-connected Lie
group G with Lie algebra g. Choose p ∈ P ′, and let h be the vector subspace
of vector fields in g that vanish at p. Then h is a Lie subalgebra of g, and so
corresponds to a unique connected Lie subgroup H of G.
As we can take two functions in W ∗ to be coordinates near p, the corre-
sponding vectors in TpP
′ are linearly independent, and so dim h = dim g − 2.
Also, there is a natural isomorphism TpP
′ ∼= g/h. Since the vector fields in g are
Hamiltonian, they preserve ω′. Thus the adjoint action of h on g/h preserves
the nonzero 2-form ω′p on TpP
′ ∼= g/h. As H is connected, it follows that H
also preserves ω′p.
It can be shown that H is closed in G. Then Σ = G/H is a connected
2-manifold with a natural G-action. The tangent space THΣ is isomorphic to
g/h ∼= TpP ′, and so has a nonzero 2-form ω′p. As ω′p is H-invariant, this extends
to a G-invariant, nonvanishing 2-form ω on Σ.
This makes Σ into a symplectic 2-manifold with a transitive G-action pre-
serving ω. As G is simply-connected, so is Σ. Thus, every element of g admits a
moment map for its action on Σ. Therefore by the construction at the beginning
of this section, we can associate a set of linear evolution data (P, χ) in a vector
space V ∗ to (Σ, ω) and G.
One can prove that W is naturally isomorphic to V ∗, and that this isomor-
phism identifies P ′ with an open subset of P , and χ′ with χ. The details are
left to the reader. To sum up, we have proved the following theorem:
Theorem 4.1 Let (Σ, ω) be a symplectic 2-manifold, and G a connected Lie
group with a faithful, transitive, Hamiltonian action on Σ. Then we can con-
struct sets of linear and affine evolution data (P, χ) with m = 3 and P ∼= Σ.
Conversely, every set of linear or affine evolution data with m = 3 locally arises
from this construction.
All of the quadric examples of [5, §4.1] for m = 3 can be easily extracted
from this construction. For example:
(i) Let Σ be S2, and G be SO(3) acting by isometries. Then P is the sphere
x21 + x
2
2 + x
2
3 = 1 in R
3.
(ii) Let Σ be the hyperbolic plane H2, and G be SO(1, 1)+ acting by isome-
tries. Then P is half of the hyperboloid x21 − x22 − x23 = 1 in R3.
(iii) Let Σ be R2 \ {0} with the standard volume form, and G be SL(2,R)
acting as usual. Then P is one of the pair of cones x21−x22−x23 = 0 in R3.
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(iv) Let Σ be R2 and G be the group of Euclidean transformations SO(2)⋉R2.
Then P is the paraboloid x21 + x
2
2 + x3 = 0 in R
3.
But we can also find interesting new sets of evolution data which are not
quadrics. For instance, when we take Σ to be R2 with its standard volume form,
and G to be SL(2,R) ⋉ R2 acting on Σ by affine transformations, we get the
following example.
Example 4.2 Consider the map ψ : R2 → R5 given by
ψ : (y1, y2) 7→
(
1
2 (y
2
1 + y
2
2),
1
2 (y
2
1 − y22), y1y2, y1, y2
)
.
The image of ψ is
P =
{
(x1, . . . , x5) ∈ R5 : x1 = 12 (x24 + x25), x2 = 12 (x24 − x25), x3 = x4x5
}
,
which is diffeomorphic to R2. Writing ej =
∂
∂xj
, calculation shows that
ψ∗
(
∂
∂y1
)
= y1e1 + y1e2 + y2e3 + e4, ψ∗
(
∂
∂y2
)
= y2e1 − y2e2 + y1e3 + e5,
and therefore
ψ∗
(
∂
∂y1
∧ ∂∂y2
)
= (y21 + y
2
2)e2 ∧ e3 + (y21 − y22)e1 ∧ e3 − 2y1y2e1 ∧ e2
+ y1(e1 ∧ e5 + e2 ∧ e5 − e3 ∧ e4) + y2(−e1 ∧ e4 + e2 ∧ e4 + e3 ∧ e5)
+ e4 ∧ e5.
Thus if we define an affine map χ : R5 → Λ2R5 by
χ(x1, . . . , x5) = 2x1e2 ∧ e3 + 2x2e1 ∧ e3 − 2x3e1 ∧ e2
+ x4(e1 ∧ e5 + e2 ∧ e5 − e3 ∧ e4) + x5(−e1 ∧ e4 + e2 ∧ e4 + e3 ∧ e5)
+ e4 ∧ e5,
then χ = ψ∗
(
∂
∂y1
∧ ∂∂y2
)
on P . This implies that (P, χ) is a set of affine evolution
data with m = 3 and n = 5, which does not arise from the construction of [5,
§4.1]. So applying Theorem 3.2 will give a family of special Lagrangian 3-folds
in C3. These will be studied at length in §5–§11.
Now if a Lie group G acts transitively on a symplectic 2-manifold Σ then
often a Lie subgroup G′ of G will also act transitively on Σ, or on some open
subset Σ′ of Σ. In our next result we consider the relation between the families
of SL 3-folds constructed using Σ, G and Σ′, G′.
Proposition 4.3 Let (Σ, ω) be a symplectic 2-manifold, and G a connected
Lie group with a faithful, transitive, Hamiltonian action on Σ. Suppose G′ is a
connected Lie subgroup of G, and Σ′ an open orbit of G′ in Σ. Then the special
Lagrangian 3-folds in C3 constructed using Σ and G by combining Theorem 4.1
and the method of §3 include all those constructed using Σ′ and G′.
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Proof. The construction above gives sets of linear evolution data (P, χ) and
(P ′χ′) from Σ, G and Σ′, G′, where P, P ′ lie in vector spaces V ∗, (V ′)∗. It is easy
to see that V ′ is a vector subspace of V , since the Lie algebra g′ of G′ is a vector
subspace of g. Let U be the annihilator (V ′)◦ of V ′ in V ∗. Then (V ′)∗ ∼= V ∗/U .
Now the construction of SL 3-folds using Σ′, G′ in §3 involves a 1-parameter
family of linear maps φ′t : (V
′)∗ → C3 in CP ′ satisfying the o.d.e. (1). Let
φt : V
∗ → C3 be the pull-back of φ′t from (V ′)∗ = V ∗/U to V ∗. It is easy to
show that this family φt also lie in CP and satisfy (1), and that the SL 3-fold N ′
constructed using the φ′t is a subset of the SL 3-fold N constructed using the φt.
Thus the SL 3-folds constructed using Σ′, G′ are included in those constructed
using Σ, G. 
In particular, the family of SL 3-folds coming from Example 4.2, correspond-
ing to the action of SL(2,R)⋉R2, will include families of SL 3-folds correspond-
ing to subgroups of SL(2,R)⋉R2. For example, as in part (iii) above we can set
Σ′ = R2 \ {0} and G′ = SL(2,R), and as in part (iv) above we can set Σ′ = R2
and G′ = SO(2)⋉R2. So the families of SL 3-folds corresponding to parts (iii)
and (iv), which we have already considered in [5], will occur as special cases in
the family of SL 3-folds to be studied in §5–§11.
Above we set Σ = G/H , and used the fact that H acts naturally on THΣ =
g/h preserving ωH . It is tempting to assume that this action of H on THΣ is
faithful, as would be the case in Riemannian rather than symplectic geometry.
If this held then H would be a subgroup of SL(2,R), and would be largest in
Example 4.2.
However, H need not act faithfully on THΣ, and in fact G,H can have
arbitrarily large dimension. Here is a class of examples in which this happens.
Let C be R or S1, let K be a connected Lie group acting smoothly, transitively
and faithfully on C, and let U be a nonzero vector space of 1-forms on C which
is invariant under K.
Define Σ to be T ∗C with its canonical symplectic structure ω, and G to be
the semidirect product K ⋉ U acting on Σ by
(x, y dx)
(κ,u)7−→ (κ(x), dκdx (x)y dx+ u(x)). (3)
Here we write a point in Σ as (x, y dx), where x is a coordinate in C with values
in R or R/Z, and y dx lies in T ∗xC, so that y ∈ R. Elements of K⋉U are written
(κ, u) for κ ∈ K and u ∈ U , so that κ : C → C is a differentiable map. It is
easy to see that (3) defines the action of a Lie group G = K ⋉ U on Σ, which
is faithful and transitive and preserves ω.
The possibilities for C and K are
(i) C = R and K = R acting by translations.
(ii) C = R and K = R+ ⋉R, acting by x
(a,b)7−→ ax+ b for a > 0 and b ∈ R.
(iii) C = S1, thought of as U(1), and K = U(1) acting by multiplication.
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(iv) C = S1, thought of as RP1, and K = PSL(2,R) acting by projective
transformations.
In case (iv), one can show that there are no non-zero, finite-dimensional, K-
invariant vector spaces of 1-forms U on C, so we rule this case out. In cases (i)
and (iii) there are many suitable spaces of 1-forms U , and so we may construct
many sets of evolution data (P, χ) in Rn. However, calculation shows that we
may always choose coordinates (x1, . . . , xn) on R
n, and so split Rn = Rn−1×R,
such that χ = v ∧ ∂∂xn , where v is a linear or affine vector field in Rn−1, and
P = γ × R, where γ is an integral curve of v in Rn−1.
Thus, cases (i) and (iii) yield evolution data resulting from combining Ex-
amples 4.5 and 4.6 of [5]. The corresponding SL 3-folds will all split as products
Σ× R in C2 × C, where Σ is an SL 2-fold in C2. We are not interested in such
examples, so we rule these cases out too.
This leaves case (ii). Here the natural candidates for U are
Uk =
{
p(x) dx : p(x) is a real polynomial of degree < k
}
,
for k > 1. In the following example we define the corresponding set of affine
evolution data in Rk+2, yielded by the construction of Theorem 4.1.
Example 4.4 Choose k > 1, and let (x1, . . . , xk, y1, y2) be coordinates on
Rk+2. Define a map ψ : R2 → Rk+2 by ψ : (x, y) 7−→ (x, x2, . . . , xk, y, xy). The
image of ψ is
P =
{
(x1, . . . , xk, y1, y2) ∈ Rk+2 : xj = (x1)j for j = 2, . . . , k, y2 = y1x1
}
,
which is diffeomorphic to R2. Calculation shows that
ψ∗
(
∂
∂x
)
= y ∂∂y2 +
∂
∂x1
+ 2x ∂∂x2 +· · ·+kx
k−1 ∂
∂xk
and ψ∗
(
∂
∂y
)
= ∂∂y1 +x
∂
∂y2
,
and therefore
ψ∗
(
∂
∂x ∧ ∂∂y
)
= −y ∂∂y1 ∧ ∂∂y2 + ∂∂x1 ∧ ∂∂y1 +2x ∂∂x2 ∧ ∂∂y1 +· · ·+kx
k−1 ∂
∂xk
∧ ∂∂y1
+x ∂∂x1 ∧ ∂∂y2 +2x
2 ∂
∂x2
∧ ∂∂y2 +· · ·+kx
k ∂
∂xk
∧ ∂∂y2
= −y1 ∂∂y1 ∧ ∂∂y2 + ∂∂x1 ∧ ∂∂y1 +2x1 ∂∂x2 ∧ ∂∂y1 +· · ·+kxk−1 ∂∂xk ∧ ∂∂y1
+x1
∂
∂x1
∧ ∂∂y2 +2x2 ∂∂x2 ∧ ∂∂y2 +· · ·+kxk ∂∂xk ∧ ∂∂y2 .
Thus if we define an affine map χ : Rk+2 → Λ2Rk+2 by
χ(x1, . . . , xk, y1, y2)
= −2y1 ∂∂y1 ∧ ∂∂y2 + 2 ∂∂x1 ∧ ∂∂y1 + 4x1 ∂∂x2 ∧ ∂∂y1 + · · ·+ 2kxk−1 ∂∂xk ∧ ∂∂y1
+ 2x1
∂
∂x1
∧ ∂∂y2 + 4x2 ∂∂x2 ∧ ∂∂y2 + · · ·+ 2kxk ∂∂xk ∧ ∂∂y2 ,
then χ = 2ψ∗
(
∂
∂x ∧ ∂∂y
)
on P . This implies that (P, χ) is a set of affine evolution
data with m = 3 and n = k + 2. So applying Theorem 3.2 gives a family of
special Lagrangian 3-folds in C3, which will be studied in §12.
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5 A construction of SL 3-folds in C3
We now apply the ‘evolution equation’ construction of §3 to the set of affine
evolution data defined in Example 4.2. As in Example 4.2, let P be the image
in R5 of the map ψ : R2 → R5 given by
ψ : (y1, y2) 7→
(
1
2 (y
2
1 + y
2
2),
1
2 (y
2
1 − y22), y1y2, y1, y2
)
, (4)
and define χ : R5 → Λ2R5 by
χ(x1, . . . , x5) = 2x1e2 ∧ e3 + 2x2e1 ∧ e3 − 2x3e1 ∧ e2
+ x4(e1∧e5+e2∧e5−e3∧e4) + x5(−e1∧e4+e2∧e4+e3∧e5)
+ e4 ∧ e5,
(5)
where ej =
∂
∂xj
. Then (P, χ) is a set of affine evolution data.
Let z1, . . . , z6 be vectors in C
3, and define an affine map φ : R5 → C3 by
φ : (x1, . . . , x5) 7→ x1z1 + · · ·+ x5z5 + z6. (6)
Then as φ∗(ek) = zk for k 6 5, from (5) we see that
φ∗(ω) · χ = 2x1ω(z2, z3) + 2x2ω(z1, z3)− 2x3ω(z1, z2)
+ x4
(
ω(z1, z5) + ω(z2, z5)− ω(z3, z4)
)
+ x5
(−ω(z1, z4) + ω(z2, z4) + ω(z3, z5))+ ω(z4, z5).
Thus φ∗(ω)|P ≡ 0 if and only if
ω(z2, z3) = ω(z1, z3) = ω(z1, z2) = 0, (7)
ω(z1, z5) + ω(z2, z5)− ω(z3, z4) = 0, (8)
−ω(z1, z4) + ω(z2, z4) + ω(z3, z5) = 0, (9)
and ω(z4, z5) = 0. (10)
Now φ lies in the set CP of Definition 3.1 if and only if equations (7)–(10) hold
and φ(P ) is 2-dimensional, which is an open condition on φ. Hence the zj have
36 real parameters satisfying 6 real equations, so that CP has dimension 30.
Motivated by (1), define a ‘cross product’ × : C3 × C3 → C3 by
(r× s)b = ra1sa2(ReΩ)a1a2a3ga3b, (11)
regarding C3 as a real vector space, and using the index notation for tensors on
C3. Calculation shows that in complex coordinates, we have
(r1, r2, r3)× (s1, s2, s3) = 12 (r¯2s¯3 − r¯3s¯2, r¯3s¯1 − r¯1s¯3, r¯1s¯2 − r¯2s¯1), (12)
so that ‘×’ is complex anti-bilinear. Note that this cross product is equivariant
under the action of SU(3) on C3.
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In §3 we explained how to construct special Lagrangian m-folds using an
evolution equation (1) for φ ∈ CP . We shall write this equation out explicitly
for φ of the form (6). Let z1(t), . . . , z6(t) be differentiable functions R → C3,
and define φt by (6) for t ∈ R. Then, comparing equations (1), (5) and (11), we
see that (1) holds for the family
{
φt : t ∈ R
}
if and only if
dφt
dt
(x1, . . . , x5) = 2x1z2× z3 + 2x2z1× z3 − 2x3z1× z2
+ x4(z1×z5+z2×z5−z3×z4) + x5(−z1×z4+z2×z4+z3×z5) + z4 × z5.
Using (6) we get expressions for dzj/dt for j = 1, . . . , 6. So applying Theorem
3.2, we prove:
Theorem 5.1 Suppose z1, . . . , z6 : R → C3 are differentiable functions satis-
fying equations (7)–(10) at t = 0 and
dz1
dt
= 2z2× z3, dz2
dt
= 2z1× z3, dz3
dt
= −2z1× z2, (13)
dz4
dt
= z1×z5+z2×z5−z3×z4, dz5
dt
= −z1×z4+z2×z4+z3×z5, (14)
and
dz6
dt
= z4 × z5 (15)
for all t ∈ R, where ‘×’ is as in (12). Define a subset N of C3 by
N =
{
1
2 (y
2
1 + y
2
2) z1(t) +
1
2 (y
2
1 − y22) z2(t) + y1y2 z3(t)
+ y1 z4(t) + y2 z5(t) + z6(t) : y1, y2, t ∈ R
}
.
(16)
Then N is a special Lagrangian 3-fold in C3 wherever it is nonsingular.
The results of [5, §3] also show that if (7)–(10) hold at t = 0 then they hold
for all t ∈ R, and that given initial values z1(0), . . . , z6(0), there exist unique
solutions z1(t), . . . , z6(t) to (13)–(15) for t in (−ǫ, ǫ) and some small ǫ > 0. In
fact it will follow from later results that solutions always exist for all t ∈ R, and
this is why we have used t ∈ R rather than t ∈ (−ǫ, ǫ) above.
5.1 Transformation of z1, . . . , z6 under GL(2,R)⋉ R
2
The evolution data (P, χ) we used above was derived in §4 from the action of
SL(2,R) ⋉ R2 on R2 by symplectic affine transformations. We shall now show
that the construction of Theorem 5.1 is invariant under the action not just of
SL(2,R)⋉R2, but under the full group GL(2,R)⋉R2 of affine transformations
of R2. That is, we shall define an action of GL(2,R)⋉R2 on the set of solutions
z1, . . . , z6 of (13)–(15) which fixes the corresponding SL 3-folds N of (16).
Consider the affine transformation of R2 given by
(y1, y2) 7→ (ay1 + by2 + e, cy1 + dy2 + f), (17)
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where a, b, c, d, e, f ∈ R, and the determinant δ = ad − bc is nonzero. Suppose
that z1, . . . , z6 : R→ C3 satisfy (13)–(15). The natural way to make the trans-
formation (17) act upon z1, . . . , z6 is to define z
′
1, . . . , z
′
6 by equating coefficients
of polynomials in y′1, y
′
2 in the equation
1
2 (y
2
1 + y
2
2) z1 +
1
2 (y
2
1 − y22) z2 + y1y2 z3 + y1 z4 + y2 z5 + z6 =
1
2
(
(y′1)
2 + (y′2)
2
)
z′1 +
1
2 ((y
′
1)
2 − (y′2)2
)
z′2 + y
′
1y
′
2z
′
3 + y
′
1z
′
4 + y
′
2z
′
5 + z
′
6,
where y1 = ay
′
1 + by
′
2 + e and y2 = cy
′
1 + dy
′
2 + f .
Here each side is a polynomial in y′1, y
′
2 with values in C
3, taken from (16). A
straightforward calculation gives expressions for z′1, . . . , z
′
6 in terms of z1, . . . , z6
and a, . . . , f , so that for example
z′1(t) =
1
2 (a
2 + b2 + c2 + d2)z1(t) +
1
2 (a
2 + b2 − c2 − d2)z2(t) + (ac+ bd)z3(t).
If the transformation (17) lies in SL(2,R) ⋉ R2 then it is easy to see from
the construction of the evolution data out of the action of SL(2,R) ⋉ R2 that
z′1, . . . , z
′
6 must satisfy (13)–(15), and yield exactly the same SL 3-fold N in
(16) as z1, . . . , z6 do.
However, if (17) lies in GL(2,R) ⋉ R2 rather than SL(2,R) ⋉ R2 then the
z′j will not in general satisfy (13)–(15). This is because the data χ of (5) is
essentially the same as ∂∂y1 ∧ ∂∂y2 , but (17) multiplies ∂∂y1 ∧ ∂∂y2 by δ = ad− bc.
Thus, in (13)–(15) the dzj/dt are also multiplied by δ. We deal with this by
replacing t by t′ = δ−1t, and then the z′j satisfy (13)–(15) with respect to the
new time variable t′. Hence we prove:
Proposition 5.2 Suppose that z1, . . . , z6 : R → C3 satisfy (13)–(15). Let
a, b, c, d, e, f ∈ R with δ = ad− bc 6= 0, and define z′1, . . . , z′6 : R→ C3 by
z′1(t) =
1
2 (a
2+b2+c2+d2)z1(δt) +
1
2 (a
2+b2−c2−d2)z2(δt)
+ (ac+ bd)z3(δt),
(18)
z′2(t) =
1
2 (a
2−b2+c2−d2)z1(δt) + 12 (a2−b2−c2+d2)z2(δt)
+ (ac− bd)z3(δt),
(19)
z′3(t) = (ab+ cd)z1(δt) + (ab − cd)z2(δt) + (ad+ bc)z3(δt), (20)
z′4(t) = (ae+ cf)z1(δt) + (ae− cf)z2(δt) + (af + ce)z3(δt)
+ a z4(δt) + c z5(δt),
(21)
z′5(t) = (be+ df)z1(δt) + (be− df)z2(δt) + (bf + de)z3(δt)
+ b z4(δt) + d z5(δt),
(22)
z′6(t) =
1
2 (e
2 + f2)z1(δt) +
1
2 (e
2 − f2)z2(δt) + efz3(δt)
+ e z4(δt) + f z5(δt) + z6(δt).
(23)
Then z′1, . . . , z
′
6 satisfy (13)–(15). Furthermore, the z
′
j satisfy (7)–(10) if and
only if the zj do, and in this case the special Lagrangian 3-folds N,N
′ con-
structed in (16) from the zj and z
′
j are the same.
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Suppose we are given solutions z1, z2, z3 : R → C3 to (13), and we wish
to solve (14) for z4 and z5. Now (14) is linear in z4, z5, so one solution is
z4 = z5 = 0. Apply the proposition with a = d = 1 and b = c = 0 and arbitrary
values of e, f . It gives new solutions z′1, . . . , z
′
5 to (13) and (14), where
z′1 = z1, z
′
2 = z2, z
′
3 = z3, z
′
4 = e z1+e z2+f z3 and z
′
5 = f z1−f z2+e z3.
This gives:
Corollary 5.3 Suppose z1, z2, z3 : R→ C3 satisfy (13). Define
z4 = e z1 + e z2 + f z3 and z5 = f z1 − f z2 + e z3,
for e, f ∈ R. Then z4, z5 satisfy (14).
This will be helpful later in solving (14), given solutions to (13).
5.2 Discussion of the construction
Here is a parameter count for family of the special Lagrangian 3-folds N in
C3 constructed by the theorem. The initial data z1(0), . . . , z6(0) has 36 real
parameters, as each zj(0) lies in C
3. These are subject to 6 real conditions
(7)–(10), reducing them to 30 real parameters. That is, dim CP = 30 in the
notation of Definition 3.1, so the family of curves in CP has dimension 29.
However, we saw in §5.1 that GL(2,R) ⋉ R2 acts on this family of curves
in CP , and two curves related by the group action give the same 3-fold. As
GL(2,R)⋉R2 has dimension 6, this means that the family of distinct SL 3-folds
in C3 constructed above has dimension 29− 6 = 23.
If we identify SL 3-folds isomorphic under automorphisms of C3, the dimen-
sion reduces still further. The appropriate automorphism group is SU(3)⋉C3,
with dimension 14. Thus the family of distinct SL 3-folds in C3 up to automor-
phisms of C3 has dimension 23− 14 = 9.
So the number of interesting real parameters in the construction of Theorem
5.1 is 9. For comparison, the number of interesting parameters in the construc-
tion of [5, §6] is 3, and the number in the construction of [5, §7] with m = 3
is 2. Hence the construction above is quite a lot more general than those of [5,
§6], and [5, §7] with m = 3. In fact the m = 3 cases of [5, §7], discussed in [5,
Ex. 7.4 & Ex. 7.5], occur as special cases of the construction above.
In §6–§11 we will study the solutions of the o.d.e.s (13)–(15), and so construct
special Lagrangian 3-folds in C3. The way we have divided the equations up
suggests a three-stage solution process. For (13) shows that dz1/dt, dz2/dt and
dz3/dt depend only on z1, z2, z3, and not on z4, z5 or z6. Thus in the first stage
we solve the nonlinear equations (13) for z1, z2, z3, ignoring z4, z5 and z6.
Then in the second stage we regard z1, z2, z3 as fixed, and solve equations
(14) for z4 and z5. Notice that (14) are linear in z4, z5, which makes them much
easier to solve. Also, Corollary 5.3 gives us two of the six solutions automatically.
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Finally, in the third stage we regard z1, . . . , z5 as fixed and solve (15) for z6,
which is just a matter of integration.
Now the first stage reduces to a problem we have already studied in [5]. By
ignoring z4, z5 and z6, we are effectively considering maps φ : R
3 → C3 given by
φ : (x1, x2, x3) 7→ x1z1 + x2z2 + x3z3. Then P in R3 is the set of (x1, x2, x3) of
the form
(
1
2 (y
2
1+y
2
2),
1
2 (y
2
1−y22), y1y2
)
for y1, y2 ∈ R. This satisfies x21 = x22+x23.
Thus, we are evolving the image of a quadric cone in R3 under a linear map
R3 → C3. This is exactly the what we did in [5, §6]. The equations (13) are in
fact equivalent to the problem considered in [5, §6], so we shall use the material
of [5, §6] to understand their solutions.
Here is some notation that will be useful. Define a map Φ : R3 → C3 by
Φ(y1, y2, t) =
1
2 (y
2
1 + y
2
2) z1(t) +
1
2 (y
2
1 − y22) z2(t) + y1y2 z3(t)
+ y1 z4(t) + y2 z5(t) + z6(t).
(24)
Then the SL 3-fold N of (16) is the image of Φ, that is, N =
{
Φ(y1, y2, t) :
y1, y2, t ∈ R
}
.
If Φ is an immersion then N is a nonsingular immersed 3-submanifold. The
points where Φ is not an immersion generally lead to singularities of N . We
will study the points where Φ is not an immersion in §6. In particular, we will
show that Φ is an immersion outside a set of real codimension one in the family
of all Φ generated in Theorem 5.1. Thus, generic SL 3-folds N from Theorem
5.1 are nonsingular as immersed 3-submanifolds.
Another question we shall be interested in is whether the maps Φ are periodic
in t. That is, we wish to know whether there exists T > 0 such that Φ(y1, y2, t+
T ) = Φ(y1, y2, t) for all y1, y2, t ∈ R. If this holds then we can regard Φ as
mapping R2 × S1 → C3 rather than R3 → C3, where S1 = R/TZ, so that if Φ
is an immersion then N is an immersed copy of R2 × S1 rather than R3.
Periodic solutions are interesting they give us examples of SL 3-folds in
C3 with different topologies, and because they are often suitable local models
for singularities of SL 3-folds in Calabi–Yau 3-folds, whereas the non-periodic
solutions usually are not suitable because they are not closed in C3, or for other
reasons.
6 Singularities of these SL 3-folds
We shall now study the singularities of the special Lagrangian 3-folds con-
structed in Theorem 5.1. A good way to do this is to use the map Φ : R3 → C3
defined in (24). Clearly Φ is smooth. If at each (y1, y2, t) ∈ R3 its derivative
dΦ|(y1,y2,t) : R3 → C3 is injective then Φ is an immersion, and N = ImageΦ is
nonsingular as an immersed 3-submanifold.
Thus the singularities of N come from points (y1, y2, t) for which dΦ|(y1,y2,t)
is not injective. Generically, if dΦ|(y1,y2,t) is not injective then N is singular at
Φ(y1, y2, t). But we will see in cases (a) and (b) of §8.3 that it can happen that
Φ is not an immersion, but N is a subset of a nonsingular 3-fold, so that the
apparent singularity is due to badly chosen coordinates.
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We begin with a couple of lemmas about Φ. The first is true by construction.
Lemma 6.1 The map Φ of (24) satisfies
ω
( ∂Φ
∂y1
,
∂Φ
∂y2
)
= ω
( ∂Φ
∂y1
,
∂Φ
∂t
)
= ω
( ∂Φ
∂y2
,
∂Φ
∂t
)
= 0
and
∂Φ
∂y1
× ∂Φ
∂y2
=
∂Φ
∂t
,
(25)
where ‘×’ is defined in (12).
The second gives a simple criterion to decide whether Φ is an immersion.
Lemma 6.2 The map Φ of (24) is an immersion near (y1, y2, t) ∈ R3 if
and only if ∂Φ∂t (y1, y2, t) 6= 0, or equivalently if and only if ∂Φ∂y1 (y1, y2, t) and
∂Φ
∂y2
(y1, y2, t) are linearly independent.
Proof. Since ω
(
∂Φ
∂y1
, ∂Φ∂y2
)
= 0 by (25), one can show from ∂Φ∂y1 × ∂Φ∂y2 = ∂Φ∂t that
∂Φ
∂y1
, ∂Φ∂y2 and
∂Φ
∂t are linearly independent if and only if
∂Φ
∂t 6= 0, or equivalently
if and only if ∂Φ∂y1 and
∂Φ
∂y2
are linearly independent. But Φ is an immersion near
(y1, y2, t) if and only if
∂Φ
∂y1
, ∂Φ∂y2 and
∂Φ
∂t are linearly independent. 
As in §5.2, we can do a parameter count on the family of singular SL 3-folds
in C3 constructed above. Consider first the condition that Φ should not be an
immersion at (0,0,0). By Lemma 6.2, this happens if and only if ∂Φ∂y1 (0, 0, 0)
and ∂Φ∂y2 (0, 0, 0) are linearly dependent, that is, if z4(0) and z5(0) are linearly
dependent.
The set of linearly dependent pairs z4(0), z5(0) in C
3 has dimension 7. Thus
the set of initial data z1(0), . . . , z6(0) with z4(0) and z5(0) linearly dependent
has 24 + 7 = 31 real parameters. These are subject to 6 real conditions (7)–
(10). But one of these, ω(z4, z5) = 0, holds automatically as z4(0) and z5(0)
are linearly dependent.
So the set of initial data z1(0), . . . , z6(0) satisfying (7)–(10) with z4(0) and
z5(0) linearly dependent has 31 − 5 = 26 real parameters. For comparison, we
saw in §5.2 that the set of initial data z1(0), . . . , z6(0) satisfying (7)–(10) has
30 real parameters. Therefore the condition that Φ should not be an immersion
at (0, 0, 0) is of real codimension 4. By symmetry, the condition for Φ not to be
an immersion at any given point in R3 is also of codimension 4.
Thus we expect the family of singular 3-folds N arising from Theorem 5.1
to be of codimension 4 − 3 = 1 in the family of all such 3-folds. So the family
of distinct singular SL 3-folds in C3 from Theorem 5.1, up to automorphisms
of C3, should have dimension 8. In particular, for generic 3-folds N arising
from Theorem 5.1, Φ is an immersion, and N is a nonsingular immersed 3-
submanifold.
Next we will describe the singularities of the 3-folds N of Theorem 5.1 fairly
explicitly, by modelling N near a singular point. A good way to do this is to
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expand Φ as a power series about the singular point, to low order. For simplicity,
we take the singular point to be at (0,0,0) in R3 and C3.
So let z1, . . . , z6 and Φ satisfy all the conditions of §5, and suppose that
Φ(0, 0, 0) = z6(0) = 0 and that dΦ|(0,0,0) is not injective. As above, this holds
if and only if z4(0) and z5(0) are linearly dependent. We will expand Φ as a
power series about 0 up to second order, and use this to describe N near its
singular point 0.
Now in §5.1 we described an action of GL(2,R) ⋉ R2 on the set of maps Φ
satisfying the conditions of §5, that acts trivially on the corresponding SL 3-folds
N . Since we are really interested in N rather than Φ, we shall use this action to
put Φ in a more convenient form. Under the rotation
(
a b
c d
)
=
(
cos θ sin θ
− sin θ cos θ
)
, with
e = f = 0, we see from (21) and (22) that z4(0) and z5(0) are transformed to
z′4(0) = cos θ z4(0)− sin θ z5(0) and z′5(0) = sin θ z4(0) + cos θ z5(0).
As z4(0) and z5(0) are linearly dependent, we may choose θ so that z
′
5(0) = 0.
So suppose that z5(0) = 0. Take the initial data to be
z1(0) = v +w, z2(0) = v −w, z3(0) = x, z4(0) = u, z5(0) = z6(0) = 0,
for vectors u,v,w,x in C3. Equations (7)–(10) then reduce to
ω(u,w) = ω(u,x) = ω(v,w) = ω(v,x) = ω(w,x) = 0. (26)
Expanding z1, . . . , z6 to low order in t using equations (13)–(15), we find
z1(t) = v +w +O(t), z2(t) = v −w +O(t),
z3(t) = x+O(t), z4(t) = u+ tu× x+O(t2),
z5(t) = 2tu×w+O(t2), z6(t) = t2 u× (u×w) +O(t3),
for small t.
Now calculating using (12) shows that
u× (u×w) = 14
(
g(u,w) + iω(u,w)
)
u− 14w
= 14g(u,w)u− 14w,
(27)
as ω(u,w) = 0 by (26). Substituting the above expressions for zj(t) into (24)
and using (27) to rewrite the u× (u×w) term in z6(t), we find that
Φ(y1, y2, t) =
(
y1 +
1
4g(u,w)t
2
)
u+ y21 v +
(
y22 − 14 |u|2t2
)
w
+ y1y2 x+ y1tu× x+ 2y2tu×w
+ third-order terms and above in y1, y2, t.
(28)
This is the expansion of Φ up to second order in y1, y2, t. Notice that the only
first-order term is y1 u.
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Stratifying terms by their order in y1, y2, t is probably not the most helpful
view. Instead, it may be better to regard y1 as having twice the order of y2 and
t. To see this, observe from (28) that
Φ(ǫ2y1, ǫy2, ǫt) = ǫ
2
((
y1 +
1
4g(u,w)t
2
)
u+
(
y22 − 14 |u|2t2
)
w
+ 2y2tu×w
)
+O(ǫ3),
(29)
for small ǫ. That is, the dominant terms are those in y1, y
2
2 , ty2 and t
2.
Suppose u and w are linearly independent, which is true in the generic case.
Then as ω(u,w) = 0 we see that u,w and u×w are linearly independent and
span a special Lagrangian R3 in C3. So (29) shows that near 0 to lowest order,
N is the image of a map R3 → R3 given by
(y1, y2, t) 7−→
(
y1 +
1
4g(u,w)t
2, y22 − 14 |u|2t2, 2y2t
)
,
with image in a special Lagrangian 3-plane. This map is a double cover of R3,
branched over the x-axis.
Therefore, if u,w are linearly independent then near zero to lowest order,
N looks like a branched double cover of a special Lagrangian 3-plane, branched
over a real line. To understand how N deviates from this SL 3-plane to leading
order, we would need to know the terms in ǫ3 in (29), which come from the terms
in y1y2, y1t, y
2
2t, y2t
2 and t3 in the expansion of Φ. These can be calculated by
the method above, but we will not write them down as they are rather complex.
Most of the singularities of SL m-folds that we have met so far in [3], [4]
and [5] have been conical singularities; that is, to lowest order the submanifold
resembles a cone with an isolated singularity at 0. These singularities follow
a different pattern. To lowest order they do resemble a (degenerate) cone, the
double SL 3-plane, but this cone should be regarded as singular along the branch
locus, so that the singularity is not isolated. The interesting information about
the singularity of N is not just the cone itself, but also how N deviates from
the cone to leading order.
We assumed above that u and w are linearly independent. Here is what
happens if they are not.
• If u = 0 then z4 ≡ z5 ≡ z6 ≡ 0, and Φ reduces to
Φ(y1, y2, t) =
1
2 (y
2
1 + y
2
2) z1(t) +
1
2 (y
2
1 − y22) z2(t) + y1y2 z3(t).
The image N = ImageΦ is a cone with singularity at 0, and may be
written
N =
{
x1 z1(t) + x2 z2(t) + x3 z3(t) : x1, x2, x3, t ∈ R, x21 = x22 + x23
}
.
Cones of this kind were studied in [5], in particular in [5, §6].
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• If u 6= 0 and w = 0, we find that z1 ≡ z2 for all t, that z3 is constant, and
that z5 ≡ z6 ≡ 0. This situation will be studied in case (a) of §8.3, and an
explicit expression for N is given in (38). It turns out that N is a subset
of a nonsingular product SL 3-fold Σ×R in C2 ×C, and the ‘singularity’
is due to a poor choice of coordinates.
• If u,w are nonzero but linearly dependent, we need to expand Φ up to
third order in y1, y2, t and perform a similar analysis to the above. It turns
out that if u,x are linearly independent, then to lowest order N flattens
itself onto the special Lagrangian 3-plane 〈u,x,u × x〉R near zero, and is
triply branched over the real line 〈u〉R. The details are complicated.
We conclude with two further remarks. Firstly, when z5(0) = 0 as above we
have Φ(0, y2, 0) = Φ(0,−y2, 0) for all y2 ∈ R. This means that away from the
singularity Φ(0, 0, 0), the SL 3-fold N intersects itself in a half-line, and so is
not embedded. This applies to every singular N coming from Theorem 5.1, as
any such N can be transformed under the GL(2,R)⋉R2-action and translation
in t to have z5(0) = 0.
Secondly, one could extend the ideas above to study a certain class of singu-
larities of SL 3-folds in a very explicit way. Consider SL 3-folds N that are the
images of real analytic maps Φ : R3 → C3, defined near 0 in R3, and such that
dΦ|(0,0,0) is not injective. Generically N is singular at Φ(0, 0, 0). By expanding
Φ as a power series about 0 and considering only low order terms, one could
hopefully construct local models for singularities of SL 3-folds.
7 Division into cases using z1, z2, z3
In order to study and understand the family of SL 3-folds N constructed in
Theorem 5.1, we shall find it helpful to divide the solutions into cases according
to the behaviour of the solutions z1, z2, z3 : R→ C3 of (7) and (13). For t ∈ R,
consider the real vector subspace 〈z1(t), z2(t), z3(t)〉R in C3, where 〈. . . 〉R is the
span over R.
It turns out that one of the most important things determining the behaviour
of solutions z1, z2, z3 of (13) is the dimension of this vector space for generic t.
Clearly the dimension lies between 0 and 3, so we divide into four cases:
(i) dim〈z1(t), z2(t), z3(t)〉R = 0 for generic t ∈ R,
(ii) dim〈z1(t), z2(t), z3(t)〉R = 1 for generic t ∈ R,
(iii) dim〈z1(t), z2(t), z3(t)〉R = 2 for generic t ∈ R, and
(iv) dim〈z1(t), z2(t), z3(t)〉R = 3 for generic t ∈ R.
It can be shown that in cases (i)–(iii) the dimension is constant for all t. But
in case (iv), the dimension can drop to 2 for isolated t ∈ R. The complexity of
the solutions to (13)–(15) increases with the dimension. Thus cases (i) and (ii)
are very straightforward, and we shall discuss them in the rest of the section.
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Case (iii) will be the subject of §8. Case (iv) is the most complicated, and will
be divided into subcases and discussed in §9–§11.
Case (i).
In this case we have z1 ≡ z2 ≡ z3 ≡ 0 for all t. Thus z4 and z5 are constant by
(14), and (15) integrates to z6(t) = t z4 × z5 + z6(0). So solutions exist for all
t ∈ R, and the SL 3-fold N of (16) is
N =
{
y1 z4 + y2 z5 + t z4 × z5 + z6(0) : y1, y2, t ∈ R
}
.
If z4, z5 are linearly independent and ω(z4, z5) = 0, as in (10), this is an affine
special Lagrangian R3 in C3. If z4, z5 are not linearly independent, it is a line
or a point.
Case (ii).
In this case z1, z2, z3 are proportional, so z2 × z3 ≡ z1 × z3 ≡ z1 × z2 ≡ 0, and
thus z1, z2, z3 are constant by (13). Let zj = cjv for j = 1, 2, 3, where cj ∈ R
and v ∈ C3 is a unit vector. Define a quadratic polynomial Q(y1, y2) by
Q(y1, y2) =
1
2c1(y
2
1 + y
2
2) +
1
2c2(y
2
1 − y22) + c3y1y2.
Then from (16) we have
N =
{
y1 z4(t) + y2 z5(t) +Q(y1, y2)v + z6(t) : y1, y2, t ∈ R
}
.
Define a quadric P ′ in R3 to be
{
(y1, y2, y3) ∈ R3 : y3 = Q(y1, y2)
}
, and for
each t ∈ R define an affine map φ′t : R3 → C3 by
φ′t : (y1, y2, y3) 7→ y1 z4(t) + y2 z5(t) + y3 v + z6(t).
Then N may be written
{
φ′t(p
′) : t ∈ R, p′ ∈ P ′}. That is, N is the total space
of a family of quadrics φ′t(P
′), which live in affine Lagrangian 3-planes R3 in C3.
Now in [5] we constructed SL m-folds with this property, and it is easy to
show that the SL 3-folds of case (ii) above were studied in [5, §7], in particular in
[5, Ex. 7.4 & Ex. 7.5]. By the classification of quadratic forms, as Q is nonzero
it is equivalent under a linear transformation of R2 to one of the standard forms
y21 + y
2
2 , −y21 − y22 , y21 − y22 and y21 .
In the first two cases the 3-fold N of (16) is one of those constructed in [5,
Ex. 7.4], in the third it is one of those constructed in [5, Ex. 7.5], and in the
fourth N is reducible and splits as a product N ′ ×R in C2 ×C, where N ′ is an
SL 2-fold in C2.
8 Case (iii) of §7
We shall now study the SL 3-folds in C3 constructed in Theorem 5.1 corre-
sponding to case (iii) of §7. In §8.1 we show that any z1, z2, z3 satisfying (7),
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(13) and case (iii) of §7 are equivalent under the natural symmetry group of the
construction to z′1 = z
′
2 = (e
it,−ie−it, 0) and z′3 = (0, 0, 1).
Then in §8.2 we solve the remaining equations (8)–(10) and (14)–(15) for
z4, z5 and z6, with these values of z1, z2, z3. This leads to the main result of
this section, Theorem 8.4, which gives an explicit family of SL 3-folds in C3.
Section 8.3 then discusses these 3-folds, doing a parameter count, showing that
they are all ruled by straight lines, and studying the periodic solutions.
8.1 Solving the equations for z1, z2 and z3
As in case (iii) of §7, suppose that z1, z2, z3 : R→ C3 are solutions of (7) and (13)
such that 〈z1(t), z2(t), z3(t)〉R has dimension 2 for generic t ∈ R. This dimension
must be less than or equal to 2 for all t ∈ R, by upper semicontinuity of dimen-
sion. But if the dimension is 0 or 1 for any t then it is so for all, since z1, z2, z3
are constant as in parts (i) and (ii) of §7. Thus dim〈z1(t), z2(t), z3(t)〉R = 2 for
all t ∈ R.
Now in §5.1 we defined an action of GL(2,R) ⋉ R2 on the set of solutions
z1, . . . , z6 to (13)–(15). If we restrict our attention to z1, z2, z3 then e and f
play no roˆle, and the group acting is GL(2,R). We shall use this GL(2,R)-action
to write z1, z2, z3 in a convenient form.
Proposition 8.1 Let z1, z2, z3 be as above. Then they are equivalent under
the GL(2,R)-action described in Proposition 5.2 to z′1, z
′
2, z
′
3 : R → C3 with
z′1(0) = z
′
2(0) and
∣∣z′3(0)∣∣ = 1.
Proof. As z1(0), z2(0), z3(0) span a vector space of dimension 2, they satisfy
a1z1(0) + a2z2(0) + a3z3(0) = 0 for some a1, a2, a3 ∈ R not all zero. We may
think of the zj(0) as giving a linear map S
2R2 → C3 with kernel R, and so
(a1, a2, a3) defines a point in the kernel in S
2R2. Under the action of GL(2,R)
on z1, z2, z3 defined in (18)–(20), the vector (a1, a2, a3) transforms under the
natural action of GL(2,R) on R3 = S2R2.
It can be shown that GL(2,R) acts on R3 as the group preserving the
Lorentzian conformal structure with null cone a21 − a22 − a23 = 0. Thus there
are three GL(2,R)-orbits of nonzero vectors in R3: the ‘time-like’ vectors with
a21 − a22 − a23 > 0, the ‘space-like’ vectors with a21 − a22 − a23 < 0, and the ‘null’
vectors with a21 − a22 − a23 = 0.
Therefore every nonzero vector (a1, a2, a3) is equivalent under the GL(2,R)-
action to (1, 0, 0) or (0, 1, 0) or (1,−1, 0). Hence we can transform z1, z2, z3
under the GL(2,R) action to z′1, z
′
2, z
′
3 satisfying either (a) z
′
1(0) = 0, (b) z
′
2(0) =
0, or (c) z′1(0)− z′2(0) = 0. We shall show that (a) and (b) contradict case (iii)
of §7, which leaves case (c).
In part (a), as z′2(0), z
′
3(0) are linearly independent and ω
(
z′2(0), z
′
3(0)
)
= 0
by (7), we see that z′2(0), z
′
3(0) and z
′
2(0)× z′3(0) are linearly independent. But
(13) gives
z′1(t) = 2t z
′
2(0)× z′3(0)+O(t3), z′2(t) = z′2(0)+O(t2), z′3(t) = z′3(0)+O(t2)
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for small t. Therefore z′1(t), z
′
2(t) and z
′
3(t) are linearly independent for small,
nonzero t. This contradicts (iii). Similarly, part (b) leads to a contradiction.
Thus part (c) holds, and we can transform the zj to z
′
j with z
′
1(0) = z
′
2(0).
Clearly z′3(0) must be nonzero for case (iii) to hold. We can then use a dilation
in GL(2,R) to rescale the z′j to get
∣∣z′3(0)∣∣ = 1. This completes the proof. 
Apart from the GL(2,R)-action considered above, the construction is also
invariant under the action of SU(3) on C3. Given that
∣∣z′3(0)∣∣ = 1, we can
apply an SU(3) transformation to fix z′3(0) = (0, 0, 1). Thus we see that any
solution z1, z2, z3 of case (iii) can be transformed under the natural symmetry
groups GL(2,R), SU(3) of the construction to a new solution z′1, z
′
2, z
′
3 with
z′1(0) = z
′
2(0) and z
′
3(0) = (0, 0, 1).
We can now solve for z′1, z
′
2 and z
′
3 explicitly. By symmetry between z1 and
z2 in the first two equations of (13) we see that z
′
1(t) = z
′
2(t) for all t. Also,
dz′3/dt = 0 by the third equation of (13), so that z
′
3(t) = (0, 0, 1) for all t.
Set z′1 = z
′
2 = (w1, w2, w3), for differentiable functions w1, w2, w3 : R → C.
Then equations (13) become
d
dt
(w1, w2, w3) = 2(w1, w2, w3)× (0, 0, 1) = (w¯2,−w¯1, 0),
so that
dw1
dt
= w¯2,
dw2
dt
= −w¯1 and dw3
dt
= 0.
The first two equations give d
2w1
dt2 = −w1, which has solutions w1(t) = X ′eit +
Y ′e−it for X ′, Y ′ ∈ C, and so w2(t) = iY¯ ′eit − iX¯ ′e−it. The third equation has
solutions w3(t) = Z
′ for Z ′ ∈ C. But we need the solutions to satisfy (7), which
reduces to ImZ ′ = 0.
Thus z′1, z
′
2 and z
′
3 are given by
z′1(t) = z
′
2(t) = (X
′eit + Y ′e−it, iY¯ ′eit − iX¯ ′e−it, Z ′) and z′3(t) = (0, 0, 1),
with X ′, Y ′ ∈ C and Z ′ ∈ R. The condition that dim〈z1(t), z2(t), z3(t)〉R = 2 is
satisfied, for all t, if X ′ and Y ′ are not both zero.
Although we have used both the GL(2,R) and SU(3) actions to bring the
z′j to this special form, we have not used all the freedom in these two group
actions, and we can use what remains to choose the values of X ′, Y ′ and Z ′.
From (18)–(20), the subgroup of
(
a b
c d
)
in GL(2,R) preserving the condition
z1 = z2 and fixing z3 are those with b = 0 and ad = 1, so that δ = 1.
Thus, putting b = 0 and d = a−1, by (18)–(20) we transform z′1, z
′
2, z
′
3 to
z′′1 (t) = z
′′
2 (t) = a
2z′1(t) + ac(0, 0, 1) and z
′′
3(t) = (0, 0, 1).
Choose a = (|X ′|2 + |Y ′|2)−1/2 and c = −a−1Z ′. Then we get
z′′1 (t) = z
′′
2 (t) = (X
′′eit + Y ′′e−it, iY¯ ′′eit − iX¯ ′′e−it, 0) and z′′3 (t) = (0, 0, 1),
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where |X ′′|2 + |Y ′′|2 = 1. Finally, applying the SU(3) matrix
 X¯ ′′ −iY ′′ 0−iY¯ ′′ X ′′ 0
0 0 1


we transform the z′′j to z
′′′
j , where
z′′′1 (t) = z
′′′
2 (t) = (e
it,−ie−it, 0) and z′′′3 (t) = (0, 0, 1).
Hence we have proved:
Theorem 8.2 Any z1, z2, z3 : R→ C3 satisfying (7), (13) and part (iii) of §7
are equivalent under the natural actions of GL(2,R) and SU(3) to
zˆ1(t) = zˆ2(t) = (e
it,−ie−it, 0) and zˆ3(t) = (0, 0, 1). (30)
8.2 Solving the equations for z4, z5 and z6
Now let us fix z1(t) = z2(t) = (e
it,−ie−it, 0) and z3(t) = (0, 0, 1), as in Theorem
8.2, and solve (14) and (15) for z4, z5 and z6. Write z4 = (p1, p2, p3) and
z5 = (q1, q2, q3) for differentiable functions pj , qj : R → C. Then the first and
second equations of (14) become
dp1
dt
= ieitq¯3 +
1
2 p¯2,
dp2
dt
= −e−itq¯3 − 12 p¯1
and
dp3
dt
= −ieitq¯1 + e−itq¯2,
(31)
dq1
dt
= − 12 q¯2,
dq2
dt
= 12 q¯1 and
dq3
dt
= 0. (32)
The solutions of (32) are easily shown to be
q1(t) = Ae
it/2 +Be−it/2, q2(t) = iA¯e
−it/2 − iB¯eit/2, q3(t) = C, (33)
for A,B,C ∈ C. Substituting these into (31) gives
dp1
dt
= iC¯eit + 12 p¯2,
dp2
dt
= −C¯e−it − 12 p¯1
and
dp3
dt
= −iAe−it/2 − iA¯eit/2 + iBe−3it/2 − iB¯e3it/2.
The first two reduce to d
2p1
dt2 +
1
4p1 = −(12C + C¯)eit, and are then easily
solved, and the third gives p3 by integration. Thus the solutions are
p1(t) =
(
2
3C +
4
3 C¯
)
eit +Deit/2 + Ee−it/2,
p2(t) = −i
(
2
3C +
4
3 C¯
)
e−it − iD¯e−it/2 + iE¯eit/2,
p3(t) = 2Ae
−it/2 − 2A¯eit/2 − 23Be−3it/2 − 23 B¯e3it/2 + F,
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for D,E, F ∈ C. This gives us the full solutions z4, z5 to (14).
Now z4 and z5 are required to satisfy equations (8)–(10). Calculation with
the formulae above shows that
ω(z1, z5) + ω(z2, z5)− ω(z3, z4) = − ImF,
−ω(z1, z4) + ω(z2, z4) + ω(z3, z5) = ImC,
and ω(z4, z5) = Im(2AD¯ + 2BE¯ + CF¯ ).
Thus (8)–(10) hold if and only if ImC = ImF = Im(2AD¯ + 2BE¯ + CF¯ ) = 0.
The two automatic solutions to (14) given by Corollary 5.3 correspond to
ReC and ReF , with e = ReC and f = ReF . Therefore, as in §5.1, we can
use translational symmetry in R2 to set ReC = ReF = 0 without reducing
the set of SL 3-folds we construct. Thus, without loss of generality we can set
C = F = 0, and then (8)–(10) hold if and only if Im(AD¯ + BE¯) = 0.
We summarize our progress so far in the following proposition.
Proposition 8.3 Define z1, . . . , z5 : R→ C3 by
z1(t) = z2(t) = (e
it,−ie−it, 0), z3(t) = (0, 0, 1), (34)
z4(t) =
(
Deit/2 + Ee−it/2,−iD¯e−it/2 + iE¯eit/2,
2Ae−it/2 − 2A¯eit/2 − 23Be−3it/2 − 23 B¯e3it/2
)
,
(35)
and z5(t) =
(
Aeit/2 +Be−it/2, iA¯e−it/2 − iB¯eit/2, 0), (36)
where A,B,D,E are complex numbers with Im(AD¯+BE¯) = 0. Then z1, . . . , z5
satisfy (7)–(10) and (13)–(14).
Next we solve (14) for z6. Substituting (35) and (36) into (14) gives a rather
complicated formula for dz6/dt, which may be integrated in the normal way.
We find that z6 = (r1, r2, r3), where
r1(t) =−16AB¯e2it+(AA¯+ 13BB¯)eit−i(A2+A¯B)t− 23ABe−it− 16B2e−2it+G,
r2(t) =
i
6 B¯
2e2it− 2i3 A¯B¯eit+(A¯2−AB¯)t−i(AA¯+ 13BB¯)e−it− i6 A¯Be−2it+H,
r3(t) = − 12 (AE¯ + B¯D)eit − iRe(AD¯ −BE¯)t− 12 (A¯E +BD¯)e−it + I,
for G,H, I ∈ C. Collecting all the above material together, and setting G =
H = I = 0 for simplicity, we have proved:
Theorem 8.4 Let A,B,D,E ∈ C with Im(AD¯+BE¯)=0, and define N to be{(
y21e
it+y1
(
Deit/2+Ee−it/2
)
+y2
(
Aeit/2+Be−it/2
)− 16AB¯e2it
+ (AA¯+ 13BB¯)e
it−i(A2 + A¯B)t− 23ABe−it− 16B2e−2it,
−iy21e−it+iy1
(−D¯e−it/2+E¯eit/2)+iy2(A¯e−it/2−B¯eit/2)+ i6 B¯2e2it
− 2i3 A¯B¯eit+(A¯2 −AB¯)t−i(AA¯+ 13BB¯)e−it− i6 A¯Be−2it,
y1y2+y1
(
2Ae−it/2−2A¯eit/2− 23Be−3it/2− 23 B¯e3it/2
)− 12 (AE¯+B¯D)eit
− iRe(AD¯ −BE¯)t− 12 (A¯E +BD¯)e−it
)
: y1, y2, t ∈ R
}
.
(37)
Then N is a special Lagrangian 3-fold in C3. Furthermore, any special La-
grangian 3-fold in C3 constructed using Theorem 5.1 and satisfying case (iii) of
§7 is isomorphic to one of this family under an automorphism of C3.
8.3 Discussion
As in §5.2, here is a parameter count for the set of SL 3-folds constructed in
Theorem 8.4. The 3-folds depend on 4 complex numbers A,B,D,E, which is 8
real parameters, and they satisfy one real equation Im(AD¯+BE¯) = 0, reducing
the number of parameters to 7. Should we reduce this further to allow for
isomorphisms between members of the family?
Well, in §8.1 we used up the GL(2,R) and SU(3) symmetries to fix z1, z2 and
z3, and in §8.2 we used the R2 translational symmetry to set ReC = ReF = 0,
and the C3 translational symmetry to fix G = H = I = 0. So the GL(2,R)⋉R2
and SU(3) ⋉ C3 symmetry groups are both already fully accounted for. The
only remaining symmetry in the problem is translation in time, t 7→ t+ c.
Let c ∈ R, and replace t, A,B,D,E by t′, A′, B′, D′, E′, where
t′ = t+ c, A′ = eic/2A, B′ = e3ic/2B, D′ = eic/2D, E′ = e3ic/2E.
Then a point (z1, z2, z3) in N is replaced by (z
′
1, z
′
2, z
′
3), where
z′1 = e
ic
(
z1 − i(A2 + A¯B)c
)
, z′2 = e
−ic
(
z2 + (A¯
2 −AB¯)c)
and z′3 = z3 − iRe(AD¯ −BE¯)c.
This map (z1, z2, z3) 7→ (z′1, z′2, z′3) lies in SU(3)⋉C3.
Therefore if N ′ is defined as in (37), but using constants A′ = eic/2A,
B′ = e3ic/2B, D′ = eic/2D and E′ = e3ic/2E, then N ′ is isomorphic to N
under an SU(3) ⋉ C3 transformation. So we should reduce the number of real
parameters by one, and the family of distinct SL 3-folds from Theorem 8.4 up
to automorphisms of C3 has 6 dimensions. For comparison, the family from
Theorem 5.1, of which this is a special case, has 9 dimensions.
Next we consider the conditions for the evolution to be periodic in t. From
(37) it is clear that the evolution will be periodic, with period 4π, if and only
if the coefficients of t vanish. That is, the evolution is periodic if A2 + A¯B = 0,
A¯2 − AB¯ = 0 and Re(BE¯ − AD¯) = 0. The first two equations hold if and
only if A = 0, and then the second equation becomes Re(BE¯) = 0. But when
A = 0 the conditions on A,B,D and E in Theorem 8.4 become Im(BE¯) = 0.
Thus BE¯ = 0.
Hence the evolution is periodic when A = BE¯ = 0, that is, if either
(a) A = B = 0, or
(b) A = E = 0.
In case (a), the 3-fold N of (37) is given by{(
y21e
it + y1(De
it/2 + Ee−it/2),
−iy21e−it + iy1(−D¯e−it/2 + E¯eit/2), y1y2
)
: y1, y2, t ∈ R
}
.
(38)
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Notice that for each (z1, z2, z3) in N , the third coordinate z3 = y1y2 is real.
This implies that N is a subset of Σ× R in C2 × C, where Σ is an SL 2-fold in
C2, which is in fact a complex parabola with respect to an alternative complex
structure on C2. However, the parametrization (y1, y2, t) does not respect the
product structure.
In case (b), the 3-fold N of (37) is given by{(
y21e
it + y1De
it/2 + y2Be
−it/2 + 13BB¯e
it − 16B2e−2it,
−iy21e−it − iy1D¯e−it/2 − iy2B¯eit/2 − i3BB¯e−it + i6 B¯2e2it,
y1y2 − y1(23Be−3it/2 + 23 B¯e3it/2)− 12 B¯Deit − 12BD¯e−it
)
: y1, y2, t ∈ R
}
.
Here for each (z1, z2, z3) in N we have z2 = −iz¯1 and z3 is real. That is, N is a
subset of the special Lagrangian 3-plane{
(z1, z2, z3) ∈ C3 : z2 = −iz¯1, z3 ∈ R
}
.
So case (b) is just an unusual parametrization of an R3 in C3. Thus, the periodic
solutions in Theorem 8.4 are not very interesting.
Finally we note that the SL 3-folds of Theorem 8.4 are ruled by straight
lines. Define Φ : R3 → C3 as in (24), so that Φ(y1, y2, t) is the vector in
(37). Then, as (37) contains no terms in y22 , for each fixed y1, t ∈ R the set{
Φ(y1, y2, t) : y2 ∈ R
}
is a real straight line in C3. So N is fibred by straight
lines. Such submanifolds are called ruled. Ruled special Lagrangian 3-folds are
the subject of [7].
9 Case (iv) of §7
We now move on to study case (iv) of §7, in which z1, z2 and z3 are linearly
independent for generic t. In §9.1 we use the symmetry of the construction to
reduce z1, z2, z3 to a convenient form in coordinates, and then in Theorem 9.3
we solve equation (13) explicitly using material from [5, §6].
Section 9.2 rewrites equations (14) and (15) for z4, z5 and z6 and derives
some properties of their solutions, and §9.3 discusses the difficulties of solving
them. In two cases of Theorem 9.3 we can solve (14) and (15) explicitly, and
we will do this in sections 10 and 11.
9.1 Solving the equations for z1, z2 and z3
We begin by choosing a convenient form for z1, z2 and z3 in coordinates, using
the symmetry groups GL(2,R) and SU(3) of the construction, as we did in
Theorem 8.2.
Proposition 9.1 Any z1, z2, z3 : R → C3 satisfying (7), (13) and part (iv) of
§7 are equivalent under the natural actions of SL(2,R) and SU(3) to
zˆ1 = (w1, 0, 0), zˆ2 = (0, w2, 0) and zˆ3 = (0, 0, w3) (39)
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for differentiable functions w1, w2, w3 : R→ C.
Proof. Suppose for simplicity that z1(0), z2(0) and z3(0) are linearly independent
in C3. Consider the action of SL(2,R) in GL(2,R) upon z1, z2 and z3 given in
(18)–(20), where δ = ad− bc = 1. We can think of this as an action of SL(2,R)
on R3, where (a1, a2, a3) in R
3 is mapped to a1z1 + a2z2 + a3z3. This action
preserves the quadratic form a21 − a22 − a23 upon R3.
Now there is a second, positive definite quadratic form on R3 given by
(a1, a2, a3) 7→
∣∣a1z1(0) + a2z2(0) + a3z3(0)∣∣2.
By standard results on simultaneous diagonalization of quadratic forms, there
is a basis of R3 in which both quadratic forms are diagonal. Choose an element
of SL(2,R) which takes this basis to vectors proportional to (1, 0, 0), (0, 1, 0)
and (0, 0, 1).
Let z′1, z
′
2, z
′
3 be the transforms of z1, z2, z3 under this element of SL(2,R).
Then the quadratic form
(a1, a2, a3) 7→
∣∣a1z′1(0) + a2z′2(0) + a3z′3(0)∣∣2
is diagonal with respect to the standard basis of R3. That is, z′1(0), z
′
2(0)
and z′3(0) are orthogonal. Now from (7) we see that z
′
1(0), z
′
2(0), z
′
3(0) span
a Lagrangian plane in C3. But any three nonzero orthogonal elements in a
Lagrangian plane in C3 are conjugate under a matrix in SU(3) to (w1, 0, 0),
(0, w2, 0) and (0, 0, w3) for some wj ∈ C \ {0}.
Applying this SU(3) matrix to z′1, z
′
2, z
′
3 gives zˆ1, zˆ2, zˆ3, where (39) holds for
t = 0. But it is easy to see from (13) that if (39) holds at t = 0 then it holds
for all t. This completes the proof. 
So suppose that z1, z2, z3 are given by
z1 = (w1, 0, 0), z2 = (0, w2, 0) and z3 = (0, 0, w3) (40)
for differentiable functions w1, w2, w3 : R→ C which are all nonzero for generic
t. Then (7) automatically holds, and the evolution equations (13) are equivalent
to the o.d.e.s
dw1
dt
= w2w3,
dw2
dt
= −w3w1, dw3
dt
= −w1w2. (41)
These are the same as equation (31) of [5, Th. 6.1]. Thus we can use the
material of [5, §6] to understand their solutions very explicitly. In particular,
[5, Prop. 6.2] and the discussion after it gives
Proposition 9.2 For any given initial data w1(0), w2(0), w3(0), solutions wj(t)
of (41) exist for all t ∈ R. Wherever the wj(t) are nonzero, these functions may
be written
w1 = e
iθ1
√
α1 + u, w2 = e
iθ2
√
α2 − u and w3 = eiθ3
√
α3 − u,
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where αj ∈ R and u, θ1, θ2, θ3 : R→ R are differentiable functions. Define
Q(u) = (α1 + u)(α2 − u)(α3 − u) and θ = θ1 + θ2 + θ3.
Then Q(u)1/2 sin θ ≡ A for some A ∈ R, and u and θj satisfy(du
dt
)2
= 4
(
Q(u)−A2), dθ1
dt
= − A
α1 + u
,
dθ2
dt
=
A
α2 − u and
dθ3
dt
=
A
α3 − u.
As in [5, §6], the solutions to these equations involve the Jacobi elliptic
functions, to which we now give a brief introduction. The following material
can be found in Chandrasekharan [1, Ch. VII].
For each k ∈ [0, 1], the Jacobi elliptic functions sn(t, k), cn(t, k), dn(t, k)
with modulus k are the unique solutions to the o.d.e.s
(
d
dtsn(t, k)
)2
=
(
1− sn2(t, k))(1− k2sn2(t, k)),(
d
dtcn(t, k)
)2
=
(
1− cn2(t, k))(1− k2 + k2cn2(t, k)),(
d
dtdn(t, k)
)2
= −(1− dn2(t, k))(1− k2 − dn2(t, k)),
with initial conditions
sn(0, k) = 0, cn(0, k) = 1, dn(0, k) = 1,
d
dt sn(0, k) = 1,
d
dtcn(0, k) = 0,
d
dtdn(0, k) = 0.
They satisfy the identities
sn2(t, k) + cn2(t, k) = 1 and k2sn2(t, k) + dn2(t, k) = 1,
and the differential equations
d
dtsn(t, k) = cn(t, k)dn(t, k),
d
dtcn(t, k) = −sn(t, k)dn(t, k)
and ddtdn(t, k) = −k2sn(t, k)cn(t, k).
When k = 0 or 1 they reduce to trigonometric functions:
sn(t, 0) = sin t, cn(t, 0) = cos t, dn(t, 0) = 1, (42)
sn(t, 1) = tanh t, cn(t, 1) = dn(t, 1) = sech t. (43)
For k ∈ [0, 1) the Jacobi elliptic functions are periodic in t.
As in [5, §5.4], we choose α1, α2, α3 uniquely such that αj > 0 and 1α1 =
1
α2
+ 1α3 . This then implies that Q has a maximum at 0, and 0 6 A
2 6 α1α2α3.
From the results of [5, §5.4] and [5, §6] we can then deduce the following theorem.
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Theorem 9.3 In the situation above, suppose that u has a minimum at t = 0
and that θ2(0) = θ3(0) = 0, A > 0 and α2 6 α3. Then exactly one of the
following four cases holds.
(a) A = 0 and α2 = α3, and w1, w2, w3 are given by
w1(t) =
√
3α1 tanh
(
t
√
3α1
)
and
w2(t) = w3(t) =
√
3α1 sech
(
t
√
3α1
)
.
(44)
(b) A = 0 and α2 < α3, and w1, w2, w3 are given by
w1 = (α1 + α2)
1/2sn(σt, τ), w2 = (α1 + α2)
1/2cn(σt, τ)
and w3 = (α1 + α3)
1/2dn(σt, τ),
where σ = (α1 + α3)
1/2 and τ = (α1 + α2)
1/2(α1 + α3)
−1/2. Note that
w1, w2, w3 are periodic in t.
(c) 0 < A < (α1α2α3)
1/2. Let the roots of Q(u) − A2 be γ1, γ2, γ3, ordered
such that γ1 6 0 6 γ2 6 γ3. Then u and θ1, θ2, θ3 are given by
u(t) = γ1 + (γ2 − γ1)sn2(σt, τ),
θ1(t) = θ1(0)−A
∫ t
0
ds
α1 + γ1 + (γ2 − γ1)sn2(σs, τ) ,
θ2(t) = A
∫ t
0
ds
α2 − γ1 − (γ2 − γ1)sn2(σs, τ)
and θ3(t) = A
∫ t
0
ds
α3 − γ1 − (γ2 − γ1)sn2(σs, τ) ,
where σ = (γ3 − γ1)1/2 and τ = (γ2 − γ1)1/2(γ3 − γ1)−1/2.
(d) A = (α1α2α3)
1/2. Define a1, a2, a3 ∈ R by
a1 = −α−1/21 (α2α3)1/2, a2 = α−1/22 (α3α1)1/2, a3 = α−1/23 (α1α2)1/2.
Then a1 + a2 + a3 = 0, as
1
α1
= 1α2 +
1
α3
, and w1, w2, w3 are given by
w1(t) = i
√
α1 e
ia1t, w2(t) =
√
α2 e
ia2t and w3(t) =
√
α3 e
ia3t.
Here we have made a number of assumptions to simplify the formulae, none
of which really reduces the generality of the result. Supposing u has a minimum
at t = 0 means that in part (c) we get u(t) = γ1 + (γ2 − γ1)sn2(σt, τ) rather
than u(t) = γ1 + (γ2 − γ1)sn2(σt+ υ, τ) for some υ ∈ R, and similarly for parts
(a) and (b). Thus the assumption can be removed by adding a constant to t.
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Setting θ2(0) = θ3(0) = 0 has the effect of tidying up the constant phase
factors in w1, w2, w3, so that the wj are real in cases (a) and (b). We can change
the sign of A by replacing w1 by −w1 and t by −t, and we can swap α2 and α3
by swapping w2 and w3. Thus the assumptions that A > 0 and α2 6 α3 are no
real restriction.
Note that case (a) follows from case (b), as τ = 1 when α2 = α3, so the sn,
cn and dn expressions reduce to tanh and sech by (43). Also, in case (a) the
equations α2 = α3 and
1
α1
= 1α2 +
1
α3
imply that α2 = α3 = 2α1, so we have
written the solutions solely in terms of α1.
9.2 Rewriting the equations for z4, z5 and z6
Next we shall we rewrite equations (14) and (15). Choose the slightly unusual
form
z4 = (p1, p2, q3) and z5 = (q1,−q2, p3), (45)
where pj , qj : (−ǫ, ǫ)→ C are differentiable functions. Then (14) becomes
d
dt
(p1, p2, q3) = (w1, w2, 0)× (q1,−q2, p3)− (0, 0, w3)× (p1, p2, q3),
d
dt
(q1,−q2, p3) = (−w1, w2, 0)× (p1, p2, q3) + (0, 0, w3)× (q1,−q2, p3).
Expanding using (12), this yields
dp1
dt
= 12 (w¯2p¯3 + w¯3p¯2),
dp2
dt
= − 12 (w¯3p¯1 + w¯1p¯3)
and
dp3
dt
= − 12 (w¯1p¯2 + w¯2p¯1),
(46)
dq1
dt
= 12 (w¯2q¯3 + w¯3q¯2),
dq2
dt
= − 12 (w¯3q¯1 + w¯1q¯3)
and
dq3
dt
= − 12 (w¯1q¯2 + w¯2q¯1).
(47)
These are real linear in the pj and qj , and are the same equations, so that any
solution to (46) in p1, p2, p3 is also a solution to (47) in q1, q2, q3. Notice also
that from (41), pj = wj solves (46), and qj = wj solves (47). These are the two
automatic solutions of (14) we get from Corollary 5.3.
Writing z6 = (r1, r2, r3) for rj : (−ǫ, ǫ)→ C, equation (15) becomes
dr1
dt
= 12 (p¯2p¯3 + q¯3q¯2),
dr2
dt
= 12 (q¯3q¯1 − p¯1p¯3)
and
dr3
dt
= − 12 (p¯1q¯2 + p¯2q¯1),
(48)
and integrating these equations gives r1, r2 and r3.
In our next result we work out equations (7)–(10) for z1, . . . , z6 of this form.
The proof is very easy, and we omit it.
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Lemma 9.4 When z1, . . . , z6 are defined as above, equation (7) holds automat-
ically, and equations (8)–(10) are equivalent to
Im(w1p¯1 − w2p¯2 − w3p¯3) = Im(w1q¯1 − w2q¯2 − w3q¯3)
= Im(p1q¯1 − p2q¯2 − p3q¯3) = 0.
(49)
Furthermore, if the wj , pj and qj satisfy (41), (46) and (47), but not necessarily
(49), then Im(w1p¯1 − w2p¯2 − w3p¯3), Im(w1q¯1 − w2q¯2 − w3q¯3) and Im(p1q¯1 −
p2q¯2 − p3q¯3) are constant.
The last part can be useful in solving equations (46) and (47), once w1, w2
and w3 are chosen, because each solution p1, p2, p3 of (46) gives a conserved
quantity in (47), and so reduces the number of real variables by one. Of course,
(46) and (47) are really the same, and have the same six-dimensional space of
solutions. Thus, given three independent solutions of (46), we may be able to
find the other three solutions by a kind of matrix inversion.
The equations simplify further in cases (a) and (b) of Theorem 9.3, when
w1, w2, w3 are real. Then the real parts of (46) involve only Re(pj), and the
imaginary parts of (46) involve only Im(pj). So using Lemma 9.4 we deduce:
Lemma 9.5 In cases (a) and (b) of Theorem 9.3, the solutions p1, p2, p3 of
(46) are of the form pj = uj + ivj, where uj, vj : R → R are differentiable
functions satisfying
du1
dt
= 12 (w2u3 + w3u2),
du2
dt
= − 12 (w3u1 + w1u3)
and
du3
dt
= − 12 (w1u2 + w2u1),
(50)
dv1
dt
= − 12 (w2v3 + w3v2),
dv2
dt
= 12 (w3v1 + w1v3)
and
dv3
dt
= 12 (w1v2 + w2v1).
(51)
Furthermore, if (50) and (51) hold, then u1v1 − u2v2 − u3v3 is constant.
If we know the full solutions to (50) we can determine the solutions to (51),
and vice versa. Here is how. Suppose that uj1, u
j
2, u
j
3 are solutions to (50) for
j = 1, 2, 3, and vj1, v
j
2, v
j
3 solutions to (51) for j = 1, 2, 3. Then the last part of
the lemma shows that
u11 u12 u13u21 u22 u23
u31 u
3
2 u
3
3



1 0 00 −1 0
0 0 −1



v11 v21 v31v12 v22 v32
v13 v
2
3 v
3
3


is a constant matrix. In particular, if for j = 1, 2, 3 the (uj1, u
j
2, u
j
3) are linearly
independent for some t, then they are linearly independent for all t, and we may
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define the vji by 
v11 v21 v31v12 v22 v32
v13 v
2
3 v
3
3

 =

u11 −u12 −u13u21 −u22 −u23
u31 −u32 −u33


−1
,
where the matrix inverse exists. The vj1, v
j
2, v
j
3 will then be solutions to (51) for
j = 1, 2, 3, and span the full set of solutions.
9.3 Discussion
So far we have solved equation (13) for z1, z2, z3 explicitly in Theorem 9.3, and
we have rewritten equations (14) and (15) for z4, z5 and z6 in a convenient form,
and said something about the properties of their solutions. However, we have
not yet solved (14) and (15) explicitly.
In cases (a) and (d) of Theorem 9.3 the author has been able to solve equa-
tions (14) and (15) fairly explicitly. These cases will be treated at length in
sections 10 and 11 respectively. However, in cases (b) and (c) of Theorem 9.3
the author has made little progress in solving (14) and (15).
In case (c), it may help to split into two cases α2 = α3 and α2 < α3. The
case α2 = α3 is simpler, because w2 ≡ w3, and may be more amenable to
explicit solution. In particular, (47) is unchanged by swapping round p2 and
p3. Thus we can separately consider symmetric solutions with p2 = p3, and
antisymmetric solutions with p1 = 0 and p2 = −p3.
It would be interesting to know about the periodicity of solutions to equations
(46)–(48) in cases (b) and (c) of Theorem 9.3. In particular, in case (b) the wj
are periodic with period T > 0. If equations (46)–(48) admitted interesting
solutions with period nT for some integer n > 1, then the corresponding SL
3-fold N would be a closed, immersed copy of R2 × S1 rather than R3.
In fact a weaker form of periodicity would be sufficient, where the map Φ
of (24) satisfies Φ(y1 + c1, y2 + c2, t+ nT ) = Φ(y1, y2, t) for c1, c2 ∈ R. We also
saw in [5, §6] that many of the solutions w1, w2, w3 in part (c) are periodic, so
we can ask the same question.
10 Case (a) of Theorem 9.3
We now study the SL 3-folds N in C3 which come from the construction of
Theorem 5.1 when z1, z2 and z3 are as in case (a) of Theorem 9.3. For simplicity
we set α1 =
1
3 , so that the functions wj in case (a) of Theorem 9.3 are w1(t) =
tanh t and w2(t) = w3(t) = sech t. Since we are free to rescale α1, α2, α3 using
dilations in GL(2,R), under the GL(2,R)-action discussed in §5.1, fixing α1 in
this way does not change the resulting set of SL 3-folds.
Theorem 10.1 In the situation of §9, set w1(t) = tanh t and w2(t) = w3(t) =
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sech t, as in case (a) of Theorem 9.3. Equation (46) then becomes
dp1
dt
= 12 (p¯2 + p¯3) sech t,
dp2
dt
= − 12 (p¯1 sech t+ p¯3 tanh t)
and
dp3
dt
= − 12 (p¯1 sech t+ p¯2 tanh t).
(52)
The full solutions to these equations are
p1 = A tanh t+B
(
f(t) tanh t−2
√
cosh t
)− iD f(t)
cosh t
+
iE√
cosh t
, (53)
p2 = A sech t+B f(t) sech t+ C
√
cosh t
+ iD
(
cosh t− f(t) sinh t
2
√
cosh t
)
+
iE sinh t
2
√
cosh t
+
iF√
cosh t
,
(54)
p3 = A sech t+B f(t) sech t− C
√
cosh t
+ iD
(
cosh t− f(t) sinh t
2
√
cosh t
)
+
iE sinh t
2
√
cosh t
− iF√
cosh t
,
(55)
where A,B,C,D,E, F ∈ R and f(t) = ∫ t
0
√
cosh s ds.
Proof. Equation (52) follows immediately. One can verify that (53)–(55) are
solutions to (52) by subtituting them in, and using dfdt =
√
cosh t. The six
solutions of (52) this gives, with coefficients A, . . . , F , are easily seen to be
linearly independent. But as (52) is a well-behaved first-order o.d.e., its solutions
are determined by the initial data p1(0), p2(0), p3(0), which comprise 3 complex
or 6 real numbers. Thus (52) can have no more than 6 linearly independent
solutions, so (53)–(55) are the full solutions to (52). 
To derive equations (53)–(55), the author used Lemma 9.5, the fact that
pj = wj is automatically a solution, and the symmetry between p2 and p3,
which means that we can consider separately solutions with p2 = p3, and those
with p1 = 0 and p2 = −p3. Next we work out the conditions for (7)–(10) to
hold for these solutions.
Lemma 10.2 Let w1, w2, w3 be as above, define p1, p2, p3 by (53)–(55) for some
A, . . . , F ∈ R, and define q1, q2, q3 by (53)–(55), but replacing pj with qj and
A, . . . , F with A′, . . . , F ′ ∈ R. This defines z1, . . . , z5, as in §9. Equations
(7)–(10) hold for these z1, . . . , z5 if and only if
D = D′ = 0 and AD′ +BE′ + CF ′ = A′D +B′E + C′F. (56)
Proof. When t = 0, we have w1(0) = 1, w2(0) = w3(0) = 1, p1(0) = −2B + iE,
p2(0) = A + C + iD + iF , p3(0) = A − C + iD − iF , q1(0) = −2B′ + iE′,
q2(0) = A
′+C′+ iD′+ iF ′ and q3(0) = A
′−C′+ iD′− iF ′. Thus (49) holds at
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t = 0 if and only if (56) holds, so by Lemma 9.4 equations (7)–(10) hold when
t = 0 if and only if (56) holds. But (7)–(10) hold at t = 0 if and only if they
hold for all t. 
Thus we should set D and D′ to zero. But we can show by changing coordi-
nates in R2 from (y1, y2) to (y1 +A, y2 +A
′) as in §5.1 that we are also free to
set A and A′ to zero, without restricting the SL 3-folds constructed in Theorem
5.1. So the remaining interesting parameters are B,C,E, F and B′, C′, E′, F ′,
which must satisfy the restriction BE′ + CF ′ = B′E + C′F .
Drawing together much of the work above, we get the following result, which
is the explicit working out of those special Lagrangian 3-folds of Theorem 5.1
coming out of part (a) of Theorem 9.3.
Theorem 10.3 Define functions wj , pj, qj : R→ C for j = 1, 2, 3 by
w1(t) = tanh t, w2(t) = w3(t) = sech t,
p1(t) = B
(
f(t) tanh t− 2
√
cosh t
)
+
iE√
cosh t
,
p2(t) = B f(t) sech t+ C
√
cosh t+
iE sinh t
2
√
cosh t
+
iF√
cosh t
,
p3(t) = B f(t) sech t− C
√
cosh t+
iE sinh t
2
√
cosh t
− iF√
cosh t
,
q1(t) = B
′
(
f(t) tanh t− 2
√
cosh t
)
+
iE′√
cosh t
,
q2(t) = B
′ f(t) sech t+ C′
√
cosh t+
iE′ sinh t
2
√
cosh t
+
iF ′√
cosh t
,
q3(t) = B
′ f(t) sech t− C′
√
cosh t+
iE′ sinh t
2
√
cosh t
− iF
′
√
cosh t
,
where B, . . . , F ′ ∈ R satisfy BE′+CF ′ = B′E+C′F , and f(t) = ∫ t
0
√
cosh sds.
Let r1, r2, r3 : R→ C be the unique solutions of
r1
dt
= 12 (p¯2p¯3 + q¯3q¯2),
r2
dt
= 12 (q¯3q¯1 − p¯1p¯3),
r3
dt
= − 12 (p¯1q¯2 + p¯2q¯1)
with rj(0) = 0. Define a subset N of C
3 by
N =
{(
1
2 (y
2
1 + y
2
2)w1(t) + y1p1(t) + y2q1(t) + r1(t),
1
2 (y
2
1 − y22)w2(t) + y1p2(t)− y2q2(t) + r2(t),
y1y2w3(t) + y1q3(t) + y2p3(t) + r3(t)
)
: t, y1, y2 ∈ R
}
.
Then N is a special Lagrangian 3-fold.
Observe that if E = E′ = CF = C′F ′ = 0 then w1, p1, q1 and r1 are real, so
that z1 ∈ R for each (z1, z2, z3) ∈ N . This implies that writing C3 = C × C2,
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we have N ⊆ R × Σ, where Σ is a special Lagrangian 2-fold in C2. This is
not obvious from the explicit expression for N , because the coordinates t, y1, y2
are not compatible with the product structure on N . But SL 2-folds in C2 are
holomorphic with respect to an alternative complex structure J on C2, and in
fact Σ is a complex parabola with respect to J .
11 Case (d) of Theorem 9.3
Next we study the SL 3-folds N which come from the construction of Theorem
5.1 when z1, z2, z3 are as in case (d) of Theorem 9.3. Throughout this section
we use the notation of §9. Let α1, α2, α3 > 0 satisfy 1α1 = 1α2 + 1α3 , and as in
case (d) of Theorem 9.3, define a1, a2, a3 ∈ R by
a1 = −α−1/21 (α2α3)1/2, a2 = α−1/22 (α3α1)1/2
and a3 = α
−1/2
3 (α1α2)
1/2,
(57)
so that a1 + a2 + a3 = 0. Define w1, w2, w3 : R→ C by
w1(t) = i
√
α1 e
ia1t, w2(t) =
√
α2 e
ia2t
and w3(t) =
√
α3 e
ia3t.
(58)
Then (41) holds, and when we define z1, z2, z3 by (40) they satisfy (13).
In §11.1 we solve equations (14) and (15) for z4, z5 and z6, and so write
down in Theorem 11.5 a large family of explicit SL 3-folds in C3. Section 11.2
then studies solutions periodic in t, which are surprisingly abundant, interprets
them geometrically, and gives a parameter count for the construction.
11.1 Solving the equations for z4, z5 and z6
We shall explicitly solve equations (14) and (15) for z4, z5 and z6 with this choice
of z1, z2, z3. But (14) is equivalent to equations (46) and (47) for p1, p2, p3 and
q1, q2, q3, as in §9.2. As (46) and (47) are identical, we need only solve (46).
Here is a convenient way of rewriting it.
Proposition 11.1 In the situation above, write
p1 = ie
ia1tβ1, p2 = e
ia2tβ2 and p3 = e
ia3tβ3, (59)
where βj : R→ C is a differentiable function. Then (46) is equivalent to
d
dt


β1
β2
β3
β¯1
β¯2
β¯3


= 12 i


−2a1 0 0 0 −√α3 −√α2
0 −2a2 0 √α3 0 √α1
0 0 −2a3 √α2 √α1 0
0
√
α3
√
α2 2a1 0 0
−√α3 0 −√α1 0 2a2 0
−√α2 −√α1 0 0 0 2a3




β1
β2
β3
β¯1
β¯2
β¯3


.
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Proof. Substitute (59) into the first equation of (46), and use the values for
w1, w2, w3 in (58). We get
d
dt
(
ieia1tβ1
)
= 12e
−i(a2+a3)t(
√
α3 β¯2 +
√
α2 β¯3).
But e−i(a2+a3)t = eia1t as a1 + a2 + a3 = 0. So dividing by ie
ia1t gives
d
dt
β1 + ia1β1 = − 12 i(
√
α3 β¯2 +
√
α2 β¯3),
which is equivalent to the first line of the equation we have to prove. The other
lines follow in the same way. 
To solve for β1, β2, β3 we need the eigenvalues and eigenvectors of this matrix.
Proposition 11.2 Let M be the 6 × 6 real matrix appearing in Proposition
11.1. Then the eigenvalues of M are 0 (twice), λ,−λ, 3λ and −3λ, where
λ > 0 satisfies
λ2 = a21 − a2a3 = a22 − a3a1 = a23 − a1a2. (60)
There exist in R3 nonzero real vectors (b1, b2, b3), which is unique, (c1, c2, c3),
(d1, d2, d3), (e1, e2, e3) and (f1, f2, f3), such that
M


√
α1√
α2√
α3√
α1√
α2√
α3


= 0, M


b1
b2
b3
−b1
−b2
−b3


=


√
α1√
α2√
α3√
α1√
α2√
α3


, (61)
M


c1
c2
c3
d1
d2
d3


= λ


c1
c2
c3
d1
d2
d3


, M


d1
d2
d3
c1
c2
c3


= −λ


d1
d2
d3
c1
c2
c3


, (62)
M


e1
e2
e3
f1
f2
f3


= 3λ


e1
e2
e3
f1
f2
f3


and M


f1
f2
f3
e1
e2
e3


= −3λ


f1
f2
f3
e1
e2
e3


. (63)
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Proof. From (57) we see that M = LM ′L−1, where
L =


√
α1 0 0 0 0 0
0
√
α2 0 0 0 0
0 0
√
α3 0 0 0
0 0 0
√
α1 0 0
0 0 0 0
√
α2 0
0 0 0 0 0
√
α3


and M ′ =


−2a1 0 0 0 a1 a1
0 −2a2 0 a2 0 a2
0 0 −2a3 a3 a3 0
0 −a1 −a1 2a1 0 0
−a2 0 −a2 0 2a2 0
−a3 −a3 0 0 0 2a3


.
Thus the eigenvalues of M are the same as those of M ′, which are the roots of
the polynomial p(x) = det(M ′ − xI). Direct calculation shows that
p(x) = x6+
(
2(a2a3 + a3a1 + a1a2)− 4(a21 + a22 + a23)
)
x4
+
(
9(a22a
2
3 + a
2
3a
2
1 + a
2
1a
2
2)− 6(a21a2a3 + a22a3a1 + a23a1a2)
)
x2.
Now a1 < 0 and a2, a3 > 0 with a1 + a2 + a3 = 0. Thus we may substitute
a2 = −σa1, a3 = (σ − 1)a1, for σ = −a2/a1 in (0, 1). Then p(x) becomes
p(x) = x6 − 10a21(σ2 − σ − 1)x4 + 9a41(σ4 − 2σ3 + 3σ2 − 2σ + 1)x2,
which factorizes as
p(x) = x2
(
x2 − a21(σ2 − σ + 1)
)(
x2 − 9a21(σ2 − σ + 1)
)
.
Thus the roots of p are zero (twice), λ,−λ, 3λ and −3λ, where
λ2 = a21(σ
2 − σ + 1) = a21 − (−σa1)((σ − 1)a1) = a21 − a2a3.
This proves the first equation of (60). Note also that as σ ∈ (0, 1) and a1 < 0,
we have a21(σ
2−σ+1) > 0, so we can take λ to be real and positive. The second
two equations of (60) follow from a1 + a2 + a3 = 0, as for instance
(a21 − a2a3)− (a22 − a3a1) = (a1 + a2 + a3)(a1 − a2) = 0.
The first equation of (61) follows from (57). The second is equivalent to
−

 2a1 −
√
α3 −√α2√
α3 2a2
√
α1√
α2
√
α1 2a3



b1b2
b3

 =


√
α1√
α2√
α3

 ,
which has a unique solution (b1, b2, b3), as the 3× 3 matrix appearing here has
determinant 4a1a2a3 6= 0, and so is invertible. To prove (62), observe that
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as λ is a real eigenvalue of the real matrix M , there exists a real eigenvector
(c1 c2 c3 d1 d2 d3)
T of M with eigenvalue λ. This gives the first equation of (62),
and the second then holds because of the form of M . One can also easily show
that (c1, c2, c3) and (d1, d2, d3) are both nonzero. Equation (63) is proved in the
same way, as 3λ is an eigenvalue of M . 
The following identities will be helpful later.
Proposition 11.3 The constants bj, . . . , fj of Proposition 11.2 satisfy
√
α1 c1 −√α2 c2 −√α3 c3 −√α1 d1 +√α2 d2 +√α3 d3 = 0, (64)√
α1 e1 −√α2 e2 −√α3 e3 −√α1 f1 +√α2 f2 +√α3 f3 = 0, (65)
b1c1 − b2c2 − b3c3 + b1d1 − b2d2 − b3d3 = 0, (66)
b1e1 − b2e2 − b3e3 + b1f1 − b2f2 − b3f3 = 0, (67)
c1e1 − c2e2 − c3e3 − d1f1 + d2f2 + d3f3 = 0, (68)
and c1f1 − c2f2 − c3f3 − d1e1 + d2e2 + d3e3 = 0. (69)
Furthermore, none of ±λ or ±3λ is equal to a1, a2 or a3.
Proof. The 6 × 6 matrix M studied above is not symmetric, because the signs
of the
√
α1 terms are not right. However, if we define
K =


1 0 0 0 0 0
0 i 0 0 0 0
0 0 i 0 0 0
0 0 0 i 0 0
0 0 0 0 1 0
0 0 0 0 0 1


then KMK−1 is a symmetric complex matrix, and Proposition 11.2 shows that

√
α1
i
√
α2
i
√
α3
i
√
α1√
α2√
α3


,


c1
ic2
ic3
id1
d2
d3


,


d1
id2
id3
ic1
c2
c3


,


e1
ie2
ie3
if1
f2
f3


and


f1
if2
if3
ie1
e2
e3


are eigenvectors of KMK−1, with eigenvalues 0, λ,−λ, 3λ and −3λ respectively.
Now if u,v are eigenvectors of a symmetric matrix with different eigenvalues,
then uTv = 0. Taking inner products between the five eigenvectors above proves
(64), (65), (68) and (69). Also, (b1, ib2, ib3,−ib1,−b2,−b3)T is essentially an
eigenvector with eigenvalue 0, modulo nilpotent behaviour, and taking inner
products of this with the λ and 3λ eigenvectors gives (66) and (67).
To prove the last part, as in the proof of Proposition 11.2 put a2 = −σa1,
a3 = (σ − 1)a1 and λ2 = a21(σ2 − σ + 1) for some σ ∈ (0, 1). Then a1 = ±λ
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when a21 = a
2
1(σ
2 − σ + 1), that is, when σ = 0 or 1, which contradicts σ ∈
(0, 1). Similarly, a2 = ±λ when a21σ2 = a21(σ2 − σ + 1), that is, when σ = 1,
contradicting σ ∈ (0, 1), and a3 = ±λ is ruled out in the same way. To eliminate
aj = ±3λ for j = 1, 2, 3, note that |aj | 6 −a1, but λ2 = a21(σ2−σ+1) for σ ∈ R
implies that 3λ > −3√3 a1/2 > −a1. 
From Proposition 11.2 we see that the o.d.e. in Proposition 11.1 has solution

β1
β2
β3
β¯1
β¯2
β¯3


= (A− 12Bt)


√
α1√
α2√
α3√
α1√
α2√
α3


+iB


b1
b2
b3
−b1
−b2
−b3


+Ceiλt/2


c1
c2
c3
d1
d2
d3


+Cˆe−iλt/2


d1
d2
d3
c1
c2
c3


+De3iλt/2


e1
e2
e3
f1
f2
f3


+Dˆe−3iλt/2


f1
f2
f3
e1
e2
e3


for A,B,C, Cˆ,D, Dˆ ∈ C. But the last three rows of this equation should be
the complex conjugates of the first three rows, which implies that A and B are
real and Cˆ = C¯, Dˆ = D¯. This gives β1, β2, β3, and then (59) gives the general
solution for pj . We have proved:
Proposition 11.4 In the situation above, the general solution of (46) is
p1(t) = i
(
(A− 12Bt)
√
α1 e
ia1t + iBb1e
ia1t + Cc1e
i(a1+λ/2)t
+ C¯d1e
i(a1−λ/2)t +De1e
i(a1+3λ/2)t + D¯f1e
i(a1−3λ/2)t
)
,
(70)
p2(t) = (A− 12Bt)
√
α2 e
ia2t + iBb2e
ia2t + Cc2e
i(a2+λ/2)t
+ C¯d2e
i(a2−λ/2)t +De2e
i(a2+3λ/2)t + D¯f2e
i(a2−3λ/2)t,
(71)
p3(t) = (A− 12Bt)
√
α3 e
ia3t + iBb3e
ia3t + Cc3e
i(a3+λ/2)t
+ C¯d3e
i(a3−λ/2)t +De3e
i(a3+3λ/2)t + D¯f3e
i(a3−3λ/2)t,
(72)
for A,B ∈ R and C,D ∈ C, where bj, . . . , fj and λ are as in Proposition 11.2.
Define p1, p2, p3 by (70)–(72), and similarly define q1, q2, q3 by (70)–(72), but
using constants A′, B′ ∈ R and C′, D′ ∈ C instead of A,B,C,D. Then pj and
qj satisfy (46) and (47). From §9.2, if we define z4, z5 by (45), then they satisfy
(14). We have found the general solution of the evolution equation (14) for z4
and z5, with the given values of z1, z2, z3.
Now from §5, we need z4 and z5 to satisfy (8)–(10). By Lemma 9.4, these
are equivalent to equation (49). Using the values of wj and pj above, we find
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that
Im(w1p¯1 − w2p¯2 − w3p¯3) =−B(√α1 b1 −√α2 b2 −√α3 b3)
− Im(Ceiλt/2)(√α1 c1 −√α2 c2 −√α3 c3 −√α1 d1 +√α2 d2 +√α3 d3)
− Im(De3iλt/2)(√α1 e1 −√α2 e2 −√α3 e3 −√α1 f1 +√α2 f2 +√α3 f3)
=−B(√α1 b1 −√α2 b2 −√α3 b3),
where in the last line we have used (64) and (65). Since in general
√
α1 b1 −√
α2 b2 − √α3 b3 6= 0, we see that Im(w1p¯1 − w2p¯2 − w3p¯3) = 0 if and only
if B = 0.
Similarly, using (64)–(69) we find that Im(w1q¯1 − w2q¯2 − w3q¯3) = 0 if and
only if B′ = 0, and Im(p1q¯1 − p2q¯2 − p3q¯3) = 0 if and only if
(A′B −AB′)(√α1 b1 −√α2 b2 −√α3 b3) +
Im(CC¯′)(c21−c22−c23−d21+d22+d23)+Im(DD¯′)(e21−e22−e23−f21+f22+f23 ) = 0.
Thus we should set B = B′ = 0. But we can show by changing coordinates in
R2 from (y1, y2) to (y1+A, y2+A
′) as in §5.1 that we are also free to set A and
A′ to be zero, without restricting the SL 3-folds constructed in Theorem 5.1.
Next we solve equation (15) for z6. From §9.2, this is equivalent to the o.d.e.s
(48) for r1, r2, r3, where z6 = (r1, r2, r3). Using the expressions above for pj and
qj and remembering that A = A
′ = B = B′ = 0, we get rather complicated
expressions for drj/dt for j = 1, 2, 3, which can then be integrated to get r1, r2
and r3.
We sum up all the above work in the following result, which is the explicit
working out of those special Lagrangian 3-folds of Theorem 5.1 coming out of
part (d) of Theorem 9.3.
Theorem 11.5 Define functions wj , pj, qj , rj : R→ C for j = 1, 2, 3 by
w1(t) =i
√
α1 e
ia1t, w2(t) =
√
α2 e
ia2t, w3(t) =
√
α3 e
ia3t,
p1(t) =i
(
Cc1e
i(a1+λ/2)t+C¯d1e
i(a1−λ/2)t+De1e
i(a1+3λ/2)t+D¯f1e
i(a1−3λ/2)t
)
,
p2(t) =Cc2e
i(a2+λ/2)t+C¯d2e
i(a2−λ/2)t+De2e
i(a2+3λ/2)t+D¯f2e
i(a2−3λ/2)t,
p3(t) =Cc3e
i(a3+λ/2)t+C¯d3e
i(a3−λ/2)t+De3e
i(a3+3λ/2)t+D¯f3e
i(a3−3λ/2)t,
q1(t) =i
(
C′c1e
i(a1+λ/2)t+C¯′d1e
i(a1−λ/2)t+D′e1e
i(a1+3λ/2)t+D¯′f1e
i(a1−3λ/2)t
)
,
q2(t) =C
′c2e
i(a2+λ/2)t+C¯′d2e
i(a2−λ/2)t+D′e2e
i(a2+3λ/2)t+D¯′f2e
i(a2−3λ/2)t,
q3(t) =C
′c3e
i(a3+λ/2)t+C¯′d3e
i(a3−λ/2)t+D′e3e
i(a3+3λ/2)t+D¯′f3e
i(a3−3λ/2)t,
r1(t) =− i2(a1+3λ) (D
2+D′2)f2f3e
i(a1+3λ)t− i2(a1−3λ) (D¯
2+D¯′2)e2e3e
i(a1−3λ)t
− i2(a1+λ)
(
(C2 + C′2)d2d3 + (C¯D + C¯
′D′)(c2f3 + f2c3)
)
ei(a1+λ)t
− i2(a1−λ)
(
(C¯2+C¯′2)c2c3+(CD¯+C
′D¯′)(d2e3+e2d3)
)
ei(a1−λ)t+E1,
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r2(t) =
1
2(a2+3λ)
(D2 −D′2)f1f3ei(a2+3λ)t + 12(a2−3λ) (D¯
2 − D¯′2)e1e3ei(a2−3λ)t
+ 12(a2+λ)
(
(C2 − C′2)d1d3 + (C¯D − C¯′D′)(c1f3 + f1c3)
)
ei(a2+λ)t
+ 12(a2−λ)
(
(C¯2−C¯′2)c1c3+(CD¯−C′D¯′)(d1e3+e1d3)
)
ei(a2−λ)t+E2,
r3(t) =
1
a3+3λ
DD′f1f2e
i(a3+3λ)t + 1a3−3λ D¯D¯
′ei(a3−3λ)t
+ 12(a3+λ)
(
2CC′d1d2 + (C¯D
′ + C¯′D)(c1f2 + f1c2)
)
ei(a3+λ)t
+ 12(a3−λ)
(
2C¯C¯′c1c2 + (CD¯
′ + C′D¯)(d1e2 + e1d2)
)
ei(a3−λ)t + E3,
where E1, E2, E3 ∈ C and C,D,C′, D′ ∈ C satisfy
Im(CC¯′)(c21 − c22 − c23 − d21 + d22 + d23)
+ Im(DD¯′)(e21 − e22 − e23 − f21 + f22 + f23 ) = 0.
(73)
Define a subset N of C3 by
N =
{(
1
2 (y
2
1 + y
2
2)w1(t) + y1p1(t) + y2q1(t) + r1(t),
1
2 (y
2
1 − y22)w2(t) + y1p2(t)− y2q2(t) + r2(t),
y1y2w3(t) + y1q3(t) + y2p3(t) + r3(t)
)
: y1, y2, t ∈ R
}
.
(74)
Then N is a special Lagrangian 3-fold.
Note that in the expressions for r1, r2 and r3 we have divided by factors
aj ±λ and aj ± 3λ for j = 1, 2, 3. This is legitimate because none of ±λ or ±3λ
is equal to a1, a2 or a3 by Proposition 11.3, so none of these factors vanish. If
one of the factors had been zero, we would have had to replace the corresponding
term by a multiple of t.
Observe that all the functions in the theorem are linear combinations of
exponentials eiαt for α ∈ R. It would seem a reasonable guess that this is
because the SL 3-fold N is actually symmetric under a subgroup U(1) or R in
SU(3), which acts by multiplication by such exponentials in suitable coordinates.
However, this is not the case, and generically the SL 3-folds of Theorem 11.5
have only discrete symmetry groups.
11.2 Periodicity conditions
We now discuss periodicity in t of the SL 3-folds N of Theorem 11.5. Let
Φ : R3 → C3 be defined as in (24), so that Φ(y1, y2, t) is the vector in (74), and
N = ImageΦ. We want to know when Φ(y1, y2, t + T ) = Φ(y1, y2, t) for some
T > 0 and all y1, y2, t ∈ R. The corresponding immersed SL 3-folds N will then
have topology S1 × R2 rather than R3.
As in the proof of Proposition 11.2, write a2 = −σa1, a3 = (σ − 1)a1 and
λ = −a1
√
σ2 − σ + 1 for some σ ∈ (0, 1). Also let τ = √σ2 − σ + 1, so that
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τ > 0 and λ = −a1τ . The exponentials in the expressions for wj , pj, qj , rj have
the 27 periods
2π
aj
,
2π
aj ± λ/2 ,
2π
aj ± λ,
2π
aj ± 3λ/2 and
2π
aj ± 3λ for j = 1, 2, 3. (75)
For generic values of C,D,C′, D′, it is clear that Φ will be periodic if and only
if these periods have a common multiple. But this holds exactly when σ and τ
lie in Q. So we need to understand the set of pairs of rational numbers (σ, τ)
satisfying τ2 = σ2 − σ + 1, with σ ∈ (0, 1) and τ > 0.
Now finding the rational points on a conic is a well-known problem in el-
ementary number theory, and has a standard solution method, which is to
parametrize the conic in the usual way. A suitable parametrization of the conic
τ2 = σ2 − σ + 1 is
σ = (1− 2s)/(1− s2) and τ = (1− s+ s2)/(1− s2).
This has the property that σ and τ are both rational if and only if s is rational,
and that σ ∈ (0, 1) and τ > 0 if and only if s ∈ (0, 12 ).
For example, when s = p/q for coprime p, q ∈ Z with 0 < 2p < q, we may set
a1 = p
2 − q2, a2 = q2 − 2pq, a3 = 2pq − p2
and λ = p2 − pq + q2. (76)
Then a1, a2, a3 and λ satisfy the equations above with this value of s. Careful
consideration shows that
hcf(a1, a2, a3) = hcf(a1, a2, a3, λ) =
{
1 p+ q 6≡ 0 mod 3,
3 p+ q ≡ 0 mod 3.
When p+ q ≡ 0 mod 3, we replace the aj and λ by
a1 =
1
3 (p
2 − q2), a2 = 13 (q2 − 2pq), a3 = 13 (2pq − p2)
and λ = 13 (p
2 − pq + q2), (77)
so that in both cases we have hcf(a1, a2, a3) = hcf(a1, a2, a3, λ) = 1. Having
chosen a1, a2, a3, we determine α1, α2, α3 uniquely by inverting (57).
As p, q are coprime at least one of them is odd, so λ is odd. Thus aj , aj ± λ
and aj ± 3λ are integers, and aj ± λ/2 and aj ± 3λ/2 are half-integers but not
integers. It follows that
wj(t+2π)=wj(t), pj(t+2π)=−pj(t), qj(t+2π)=−qj(t), rj(t+2π)=rj(t).
Hence Φ(y1, y2, t + 2π) = Φ(−y1,−y2, t) for all y1, y2, t ∈ R. This implies that
Φ(y1, y2, t + 4π) = Φ(y1, y2, t). Moreover, as hcf(a1, a2, a3) = 1 one can show
that 4π is the least T > 0 with Φ(y1, y2, t+T ) = Φ(y1, y2, t) for all y1, y2, t ∈ R,
so that Φ is periodic in t with period 4π.
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Therefore we can regard Φ as a map R3/Z→ C3, where Z acts on R3 by
(y1, y2, y3)
n7−→((−1)ny1, (−1)ny2, t+ 2πn) for n ∈ Z. (78)
As R3/Z is diffeomorphic to S1 × R2, though not with the obvious R2 coordi-
nates, we see that if Φ is an immersion then N is an immersed 3-submanifold
diffeomorphic to S1 × R2.
Consider the asymptotic behaviour of these 3-folds N at infinity in C3. From
(74) we see that Φ(y1, y2, t) → ∞ in C3 as (y1, y2) → ∞ in R2. But when
(y1, y2) is large then the dominant terms in (74) are the quadratic terms in y1
and y2, and we can neglect the lower order terms. Thus we expect that N
should be asymptotic to N0 = Φ0(R
3) at infinity in C3, to leading order, where
Φ0 : R
3 → C3 is given by
Φ0(y1, y2, t) =
(
i
2 (y
2
1 + y
2
2)
√
α1 e
ia1t, 12 (y
2
1 − y22)
√
α2 e
ia2t, y1y2
√
α3 e
ia3t
)
.
Calculation shows that N0 is an SL T
2-cone in C3, which may be written{
(ieia1tx1, e
ia2tx2, e
ia3tx3) : xj , t ∈ R, x1 > 0, a1x21 + a2x22 + a3x23 = 0
}
.
We have already met this example in [4], in particular in [4, §7, case (a)], [4,
Th. 8.7] and [4, Ex. 9.5].
Regarding Φ0 as mapping R
3/Z→ N0, where Z acts on R3 by (78), we find
that Φ0 is generically 2:1, since Φ0(y1, y2, t) = Φ0(−y1,−y2, t). So we should
think of N as converging at infinity to a double cover of the T 2-cone N0. That
is, towards infinity two points of N converge to each point of N0, and at infinity
N is a T 2-cone which is wrapped twice round the T 2-cone N0.
Note that the convergence of N to N0 is of a rather weak kind. Let r be the
radius function on C3, so that y21 + y
2
2 = O(r). The largest terms in (74) we
have neglected are linear in y1, y2, and so they are O(r
1/2). Thus N ‘converges’
to N0 to order O(r
1/2) for large r, so that N actually gets further away from
N0 towards infinity, rather than closer.
We summarize the material above in the following theorem.
Theorem 11.6 For each s ∈ (0, 12 )∩Q the construction of Theorem 11.5 yields
a family of closed special Lagrangian 3-folds in C3 depending on E1, E2, E3 and
C,D,C′, D′ ∈ C satisfying (73). Generic members of the family are nonsingu-
lar immersed 3-submanifolds diffeomorphic to S1 × R2. Each 3-fold is weakly
asymptotic to order O(r1/2) at infinity in C3 to a double cover of the special
Lagrangian T 2-cone{
(ieia1tx1, e
ia2tx2, e
ia3tx3) : xj , t ∈ R, x1 > 0, a1x21 + a2x22 + a3x23 = 0
}
,
where a1, a2, a3 ∈ Z depend on s = p/q as in (76) or (77).
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It seems rather odd to the author that the periodicity conditions in this
problem turn out to have such a neat, and geometrically interesting, answer.
We saw in (75) that for a general member of the family to be periodic we need
27 periods to be relatively rational. As these periods depend only on a1, a2
and a3, one would expect this to be a very overdetermined problem, with no
interesting solutions, but in fact there are infinitely many.
It is also surprising that once the rationality conditions are solved, when
a1, a2, a3 are integers it turns out that λ is necessarily an integer, rather than
just a rational number. This has the effect that at infinity N is a double cover
of N0, rather than a multiple cover of some high degree.
We finish by giving a parameter count for the SL 3-folds of Theorem 11.5.
They depend upon parameters α1, α2, α3 ∈ R and C,D,C′, D′, E1, E2, E3 ∈ C,
which is 17 real parameters. These must satisfy 1/α1 = 1/α2 + 1/α3 and (73),
reducing it to 15 parameters. Of the symmetry groups GL(2,R) ⋉ R2 and
SU(3)⋉C3 we have used all but the dilations in GL(2,R) and the translations
in C3. We must subtract 7 parameters for these, leaving 8 parameters.
There is one other symmetry to take account of, which is translation in time,
t 7→ t + c. This has the following effect: if we replace C,D,C′, D′ by eiλc/2C,
e3iλc/2D, eiλc/2C′ and e3iλc/2D′ respectively, then the corresponding SL 3-fold
N ′ is equivalent to N under an SU(3) ⋉ C3 transformation. So subtracting
one parameter, we see that the family of SL 3-folds from Theorem 11.5 up to
automorphisms of C3 has dimension 7. For comparison, the whole family from
Theorem 5.1 has dimension 9.
12 The family of SL 3-folds from Example 4.4
We now apply the ‘evolution equation’ construction of §3 to the set of affine
evolution data defined in Example 4.4. The material of this section runs parallel
to sections 5 and 8, and so we will leave out many of the details.
12.1 Application of the method of §3
As in Example 4.4, let k > 1, and let (x1, . . . , xk, y1, y2) be coordinates on R
k+2.
Define P to be the image in Rk+2 of the map ψ : R2 → Rk+2 given by
ψ : (x, y) 7−→ (x, x2, . . . , xk, y, xy), (79)
and χ : Rk+2 → Λ2Rk+2 to be the affine map
χ(x1, . . . , xk, y1, y2) =
− 2y1 ∂∂y1 ∧ ∂∂y2 +2 ∂∂x1 ∧ ∂∂y1 +4x1 ∂∂x2 ∧ ∂∂y1 +· · ·+2kxk−1 ∂∂xk ∧ ∂∂y1
+2x1
∂
∂x1
∧ ∂∂y2 +4x2 ∂∂x2 ∧ ∂∂y2 +· · ·+2kxk ∂∂xk ∧ ∂∂y2 .
(80)
Then (P, χ) is a set of affine evolution data with m = 3 and n = k + 2.
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Let p0, . . . ,pk and q1,q2 be vectors in C
3, and define an affine map φ :
Rk+2 → C3 by
φ : (x1, . . . , xk, y1, y2) 7→ p0 + x1p1 + · · ·+ xkpk + y1q1 + y2q2. (81)
Then from (80) we see that
φ∗(ω) · χ = 2(−y1ω(q1,q2)+ω(p1,q1)+2x1ω(p2,q1)+· · ·+kxk−1ω(pk,q1)
+ x1ω(p1,q2)+2x2ω(p2,q2)+· · ·+kxkω(pk,q2)
)
.
Thus φ∗(ω)|P ≡ 0 if and only if
ω(q1,q2) = 0, ω(pk,q2) = 0 and (82)
j ω(pj ,q1) + (j − 1)ω(pj−1,q2) = 0 for 1 6 j 6 k. (83)
These are the analogues of equations (7)–(10).
Let p0(t), . . . ,pk(t) and q1(t),q2(t) be differentiable functions R→ C3, and
define φt by (81) for t ∈ R. Then as in §5, we use (80) to show that equation
(1) of §3 holds for the family {φt : t ∈ R} if and only if
dφt
dt
(x1, . . . , y2) =− 2y1 q1×q2+2p1×q1+4x1 p2×q1+· · ·+2kxk−1 pk×q1
+ 2x1 p1 × q2 + 4x2 p2 × q2 + · · ·+ 2k xkpk × q2,
where the cross product ‘×’ is defined in (12). Using (81) we get expressions for
dpi/dt and dqj/dt. So applying Theorem 3.2, we prove the following analogue
of Theorem 5.1:
Theorem 12.1 Let k > 1, and suppose p0, . . . ,pk,q1,q2 : R→ C3 are differ-
entiable functions satisfying equations (82) and (83) at t = 0 and
dp0
dt
= 2p1× q1, dpk
dt
= 2kpk× q2, (84)
dpj
dt
= 2(j + 1)pj+1× q1 + 2j pj× q2 for 1 6 j 6 k − 1, (85)
dq1
dt
= −2q1× q2 and dq2
dt
= 0 (86)
for all t ∈ R, where ‘×’ is as in (12). Define a subset N of C3 to be{
p0(t)+xp1(t)+· · ·+xk pk(t)+y q1(t)+xy q2(t) : x, y, t ∈ R
}
. (87)
Then N is a special Lagrangian 3-fold in C3 wherever it is nonsingular.
As in §5, if (82) and (83) hold at t = 0 then they hold for all t ∈ R, and given
initial values pj(0),qj(0), there exist unique solutions pj(t),qk(t) to (84)–(86)
for t in (−ǫ, ǫ) and some small ǫ > 0. In fact solutions always exist for all t ∈ R,
and this is why we have used t ∈ R rather than t ∈ (−ǫ, ǫ) above.
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Following (24), define Φ : R3 → C3 by
Φ(x, y, t) = p0(t) + xp1(t) + · · ·+ xk pk(t) + y q1(t) + xy q2(t), (88)
so that N = ImageΦ. As in §6, one can show that Φ fails to be an immersion
for a subset of real codimension one in the set of all initial data pi(0),qj(0)
satisfying (82) and (83). In particular, for generic initial data Φ is an immersion,
and N a nonsingular immersed 3-submanifold diffeomorphic to R3.
Observe also that the SL 3-folds of Theorem 12.1 are ruled by straight lines,
as we showed in §8.3 for the 3-folds of Theorem 8.4. As (88) contains no terms
in y2, for each fixed x, t ∈ R the set {Φ(x, y, t) : y ∈ R} is a real straight line
in C3. So N is fibred by straight lines, and is a ruled submanifold. Ruled SL
3-folds are studied in [7].
We have already met the families of SL 3-folds constructed above when k = 1
and 2. When k = 1 we have
Φ(x, y, t) = p0(t) + xp1(t) + y q1(t) + xy q2(t).
Clearly, N = ImageΦ is fibred by the images of the quadric x3 = x1x2 in R
3
under the affine maps φt : R
3 → C3 given by
φt : (x1, x2, x3) 7→ p0(t) + x1 p1(t) + x2 q1(t) + x3 q2(t).
It is easy to show that these SL 3-folds are isomorphic to those constructed in
[5, Ex. 7.5], by evolving the image of an equivalent quadric in R3.
When k = 2, the SL 3-folds above are equivalent to those of §8, under
automorphisms of C3. Putting k = 2 in (88) gives
Φ(x, y, t) = p0(t) + xp1(t) + x
2 p2(t) + y q1(t) + xy q2(t),
whereas in the construction of §8 we have
Φ(y1, y2, t) = y
2
1 z1(t) + y1y2 z3(t) + y1 z4(t) + y2z5(t) + z6(t),
remembering that z1 ≡ z2. Comparing these two equations, we see that they
agree under the correspondence
x↔ y1, y ↔ y2, p0 ↔ z6, p1 ↔ z4, p2 ↔ z1, q1 ↔ z5, q2 ↔ z3.
Also, the variable t in §8 corresponds to 2t in this section, which is due to the
fact that in Example 4.2 we constructed χ from ∂∂y1 ∧ ∂∂y2 , but in Example 4.4
we constructed χ from 2 ∂∂x ∧ ∂∂y .
12.2 Symmetries of the construction
In §5.1 we constructed an action of GL(2,R)⋉R2 on the set of solutions zj to
(13)–(15), which acts trivially on the corresponding SL 3-folds N of (16). This
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group GL(2,R) ⋉ R2 acts on R2, and consists of the original symmetry group
G = SL(2,R)⋉R2 used to construct the evolution data in Example 4.2, together
with dilations of R2.
We shall now do the same thing for the construction above. In this case, the
appropriate group of symmetries of R2 is the set of transformations of the form
(x, y) 7→ (ax+ b, cy + d0 + d1x+ · · ·+ dk−1xk−1), (89)
where a, b, c and d0, . . . , dk−1 ∈ R, and δ = ac is nonzero. The subgroup of
transformations with δ = 1 and a, c > 0 are the group G ⋉ Uk used in §4 to
construct Example 4.4.
Here G = R+ ⋉R is the a, b and c = a
−1 part of the action, and Uk ∼= Rk is
the vector space of 1-forms p(x)dy for p(x) a polynomial of degree less than k,
so that p(x) = d0 + d1x + · · ·+ dk−1xk−1. By allowing δ to be nonzero rather
than fixing it to be 1 we include dilations of R2 in the group.
Following the proof of Proposition 5.2, we may show that the transformation
(89) of R2 corresponds to the following transformation of the pi and qj .
Proposition 12.2 Suppose p0, . . . ,pk,q1,q2 : R → C3 satisfy (84)–(86). Let
a, b, c and d0, . . . , dk−1 ∈ R with δ = ac 6= 0, and define p′0, . . . ,p′k,q′1,q′2 :
R→ C3 by
p′0(t) =
k∑
i=0
bi pi(δt) + d0 q1(δt) + bd0 q2(δt),
p′j(t) =
k∑
i=j
(
i
j
)
ajbi−j pi(δt)+dj q1(δt)+(adj−1+bdj)q2(δt), 1 6 j < k,
p′k(t) = a
k pk(δt) + adk−1 q2(δt),
q′1(t) = cq1(δt) + bcq2(δt) and q
′
2(t) = acq2(δt).
Then p′0, . . . ,p
′
k,q
′
1,q
′
2 satisfy (84)–(86). Furthermore, the p
′
i,q
′
j satisfy (82)
and (83) if and only if the pi,qj do, and then the special Lagrangian 3-folds
N,N ′ constructed in (87) from the pj ,qj and p
′
i,q
′
j are the same.
We can now give a parameter count for the construction, following the
method of §5.2. The initial data p0(0), . . . ,pk(0),q1(0),q2(0) has 6(k + 3)
parameters. These must satisfy (82) and (83), which is k + 2 equations. Thus
the set CP of Definition 3.1 has dimension 5k + 16.
From this we must subtract symmetries of three kinds. Firstly, the internal
symmetry group of Proposition 12.2 has dimension k+3. Secondly, the automor-
phisms SU(3)⋉C3 of C3 have dimension 14. Thirdly, we subtract one dimension
to allow for translation in time, t 7→ t + c. Taking all these into account, we
find that the family of distinct special Lagrangian 3-folds in C3 constructed in
Theorem 12.1, up to automorphisms of C3, has dimension 4k − 2.
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12.3 Solving the equations
We shall now solve equations (84)–(86) for the pi and qj fairly explicitly, under
the restrictions (82) and (83), and making use of the symmetries discussed
above. Our treatment follows §8, and indeed the case k = 2 is equivalent to the
construction of §8.
We begin by putting q1,q2 in a convenient form. Divide into the two cases
(a) q1(0) and q2(0) are linearly dependent, and
(b) q1(0) and q2(0) are linearly independent.
It is easy to show from (86) that in case (a) q1,q2 are constant, and the SL
3-fold N of (87) splits as a product Σ×R in C2×C, where Σ is an SL 2-fold in
C2. Thus case (a) is not very interesting, and we shall not consider it further.
In case (b) we may follow the proof of Theorem 8.2 to prove:
Proposition 12.3 Let p0, . . . ,pk and q1,q2 satisfy equations (82)–(86), and
suppose q1(0),q2(0) are linearly independent. Then we may transform the pi,qj
under SU(3) and the symmetries of Proposition 12.2 to p′i,q
′
j, where
q′1(t) = (e
it, ie−it, 0) and q′2(t) = (0, 0, 1).
So let us fix q1(t) = (e
it, ie−it, 0) and q2(t) = (0, 0, 1) for the rest of the
section. Next we rewrite equations (82)–(85) for p0, . . . ,pk. The proof follows
immediately from (12) and the definition of ω.
Proposition 12.4 Set q1(t) = (e
it, ie−it, 0) and q2(t) = (0, 0, 1), and write
pj = (aj , bj , cj) for j = 0, . . . , k, where aj , bj, cj : R → C are differentiable
functions. Then (86) holds, and equations (84) and (85) are equivalent to
da0
dt
= ieitc¯1,
db0
dt
= e−itc¯1,
dc0
dt
= −ieita¯1 − e−itb¯1, (90)
daj
dt
= (j + 1)ieitc¯j+1 + jb¯j for j = 1, . . . , k − 1, (91)
dbj
dt
= (j + 1)e−itc¯j+1 − ja¯j for j = 1, . . . , k − 1, (92)
dcj
dt
= −(j + 1)(ieita¯j+1 + e−itb¯j+1) for j = 1, . . . , k − 1, (93)
dak
dt
= kb¯k,
dbk
dt
= −ka¯k and dck
dt
= 0. (94)
Furthermore, equations (82) and (83) are equivalent to Im ck = 0 and
j Im(e−itaj − ieitbj) + (j − 1) Im cj−1 = 0 for j = 1, . . . , k. (95)
The best way to solve equations (90)–(94) is in reverse order. That is, we
begin by solving (94) for ak, bk, ck. Then we inductively solve equations (91)–
(93) for aj , bj, cj with j = k − 1, k − 2, . . . , 1, treating aj+1, bj+1 and cj+1 as
known. Note that we can combine (91) and (92) to get
d2aj
dt2
+ j2aj = j(j + 1)e
itcj+1 + (j + 1)
d
dt
(
ieitc¯j+1
)
, (96)
which is a linear second-order o.d.e. for aj with prescribed right hand side, and
can be solved by standard techniques. Finally we solve (90) for a0, b0, c0, which
is just a matter of integration. Here are the first four steps in this process.
The general solutions of (94) are easily shown to be
ak(t) = Ake
ikt +Bke
−ikt, bk(t) = iB¯ke
ikt − iA¯ke−ikt
and ck(t) = Ck,
(97)
for constants Ak, Bk, Ck ∈ C. The condition Im ck = 0 gives ImCk = 0. But
applying Proposition 12.2 with a = c = 1, b = d0 = · · · = dk−2 = 0 and
dk−1 = −ReCk shows that we can use the symmetries of the construction to
set ReCk = 0 as well. So let us set Ck = 0.
With these values for ak, bk, ck we can solve equations (91)–(93) for ak−1,
bk−1 and ck−1. We get
ak−1(t) = Ak−1e
i(k−1)t +Bk−1e
−i(k−1)t, (98)
bk−1(t) = iB¯k−1e
i(k−1)t − iA¯k−1e−i(k−1)t, (99)
and ck−1(t) = − kk−1Akei(k−1)t + kk−1 A¯ke−i(k−1)t
− kk+1Bke−i(k+1)t − kk+1 B¯kei(k+1)t + Ck−1,
(100)
for Ak−1, Bk−1, Ck−1 ∈ C, provided k 6= 1. When k = 1 the terms in Ak, A¯k in
(100) are replaced by −2iRe(A1)t. The case j = k of (95) reduces to ImCk−1 =
0, and as above we can use a symmetry involving the variable dk−2 in Proposition
12.2 to set ReCk−1 = 0 too. So fix Ck−1 = 0.
Repeating the same process for ak−2, bk−2 and ck−2, we obtain
ak−2(t) = Ak−2e
i(k−2)t +Bk−2e
−i(k−2)t
+ k2Ake
ikt + k(k−1)2(k+1)Bke
−ikt − (k−1)2(k+1) B¯kei(k+2)t,
(101)
bk−2(t) = i
(
B¯k−2 − kk−2Ak
)
ei(k−2)t − iA¯k−2e−i(k−2)t
− i(k−1)2(k+1)Bke−i(k+2)t + ik(k−1)2(k+1) B¯keikt − ik2 A¯ke−ikt,
(102)
ck−2(t) = −k−1k−2Ak−1ei(k−2)t + k−1k−2 A¯k−1e−i(k−2)t
− k−1k Bk−1e−ikt − k−1k B¯k−1eikt + Ck−2,
(103)
for Ak−2, Bk−2, Ck−2 ∈ C, provided k 6= 2. When k = 2 the terms in Ak−1, A¯k−1
in (103) should be −2iRe(A1)t. Putting j = k − 1 in (95) gives ImCk−2 = 0,
and we can again use symmetry to set ReCk−2 = 0, so we fix Ck−2 = 0.
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There is no term in A¯k in (101), because the A¯k terms on the right hand
side of (96) with j = k− 2 cancel out. If this had not happened, then (101) and
(102) would have included multiples of te±i(k−2)t. This will be significant later,
when we consider periodicity of the functions aj , bj, cj .
Applying the same process for ak−3, bk−3 and ck−3, we obtain
ak−3(t) = Ak−3e
i(k−3)t +Bk−3e
−i(k−3)t + k−12 Ak−1e
i(k−1)t
+ (k−1)(k−2)2k Bk−1e
−i(k−1)t − (k−2)2k B¯k−1ei(k+1)t,
(104)
bk−3(t) = i
(
B¯k−3 − k−1k−3Ak−1
)
ei(k−3)t − iA¯k−3e−i(k−3)t
− i(k−2)2k Bk−1e−i(k+1)t+ i(k−1)(k−2)2k B¯k−1ei(k−1)t− i(k−1)2 A¯k−1e−i(k−1)t,
(105)
ck−3(t) = −k−2k−3Ak−2ei(k−3)t + k−2k−3 A¯k−2e−i(k−3)t
−k−2k−1
(
Bk−2− k22(k−2) A¯k
)
e−i(k−1)t− k−2k−1
(
B¯k−2+
k
2Ak
)
ei(k−1)t
− (k−1)(k−2)2(k+1) Bke−i(k+1)t − (k−1)(k−2)2(k+1) B¯kei(k+1)t+Ck−3,
(106)
for Ak−3, Bk−3, Ck−3 ∈ C, provided k 6= 3. When k = 3 the terms in Ak−2, A¯k−2
in (106) should be −2iRe(A1)t. As above we may fix Ck−3 = 0.
The reader may readily carry on calculating aj , bj, cj for j = k− 4, k− 5, . . .
by this method. The expressions get steadily longer and more complicated, so
we shall stop at this point. In Theorem 12.7 we will give the general form of the
solutions aj , bj , cj for all j, without the constant factors depending on j and k.
As an example, let k = 4. Then equations (97)–(106) give aj , bj , cj for j =
1, 2, 3, 4 in terms of complex constants A1, . . . , A4 and B1, . . . , B4, and we get
a0, b0, c0 by integrating (90). Equation (95) holds for j = 2, 3, 4 by construction.
However, we still have to satisfy (95) for j = 1. This is Im(e−ita1 − ieitb1) = 0,
which simplifies to 2 ImA1 = 0 after substituting in for a1, b1. So A1 ∈ R, and
from Theorem 12.1 we deduce:
Theorem 12.5 Define functions p0, . . . ,p4,q1,q2 : R→ C3 by
p0(t) =
(− 2iA¯2t+A2e2it − 16 (B¯2 − 4A4)e4it
+ 13 (B2 + 2A¯4)e
−2it − 110 B¯4e6it + 320B4e−4it,
2A2t− iA¯2e−2it + i3 (B¯2 − 4A4)e2it
− i6 (B2 + 2A¯4)e−4it − i10B4e−6it + 3i20 B¯4e4it,
− 2iA1t− 12 (B1 − 92 A¯3)e−2it
− 12 (B¯1 + 32A3)e2it − 14B3e−4it − 14 B¯3e4it
)
,
(107)
p1(t) =
(
A1e
it +B1e
−it + 32A3e
3it + 34B3e
−3it − 14 B¯3e5it,
i(B¯1−3A3)eit−iA1e−it− i4B3e−5it+ 3i4 B¯3e3it− 3i2 A¯3e−3it,
− 2A2eit + 2A¯2e−it − 23 (B2 − 4A¯4)e−3it
− 23 (B¯2 + 2A4)e3it − 35B4e−5it − 35 B¯4e5it
)
,
(108)
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p2(t) =
(
A2e
2it +B2e
−2it + 2A4e
4it + 65B4e
−4it − 310 B¯4e6it,
i(B¯2−2A4)e2it−iA¯2e−2it− 3i10B4e−6it+ 6i5 B¯4e4it−2iA¯4e−4it,
− 32A3e2it + 32 A¯3e−2it − 34B3e−4it − 34 B¯3e4it
)
,
(109)
p3(t) =
(
A3e
3it +B3e
−3it, iB¯3e
3it − iA¯3e−3it,
− 43A4e3it + 43 A¯4e−3it − 45B4e−5it − 45 B¯4e5it
)
,
(110)
p4(t) =
(
A4e
4it +B4e
−4it, iB¯4e
4it − iA¯4e−4it, 0
)
, (111)
q1(t) = (e
it, ie−it, 0) and q2(t) = (0, 0, 1), (112)
where A1 ∈ R and A2, A3, A4, B1, . . . , B4 ∈ C. Define a subset N of C3 to be{
p0(t)+xp1(t)+· · ·+x4 p4(t)+y q1(t)+xy q2(t) : x, y, t ∈ R
}
. (113)
Then N is a special Lagrangian 3-fold in C3 wherever it is nonsingular.
The expression (107) for p0(t) could also include three complex constants of
integration, but we have set them to zero for simplicity. For general k > 1, one
can prove the following result.
Theorem 12.6 In the situation above, for each k > 1 there exist solutions
aj , bj, cj to equations (90)–(95) depending on A1 ∈ R, A2, . . . , Ak ∈ C and
B1, . . . , Bk ∈ C, such that
(i) For 1 6 j 6 k, aj is a real linear combination of terms Aj+2le
i(j+2l)t,
Bj+2le
−i(j+2l)t, A¯j+2l+4e
−i(j+2l+2)t and B¯j+2l+2e
i(j+2l+4)t;
(ii) For 1 6 j 6 k, bj is a real linear combination of terms iAj+2l+2e
i(j+2l)t,
iBj+2l+2e
−i(j+2l+4)t, iA¯j+2le
−i(j+2l)t and iB¯j+2le
i(j+2l)t;
(iii) For 1 6 j 6 k, cj is a real linear combination of terms Aj+2l+1e
i(j+2l)t,
Bj+2l+1e
−i(j+2l+2)t, A¯j+2l+1e
−i(j+2l)t and B¯j+2l+1e
i(j+2l+2)t;
(iv) a0 is a real linear combination of terms iA¯2t, A2l+2e
i(2l+2)t, B2l+2e
−i(2l+2)t,
A¯2l+4e
−i(2l+2)t and B¯2l+2e
i(2l+4)t;
(v) b0 is a real linear combination of terms A2t, iA2l+4e
i(2l+2)t, iB2l+2e
−i(2l+4)t,
iA¯2l+2e
−i(2l+2)t and iB¯2l+2e
i(2l+2)t; and
(vi) c0 is a real linear combination of terms iA1t, A2l+3e
i(2l+2)t, B2l+1e
−i(2l+2)t,
A¯2l+3e
−i(2l+2)t and B¯2l+1e
i(2l+2)t.
Here in each case l > 0 is an integer, and we take Aj = Bj = 0 for j > k.
One surprising thing about this theorem is that the solutions contain no
terms like taeibt for a > 0 and b integers, except for the t terms in a0, b0 and c0.
Here is the reason why. Let 1 6 j < k, and suppose by induction that we know
ai, bi, ci for i = j + 1, . . . , k, and that parts (i)–(iii) hold for them. To find aj
we must solve equation (96). By part (iii) above, the right hand side of (96) is
a linear combination of exponentials eint for various integers n.
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The corresponding terms in aj are multiples of e
int if n 6= ±j, but multiples
of teint if n = ±j. Thus for aj to be of the form given in part (i), we need
the right hand side of (96) to contain no multiples of e±ijt. By part (iii), we
expect to get a multiple of A¯j+2e
−ijt. However, this multiple is zero, as we saw
in (101) above, and so aj satisfies (i). It easily follows that bj and cj satisfy (ii)
and (iii), and the inductive step is complete.
12.4 Periodicity
In Theorems 12.5 and 12.6, the only terms which are not periodic in t with
common period 2π are those in A¯2t, A2t and A1t in equation (107) and parts
(iv)–(vi) of Theorem 12.6. So setting A1 = A2 = 0 gives Φ(x, y, t + 2π) =
Φ(x, y, t) for all x, y, t, where Φ is defined in (88).
Furthermore, Theorem 12.6 shows that pj(t+ π) = (−1)jpj(t), and clearly
qj(t+π) = (−1)jqj(t). This gives Φ(x, y, t+π) = Φ(−x,−y, t) for all x, y, t ∈ R.
We may therefore regard Φ as mapping R3/Z → C3, where Z acts on R3 by
(x, y, t)
n7−→ ((−1)nx, (−1)ny, y + nπ), for n ∈ Z.
For k > 3 one can show that Φ is an immersion for generic values of
A3, . . . , Bk. Then N is a nonsingular immersed 3-submanifold diffeomorphic
to R3/Z, or equivalently to S1 × R2. We have proved:
Theorem 12.7 For each k > 3, the construction above with A1 = A2 = 0
gives a family of special Lagrangian 3-folds in C3 depending on A3, . . . , Ak
and B1, . . . , Bk ∈ C, with generic member a closed, nonsingular, immersed
3-submanifold diffeomorphic to S1 × R2.
Here is a parameter count for this family. It depends upon A3, . . . , Ak and
B1, . . . , Bk ∈ C, which is 4k− 4 real parameters. It can be shown that the only
symmetry left to take into account is translation in time, t 7→ t+ c. Subtracting
one for this, the family of distinct SL 3-folds in C3 in Theorem 12.7, up to
automorphisms of C3, has dimension 4k − 5.
Next we discuss the asymptotic behaviour of the SL 3-folds N of Theorem
12.7 near infinity in C3. Suppose for simplicity that Ak and Bk are not both
zero, since if they are we can reduce k to k − 1. Then pk is nonzero for all t,
by (97). It is clear from (88) that Φ(x, y, t) → ∞ in C3 as (x, y) → ∞ in R2.
To describe the asymptotic behaviour at infinity to leading order, we need to
decide which terms in (88) are dominant when x, y are large, and neglect the
other terms.
Obviously, when |x| is large the term xk pk(t) dominates the terms xj pj(t)
for j < k, as pk(t) is always nonzero. Thus the three terms in (88) which may
dominate are xk pk(t), y q1(t) and xy q2(t). Careful thought shows that for
fixed t there are the following four different asymptotic regimes, depending on
the relative sizes of x and y:
(i) x≫ 0, x = O(r1/k), y = O(r(k−1)/k), with Φ(x, y, t) ≈ xk pk(t)+xy q2(t).
(ii) y ≫ 0, x = O(1), y = O(r), with Φ(x, y, t) ≈ y q1(t) + xy q2(t).
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(iii) x≪ 0, x = O(r1/k), y = O(r(k−1)/k), with Φ(x, y, t) ≈ xk pk(t)+xy q2(t).
(iv) y ≪ 0, x = O(1), y = O(r), with Φ(x, y, t) ≈ y q1(t) + xy q2(t).
Here r is the radius function on C3.
These four regimes join onto each other in a cyclic fashion, with the single
dominant term xy q2(t) at the junction, so that for instance the junction between
(i) and (ii) we have x≫ 0, y ≫ 0 and Φ(x, y, t) ≈ xy q2(t). When t varies as well
we can identify (i) with (iii), and (ii) with (iv), since Φ(x, y, t+π) = Φ(−x,−y, t).
So there are only really two kinds of asymptotic behaviour to consider.
Using the expressions above for pk and q2, we find that in case (i) we have
Φ(x, y, t) ≈ (xk(Akeikt +Bke−ikt), xk(iB¯keikt − iA¯ke−ikt), xy),
with x > 0. This sweeps out the special Lagrangian 3-plane
L1 =
〈
(Ak +Bk, iB¯k − iA¯k, 0), (−iAk + iBk, B¯k + A¯k, 0), (0, 0, 1)
〉
R
in C3. Considering t to be a cyclic coordinate with period 2π, we see that
to leading order Φ is a k-fold branched cover of L1, branched along the real
line
〈
(0, 0, 1)
〉
R
.
Similarly, in case (ii) we have
Φ(x, y, t) ≈ (yeit, iye−it, xy),
with y > 0. This sweeps out the special Lagrangian 3-plane
L2 =
〈
(1, i, 0), (i, 1, 0), (0, 0, 1)
〉
R
in C3. As t is cyclic with period 2π this is a 1-1 correspondence, rather than a
branched cover. If Ak = 0 then L1 = L2. We shall assume Ak 6= 0 for simplicity,
though it doesn’t make much difference.
Thus we arrive at the following description of the SL 3-fold N at infinity
in C3. It is weakly asymptotic to the union of two special Lagrangian 3-planes
L1, L2 in C
3, which intersect in the real line
〈
(0, 0, 1)
〉
R
. Along L1 it converges
to a k-fold branched cover, branched along
〈
(0, 0, 1)
〉
R
, so that k points of N
‘converge’ to 1 point of L1 at infinity. Along L2 the convergence is 1-1.
The boundary of N ∼= S1 × R2 at infinity is T 2, whereas the boundary of
L1 ∪L2 at infinity is two copies of S2, intersecting in two points. The T 2 wraps
itself round these two S2, so as to cover the first k times and the second once.
The order of convergence is O(r(k−1)/k), which is rather weak, as it means that
towards infinity N gets further away from L1 ∪ L2 rather than closer.
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