Abstract. This article is dedicated to localization of the principal eigenvalue (PE) of the Stokes operator acting on solenoidal vector fields that vanish outside a large random domain modeling the pore space in a cubic block of porous material with disordered micro-structure. Its main result is an asymptotically deterministic lower bound for the PE of the sum of a low compressibility approximation to the Stokes operator and a small scaled random potential term, which is applied to produce a similar bound for the Stokes PE. The arguments are based on the method proposed by F. Merkl and M. V. Wütrich for localization of the PE of the Schrödinger operator in a similar setting. Some additional work is needed to circumvent the complications arising from the restriction to divergence-free vector fields of the class of test functions in the variational characterization of the Stokes PE.
Introduction
This article deals with localization of the principal eigenvalue (PE) of the Stokes operator acting on solenoidal vector fields over a fine-grained random domain that models the pore space in a large block of a material with disordered micro-structure (e.g., porous rock). Below, the flow domain is
where the closed set S = S(ω) = {x: V (x, ω) = 1} ⊆ R d models the "skeleton" of the porous material, and V is a measurable {0, 1}-valued random field.
The PE S t of the Stokes operator acting on solenoidal velocity fields from the Sobolev space H 1 0 (F t ) admits the following well-known variational characterization in terms of Rayleigh quotients (see [8] , Chapter 1.8): Under natural assumptions about the structure of the flow domain, this PE exhibits essentially deterministic asymptotic behaviour as t → ∞.
Rigorous results on asymptotically deterministic behaviour of the PE of an elliptic operator with random elements originate in the work of A.-S. Sznitman on localization of the PE of the Laplacian under the Dirichlet condition on the boundary of a random domain (see [6, 7] and the bibliography therein).
The method of enlargement of obstacles [7] , used in most earlier publications to derive a lower bound on the PE, compares it with the Dirichlet PE's for subdomains of simpler shape that are compatible with a typical configuration of the random element (see, e.g., [6, 7, 9] ).
Later, Merkl and Wütrich [4] elaborated a new method to localize the PE of the Schrödinger operator with a "scaled" small random non-negative potential term by analyzing feasibility of specific values of the Rayleigh quotient for individual test functions. This article adapts the approach of [4] to flows in porous media.
Lower bound on Stokes PE
To show that the large-volume asymptotic behavior of PE (1.2) is essentially deterministic, it suffices to find for it asymptotically equivalent deterministic upper and lower confidence bounds. This can be done by techniques quite similar to those used for localization of the Laplacian's PE in the same setting.
Yet, the use of divergence-free fields as test functions in (1.2) complicates the construction of a confidence interval for the Stokes PE and makes it less explicit -both unilateral bounds include the constant
3) which 1 can be loosely interpreted as the smallest value that the PE of the Stokes operator can have for domains of unit measure. It is strictly positive and at least as large as the Faber-Krahn bound for the Dirichlet PE of the Laplacian because of the additional restriction on the class of test functions. Constant (1.3) can be approximated ( [10] , Lemma A.1) by its counterparts for the low compressibility approximations to the Stokes operator [8] , Chapter 1.6:
where
, and the vector-valued test functions are from H 1 (R d ). Only the lower confidence bound for PE (1.2) is derived below -the approach of [4] is applied to prove the following theorem of [10] .
d } the complement to the flow region in the unit cube centered at z ∈ Z d . If there exist independent identically distributed random variables ξ z , z ∈ Z d , such that
The matching upper bound
was derived in [10] (for d = 2) and [11] (for d ≥ 3) for a model of porosity where the skeleton consists of isolated components. In this model, the indicator function of the set S in (1.1) satisfies the inequality
, is sufficiently regular, and the binary random variables ε z ∈ {0, 1} are independent and identically distributed, p = P{ε z = 0} = 1 − P{ε z = 1} ∈ (0, 1). Combined, Eqs (1.6) and (1.7) show that conditions (1.5) and (1.8) ensure deterministic asymptotic behaviour of S t for this model of porosity, and it is not affected by translations and rotations of the skeleton.
The bounds (1.6) and (1.7) are, unfortunately, much less explicit then the well-known results on localization of the PE of the Laplacian [7] using the Faber-Krahn inequality.
It is obvious that in definition (1.3) a minimizer, if it exists, cannot be unique because the problem is invariant with respect to translations and rotations. Both calculation of S and characterization of shapes of the sets whose Stokes PE's are close to this constant seem to be open problems. The proof of (1.4) mentioned above does not provide any practical approach to calculating S.
In the proof of Theorem 1.1, information about the possible shapes of sets with small Stokes PE's is relatively unimportant.
By contrast, the main difficulty in the proof of (1.7) lies in showing that a typical configuration of the skeleton allows the existence of divergence-free test functions with bounded support and Rayleigh quotients sufficiently close to S.
For d = 2, the choice of test functions in definition (1.3) can be limited to ones having bounded support ( [10] , Lemma A.4) whatever the configuration of the skeleton. For d ≥ 3, this question remains open, and the derivation of the upper bound in [11] , Lemma 2.1, is more complicated because it exploits the possibility of adjusting a divergence-free test function with low Rayleigh quotient to a given configuration of the flow region whenever this contains a sufficiently large "vacuity" (a connected subset free from inclusions of the skeleton).
Low compressibility approximation to Stokes PE
The restriction of the class of admissible test functions in (1.2) to divergence-free ones precludes the use of some techniques of [4] that employ cutoffs.
To bypass this difficulty, the method of [4] is used to derive the lower bound first for the Dirichlet PE of the auxiliary operator that acts on smooth functions as
It combines a low-compressibility approximation to the Stokes operator ( [8] , Chapter 1.6) with a small potential term that substitutes the random boundary [4] . For a given configuration of skeleton, the Dirichlet PE of operator (1.9) is
where notation is that of (1.4) and the test functions are extended from Q 0 t to all R d by zero. It is obvious from definitions (1.2) and (1.10) that
(1.11)
Technically, the main result of this article is the following theorem on the limit behaviour of PE (1.10) under normalization
(1.12) Theorem 1.2. If condition (1.5) is satisfied, then the normalized PE (1.12) admits the deterministic confidence bounds
where in notation of (1.10)
and the function G(u) = − ln E exp{−uξ 0 } is used to define 
Notation
Points in R d and their coordinates are denoted x = (x j ). The scalar product is x · y = x j y j and |x| = √ x · x is the corresponding norm. One more norm in use is |x| * = max j |x j |, and the corresponding distance from a point to a set is Dist(x, B) = inf{max j |x j − y j |: y ∈ B}. 
The cube (− For a real-valued function ∇ψ = (∇ j ψ) is the gradient and |∇ψ| its norm; by analogy
The divergence is div(φ). Notation of integrals is often abbreviated: G f (x) dx may be reduced to G f or f if the context excludes misunderstanding. P and E denote probability and expectation on the probability space Ω, F , P . Notation of function spaces follows [8] or [1] . 
are the closures of the set of compact-supported smooth scalar and vector valued functions in the norm φ H 1 .
Positive constants are denoted c, c i ,ĉ, etc. No attempt is made to keep track of their numerical values, so the same notation may be used for different quantities depending on the context. Implicit "equalities" similar to c · c = c, c + c = c, etc. mean that the value of a new constant appearing in a calculation is determined by the same parameters as those of the old ones.
The calculations below use some multiplicative inequalities for the Sobolev space
One more tool is a modification of the Poincaré-Friedrichs inequality: if φ is an H 1 function defined on a convex set Q + and
where ρ(Q + ) is the diameter of Q + ; the constant on the right-hand side admits the estimate
} with c(d) that depends on the dimension d alone (see [9] for a proof).
Low compressibility bound on PE

Reduction to smaller boxes
Below the original spatial variable x ∈ Q t is changed to
In the new variables, the eigenvalue problem for operator (1.9) becomes −(∆φ
. Its PE equals the normalized PE of (1.12) and (1.13):
The parameter τ of (2.1), µ of (1.5), and a large odd integer number T = T (t) are used below to define partitions of
The sets
3)
label all blocks that intersect Q t and those where the "solid skeleton" covers a small fraction of volume. If lim t→∞ H 1 (t) ≥ H * , then for large t and z / ∈ E t
This estimate follows from inequality (1.17) with
, and α d * = 2/µ − 1. When E t = ∅ and t is large, inequality (2.4) provides for PE (2.2) the rough lower bound
Proof. By condition (1.5)
µ}. For large t, it follows from (2.4), the inequality of S. N. Bernstein (see [5] , Chapter 3.4), the restrictions on H 1 , and the estimate µ = Eξ z ≤ 1, that T = H 1 /τ > H * / √ 2 and
Since ln #(Q t ) = (1 + o(1))d ln t by (2.3), this implies the relations
Below the size of blocks H 1 (t) satisfies the condition of Lemma 2.1, and L = L(t) is a large natural number. The normalized PE (2.2) is estimated using its counterparts
for the same operator restricted to functions that vanish outside the cubes Q (L)
In Lemma 2.2 the ratioĉ/L 2 can be made arbitrarily small by the choice of L. The random variables λ
Proof of Lemma 2.2. It suffices to derive the estimate of the lemma assuming that E t = ∅ because lim t→∞ P{E t = ∅} = 1. Following [4] , choose a smooth function ζ(x) ∈ [0, 1] such that ζ(x) = 1 for x ∈ Q and ζ(x) = 0 for x / ∈ 14 10 Q,
−1 x − z) and take a function ψ(x) ∈ H 1 0 (Q t ). By the above, the functions ψ z (x) = ζ z (x)ψ(x) satisfy the equalities (notation is that of (1.11))
so simple calculations show that
where z∈Jt |∇ζ z (x)| 2 ≤ c(LH 1 ) −2 because each point of R d belongs to a uniformly bounded number of sets {∇ζ z = 0}.
It follows from (2.5) that λ
Reduction to individual Rayleigh quotients
For the functions that determine the "partial PE" (2.5) used in Lemma 2.2, the norm ∇φ 2 is bounded from above and below by quantities that depend only on L, β, and H 1 .
Lemma 2.3. For large t and z
z− )}, and
Lemma 2.4. If H 1 (t) satisfies the conditions of Lemma 2.1, then for each δ > 0 and t > t * (δ) there exists a finite family of test functions
The value of the constant c is determined by H * , L, α and β. Neither the number of functions #(G δ ) nor c depends on t.
Proof. The change of scale g * (x) = g(H * H 10 LH * Q that is independent of t. It is easily seen that |λ
) and the constant c 1 (H * , L, β, α) is independent of t. 
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Let n(x) ≥ 0 be a C ∞ -smooth kernel such that n(x) dx = 1 and n(x) = 0 for |x| ≥ 1. For functions
and small δ > 0, the convolutions φ δ (x) = φ * (x + δy)n(y) dy vanish outside
by (2.5) and (2.6). It follows from well-known estimates for convolutions that φ δ 2 ≤ φ * 2 and
Since 0 ≤ V t ≤ 1, the above formula implies that for each φ ∈ Φ (L) 0
where c i are positive constants. It is immediate that for small δ > 0
For each fixed δ > 0, the function φ δ and all its derivatives are uniformly bounded by quantities proportional to φ 2 . Hence the unit ball in 
where the set G δ and its cardinality #(G δ ) are described in Lemma 2.4, and q
Proof. If E t = ∅, then the estimate of Lemma 2.2 holds true, and p = lim t→∞ P{λ(t, α, β) < w} satisfies the inequality
have the same distribution. The desired estimate follows from Lemma 2.4:
2 ) < w * + cδ}.
Feasibility of low individual Rayleigh quotients
Rarity of small values of potential term
The large deviation techniques used below are exposed in [5] , Chapter 8. Consider the averages f z = τ
, while the Hölder inequality and the classical multiplicative inequalities for Sobolev spaces (see [3] , Chapter II.2) imply the estimates
By condition (1.5) ξ z ≤ V t z ≤ 1, which leads to the inequalities
where the random variables X z are independent. Summing them and applying the Cauchy inequality results in the estimate
Forx(t) = x(t) + c 1 τ ∇φ 2 φ 2 , this implies the inequality
In notation of Theorem 1.2, the exponential moments of random variables of (2.8) are expressed through G z (h) = − ln Ee −hXz = G(h |φ| 2 z ) and
The functional G t (h; φ) is essentially a majorant for − ln E exp{−h V 1/2 t φ 2 2 }. Denote by X z independent random variables whose distributions are obtained from those of X z by the Cramér transform:
The expectation of X z is E X z = G ′ z (h) (here and below prime stands for d/dh), and its variance satisfies the inequality
The standard inversion formula for the Cramér transform yields the equality
where 1 A is the indicator of the event
Lemma 2.6. Let h > 0 be a fixed positive number and
Proof. For large t, the assumptions of the lemma guarantee thatx(t) − G ′ (h) < 0 in (2.9), so by (2.13)
Indeed, the expectation in (2.13) does not exceed one because Ξ 0 ≤ 0 over the domain of integration in (2.13).
The following technical lemma presents the estimate of Lemma 2.6 in a more tractable form (see the proof in Appendix A). 
Feasible values of individual Rayleigh quotients
The typical values of the ratio φ
are characterized by functional (1.15). To simplify calculations it is assumed that φ 2 = 1 unless stated otherwise. Notation is that of (1.6) .
The function G(h) of (1.14) is non-negative, non-decreasing, concave, and bounded. By its definition e −G(u) ≡ E exp{−uξ 0 }, and it follows from (1.5) that p ≤ E exp{−uξ 0 } ≤ 1 for all u > 0, so 0 = G(0) ≤ G(u) ≤ ν. Its derivatives can be expressed in terms of expectations (see (2.11) and (2.12)), and Lebesgue's theorem provides the limits as h → ∞:
The function Γ (h; φ) of (1.14) is well defined and has derivatives
because by the above G has bounded derivative, so both G(h|φ| 2 ) and |φ| 2 G ′ (h|φ| 2 ) are integrable. The second derivative exists for h > 0 because |φ|
, by the estimate for G ′′ following (2.14). It is easily seen that 
If 0 < D < D ∞ , then there exists h > 0 such that (2.18) holds with δ = ε = 0.
Proof. If D < D ∞ , the function in (1.15) attains maximum at a single point. Indeed, its derivative can be represented in the form
Clearly, U (0) = D > 0 and lim h→∞ U (h) = D − D ∞ < 0 (see (2.15) and (2.17)). For h > 0 the derivative U ′ (h) = hΓ ′′ (h) is strictly negative, so by the implicit function theorem the equation
defines a unique strictly increasing function h(D). This point is the required maximum and by the above
Relations (2.18) are obviously true for h = h(D) with δ = ε = 0. By (2.16) and (2.17)
Hence it suffices to take a large enough value of h > 0 to satisfy (2.18).
. Later it will be essential that Σ α,β (d) = C α,β (see (1.13)).
The probabilities of the lemma are zero for w < 0 or ε > Σ α,β (D).
Proof of Lemma 2.9. By Lemma 2.8 there exists h > 0 such that 
Proof of Theorem 1.2
Choose a partition of R d into blocks of size H 1 (t) satisfying the conditions of Lemma 2.1. Apply Lemmas 2.2 and 2.5 with w = C α,β − 2ε selecting L and δ so that in notation of the latter lemma
where q
2 ) < w 0 } and for large t
By the construction lim t→∞ (ln t)
by the estimate for w 0 and Lemma 2.9 (with D = d and Σ α,β (d) = C α,β ), it follows that lim t→∞ P{λ(t, α, β) < w} = 0.
Low compressibility bound: case of large β
The bulk of this section is occupied by the proof of the following lemma. Theorem 1.1 is derived from it at the end of the section.
Lemma 3.1. Consider C α,β defined in (1.13) and C α of (1.4). Under the conditions of Theorem 1.1
Proof. The argument below makes use of scaling properties of the analogues of PE's (1.4) for domains of arbitrary positive measure:
For this reason definition (1.13) and (3.1) imply the inequality
Thus, the test functions that determine the value of C β,α are, for each β > 0, in the set
To prove Lemma 3.1, it suffices to show that the value of lim β→∞ C β,α is determined by test functions satisfying condition G(φ; d) = 0. To do so, set (3.3) is divided, for each β, into a few subsets defined using a small number δ > 0 and a function ε(β) > 0 such that ε(β) ց 0 and βε(β) ր ∞ as β → ∞. Below φ ε (x) = min{|φ(x)|, ε 1/2 (β)} and
The elimination of irrelevant test functions is based on properties of G and Γ summarized in (2.14)-(2.17).
. It follows from (1.13), (1.15) and (3.2) that for large β the exclusion of test functions from Φ 0 \ Ψ 1 (β) does not influence the value of C β,α because of the uniform lower bound
2 )ν and take h(β) = uε −1 (β) to see that
Thus, also test functions from Ψ 1 \ Ψ 2 can be excluded when the infimum in (1.13) is calculated for large β because for them
(c) By (3.2) and (3.3) it suffices to show that there exist functions κ * (δ) > 0 and B(κ) such that lim δ→0+ κ * (δ) = 0 and for β > B(κ * (δ))
In the proof of (3.6) the Rayleigh quotient of a function φ ∈ Ψ 0 (β) is compared with that of ζ U φ. The special cutoff function ζ U , constructed individually for each test function φ, vanishes outside the set U whose measure does not significantly exceed d/ν, so
2 cannot be much smaller than s * of (3.2) and (3.3).
The construction 2 of U and ζ U is described in detail in Appendix B. For a test function φ ∈ Ψ 0 it is based on the set
The set U = U (φ) (see (B.4)) results from approximation of E by a finite union of cubes
The parameters used in the construction of U and ζ U are functions of the number δ > 0 in definition (3.5) such that as δ → 0 
and |U | ≤ (1 + c 4 γ)|E| ≤ (1 + c 4 γ)(d + δ)/ν. Combined, these inequalities yield the estimate In the latter estimate, φ ε 2 2 ≤ εν −1 (d + δ) converges to zero uniformly on Ψ 0 as β → ∞, while the quantities γ −1 H 2 k0 and ε 1 , which do not depend on β, can be made arbitrarily small if T = T (δ) is chosen large enough. Thus, given δ, one can select T = T (δ) so that (3.9) guarantees the estimate Proof of Theorem 1.1. By Lemma 3.1 lim β→0+ C α,β = C α . Combined with (1.11) and (1.4), this fact allows one to conclude that for each ε > 0 and sufficiently small values of α = α(ε) and β = β(ε). where the constant c does not depend on the shape of the set Ψ k0 . All blocks C k0 z where the gradient ∇ζ U does not vanish identically are non-empty.
It is proved in [11] that there exist constants c i > 0 (independent of α > 0), such that for K α of (1.11), γm 
The proof is based on the fact that in each non-empty block C In this case, the selection of "empty" blocks is based on set (3.7). This set and parameters (3.8) of its block approximation are determined by the choice of a test function φ = φ ε with specified properties (see (3.4) , (3.6), (3.9)). The existence of empty blocks at level K * (of size h * < γ/2) used in the construction is guaranteed by definition (3.3). Indeed, for a "non-empty" block C
