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Abstract
A path-planning problem is considered in the presence of moving polygonal obstacles in three
dimensions. A particle is to be moved from a given initial position to a destination position
amidst polygonal disjoint barriers moving along known linear trajectories. The particle can move
in any direction in space with a single constraint that it cannot move faster than a given speed
bound. All obstacles are slowly moving, i.e., their speeds are strictly slower than the maximum
speed of the particle. The destination point is also permitted to move along a known trajectory
and is assumed to be collision-free at all times. Three properties are stated and proved for a
time-minimal path amidst moving polygonal barriers. A few extensions are considered, including
piecewise linear motions of the obstacles. c© 2002 Published by Elsevier Science B.V.
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1. Introduction
The problem of 6nding a shortest path among obstacles has been a topic of interest in
robotics, machine intelligence, and computational geometry. [1, 8, 10, 11]. In this paper,
we consider the problem of 6nding a time-minimal path amidst moving polygonal
barriers in three dimensions for a particle which can move freely in space. Solving our
problem draws on some techniques used in 6nding a shortest path amidst stationary
polyhedral obstacles. For the case of stationary polyhedra in three dimensions, a shortest
path that avoids passing through the interiors of the obstacles is known to have the
following three properties [17].
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1. A shortest path  from X to Y is a serial chain of line segments (i.e.,  is a
polygonal arc) that bends at internal points of edges or at nonconvex vertices of the
polyhedral obstacles. In other words,  can be represented as a sequence of one or
more line segments =(0; 1; : : : ; p) such that each i is a line segment PiPi+1,
where P0 =X and Pp+1 =Y . Each Pi (i=1; : : : ; p) is either an internal point of an
obstacle edge or a nonconvex vertex of an obstacle.
2. Suppose that a shortest path  passes through an internal point of an obstacle edge e.
The path  enters and leaves e at equal angles.
3. If  is a shortest path from X to Y that passes through interior points of a given
sequence of edges 
=(
1; 
2; : : : ; 
p), then  is the unique shortest path from X to
Y that is constrained to pass through 
 in this order.
The problem of 6nding a shortest path amidst polyhedra can be solved by decom-
posing it into two subproblems: (i) given a sequence of edges, 6nd a shortest path that
is constrained to pass through the edge sequence, and (ii) determine the sequence of
edges and nonconvex vertices through which a shortest path passes. Both problems are
known to be computationally hard to solve exactly. Fastest algorithms known so far
solve subproblem (i) in singly exponential time [2, 18] and subproblem (ii) is known
to be NP-hard [2]. Subproblem (ii) can be solved simply by examining all possible
permutations of sequences of edges and vertices, and compute the length of a shortest
path constrained to pass through each of these sequences.
For subproblem (i), two methods (i.e., numerical and algebraic) are possible to
obtain a shortest path by making use of the above three properties. The numerical
method for subproblem (i) begins with an arbitrary polygonal path passing through
a given sequence of edges. Then, the path is iteratively shortened by picking one
of the contact points that does not satisfy the second property regarding equal entry
and exit angles and replacing it by another point on the same edge that satis6es the
property. Since the path is strictly shortened after each iteration, the iterative process
will converge to the desired shortest path due to the third property on uniqueness.
The algebraic computation gives an exact shortest path as a solution of a system
of n equations with respect to n contact points at the given edges. Sharir and Schorr
[17] show that it takes doubly exponential time to solve the system by elimination in
the number of edges of the input polyhedra in the environment. This complexity has
been improved to a singly exponential time by using more eDcient reduction of the
system [2, 18]. When all polyhedra are convex, shortest paths never bend at vertices
of the obstacles. Besides the general case, the above three properties have been used
as the key to many shortest path problems including the case that the number of input
polyhedra is bounded [17], the case that polyhedral obstacles are all vertical [6], and
geodetic shortest path problems [12, 13]. Papadimitriou [15] shows an approximation
method to compute a shortest path in three dimensions.
Regarding motion planning in the presence of moving obstacles, various approaches
have been taken especially for two-dimensional cases. Some approaches use space-time
[7, 3, 19], while others are based on some form of graph search [5, 9, 14]. From a the-
oretical viewpoint, Reif and Sharir [16] have established that the problem is PSPACE-
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hard in the presence of rotating obstacles in 3-space. They also consider the minimum-
time asteroid avoidance problem in one-, two-, and three-dimensional cases, in which
the obstacles have linear motions. In particular, they have shown the decision prob-
lem for the minimum-time asteroid avoidance problem in 3-D is solvable in O(2n
O(1)
)
time, where n is the number of vertices in the convex polyhedral obstacles. However,
properties of minimum-time paths such as above have not been known for the case of
moving obstacles.
In this paper, we consider a particular case of the minimum-time 3D asteroid avoid-
ance problem in which the obstacles are polygonal barriers that have linear motions
and the particle to be moved from the initial location to its destination location has
a speed bound which is greater than the speeds of the moving obstacles. We demo-
nstrate that in this case, minimum-time paths have a certain geometrical structure that
is quite analogous to the structure of a shortest path amidst stationary obstacles in 3D.
Speci6cally, we generalize the three basic properties for shortest paths described above
to minimum-time paths amidst slowly moving obstacles which may be exploited to
construct an actual path. The properties are described by using the concept of accessi-
bility, which has been used to solve a few path planning problems amidst time-varying
obstacles in two dimensions [4, 5]. We also extend the properties so as to permit more
general types of obstacle motions. For example, when the obstacles have piecewise
linear motions, minimum-time paths may bend at a point internal to an obstacle face.
Such a path is also to be characterized by using the accessibility concept.
The rest of the paper is organized as follows. In Section 2, we state the goal of
this paper. In Section 3, we consider the path planning problem in detail. Section 4
contains some generalizations and Section 5 concludes the paper.
2. Statement of the problem
The goal of the paper is to establish that a time-minimal path among a set of slowly
moving polygonal obstacles in three dimensions exhibits the following three properties
that are analogous to the above three properties for shortest paths. To simplify our
discussions, we assume all obstacles are convex polygons.
Property 1. A time-minimal path  from X to Y consists of a serial chain of straight
path segments that bends at internal points on obstacle edges. Path  is traversed at
the maximum speed of the particle throughout  from X to Y . In other words,  can
be represented as a sequence of one or more path segments =(0; 1; : : : ; p) such
that each i is a straight line path from Pi to Pi+1 traversed at the particle’s top speed,
where P0 =X and Pp+1 =Y . For each i=1; : : : ; p, Pi is coincident with an internal
point on an obstacle edge.
Property 2. Suppose that a time-minimal path  passes through an internal point of an
obstacle edge ei. The path  enters and leaves the boundary segment of the collision
front generated by ei at equal angles.
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Property 3. If =(0; 1; : : : ; p) is a time-minimal path from X to Y starting X
at time t0 that passes through interior points of a given sequence of moving edges
e=(e1; e2; : : : ; ep), then  is the unique time-minimal path from X to Y starting X at
time t0 that is constrained to pass through e in this order.
The concept of a collision front in Property 2 is de6ned in Section 3. Roughly
speaking, it corresponds to the region in 3-space that cannot be penetrated by the
particle when in motion. In the following discussion, we consider only the case that
every obstacle is a convex polygon which we call as a face. In Section 4, the properties
are generalized to characterize minimum-time paths amidst obstacles with piecewise
linear motions by using accessibility and collision fronts.
3. Paths in 3-dimensional space
We 6rst de6ne a few terms used to describe the environment and paths in three
dimensions. A face movement is de6ned as a tuple (F; dF ; vF) that represents the
motion of a face F moving in direction dF at speed vF . An edge movement is de6ned
for an edge by a tuple (E; dE; vE) in a similar manner. Now, let us de6ne the concepts
of accessibility and collision front in three dimensions.
Accessibility. Consider a set of face movements M = {M1; M2; : : : ; Mn} and G, the
destination point. Let R be a particle located initially at O at time t0. Suppose that R
starts moving at time t0 at a speed v. After R starts moving, it is moved in a 6xed
direction at constant speed v. A point V (V is either the destination point or a point
on a face) is said to be accessible at X from O, if there exists a direction of the
motion of R such that R meets V without being intercepted by any other movement.
The meeting point X is called an accessible point of V and the meeting time is called
the accessible time of X and denoted by t(X ).
Collision front. Consider an environment that contains only one face movement, say
(F; dL; vF). Let O be as de6ned above. The set of accessible points from O correspond-
ing to all points in F forms a curved surface. We call this surface the collision front
due to F generated about O (with respect to the particle’s staring time and speed).
When there is more than one face in the environment, there will be more than one
collision front and it is possible that only some portion of the faces is accessible. Figs.
1–3 contain some examples of three-dimensional collision fronts for a single moving
face.
Proposition 1. A three-dimensional collision front for a slowly moving face is a por-
tion of either a hyperboloid; cone; or plane. For the case of hyperboloid; the start
point is on the axis of the hyperboloid. For the case of a cone; the start point coin-
cides with its vertex.
Proof. Without loss of generality, we consider a face F that is always parallel to the
x–y plane as it moves. Let vF and v be the speeds of F and the particle, respectively.
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Fig. 1. The case of a hyperboloid (for a receding face).
Fig. 2. The case of a cone.
Fig. 3. The case of a plane.
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Let O denote the start location of the particle. Let  be the plane that moves vertically
(in the direction of the z-axis) at the speed equal to the z-component of vF . Hence, 
always contains F as it moves. Let u denote the z-component of vF . Let  coincide
with z= a (a¿0) at the start time.
We 6rst classify the motion of a moving face into the following four types. A face
F is called (i) receding when  moves away from O after the start time (i.e., a¿0
and u¿0), (ii) proceeding when  moves toward O after the start time (i.e., a¿0
and u¡0), (iii) coplanar when  is coplanar with O (i.e., a=0), and (iv) degenerate
when the direction of the motion of  is coplanar with  (i.e., u=0). The case that 
is stationary are treated as type (iv) for convenience.
We now show the proposition for these cases. We consider the set of accessible
points corresponding to all points on .
Case 1: Receding face.
Suppose that a point P at (x; y; a) on  at the start time (time 0) is accessible from






x2 + y2 + z2
v
: (1)
The above equation de6nes a quadratic relationship over x, y and z. Considering
v¿vF¿u, the collision front of plane  is one side of a hyperboloid with two sheets.
It is easy to see that the collision front due to F is the intersection of the hyperboloid
and the trajectory of F ; thus the collision front of F is a portion of the hyperboloid.
Case 2: Proceeding face.
By using the same argument as above with the diKerence that the value of u is
negative, we can see that the collision front is a portion of the other sheet of the
hyperboloid de6ned by Eq. (1).
Case 3: Coplanar face.
When a=0, i.e., F is coplanar with O, the set of accessible points corresponding
to all points on  forms a cone (Fig. 2). This can be seen by just letting a to be 0
in Eq. (1). Therefore, the collision front due to F is a portion of a cone whose vertex
coincides with O.
Case 4: Degenerate face.
When u=0, it is simple to see that the collision front due to F is a subset of plane
 (Fig. 3).
The set of accessible points corresponding to all points in a boundary edge of a
face is called the boundary segment of the collision front generated by the moving
edge. The following proposition regarding the shape of a boundary segment is simple
to con6rm.
Proposition 2. A boundary segment of a collision front is a portion of either a
hyperbola; a parabola; or a line.
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Fig. 4. Illustration for Proposition 3.
Proof. Note that a boundary segment is a conic section.
Now that the collision front has been characterized, we show the three proper-
ties for a time-minimal path. Property 1, which is most complicated to establish, is
proved by using Propositions 3–5. Properties 2 and 3 are proved by using Proposi-
tions 6 and 7, respectively. From now on, let vmax denote the maximum speed of the
particle.
Proposition 3. Given a set of face movements M and a destination point G; suppose
that particle R and an internal point on edge E are at location X at time t1. Let FE
be the face that is incident on E. Let ME be the movements of FE . If there exists
a path; say ; starting from X at time t1 and terminating at G at time t2 (¿t1)
in M−ME; then there exists a path; say ′ in M; starting from X at time t1 and
terminating at G at time t2.
Proof. If path  does not collide with ME , then we can use  as ′. Otherwise, let K
be the last point at which  intersects with ME . We can construct ′ as follows. The
initial segment of path ′ is from X to K such that the particle moving from X to K
is always coincident with fact FE . (See Fig. 4.) The remaining part of ′ is identical
to that of . Clearly, path ′ is collision-free and arrives at G at time t2. In this case,
the speed along the path segment between X and K is slower than vmax.
For the proof of Propositions 4 and 5, we divide all paths from O to G into the
following two groups.
Group 1. Paths that start with a segment traversed at speed vmax in a constant
direction through a point on a boundary of some collision front generated at O. The
motion after passing the initial segment is arbitrary but must eventually reach G.
Group 2. The other paths.
Proposition 4. Suppose that G is not accessible from O. Let 2 be a collision-free
motion from O to G. Let 2 be in Group 2. There exists a collision-free motion from
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Fig. 5. Illustration for Proposition 4.
O to G in Group 1; say 1; that is identical to 2 starting at some point J . The
speed along some portion of 1 before J is less than vmax.
Proof. We 6rst divide the space into two regions by two types of curved surfaces,
that is, (type i) curved surface spanned by O and each of the boundary segments of a
collision front and (type ii) the curved surface generated by the prairie 6re from the
boundary segments of a collision front.
Fig. 5 contains an example for the case of a receding face. Let surface V1V2V3V4
be the collision front of a certain face generated about O. Let li be the ray emanating
from Vi into direction OVi. The open-ended surface bounded by li, ViVi+1, and li+1 is
of type i. A type ii surface is generated as follows. We start 6re from the boundaries
of the collision front toward the interior of the face in motion. The 6re starting from
point P begins spreading starting at time t(P), i.e., the accessible time of P. The 6re
is spread inward at a speed v′ that is in6nitesimally smaller than vmax while burning
the face. Note that this motion of the 6re is always possible since we can choose v′ to
be greater than the speed of any face. The set of points on the face burned by the 6re
forms a curved surface. When a point is burned more than once (at diKerent times),
we only retain the point that is burned for the 6rst time. In Fig. 5, curved surface
V1V2V3V4M is generated in this fashion. (The 6re may not always meet at a point as
in Fig. 5.) By the two types of curved surfaces, the space is divided into two regions
called R1 (the one that contains O) and R2 (the complement of R1).
Since the destination position G is not accessible from O, there are three manners
in which G can be reached by path 2.
1. Path 2 reaches G in region R2 by entering region R2 by crossing a type i surface.
2. Path 2 reaches G in region R2 by entering region R2 by crossing a type ii surface.
3. Path 2 reaches G in region R1 after G has moved from region R2 to region R1.
K. Fujimura / Theoretical Computer Science 270 (2002) 421–440 429
Let us consider case 1 for an environment containing just a single receding face,
say f. Let X be the entry point. If the particle is directed from O to X by a straight-line
motion at speed vmax, then the particle can arrive at X earlier than 2. This indicates
that we can construct 1 as follows. The particle is directed at a certain point P on the
collision front boundary by a straight-line motion at speed vmax. From P, the particle
is aimed at the particle moving along path 2 at a speed vmax − $ (where $ is a small
amount) so that the particle on path 1 and the particle on path 2 will meet at some
point J (Fig. 5a). We consider such motions through all points on the collision front
boundary. Of all such paths, let 1 be the one that meets the particle on 2 earliest.
For path 1 de6ned as such, the part PJ can be shown to be collision-free.
Assume to the contrary that part PJ is not collision-free. Then, path PJ must be
intercepted by some obstacle at location M ′ between P and J . Let Q denote the point
on a type i surface from which such an obstacle emerges. Let P′ be the intersec-
tion between OQ and the collision front boundary. Since |P′M |¡|P′Q| + |QM |, the
particle departing from P′ can certainly arrive at M ′ earlier than the intercepting ob-
stacle. This implies that the path departing from P′ can catch the particle on 2 earlier
than the particle on 1 does. This contradicts our assumption that 1 is the 6rst to
do so.
Now we consider case 2. Let X be the point of entry as above (Fig. 5b). As in the
case above, we consider the set of particle paths with the following characteristic: the
particle moves from O straight to a point, say P, on the collision front boundary at
vmax and turns to rejoin 2 by a straight-line motion at speed vmax − $. We designate
1 to be the one that rejoins 2 earliest of all such paths. Path 1 de6ned as such can
be shown to be collision-free, noting that 2 can pass through X only after face f
has gone through X . Case 3 can be proved in a similar manner whether G enters into
region R1 through a type i surface or a type ii surface.
The proofs for the cases of proceeding obstacles, degenerate obstacles, and multiple
collision fronts are quite analogous to the proof for receding obstacles. For detailed
steps, we refer the reader to the proof of Proposition 3 in [5], where a similar propo-
sition for two-dimensional cases has been proved in detail. Although the proposition
in the present paper addresses a more complex case due to three-dimensional collision
fronts, the patterns of the proof are quite analogous.
Proposition 5. For an environment that contains a set of slowly moving faces; a time-
minimal path  from X to Y consists of a serial chain of straight path segments. The
particle keeps moving at vmax along the time-minimal path and changes the direction
of its motion at internal points on edges.
Proof. This proposition is to establish Property 1 described earlier in this section.
We show the proposition by induction on n, the number of face movements in the
environment. For n = 0, the proposition clearly holds since a path is time-minimal
when it connects O and G by a straight-line path. Now we assume that the proposition
holds for n = k¿0. We have the following observations for the case n = k + 1:
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Observation 1. Suppose that R is coincident with a point, say P, on one of the ob-
stacles. Then a time-minimal path from P to Y satis6es Property 1 described earlier.
Observation 2. For any path in Group 2, a faster path in Group 1 exists.
Proof of Observation 1. Let FP be the face that is incident on the point P, and let
MP be the face movement of FP . We remove MP from the environment, resulting in a
set of faces movements with a total number of face movements one less than before.
By the induction hypothesis, a time-minimal path exists from P to G that satis6es
Property 1. Indeed, this path can be shown to be collision-free also in M . Assume to the
contrary that path  is not collision-free. Then, by using Proposition 3, a time-minimal
collision-free path can be constructed. However, as noted in the proof of Proposition 3,
this path contains a path segment traversed at a speed less than vmax. Thus, the path
is not time-minimal by the induction hypothesis, which is a contradiction. Thus, path
 is collision-free in M .
Proof of Observation 2. Assume that there exists a motion  in Group 2. Using
Proposition 4, it can be shown that there exists a motion ' in Group 1 that moves
from O to a point on one of the boundary segments generated about O and turns to
rejoin motion  with a speed less than vmax. Motion ' is not time-minimal, since it
contains a path segment traversed at a speed less than vmax. This implies that there
exists a Group 1 motion that arrives at the destination point earlier than motion .
From Observation 1, a time-minimal path exists from P to Y that satis6es Property 1.
From the second observation, a time-minimal path from X to Y must have as its initial
path segment a straight-line path from X to some boundary point of a collision front
generated at X . Combining the two observations, we conclude that a time-minimal path
from X to Y satis6es Property 1.
Proposition 6. Suppose that a time-minimal motion  passes through an internal
point P of an edge ei. Motion  enters and leaves the boundary segment generated
by ei at equal angles.
Proof. Let i−1 = AP and i = PB be incoming and outgoing path segments at P,
respectively. Let 
 denote the boundary segment generated by e about A (Fig. 6). As a
consequence of Proposition 5, if a path contains a portion that is traversed at a speed
less than vmax, then the path is not time-minimal. This implies that path APB must
also be the shortest of all the paths from A to B that are constrained to pass through
a point on 
.
Let c denote the length of the shortest path APB. Consider the set of points {X | |AX |+
|BX | = c}. This de6nes an ellipsoid whose foci are A and B. This ellipsoid must be
tangent to 
 at P; for otherwise APB would not be the shortest. Noting that any tan-
gent to an ellipsoid makes equal angles with the lines joining the foci to the point of
tangency, AP and BP make equal angles with 
, which proves the proposition.
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Fig. 6. Illustration for Proposition 6.
Proposition 7. If  = (0; 1; : : : ; p) is a time-minimal path from X to Y starting
X at time t0 that passes through internal points of a sequence of moving edges
e=(e1; e2; : : : ; ep); then  is the unique time-minimal path from X to Y starting X at
time t0 that is constrained to pass through e in this order.
Proof. Suppose that there exist two time-minimal paths  and ′ from X to Y both
starting X at the same time. Without loss of generality, we assume that X is the
6rst point that paths  and ′ start diverging and that Y is the 6rst point after X
at which  and ′ converge. We show that there exists a path * from X to Y
passing through the edge sequence e that starts and terminates exactly at the same
time as  and ′ and that contains a path segment traversed at a speed strictly less
than vmax.
Let =(u0; u1; : : : ; up) and ′=(C0; C1; : : : ; Cp) be the two time-minimal paths from
X to Y that pass through the given sequence of edges e. Here, ui and Ci (i=0; : : : ; p)
represent the vector from Ui to Ui+1 and the vector from Vi and Vi+1, respectively,
where U0 =V0 =X and Up+1 =Vp+1 =Y . (See Fig. 7). Motion * is constructed in
such a way that the point moving along * passes through internal points of each
of UiVi, say Wi; (i=1; : : : ; p) exactly the same time as some point on edge ei
passes through Wi. In the following, we let W0 =X and Wp+1 =Y for
convenience.
We de6ne such a motion * by the following construction. Let a sequence of straight
motion segments (w0;w1; : : : ;wp) represent motion *, where vector wi is from Wi to
Wi+1 (i=0; : : : ; p). Let T (Ui), T (Vi), and T (Wi) be the times at which paths , ′,
and * pass through Ui, Vi, and Wi, respectively, for i=0; : : : ; p + 1. The location of
Wi is de6ned as
Wi = mUi + nVi (2)
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Fig. 7. Illustration for Proposition 7.
and the time at which path * passes Wi is de6ned as follows:
T (Wi)=m · T (Ui) + n · T (Vi); (3)
where m and n are some positive constants satisfying m+ n=1.
Clearly, the particle moving along path * as de6ned by (2) and (3) passes Wi exactly
at the same time as some point on edge ei passes Wi. Recall that ei moves linearly at
a constant speed. In other words, path * passes through the edge sequence e.
Now we must show that speeds along * are indeed equal or less than vmax. Since
motions  and ′ are traversed at speed vmax, the following hold for i=0; : : : ; p.
|ui| = vmax(T (Ui+1)− T (Ui)); (4)
|Ci| = vmax(T (Vi+1)− T (Vi)): (5)
From Eq. (2), we have
wi =Wi+1 −Wi
= (mUi+1 + nUi+1)− (mUi + nUi)
=mui + nCi (i = 0; : : : ; p): (6)
Similarly, from Eq. (3), we have
T (Wi+1)− T (Wi) =m(T (Ui+1)− T (Ui)) + n(T (Vi+1)− T (Vi))
(i = 0; : : : ; p): (7)
Using Eqs. (4)–(7), the speed along wi is given by
vwi =
|wi|
T (Wi+1)− T (Wi)
=
|mui + nCi|
T (Wi+1)− T (Wi)
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6
m|ui|+ n|Ci|
T (Wi+1)− T (Wi)
=
m · vmax(T (Ui+1)− T (Ui)) + n · vmax(T (Vi+1)− T (Vi))
m(T (Ui+1)− T (Ui)) + n(T (Vi+1)− T (Vi))
= vmax (i = 0; : : : ; p): (8)
Equality holds when ui and Ci are parallel to each other. Thus, the 6rst segment of
path * is traversed by a speed strictly less than vmax. As a result of Proposition 5,
a time-minimal path does not contain a portion along which the particle moves at a
speed less than vmax. Thus, path * is not time-minimal. This implies that neither path
 nor path ′, which arrives at Y at the same time as *, is time-minimal, which is a
contradiction.
From the characterization of the collision front in Proposition 1, corners of the
collision front of a convex polygonal face are all convex. Thus, time-minimal paths do
not pass through corners of the convex obstacles. For concave obstacles, it is possible
that a time-minimal path passes through nonconvex corners of the obstacles. At this
point, let us summarize the results obtained so far in the following theorem.
Theorem 1. Time-minimal paths amidst slowly moving polygonal barriers satisfy
Properties 1–3.
Making use of the three properties, a time-minimal path can be determined in the
presence of a set of slowly moving polygonal obstacles. As in the case of stationary
obstacles, an exact solution can be obtained as a solution of a system of algebraic
equations with n variables with respect to the positions of contact points at the edges.
Practically, however, a graph search technique may be used to 6nd a suboptimal path
using discrete points de6ned along each obstacle edge. During path search, certain
paths that do not satisfy Property 2 within a certain margin may be pruned.
4. Extensions
We have so far assumed that the obstacles have translational motions in space. In
this section, we consider a few extensions to the above characterization of time-minimal
paths for more general cases.
4.1. Expanding and shrinking obstacles
Suppose that each face is permitted to change its size while staying on a plane.
We call such an obstacle expanding when the size becomes bigger as in Fig. 8a or
shrinking when the size becomes smaller. The above three properties hold also for
expanding and shrinking obstacles. It is simple to con6rm that each of the propositions
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Fig. 8. Expanding and shrinking obstacles.
used to prove the properties also holds for expanding and shrinking obstacles. Indeed,
a closer look at the propositions reveals that for the case of expanding obstacles, the
speeds of expansions do not have to be less than vmax for the properties to hold. How-
ever, for shrinking obstacles, Proposition 8 is no longer true as indicated in Fig. 8b.
When the face shrinks faster than vmax, then there can be a ‘cleavage’ between the
face the frontier of the prairie 6re. If path 2 enters into region R2 through such a
cleavage, then it may be no longer possible to generate a path 1 to catch up with
path 1.
4.2. Piecewise linear motions of the obstacles
The concept of a collision front can naturally be extended to the case of piecewise
linear motions of the obstacle. A face can have a number of translational movements
in sequence. Thus, the collision front for a face may consists of connected pieces of
collision fronts each of which is generated by some translational movement. Note that
the boundary of a collision front may correspond to internal points of a face. Such an
example is shown in Fig. 9, where a face F moves toward the right (Fig. 9a) until
it overlaps the dotted circle after which it moves in the opposite direction (Fig. 9b).
The collision fronts generated by the 6rst and second movements are depicted in bold
in Figs. 9a and b, respectively. The whole collision front of L’s motion is indicated in
Fig. 9c. Note that the dotted circle corresponds to internal points of face F . As shown
in Fig. 9c, it is possible that a time-minimal path passes through an internal point of a
face. Indeed, a time-minimal path could bend more than once on the same face, each
corresponding to some translational movement of the face.
The three properties for a time-minimal path need to be revised so as to address
collision front boundaries due to internal points on a face. The three properties are to
be rewritten as follows.
Property 1′. A time-minimal path  from X to Y consists of a serial chain of straight
path segments that bends at internal points on either obstacle or faces. Path  is tra-
versed at the maximum speed of the particle throughout  from X to Y . In other words,
 can be represented as a sequence of one or more path segments =(0; 1; : : : ; p)
K. Fujimura / Theoretical Computer Science 270 (2002) 421–440 435
Fig. 9. Piecewise linear motion of an obstacle.
such that each i is a straight line path from Pi to Pi+1 traversed at the particle’s
top speed, where P0 =X and Pp+1 =Y . For each i=1; : : : ; p; Pi is coincident with an
internal point on an obstacle edge or a face. In case that Pi is on an internal point on
a face, the timing must be such that the face changes its direction of motion.
Property 2′. Suppose that a time-minimal path  passes through a collision front 
.
The path  enters and leaves 
 at equal angles.
Property 3′. Suppose =(0; 1; : : : ; p) is a time-minimal path from X to Y starting
X at time t0 that passes through a sequence of collision fronts 
=(
1; 
2; : : : ; 
p), where

i the collision front of some face or edge movement generated about a point on 
i−1.
Then,  is the unique time-minimal path from X to Y starting X at time t0 that is
constrained to pass through that face or edge movements 
 in this order.
The proofs of the claims also need some care. The primary change is that we are
now treating each translational motion of a face as a unit of discussion. For example,
in Proposition 5 where Property 1 was proved, we used induction on the number of
faces. Now, we use induction on the number of translational face movements. Suppose
the particle R is on the collision front boundary corresponding to an internal point
of face F , say, at time t1. Noting that after time t1, the number of face movements
contained in M decreases by one, we can still use induction to prove the claim. For
Proposition 4, the case analysis can still be used. The idea of prairie 6re is still valid
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although the 6re may start from internal points of a face as well as points on an edge.
Also, the 6re may have to move on a face in a zig-zag fashion due to a piecewise
linear motion of the face.
4.3. Planar cases
The characteristics of a time-minimal path described above can be applied to path
planning in the plane to obtain a polynomial-time algorithm for time-minimal paths.
Unlike three-dimensional cases, a collision front is a curve in the plane, thus it has
two endpoints which can be identi6ed as discrete points used for path planning. Let
us de6ne a movement for line-segment L as (L; dL; vL; TIL), where TIL represents the
time interval during which L moves in direction dL at speed vL. When the motion of
the obstacle is piecewise linear, the collision front becomes a 6nite set of connected
segments of quadratic curves or line segments. Note that points where two curves meet
(including endpoints of a collision front) may now correspond to an internal point of
L. Using the collision front concept, we can revise the de6nition of the accessibility
graph (AG) (initially proposed in [5] for path planning amidst translational obstacle
motions in the plane) so as to handle piecewise linear obstacles as follows.
1. The start point O is added to the vertex set of AG. Its default accessible time is set
to t0.
2. For every newly added vertex U in the set of vertices in AG, consider the collision
fronts generated about U with U ’s accessible time as the initial start time. Let V
be either the destination point or an endpoint of one of the collision fronts. If V is
indeed accessible (i.e., the straight-line motion UV is not obstructed by any of the
other obstacles in motion), then V is added to the vertex set of AG and edges from
U to V is added to the edge set of AG.
Reducing the above argument for time-minimal paths in three dimensions to two
dimensions, we have that a time-minimal path is a sequence of edges in the accessibility
graph. Suppose that we need to determine the two endpoints of a collision front due to
an edge, say L, from a given current point, say V . Let M1; M2; : : : ; and Mp constitute L’s
total motion, i.e., L has p translational movements in its lifetime. Note that any point
on L is accessible only once from a given current point. To determine the two endpoints
of the collision front for L (and the movements corresponding to these endpoints), we
can use either sequential search or binary search on p movements. The binary search
method achieves O(logp) time bound, but it requires that L’s movements are given in
chronological order. (This time bound is only for 6nding out the two endpoints of L’s
collision front, but not for L’s entire collision front shape which may consist of O(p)
curve segments.) Note also that in an environment with more than a single obstacle,
some of the endpoints may not be accessible from V due to interception by other edge
movements.
Now, let us describe how we can 6nd the ones that are indeed accessible from
the current point of the particle in an environment with multiple obstacles. The above
process is to be performed for all edges. Thus, it takes a total of O(logm1 + logm2 +
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· · · + logmn) time, i.e., O(n logm) time 1, to compute the two endpoints for each of
the n collision fronts, where n is the number of edges, mi is the total number of
movements for the ith edge, and m is their average. To determine the endpoints that
are accessible from V amidst n collision fronts (each consisting of O(m) connected
curved segments), we use a technique that is similar to 6nd visibility among n edges.
The following is an adaptation of the merge sort method.
1. (Recursive step): The set of collision fronts is divided into two equal-sized groups.
For each group we 6nd recursively a polar-order list that describes the collision
fronts visible from O. Each list element corresponds to an angular interval in which
a particular collision front is closest to O.
2. (Merge step): The list for the whole set of collision fronts is found by merging the
lists for the two half-sets. The endpoints of the angular intervals in the two lists
determine a 6ner set of intervals. These 6ner intervals are computed during a walk
through the two lists in tandem; in each of the new intervals we determine which
collision front is closer to O. During the walk, we need to determine whether an
endpoint of a collision front is in front of or behind the current closest collision
front in that angular direction. Recalling that a collision front consists of connected
pieces of O(p) curve segments, a binary search can be used to locate a particular
curve segment in the angular direction in question in O(logp) time. Finally, we
merge adjacent intervals in which the closest collision front is the same to produce
the list for the whole set.
The above process can be performed in O(n logm log n) time, where m is the av-
erage number of curve segments contained in a collision front. Observing that the
particle visits at most nm movements before reaching the destination point, it takes
O(mn(n logm + n logm log n))=O(mn2 logm log n) time to compute a time-minimal
path.
Corollary 1. It takes O(mn2 logm log n) time to compute a time-minimal path in an
environment containing polygonal obstacles with a total of n vertices; where the ob-
stacles have m translational motions on average.
At times, the motion of an obstacle may be de6ned as a repeated motion. An obstacle
starts moving at an initial position P at time t0, comes back to the initial location P
at time t0 + 0, and repeats the same process again and again. Although this description
is 6nite, the number of movements of the obstacle is in6nite. Our algorithm can be
adapted to handle such a case. The determination of the movement in which the obstacle
is accessible requires some care. Let a cycle be the sequence of movements made by the
obstacle after it leaves P and before it returns to P. We 6rst need to determine the cycle
in which the obstacle is accessible. This can be done by estimating an accessible time of
location P. We then need to check the cycle that contains the estimated accessible time.
1 log m1+···+mnn ¿
log m1+···+log mn
n .
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Fig. 10. Polyhedral obstacles.
Therefore, we only need to check at most the number of movements that constitute
one cycle to determine where the obstacle is accessible. Note that in this formulation,
the obstacles are permitted to have diKerent cycle periods.
4.4. Polyhedral obstacles
Finally, we consider the case of convex polyhedra. As it stands now, the particle on
a time-minimal path is characterized as moving from a point on an edge straight to
a point on another edge. This formulation poses a diDculty in the case of polyhedra,
since a path is permitted to pass through the interior of a polyhedron as indicated in
Fig. 10a. To overcome this technical diDculty, we consider the following environment
containing two types of obstacles.
1. A convex polyhedron.
2. A convex polyhedron with a hole. This type of obstacle is constructed by deleting
a number of connected pieces of faces from some polyhedron. The remaining part
must also be connected. When the environment contains this type of obstacles, the
start point must be found on an edge of a deleted face but not on an edge of an
existing face. For this type of obstacles, the particle may not pass through an edge
(shared by two faces) from one side of the face to the other side.
For an environment containing these two types of obstacles, the three properties can
be shown to hold. The proofs for Properties 2 and 3 remain the same for polyhedral
obstacles. The proof of the 6rst property also remains the same except for a few minor
points. For example, the prairie 6re for the polyhedron will sweep the faces of the
polyhedron (as in Fig. 10b). The main proof for the case of polygonal obstacles was
based on induction on n, the number of faces in the environment. For the case of
polyhedral obstacles, when the particle is coincident with an edge shared by two faces,
we can remove two faces at a time, resulting in an environment with a fewer number of
faces. Whether a single or two faces are removed, the induction hypothesis concerning
the initial location of the particle in the new environment (after the deletion of the two
faces) meets the condition 2 described above. Thus, the 6rst property is also shown to
hold.
K. Fujimura / Theoretical Computer Science 270 (2002) 421–440 439
5. Concluding remarks
We have studied the problem of path planning among moving polyhedra. The major
contribution of the paper is to have established three basic properties for time-minimal
paths amidst slowly moving polygonal obstacles in three dimensions. Representing
moving three-dimensional objects with full generality would require space-time of four
dimensions. Our solution based on the idea of three-dimensional collision fronts does
not make explicit use of the time dimension. This makes it possible for us to treat our
path planning problem as in the case of stationary obstacles. We have also extended the
properties to the case of a few more general cases including piecewise linear motions
of the obstacles and convex polyhedral obstacles. When the obstacles have piecewise
linear motions, it has been shown that time-minimal paths may pass through internal
points of obstacle faces, when the faces change their directions of motion. This result
has also been applied for the planar case to obtain a new polynomial-time result on
path planning amidst slowly moving planar obstacles with piecewise linear motions.
The case in which the obstacles have repeated motions has also been considered.
We have treated the case that the number of polyhedral obstacles is unbounded. The
complexity may be reduced substantially for the case of a single convex obstacle. In
this case, the wavefront propogation paradigm may be used to approach the problem.
When the particle is on the surface of the obstacle, the speed of the particle relative to
the face is determined by the direction of the face movement and the surface normal
of the face. This is the case where the cost per unit distance depends on the direction
of motion in the framework of the weighted region problem. We leave such a problem
as our future work.
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