The statistical properties of a map of the primary fluctuations in the cosmic microwave background (CMB) may be specified to high accuracy by a few thousand power spectra measurements, provided the fluctuations are gaussian, yet the number of parameters relevant for the CMB is probably no more than about 10 − 20. There is consequently a large degree of redundancy in the power spectrum data. In this paper, we show that the MOPED data compression technique can reduce the CMB power spectrum measurements to about 10-20 numbers (one for each parameter), from which the cosmological parameters can be estimated virtually as accurately as from the complete power spectrum. This offers opportunities for very fast parameter estimation from real and simulated CMB skies, with accurate likelihood calculations at Planck resolution being speeded up by a factor of around five hundred million.
INTRODUCTION
It has been recognised for roughly a decade that detailed study of the power spectrum of the fluctuations in the CMB could be used to obtain high precision values for several of the cosmological parameters, such as Ω0, H0 and ΩΛ (Bond & Efstathiou 1987 , Kamionkowski, Spergel & Sugiyama 1994 , Jungman et al. 1996 . The physics of the CMB is much more straightforward than the complicated processes which affect the large-scale structure of the Universe, making it a much more promising laboratory for accurate parameter estimation. The main complications are the presence of foreground sources at microwave frequencies and proper accounting of instrumental noise effects, but recent balloon experiments, Boomerang (de Barnardis et al. 2000) , MAXIMA (Hanany et al. 2000) and DASI (from the First Season of Observations with DASI 2001) have demonstrated that the main scientific goal is achievable with current technology. As experiments become more ambitious, the data processing requirements become more demanding, and the current datasets have sufficiently many pixels (∼ 10 4 −10 5 ) that the data processing is already quite challenging. Even the first measurement of the CMB fluctuations, produced by the Cosmic Background Explorer (COBE) satellite (Smoot et al. 1992 ) produced a dataset with enough pixels (∼ 4000) for data compression techniques to be valuable (Gorski 1994; Bond 1995; Bunn & Sugiyama 1995) . For the satellite experiments MAP (the Microwave Anisotropy Probe) and Planck (the Planck Surveyor Satellite), data compression will be vital. Each will provide very large datasets, with close to all-sky coverage with a resolution of up to 5 arcminutes, and ∼ 10 6 − 10 7 pixels. The standard radical compression method is to reduce the map to a set of power spectrum estimates (see e.g. Bond, Jaffe & Knox 1998) . In principle this compression can be lossless, if the map is a gaussian random field (as closely predicted by inflation: see e.g. Gangui et al. 1994; Verde et al. 2000; , as all the statistical properties of the map are calculable from the power spectrum. The power spectrum data, typically a few thousand numbers for a high-resolution experiment, can then be used to estimate cosmological parameters to an accuracy of a few percent. The steps in the distillation of the raw data to the cosmological parameters are, however, not necessarily straightforward computationally (see e.g. Wright 1996; Muciaccia, Natoli & Vittorio 1997; Tegmark 1997a; Tegmark 1997b; Olive, Spergel & Hinshaw 1999; Borrill 1999; Szapudi et al. 2001; Natoli et al. 2001 ). This paper addresses one aspect of this problem: parameter estimation from the power spectrum. MOPED ⋆ is an eigenvector-based method for data compression and parameter estimation, originally developed for computing star-formation histories from galaxy spectra (see Heavens, Jimenez & Lahav 2000, hereafter HJL; Reichardt, Jimenez & Heavens 2001) . It can also be employed for very accurate, and extremely fast, parameter estimation from the CMB. The speed-up over brute-force maximum likelihood method is dependent on the experiment: typical speed-up factors expected for MAP and Planck are between 10 7 and 10 9 . MOPED is much more powerful than necessary, in fact, as parameter estimation will be dominated by the time it takes to run predictions for cosmological models.
The method is based on a technique developed by HJL for compressing and analysing galaxy spectra. In that paper, it was shown that datasets with certain noise properties offered possibilities for very radical linear compression of the data without any loss of information about the parameters which determine the data. The requirement is for a dataset whose mean depends on the parameters, but the covariance of the noise does not. In these circumstances, it is possible to find a set of linear combinations of the data which are ⋆ MOPED has patent protection c 0000 RAS locally sufficient statistics for the parameters -i.e. the compressed data contain as much information about the parameters as the full dataset, and in this sense the compression is lossless (strictly, the Fisher matrix is unchanged, so the likelihood surface is known to be unchanged only locally near the peak). The compressed dataset can be extremely small -it consists of a single number for each parameter. Thus for highly redundant datasets, the degree of compression can be very large.
It is important to recognise that the data compression can still be done even if the assumptions for lossless compression do not apply. In HJL, for example, the data compression algorithm was applied to the case of galaxy spectra, where the noise includes a photon counting noise term which is dependent on the mean number of photons in the spectral channel, and hence does depend on the parameters of the galaxy. The compressed data can still be used for parameter estimation, but the error bars on the derived parameters are fractionally larger than by using the full spectrum. The same situation arises in the CMB: under general assumptions, the cosmic variance on a power measurement is proportional to the square of the power itself, and therefore is dependent on the underlying parameters. The data compression, although not lossless, is still highly efficient: the expected increase in parameter error can be as little as 0.1%. The time required for a brute-force likelihood evaluation is broadly comparable to the time it takes to compute theoretically the power spectrum of a model, using CMBFAST (Seljak & Zaldarriaga 1996) . The relative timings for these two steps can determine the analysis strategy, since if the computation of the theoretical power spectrum is small in comparison with the likelihood evaluation, on can calculate the power spectrum 'on the fly' as one searches through parameter space. A useful goal is therefore to make the likelihood evaluation much quicker than CMBFAST. One can already speed up this process by using variants of the NewtonRaphson method (see, e.g. , and one can argue that the power of MOPED is not strictly necessary for this problem. However, it is possible that calculations of theoretical power spectra will speed up significantly, but this paper shows that, with MOPED, the analysis need never be dominated by likelihood evaluations.
In this paper, we demonstrate that MOPED does successfully recover cosmological parameters from simulated datasets, but many orders of magnitude more quickly. We also show that the parameter errors are similar to the full maximum likelihood solution.
MASSIVE LOSSLESS DATA COMPRESSION
The method is detailed in HJL, so we only sketch details here. We define the data vector x as the estimates of the power spectrum {Ĉ ℓ }, where ℓ is the angular multipole, in terms of signal C ℓ and noise n ℓ :
where θα are the set of cosmological parameters on which the CMB power spectrum depends. The noise is assumed to have zero mean, so
and the noise covariance matrix, including cosmic variance, is N ℓℓ ′ = n ℓ n ℓ ′ . In practice this should be the covariance of the estimates of the power spectrum. Since this is dependent on the algorithm used to estimate the power spectrum, we assume for illustration only cosmic variance, modelled as gaussians with variance
, but in addition we do correlate the power spectrum estimates to mimic partial sky coverage. This approximation may not be good, especially for low multipoles. Bond, Jaffe & Knox (2000) have argued that the distribution may be closer to an offset lognormal, in which case one can transform the power spectrum estimates to quantities which have gaussian distributions.
The brute force maximum likelihood method, which uses all the power spectrum data points, is the method of estimation which for a large dataset will provide the smallest errors. The likelihood for the N parameters is
The difficulty is that at each point in parameter space one generally computes the determinant of, and inverts, an N × N matrix. Since this scales as N 3 , it becomes a significant computational expense, even with N ≃ 2000. In this context, significant means that it is broadly comparable with the time taken currently to generate the theoretical power spectrum estimates.
We can speed up the likelihood evaluation by using MOPED to compress the N data in the measuredĈ ℓ to one datum for each of M unknown parameters. The algorithm is detailed in HJL; it produces a set of weighting vectors bα (α = 1 . . . M ), from which a set of MOPED components yα ≡ bα · x is constructed. The MOPED vectors are designed to make the Fisher information matrix
the same whether we use the compressed data yα or the full set of power spectrum estimates. In fact this is only possible if we ignore the dependence of cosmic variance on the parameters, but this restriction makes virtually no difference for a CMB dataset. The MOPED vectors satisfy the following (HJL equation 14):
and the summation convention is assumed. b ℓα refers to the ℓ component of the vector labelled by α. Obvious modifications are made if the data does not include all ℓ values. Note that the MOPED vectors depend on the order in which the parameters are listed: b1 contains as much information about parameter 1 as possible. This vector also constrains parameter 2 to some extent; b2 adds as much information as possible about parameter 2, etc. A set of 3 MOPED vectors is illustrated in Fig. 1 , corresponding to vacuum energy density, Hubble constant and cold dark matter (CDM) density. These vectors ensure, under certain assumptions, that the MOPED components yα are uncorrelated, and of unit variance, so the likelihood with these as the data is simply where the yi are computed from the noise-free (but smoothed) theoretical power spectra. Importantly, they ensure that the Fisher matrix for the compressed dataset {yα} is the same as for the entire set of power spectrum estimates. The marginal error on a single parameter is [(F −1 )αα] 1 2 and the error on the parameter estimated using any method cannot be smaller than this (see e.g. Kendall & Stuart 1969; Tegmark, Taylor & Heavens 1997) . Thus, by ensuring that the Fisher matrices coincide, the compression method can be described as locally lossless -the parameter errors, as estimated from the local curvature of the likelihood surface at the peak, are on average no larger for the compressed data than for the full set of power spectrum estimates.
In detail, the assumptions required for locally lossless compression do not hold for this analysis. In order to calculate the MOPED vectors, the data covariance matrix, and the derivatives of the power spectrum with respect to the parameters, need to be known. These are fixed by assuming a fiducial set of parameters. We show below that this fiducial set is not important, but one can iterate the process if desired, at minimal extra computational expense. Our results show that iteration is actually unnecessary. The second assumption is that the covariance matrix of the data is not dependent on the model parameters. This is not strictly true for the CMB power spectrum, as the noise includes a cosmic variance term which is dependent on the cosmology. However, this does not prevent us compressing the data, and, in fact the Fisher matrix is dominated by the sensitivity of the power spectrum itself to the parameters, rather than the sensitivity of the noise.
RESULTS
We simulate a CMB dataset by adding gaussian noise, at the level of cosmic variance, to theoretical power spectra produced by CMB-FAST. The power spectrum is convolved with a gaussian of chosen width, to mimic approximately the correlations in power spectrum estimates introduced by partial sky coverage. The dataset consisted of the power spectrum sampled in even steps in ℓ. The model chosen has H0 = 65 kms −1 Mpc −1 , ΩΛ = 0.7 and ΩCDM = 0.254. The unconvolved power spectrum is shown in fig. 2 , and the convolved spectrum in fig. 3 . We calculate the full (equation 3) and compressed (equation 7) likelihoods, varying the calculation in the following ways:
• We mimic the effects of partial sky coverage by convolving the power spectrum with a gaussian window function of various widths.
• The size of the dataset N is varied by changing the upper multipole limit of the available data, or by missing out some C ℓ values.
• We explore different fiducial models, to see if the method is sensitive to an accurate initial guess of the parameters.
We fix most of the cosmological parameters. The values are not particularly important, but are listed here: ΩB = 0.05; scalar spectral index n = 1; no tensor modes; no massive neutrinos; 3 massless neutrinos. The parameters we allow to vary are the vacuum energy density parameter ΩΛ, the CDM density parameter ΩCDM and the Hubble constant H0, although we only display likelihood surfaces in the ΩΛ − H0 plane, with ΩCDM fixed. Figure 4 shows the H0 − ΩΛ likelihood surface using the power spectrum of Figure 2 up to ℓ = 1500 in steps of 10. The power estimates were smoothed with a gaussian of width 5. The calculation of this grid of likelihoods took 9420 seconds of CPU on an alpha workstation. Figure 5 shows the likelihood using 3 MOPED components as compressed data. The fiducial model, used to calculate the weighting vectors, is the same as the true model in this case. Fig. 6 shows the effect of choosing an incorrect fiducial model (H0 = 60.8 kms −1 Mpc −1 , ΩΛ = 0.732, ΩCDM = 0.254). The true solution is still recovered accurately, but much faster: 0.00098 seconds, or an improvement of order 10 7 . In order to check that the compressed data recover the parameters as accurately as the full data, we degrade the experiment, truncating the data to ℓ = 2, . . . , 300, in steps of 10 ( fig. 7 and 8) . The method is designed to ensure that the error bars should be almost the same as the full likelihood on average, and we see that for this realisation the errors are indeed comparable. The full likelihood calculation takes 5960 seconds, while MOPED takes 0.00016 seconds. 
CONCLUSIONS
We have shown that the MOPED data compression algorithm can speed up parameter estimation from CMB data by very large factors. For N correlated data points, a brute-force likelihood evaluation using all the data will scale as N 3 . MOPED reduces this to M approximately uncorrelated, unit variance components, whose likelihood evaluation scales with the number of parameters M . For a Planck-size dataset with N = 2000 and ∼ 12 parameters, the speed-up factor should be around 500 million. In a sense MOPED is much more powerful than it needs to be, as the data processing element will be dominated by other steps in the pipeline, such as generating the theoretical power spectrum for a given param- eter set. However, having very rapid parameter estimation is useful, especially in multi-dimensional searches which can be timeconsuming. We can be certain now that the parameter estimation step will not be dominant, even if CMBFAST or variants are accelerated by orders of magnitude. For current experiments, data compression is not necessary, as there are relatively few band-power estimates available. For future experiments such as Planck, the fast likelihood evaluation makes it more attractive to build up libraries of theoretical power spectra (or MOPED components, if storage space is an issue, as the compression is a factor > 100). Acknowledgments Computations were made partly using Starlink facilities. 
