Abstract-In this paper, a new model-based method is presented for the development of calibration technique of inductively coupled biosensors. This method is applied to the case of a lensbased intra-ocular pressure sensor. A new performance indicator is proposed. It is the 2 nd -order coefficient of the single-variable quadratic polynomial regression approximating the Bode phase plot of the system. This new indicator is reliable to significant distance and angle variations between primary and secondary and to small signal-to-noise-ratio.
I. INTRODUCTION
Implanted and wearable electrical sensors are more and more used for health monitoring [1] . For such kind of application, the sensor must ensure the highest level of safety for the patient. An interesting approach consists in using only passive sensor at the patient interface. In other words, the patient is only in contact with a passive part of the sensor. This passive part avoids any unsafe stand-alone action and because of its low cost they can be discarded after single patient use. In this context, sensors based on magnetic coupling seems very suitable. The idea is that the electrical characteristics of the passive part of the sensor, worn by the patient, is sensitive to the biological parameter to monitor. The modifications of electrical characteristics are seen by the active reader like a load variation modifying the resonance frequency of the system. This kind of system can be used for monitor different physiological parameters: garment pressure on limb [2] , electrocardiogram (ECG) [3] , intra-ocular pressure (IOP) [4] . However these sensors are wearable and in direct contact with the human. This means that they are subject to a set of disturbing factors [5] which forces the use of a calibration technique to make them insensitive to these disturbances. We propose an efficient calibration technique for inductively coupled biosensors. This method is applied to the case study of a lens-based IOP measurement system. The principle of this IOP sensor and the errors induced by operating conditions are described in section II. The calibration process is described in section III. The section IV presents the validation and generalization of the calibration process.
II. OVERVIEW

A. Principle of the IOP Sensor
Developing wearable IOP measurement systems aims at monitoring this physiological parameter over a day. Indeed IOP follows a 24-hour cycle whose variations can be related to glaucoma disease. The figure 1 presents the principle of the system. The first part of the system is a passive sensor embedded in a lens. This is a LC-resonant circuit whose resonance frequency variations are directly related to IOP variations. The resonance frequency is measured through a inductive coupling powered by a primary antenna embedded in the spectacle frame worn by the patient. The relevant data is the resonance frequency of the system. It is measured on the Bode phase plot such as the one of the graphs presented on figure 2. The spectacle frame also embeds some electronics for signal generation and processing. Data are then wirelessly transmitted to a portable device for storage. 
B. Variability in operation
As such systems as IOP measurement one aim at operating during 24-hour, they become strongly sensitive to a lot of disturbing phenomena potentially affecting the quality of the measurement. Those phenomena [5] can be various as the air humidity, the temperature variation, the eye movement, the eye blinking, the distance between the primary and the secondary or an external electromagnetic field for instance. In our case we will focus on the impact of distance and angle variations on the coupling coefficient that directly impact the resonance frequency observed on the Bode phase plot. Because the system will be worn during 24 hours the distance and the angle will be sources of disturbance as the patient will move the primary on his nose or just turn the eyes. As we can see in figure 2 , the distance disturbs the phase in frequency and in amplitude. The frequency shift is about around 4.5kHz which means in mmHg a variation of around 13.6mmHg which is significant as regular human IOP varies between 15 and 25 mmHg.
C. Calibration techniques for resonant biosensor
The impact of varying distance between primary and secondary of resonant biosensor has already been observed by the authors of [6] . They have proposed a calibration technique based on this observation. This calibration technique is based on the observation of a linear correlation between the resonance frequency shift due to distance variation and the amplitude of the Bode phase plot. Their proposed calibration technique is done according to the following process. At first, the baseline of the phase curve is removed based on the 1 st -order polynomial regression computed on the whole curve. Then the data points under 10 % of the maximum phase value are removed and a 3 rd -order polynomial is fitted to the remaining data. The resonance frequency is found as the maximum value of the fitted curve. The same method is used to find the local minimum on the left of the resonance frequency. The height of the phase peak is defined as the indicator and it is calculated as the difference between the estimated minimum and maximum phase values. This operation is repeated for different distances. Then the resonance frequency is plotted in function of the height of the phase as presented by figure 3. Then a 1 st -order polynomial fitting is computed on this curve. Then the calibration consists in correcting each measurement. Indeed the new measured resonance frequency is corrected by subtracting the product of the corresponding height of the phase and the 1 st -order coefficient of the polynomial fitting.
Here we want to develop a new calibration strategy, based on a theoretical analysis and reusable for different indicator and type of biosensor. To have a good calibration strategy, it must be based on a pertinent indicator with an intrinsic correlation with the performance. Then it is mandatory to have a precise correlation model to estimate the correction.
III. PERFORMANCE INDICATOR
A. introduction
In order to estimate correctly a correction, a good indicator must be strongly correlated with the performance and also immune to noise. In this part we develop a new strategy based on an theoretical analysis that use a model in order to find a new performance indicator to estimate a correction. We present results that use the indicator from [6] and our new indicator for varying distances between primary and secondary.
B. Modelization
In order to define an efficient correction technique, we propose an electrical model of the communication between the primary and the secondary. This electrical model is given by the schematic in figure 4 [7] .
On this schematic we can see two parts: the antenna and the sensor which are made with RLC elements. The antenna and the sensor are respectively the primary and the secondary of the magnetically-coupled communication system. The first step is to find the total impedance of the circuit which is equation 3. To do this we have to admit there is a voltage V 21 in the primary induced by the electrical field of the secondary and reciprocally V 12 in the secondary by the primary equation 1 and 2. 
We can see that the mutual inductance M, and consequently the coupling factor k, take a role in the equation 3 of the total impedance. This mutual inductance can be calculated with the equation 5 which depends on the distance and the angle between the primary and the secondary.
The mutual inductance can be calculated numerically with the equation 6 [8] .
where r1 and r2 represent the two loops, defined in Cartesian coordinates as a discretized parametric equation. The mutual inductance is depending on the geometrical of the primary and the secondary. In our case it is calculated with 3 circles as the primary and 4 circles as the secondary. Then we can determinate the characteristic value of each element of the circuit. The characteristics values of the elements of the secondary are taken from the corresponding data-sheet of the sensor. For the primary as we can see in the equation 1 the capacitive element is not taken into account. The inductance of the primary is calculated with the equation 7 [9]
where r i and r o are related to the antenna dimension and N is the number of turns. Then the image of the impedance is produced in order to obtain the phase presented in figure 2 depending on the distance and the angle.
We will now apply the two calibration techniques. The first technique has been described in section II-C which uses the height of the phase as indicator. The second method is a new one which uses the 2 nd -order coefficient of the singlevariable quadratic polynomial fit to a part of the phase curve as indicator. We will apply those correction methods for two ranges of distance in order to see their precision and their reliability to noise.
C. Case of height of phase
This case shows the result obtained by using the technique and indicator described in section II-C. This method is based on the computation of an indicator based on the difference between estimated maximum and minimum values of the phase curve.
The figure 5 shows that this calibration technique is precise for close range which is 0 to 10 mm of distance. This method is more precise for close range than our method that is presented in the next section.
D. Case of the second order coefficient
In this case, we use a different indicator. The new indicator is based on an observation. Indeed the phase curve close to the resonance frequency describes a parabola curvature. In addition the radius of curvature changes with the distance variation between primary and secondary.
Then the new calibration technique follows this process. At first, the baseline is removed. Then the data points which are taken are the 5% of the total point number around the local maximum phase found. Then a single-variable quadratic polynomial is fitted to the remaining data and the resonance frequency is found as the maximum value of the fitted curve. The 2 nd -order coefficient of the fitted curve is used as the indicator correlated with the resonance frequency shift due to distance variation. A calibration distance is selected (5mm for 0 to 10mm for example). Then the delta of the resonance frequency is calculated for each distance with the resonance frequency of the calibrated distance. We fit the delta of frequencies in function of the 2 nd -order coefficients curve and compute a 1 st -order polynomial fitting on it as presented in figure 6 .
The compensated frequency is found by using a 2 nd -order coefficient found at the measured resonance frequency in the 1 st -order polynomial and then it is subtracted to the measured resonance frequency. This method is reusable for the angle as the delta of frequencies in function of the 2 nd order coefficients curve points stay in the 1 st -order polynomial when the angle is changed.
The figure 7 shows that the second order coefficient is more robust to the noise than the method from which is out of range for larger distance. Indeed by increasing the distance, the amplitude of the phase curve is reduced. As a consequence the signal-to-noise ratio is also reduced. In the case of the method from [6] by removed the 10 % point of the maximum phase value on small amplitude phase the 3 rd -order polynomial is made on the whole curve which bias the measured resonance frequency and consequently the correction. In this part, we show the results based on the same model than previously where theoretical analysis have been done for the calibration against distance and angle effects using the 2 ndorder coefficient as indicator.
The figure 8 shows the measured pressure variation related to the environmental condition variation as the distance and the angle between the primary and the secondary coils. We can see that the error induced by the angle and the distance is close to the normal mean IOP measurement done on a human which is around 15 to 25 mmHg.
The figure 9 shows that our correction method is reusable for the angle and induces an error smaller than one mmHg for the ranges of distance and angle set for the simulation. As we can see on the figure, the correction is less stable for extreme conditions as the 2 nd order coefficient and the resonance frequency are harder to find in the noise. This 
V. DISCUSSION
We observed that the technique described in [6] is efficient for close range with not too small amplitude phase which restrict it in terms of use case and re-usability. It is more precise than our method which is more robust to the noise with bigger distance and smaller amplitude phase. This lead us to do more simulation with larger distance. This observation is obviously related to a particular case which is a lens-based IOP sensor which is made of particular set-up and range of operating conditions. All the results are based on simulation, we expect experimental validation of the method. The simulation tool based on the electrical model of the coupling could help finding new indicator of impact of phase and angle variations. For the first described techniques the correction is based on the 1 st -order interpolation of the curve representing the indicator versus the estimated resonance frequency while for the second described techniques the correction is based on the 1 st -order interpolation of the curve representing the indicator versus a delta of resonance frequency.Thanks to the simulation tool, it could also be possible to identify more precise correction techniques according to the case study.
VI. CONCLUSION
To conclude, we have provided a theoretical explanation of the already presented impact of the variation of distance between primary and secondary of a inductively coupled biosensor. In addition this theoretial explanation has demonstrated that the angle variation between primary and secondary can be similarly modeled and corrected. We proposed a new calibration technique based on singlevariable quadratic polynomial fitting to compute the indicator related to the resonance frequency measurement affected by operating conditions. This indicator is reliable to significant distance and angle variations (over 10 mm for distance). These results are strongly related to the case study that defines the distance and angle variations but also the primary and secondary dimensions. Moreover, as our correction technique definition is based on analytical description of the case study in terms of dimensions of sensor and primary antenna, we can expect that this method can be applied to any case study and can be a tool to help designer to chose the dimensions of the different element of the system as much as the range of operating conditions in terms of distance and angle between primary and secondary.
