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ASM: Ensamblador. Lenguaje de programación que está a un paso del lenguaje de máquina.  
Core: Literalmente, núcleo. En arquitectura hardware, procesador. 
Cuello de botella: Recurso cuya capacidad es inferior a lo que se le demanda. 
Debugar: Literalmente, quitar bichos (errores).Depurar. Limpiar código. Localizar errores. 
FFT: Fast Fourier Transform. Transformada rápida de Fourier. 
GPU: Graphics Processing Unit. Literalmente, unidad de proceso gráfico.  
Kernel: En nuestro caso, segmento de código generalmente pequeño con una funcionalidad específica. 
Manycore: Combinación de “muchos“procesadores en un único paquete. Generalmente GPUs. 
Memoria dinámica: Memoria que se reserva en el momento de la ejecución. 
Memoria estática: Memoria que se reserva en el momento de la compilación. 
MMX: MultiMedia eXtensions. Literalmente, Extensiones Multimedia. 
Monocore: Un único procesador en un chip. 
Multicore: Combinación de dos o más procesadores independientes en un único paquete. 
Multithreading: Referente a más de un hilo de ejecución. 
Runtime: Tiempo de ejecución. 
Scheduling: Organizar, planificar. Mejorar la implementación eliminando cuellos de botella. 
SIMD: Una sola Instrucción y Múltiples Datos. Se ejecuta la misma instrucción sobre diferentes datos. 
Sockets de comunicación: Software objeto que conecta una aplicación a un protocolo de red. 
Sparse: En matrices, es sinónimo de dispersas o ralas. 
Spd: En matrices, simétrica y definida positiva. 
Speed-up: Incremento de velocidad. En nuestro caso, porcentaje de mejora de rendimiento. 
SSE: Extensiones Streaming SIMD. Instrucciones SIMD de Intel que pueden trabajar con floats. 











Capítulo 1 .  Introducción. 
 
En este capítulo comentaremos la motivación del proyecto, los trabajos relacionados y 
los objetivos del PFC, así como un breve resumen de lo que será explicado en cada 
capítulo. 
 
1.1 Motivación  
La motivación principal de este proyecto consiste en aprovechar las prestaciones que 
ofrecen  las tecnologías actuales para paralelizar rutinas de cálculo numérico. Las 
librerías de cálculo numérico más usadas actualmente [1][2], tienen una larga historia y 
dan unos resultados excelentes, pero no se han adaptado a las tecnologías más actuales. 
En “The Impact of Multicore on Math Software” de Alfredo Buttari, Jack Dongarra, 
Jakub Kurzak y Piotr Luszczek se comenta el diseño de nuevas arquitecturas y nuevos 
modelos de programación para explotar las prestaciones de las mismas. Esto hace que el 
software deba adaptarse a estos nuevos paradigmas de programación: “This daunting 
combination of obstacles has forced the designers of new multi-core and hybrid 
systems, searching for more computing power, to explore architectures that software 
built on the old model are unable to effectively exploit without radical modification.” 
 
En este proyecto, evaluaremos el rendimiento de la rutina de cálculo que realiza la 
factorización de Cholesky en arquitecturas multicore. Para ello, propondremos 
algoritmos que permitan reducir el tiempo de ejecución del cálculo de la Factorización 
de Cholesky de una matriz con respecto al tiempo de ejecución obtenido en una 
arquitectura secuencial. 
 
Por lo tanto, la motivación final del proyecto es mejorar los rendimientos de las librerías 
numéricas históricamente más usadas, para el caso de la factorización de Cholesky, 







1.2 Trabajos relacionados  
Históricamente, la factorización de Cholesky ha sido implementada por una gran 
cantidad de librerías de cálculo numérico. Estas librerías contienen kernels de cálculo de 
alto rendimiento que se han adaptado a las necesidades y al hardware en que han sido 
concebidas. 
 A continuación se describen estas librerías dependiendo del hardware utilizado 
categorizándolas en tres grandes grupos: 
 
- A. Librerías basadas en arquitecturas secuenciales 
 Son aquellas que se implementaron cuando los procesadores no poseían ningún tipo de 
paralelización. Su importancia radica en que sus interfaces de trabajo han sido 
mantenidas hasta la actualidad: 
- BLAS (Basic Linear Algebra Subprograms) [1]se compone de 3 niveles: 
o Nivel 1: Publicado en 1979, implementa funciones vector-vector. 
o Nivel 2: Publicado en  1988, realiza operaciones  matriz-vector. 
o Nivel 3: Publicado en 1990, implementa operaciones matriz-matriz. 
- LAPACK (Linear Algebra Package)[2] empezó en 1987 y aún no ha acabado. 
Implementada por laboratorios y universidades de Estados Unidos y Europa, 
con financiación parcial del  Nacional Science Foundation (NSF). 
Estas librerías siguen utilizándose actualmente tanto en procesadores monocore como 
en procesadores multi o many core en forma de kernels de alto rendimiento. 
Adicionalmente su uso se sigue manteniendo en una gran cantidad de software que aún 
no ha sido actualizado, dando resultados no óptimos pero si aceptables en la mayoría de 
las ocasiones. 
  
- B. Librerías basadas en arquitecturas de memoria compartida y/o 
distribuida 
 Son aquellas librerías que mediante el uso de la programación multithreading (en el 
caso de memoria compartida) y/o sockets de comunicación (en el caso de memoria 
distribuida) consiguen aprovechar las ventajas que ofrecen la tecnología multicore y los 
racks de procesadores. Estas librerías acostumbran a reimplementar los códigos 
secuenciales antes citados dentro de nuevos paradigmas de programación que permiten 
aprovechar las nuevas tecnologías. Algunos ejemplos de estas librerías son: 
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- La Universidad de Texas en Austin, la Universidad Aachen (Alemania) y la 
Universidad Jaume I(Valéncia) [3]trabajan actualmente en  el  Formal Linear 
Algebra Methods Environment (FLAME) . Este proyecto pretende generar una 
capa de metalenguaje que independice el código de la arquitectura en la que se 
trabaje, permitiendo así que una implementación funcione en cualquier 
arquitectura. Este objetivo pretende conseguirse con un conjunto de API’s para 
facilitar el trabajo al programador abstrayendo al máximo el hardware sobre el 
que se ejecuta. Estas API’s son:  
o FLaTeX (LaTeX para FLAME): Sistema de documentación y diseño. 
o FLAME@lab (API para Matlab/Octave): Interface para programar y 
comunicarse con scripts hechos en estos entornos. 
o FLAME/C (API para programar en C): Esta API permite desarrollar 
código C con todas las funcionalidades de la librería. 
o FLASH : Herramienta que permite ver las matrices de forma jerárquica.  
o FLARE (Formal Linear Algebra Recovery Enviroment) : Incluye 
algoritmos aproximados con límites de tolerancia . 
o  SuperMatrix : Es un sistema de runtime para hacer scheduling de las 
matrices y los threads. Útil para detectar cuellos de botella en la 
implementación. 
Particularmente no se han centrado en la implementación de la factorización de 
Cholesky, pero es uno de los campos en los que trabajan.  
 
- Bjarne S. Andersen, John A. Gunnels, Fred G. Gustavson, John K. Reid, y 
Jerzy Wasniewski han trabajado en métodos óptimos de almacenamiento de 
matrices para la aplicación de la Factorización de Cholesky tal y como se 
describe en [4]. Este grupo de trabajo ha sido referenciado en numerosas 
ocasiones por sus investigaciones sobre el efecto que ejerce la distribución en 
memoria de las matrices en el tiempo de cálculo. 
 
- PLASMA : Parallel Linear Algebra Software for Multiprocessor 
Architectures. Librería aún en creación que se basa en  utilizar BLAS como 
kernel básico de cálculo. Utiliza una estructura basada en grafos y recibe el 
apoyo de los prestigiosos Jack Dongarra y Jakub Kurzak. 
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Puede observarse que generalmente, las librerías de cálculo paralelo sobre plataformas 
distribuidas y/o de memoria compartida tienden a encapsular y abstraer todo su código 
facilitando la labor al programador. Esto es un indicativo que la programación de código 
óptimo sobre arquitecturas paralelas cada vez se vuelve una tarea más ardua para el 
programador. Además el uso de kernels más que probados como los de BLAS o 
LAPACK da a entender  no solo que se intenta ganar tiempo de implementación de las 
librerías sino que éstas son más complejas tanto de debugar como de hacer scheduling. 
Estos factores adversos tendrán que ser tenidos en cuenta en la implementación de la 
propuesta de este proyecto. 
 
- C. Librerías basadas en arquitecturas específicas 
 Generalmente son reimplementaciones de librerías secuenciales y/o paralelas en 
arquitecturas muy específicas. Aumentan rendimiento a cambio de perder portabilidad 
en la solución final. 
 
- El CellSuperEscalar [5]es un conversor de código fuente a código fuente 
(optimizado) desarrollado por el BSC (Barcelona SuperComputing Center) 
que permite paralelizar código C estándar a un código óptimo sobre 
arquitecturas CELL.  
 
- La AMD Core Math Library (ACML) , es una librería matemática enfocada a 
los productos AMD. Incluye BLAS, LAPACK y funciones de cálculo de FFT 
(Fast Fourier Transform). La última versión fue presentada en “High 
Performance Enterprise Computing with  ACML 2.0” de Tim Wilkens. Al 
incluir BLAS, incluye la factorización de Cholesky. 
 
- La Intel® Math Kernel Library (Intel® MKL) [6] es una librería altamente 
optimizada y paralelizada enfocada a la solución de problemas derivados de la 
ciencia, la ingeniería y las finanzas. Implementa BLAS, LAPACK, 
ScaLAPACK y FFT entre otros.  
 
- CUDA [7] es un lenguaje C estándar pensado para el desarrollo de 
aplicaciones de procesamiento paralelo en la GPU. Ahora por ahora solo 
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funciona en tarjetas NVIDIA y contiene librerías de FFT y BLAS (llamada 
CUBLAS).  
 
- IBM SDK for Multicore Acceleration Version 3.0(Linux)[8], es un pack de 
herramientas y librerías para facilitar la tarea de programar sobre arquitecturas 
CELL 
 
Pese a que pudiese parecer lo contrario estas librerías prácticamente no se usan en el 
ámbito comercial más allá que en proyectos del tipo PLASMA, que se dedica a 
aglomerar estas soluciones específicas. El resto de casos en que se usan estas librerías 
corresponden a aplicaciones muy concretas. Este hecho tendrá que ser tenido en cuenta 
en el proyecto pues la industria del software y del cálculo numérico pide la portabilidad 
que estas soluciones tan altamente específicas no pueden proporcionar. 
 
 
1.3 Objetivos del PFC  
Este proyecto tiene cuatro objetivos claramente diferenciados: 
 
1. Proponer e implementar un algoritmo para realizar la factorización de Cholesky. 
 
2. Optimizar el código propuesto usando lenguajes de programación y técnicas de 
optimización de software que permitan mejorar el rendimiento del tiempo de 
ejecución de la factorización de Cholesky. 
 
3. Evaluar la idoneidad del uso de Threading Building Blocks (TBB) de Intel en la 
paralelización del código desarrollado.  
 
4. Elaborar una heurística que determine el mejor algoritmo a ejecutar 







1.4 Organización de la memoria 
 
Esta memoria está organizada en siete capítulos. El primero de ellos es el presente, 
donde se describe brevemente la motivación, trabajos relacionados y objetivos de este 
proyecto. 
En el segundo capítulo se dará la base matemática para entender el resto de la memoria. 
Esto quiere decir, mostrar la importancia de la resolución de sistemas de ecuaciones 
lineales, los métodos más usados para resolverlos y más concretamente, el fundamento 
matemático de la factorización de Cholesky así como sus aplicaciones más usuales. 
El tercer capitulo dará un explicación de la tecnología de computación actual. Abarca 
tanto hardware como software, intentando mostrar en ambos el estado del arte actual: 
arquitecturas de procesadores, instrucciones Single Instruction Multiple Data (SIMD), 
procesadores multicore así como librerías y métodos de paralelización. 
El cuarto capítulo, el de metodología, mostrará en que condiciones hardware y software 
se ha desarrollado este proyecto, así como que parámetros se han de optimizar en la 
implementación final. 
En el quinto capítulo se propone, muestra y explica la implementación desarrollada en 
el transcurso de este proyecto. Se explica tanto el modelo de programación, la 
organización física de la memoria, las instrucciones ensamblador usadas y el método de 
paralelización escogido. De la misma manera se realiza un análisis preeliminar de la 
implementación desarrollada, previo al estudio en profundidad. 
El sexto capitulo se encarga de mostrar los resultados de la implementación conseguida 
en el quinto capítulo. Por un lado se encarga de decidir si TBB es válido o no para la 
computación matemática de alto rendimiento, mientras que por otro lado se discute el 
funcionamiento de otras implementaciones desarrolladas también durante este proyecto. 
Finalmente, se analiza el parámetro de consumo energético y se propone una heurística 
a fin de minimizar dicho consumo teniendo máxima potencia de cálculo. 
El séptimo capítulo recoge las conclusiones del proyecto tanto desde el punto de vista 
técnico como personal de la factorización de Cholesky, el almacenamiento de datos y 






Capítulo 2 . Métodos numéricos para resolver 
Sistemas de ecuaciones lineales (SEL). 
 
2.1 Resolución de sistemas de ecuaciones lineales (SEL) 
 
A fin de poder entender la factorización de Cholesky es necesario tener una leve visión 
histórica de todo el conjunto de acontecimientos que desembocaron en el desarrollo de 
este algoritmo. Todo empezó con los Sistemas de Ecuaciones Lineales, también 
conocidos como SEL. 
 
Un sistema de ecuaciones lineales es un conjunto de m ecuaciones con n incógnitas, 
cuya solución es un conjunto de valores para las incógnitas con el que se satisfacen 
todas las ecuaciones. Tal y como se cita en [9] estos sistemas aparecen en el 
planteamiento matemático de muchos problemas científicos. 
 
 
2.2 Métodos directos 
 
A lo largo de la historia han aparecido distintos métodos para resolver los SELs. La 
cultura griega y romana se enfrentó a SELs de pocas ecuaciones e incógnitas y 
desarrollaron un conjunto de métodos válidos para pequeñas dimensiones. Los métodos 
más usados en este contexto fueron los siguientes: 
 
- A. Método de Sustitución  
Este método consiste en aislar y sustituir una incógnita de una ecuación en el resto de 
ecuaciones del sistema. El proceso se reitera tantas veces haga falta para aislar cada una 
de las variables que conforman el sistema y encontrar así la solución. 
 
- B. Método de Igualación  
Este método se basa en despejar la misma incógnita en todas las ecuaciones del sistema 




- C. Método de Reducción  
Este método se fundamenta en la ponderación de las diferentes ecuaciones de forma que 
la suma o la resta de dichas ecuaciones eliminen todas las incógnitas menos una. De esta 
manera se sabe el valor de esa incógnita  y se puede resolver el sistema. 
 
Con el paso de los años, los SEL crecieron en tamaño y complejidad haciendo 
insuficientes los métodos anteriormente citados. Es por ello que aparecieron métodos 
basados en matrices con una fuerte base matemática. Se dice entonces que estos 
métodos trabajan con la matriz asociada al SEL y no el SEL propiamente dicho, tal y 
como se entendía en los primeros métodos. 
 
Un resumen de estos métodos matriciales es el siguiente: 
 
- D. Método de Gauss  
El método de Gauss consiste en triangular la matriz aumentada del sistema de 
ecuaciones lineales mediante el método de reducción de forma reiterada. La matriz 
aumentada es la formada por los coeficientes de las incógnitas y el vector de elementos 
independientes. 
 
- E. Regla de Cramer  
La regla de Cramer es un método de resolución SEL que posee la particularidad de 





Donde det(A) se define como el determinante de la matriz asociada al SEL y Aj la 







2.3 Métodos iterativos 
 
Aunque los métodos matriciales de resolución directa permitían dar respuesta a todos 
los problemas, en ocasiones el tiempo necesario para resolver los SEL era excesivo. Por 
este motivo aparecieron los métodos iterativos [10]. Un método iterativo es un método 
que progresivamente va calculando aproximaciones a la solución de un problema a 
partir de un iterando inicial. Se repite el mismo proceso sobre una solución aproximada 
esperando que el resultado obtenido en la próxima iteración sea una solución más 
aproximada a la solución exacta. A diferencia de los métodos directos, en los cuales se 
debe terminar el proceso para tener la respuesta, en los métodos iterativos se puede 
suspender el proceso en una iteración concreta obteniendo una aproximación a la 
solución con un cierto error.  Tal y como se cita en [25] existen métodos iterativos 
estacionarios y no estacionarios. 
 
Los métodos estacionarios son aquellos en los que la ecuación de convergencia es 
constante en el tiempo y poseen la particularidad que para converger han de cumplir un 
conjunto de normas estrictas que no todos los SEL pueden cumplir. Estos métodos 




 = Bx(k−1) + c 
Donde B y c no dependen de la iteración k.  
 
Los métodos no estacionarios son aquellos cuya ecuación de convergencia no es 
constante de una iteración a otra. En este tipo de métodos los parámetros B y c 
anteriormente citados varían en función de la iteración k, generalmente usando 
información extra del sistema como por ejemplo errores residuales. Estos métodos  
aunque útiles en muchos campos de la computación y las matemáticas, no se tratarán en 
esta memoria debido a que escapan a los objetivos del proyecto. 
 






- A. Método de Jacobi 
El método Jacobi es el método iterativo más sencillo para resolver SEL con tantas 
incógnitas como ecuaciones. Pese a que este método es sencillo de entender y de 
implementar no es demasiado usado debido a que tiene tendencia a converger 
lentamente. Siendo A la matriz asociada al SEL, x, y, z, etc., las variables del sistema, b 
el vector de términos independientes, (n+1) la iteración actual y (n) la iteración anterior 








- B. Método de Gauss-Seidel 
El método de Gauss-Seidel es muy semejante al método de Jacobi. Mientras que en el 
de Jacobi se utiliza el valor de las incógnitas de la iteración anterior para determinar una 
nueva aproximación, en el de Gauss-Seidel se va utilizando los valores de las incógnitas 
que se tengan en la misma iteración, y no en la siguiente. Este hecho permite a este 
método ir el doble de rápido (en la mayoría de ocasiones) que el método de Jacobi. En 






- C. Método de SOR: 
El método de SOR (Succesive Over Relaxation)[11] se basa en el método de Gauss-
Seidel modificando el paso entre iteración e iteración en un factor w, consiguiendo una 
más rápida convergencia. Para asegurar que el método es convergente, el parámetro de 
incremento de paso, llamado w ,  ha de estar en el rango  0 < w < 2. La elección óptima 
del parámetro w puede hacer que la velocidad de convergencia aumente en un orden de 
magnitud. 
 
- D. Método SSOR: 
El método SSOR (Symmetric Successive Overrelaxation) se basa en los mismos 
principios que el SOR y no ofrece ningún tipo de ventaja en la solución de SEL. Por el 





Cuando se trabaja con notación matricial, la resolución de SEL se basa en encontrar la x 
dentro de la ecuación matricial Ax=b, siendo A la matriz asociada al SEL, x el vector de 
incógnitas y b el término independiente. Una de las situaciones típicas de la resolución 
de SEL es que en un problema cualquiera, los datos que lo modelan generalmente 
afectan solo al vector de términos independientes. Esto quiere decir que por el simple 
hecho de cambiar un vector, se han de rehacer todos los cálculos para resolver el SEL. 
De esta problemática nació la factorización de matrices.  
 
 
2.4.1 Factorización LU 
 
La primera factorización fue la LU y se basa en separar la matriz A en dos matrices 
triangulares L(Lower) y U(Upper), donde L es una matriz triangular inferior y U es una 
matriz triangular superior. De esta forma: 
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Al ser L y U triangulares la resolución de las dos subecuaciones es trivial, realizando 
substitución hacia adelante y hacia atrás respectivamente en 1 y 2. Por norma general 
puede decirse que los algoritmos de factorización son de orden cúbico mientras que los 
de substitución hacia delante y hacia atrás son de orden cuadrático. Esto hace que 
delante de un problema concreto se gaste un número de operaciones proporcional a 
c1·n3 + c2·n2  pero después, todos los problemas que se basen en cambios del vector 
independiente se resuelvan con un coste proporcional a solo n2. 
 
Tal y como se explica en [12], cuando L es triangular inferior unitaria se llama 
factorización de Doolittle y de la misma manera, cuando U es triangular superior 
unitaria  se llama factorización de Crout.  
 
Cuando L=UT el algoritmo se llama factorización de Cholesky. Tiene la peculiaridad 
que la operación de factorización devuelve una sola matriz, reduciendo tiempo de 
cálculo y espacio en memoria. 
 
Cabe remarcar que en la actualidad gran parte de los SEL se resuelven (si se desean 
resultados precisos) mediante la factorización de sus matrices asociadas 
(independientemente del método) debido a la facilidad para implementar dichos 
algoritmos en software y a las ventajas que el cálculo computacional ofrece en la 













2.4.2 Factorización Cholesky  
2.4.2.1 Descripción 
 
Tal y como se ha dicho antes, cuando en una factorización LU se cumple que L=UT la 
factorización  es llamada  factorización de Cholesky [13]. Conceptualmente se observa 
que esta factorización cumple una función análoga a la raíz cuadrada dentro del cuerpo 
de los reales escalares positivos. De la misma manera que la raíz cuadrada tiene 
limitaciones para su aplicación dentro de los reales (el número a tratar ha de ser no 
negativo) la factorización de Cholesky también tiene ciertas limitaciones respecto a su 
aplicación. 
 
Diremos que una matriz A de orden n, simétrica definida positiva (spd), posee 
factorización de Cholesky si existe una matriz L, triangular inferior con elementos 
positivos en la diagonal, tal que A = LLt. Diremos que A es definida positiva si A es 
simétrica y xTAx > 0 para todo x diferente de 0. De otra manera podemos decir que la 
matriz A es definida positiva si todos los elementos de la diagonal son positivos. 
Entonces la factorización de Cholesky  existe y es única. 
 
Para entender el algoritmo que realiza la factorización de Cholesky, a continuación 
mostraremos el caso concreto de dicha factorización para una matriz spd de 2x2. Nótese 
que el primer elemento de la matriz (a11, l11). Este elemento es el único de toda la matriz 




Análogamente a la factorización LU, para resolver un SEL mediante la Factorización de 
Cholesky, no hay más que resolver mediante la substitución hacia delante (Lz = b), y 
substitución hacia atrás (LTx = z.). 
 
Una de las formas más sencillas de implementar el código de la factorización de 
Cholesky es de la siguiente manera (implementación en pseudocódigo teniendo en 
cuenta que A es la matriz asociada al SEL y n la dimensión de dicha matriz): 
 
Cholesky(MATRIZ A,entero N)  
{ 
    desde i = 0 hasta n  
    {  
      desde j = 0 hasta i-1 
      {  
        suma = 0.0; 
        desde k = 0 hasta j – 1 
   suma += A[i][k] * A[j][k]; 
        A[i][j] = (A[i][j] - suma) / A[j][j]; 
      } 
      suma = 0.0; 
      desde k = 0 hasta i – 1 
     suma += A[i][k] * A[i][k]; 





Observando el pseudocódigo es relativamente sencillo calcular el coste computacional 
de la factorización de Cholesky. Dado que A es una matriz de orden n, teniendo en 
cuenta que los métodos de substitución hacia delante y hacia atrás son de coste n2, el 









2.4.2.2 Aplicaciones de la factorización de Cholesky 
 
Si se buscan aplicaciones concretas a todo lo explicado hasta ahora, la aplicación más 
obvia para la factorización de Cholesky es la resolución de SEL simétricos definidos 
positivos, pero tiene varias aplicaciones adicionales concretas en el mundo de la ciencia, 
la estadística,  las comunicaciones y la computación: 
 
- A. Mínimos cuadrados lineales. 
 Este método es una herramienta estadística que se encarga de ajustar curvas a un cierto 
conjunto de datos, optimizando el mínimo del error cuadrático medio total. La 
factorización de Cholesky puede usarse para calcular los parámetros de este algoritmo. 
En este caso se cumple que para ajustar las curvas se ha de resolver el siguiente sistema 
ATAx = ATb siendo ATA spd.  
 
- B. Simulación Montecarlo. 
 La simulación de Montecarlo es una técnica cuantitativa que hace uso de la estadística 
y los ordenadores para imitar, mediante modelos matemáticos, el comportamiento 
aleatorio de sistemas reales no dinámicos. Mediante la factorización de Cholesky es 
posible generar ruido coloreado según el modelado de un sistema determinado a partir 
de ruido incorrelado permitiendo adaptar la simulación de Montecarlo a cualquier 
problema concreto. 
 
- C. Generación de vectores aleatorios. 
 Relacionado con la simulación de Montecarlo, se observa que la factorización de 
Cholesky puede utilizarse para generar vectores aleatorios, tal y como se describe en 
[26]. 
 
- D. Filtro de Kalman. 
 Este tipo de filtro se caracteriza por monitorizar el estado promedio y la covarianza del 
sistema. Es un tipo de filtro adaptativo que usa la factorización de Cholesky para extraer 
datos estadísticos de la matriz de covarianza (que siempre cumple las condiciones para 
ser factorizada) a fin de poder ajustar los parámetros estadísticos del filtro en todo 
momento. A continuación se muestra un esquema simple del funcionamiento del filtro 
de Kalman, extraído de [27]: 
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Figura 2.1 Esquema de funcionamiento de filtro Kalman 
 
- E. Kernel de cálculo de factorizaciones sobre matrices dispersas. 
 Las matrices dispersas son aquellas en las que gran cantidad de sus elementos son 
nulos, presupuesto que queda más allá de los objetivos de este proyecto. Estas matrices 
acostumbran a seguir ciertos patrones de distribución de elementos no nulos y hay 
varios de ellos en los que la factorización de Cholesky puede tener utilidad. El más claro 
de estos patrones es el de aquellas matrices dispersas en que los elementos no nulos se 
concentran en bloques y alrededor de la diagonal principal. La factorización de 
Cholesky densa es usada en estos casos en los bloques que residen cerca de la diagonal 
















- F. Precondicionamiento de métodos iterativos. 
 La factorización de Cholesky puede usarse en ciertas ocasiones para precondicionar 
métodos iterativos y mejorar la convergencia del mismo. El objetivo final del 
precondicionamiento es aproximar lo mejor posible la matriz de precondicionamiento a 
la matriz original del SEL para mejorar sus propiedades numéricas y la convergencia 



















Capítulo 3 . Arquitecturas SIMD y multicore. 
 
3.1 Conceptos básicos 
 
La resolución de problemas que implican gran cantidad de cálculos (como por ejemplo 
la factorización de Cholesky) se realiza desde hace más de medio siglo mediante 
procesadores. La mayoría de los procesadores actuales siguen una arquitectura genérica 
llamada “Arquitectura Von Neumann” dada a conocer en 1949 por el científico húngaro 
John Von Neumann, con la peculiaridad que fue la primera arquitectura que permitía 
cambiar la funcionalidad de la máquina sin necesidad de recablearla físicamente, sino 
mediante códigos almacenados en memoria. De esta manera nació el concepto de 
software. 
 
En la Fig 3.1  puede observarse un esquema simplificado de dicha arquitectura: 
 






Décadas después, Intel desarrolló un procesador de consumo, el 8086, base de gran 
parte de las arquitecturas actuales. En la figura 3.2 puede observarse el esquema 
simplificado de la arquitectura usada en el 8086: 
 
Figura 3.2 Esquema simplificado del procesador 8086 
 
 
El diseño y la tecnología del procesador evolucionó, aumentando el número de 
transistores y la frecuencia de trabajo (tal y como marcaba la Ley de Moore)  dando 
lugar a los procesadores 286, 386, 486, Pentium y posteriores. La siguiente gráfica 
refleja el crecimiento del número de transistores por chip a lo largo de la historia:  
 
 
Figura 3.3 Evolución del número de transistores por chip siguiendo la Ley de Moore 
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Esta reducción progresiva del tamaño del transistor y el aumento implícito de la 
frecuencia de trabajo  proporcionó a la industria del software el “free-food”[14]. Es 
decir, un mismo software funcionaría más rápido cuanto más rápido fuera el hardware 
sobre el que se ejecutaba debido a que el rendimiento del cálculo computacional era 
proporcional a la frecuencia de trabajo. 
 
 No obstante, este “free-food” no podía ser eterno. El aumento de frecuencia comporta 
un aumento en el consumo y en el calor disipado en un circuito integrado(CI) con una 
relación cúbica respecto a la frecuencia. La Fig 3.4 muestra el aumento de la potencia 
disipada a medida que la tecnología ha generado transistores más pequeños y más 
rápidos: 
 
Figura 3.4 Evolución de la densidad de potencia en los CI a lo largo de los años 
 
Es por este motivo que los fabricantes de procesadores empezaron a optar, a finales del 
siglo XX, por sistemas que aumentaran el rendimiento de cálculo sin necesidad de 
aumentar la frecuencia de trabajo. Dado que el número de transistores que se podían 
integrar en un chip era superior al que realmente era necesario, se optaron por 
soluciones que paralelizaran la ejecución de las operaciones: 
 
- La primera opción fue crear operaciones vectoriales llamadas SIMD (Single 
Instruction Multiple Data). Dentro de la arquitectura en la que se centra este 
proyecto (x86/i32) primero surgieron las operaciones MMX, operaciones 
vectoriales enfocadas al cálculo de enteros y posteriormente fueron 
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reemplazadas por las operaciones SSE, operaciones vectoriales para realizar 
cálculos en coma flotante. 
 
- En segunda opción se optó por replicar núcleos enteros de procesador en un solo 
chip, generando los actuales 2 core y 4 core. Con esto se conseguía aumentar la 
potencia de cálculo y no aumentar (o incluso disminuir) la frecuencia de reloj de 
trabajo. La tendencia es que durante los próximos años el número de cores por 
procesador crecerá paulatinamente.  
 
 
3.2  SIMD: Single Instruction Multiple Data 
 
Debido a que los problemas a resolver por el cálculo computacional eran cada vez de 
mayores dimensiones y que la tecnología de fabricación de chips permitía una mayor 
densidad de transistores, los fabricantes de hardware optaron por proveer a los 
procesadores de instrucciones paralelas. Estas instrucciones tienen la particularidad de 
poder operar con un cierto conjunto de datos a la vez usando una sola instrucción. 
 
En la Fig 3.5 puede verse el esquema básico de funcionamiento de una instrucción 
SIMD donde X[1..4] e Y[1..4] son los vectores con las variables a tratar y OP es una 
operación genérica (suma, resta , multiplicación, división, etc.….): 
 
 
Figura 3.5 Esquema básico de las instrucciones SIMD 
 
 
Dependiendo del fabricante y del propósito del procesador cada juego de instrucciones 
tiene sus particularidades. Así , en los PowerPC estas instrucciones son llamadas 
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AltiVec / VMX (VMX es el nombre que le dio IBM y Altivec el nombre comercial que 
le dio Motorola), de la misma manera que en los procesadores Sparc se bautizaron con 
el nombre de Visual Instruction Set (VIS) o en el caso de los Alpha cuyas instrucciones 
vectoriales fueron llamadas Motion Video Instructions (MVI), todo esto solo por poner 
ejemplos debido a que hay innumerable cantidad de conjuntos de instrucciones SIMD 
(MAX, MDMX, ASP, etc…) . Todos estos conjuntos de instrucciones son  ejemplos de 
paquetes de instrucciones SIMD usadas en el cálculo computacional en concreto y en la 
industria del software en general.  
 
Si bien por un lado tanta variedad de conjuntos de instrucciones enriquece la tecnología 
y permite la posibilidad de nuevas soluciones para casos concretos, también imposibilita 
su aplicación a nivel práctico. Puede decirse que todos los procesadores y sistemas 
operativos actuales soportan los compiladores de C y que por lo tanto, un código hecho 
en lenguaje C estándar puede ser llevado a cualquier plataforma con cambios mínimos, 
hecho que no puede aplicarse al código implementado en ensamblador, mucho menos 
incluyendo instrucciones SIMD. 
 
Éste es el principal motivo por el que, si bien este proyecto intenta ser lo más portable 
posible tiene que restringirse a una arquitectura hardware concreta. Por motivos de 
amplia difusión en el mercado se escoge la arquitectura Intel x86/ia32, debido a que 
estos procesadores son los que se encuentran en prácticamente todos los ordenadores 
domésticos actuales. 
 
En la arquitectura que se centra este proyecto (x86/ia32)[16], este juego de 
instrucciones fue llamado Streaming SIMD Extension(SSE). Inicialmente, SSE fue una 
extensión al grupo de instrucciones MMX para procesadores Pentium III. Este conjunto 
de instrucciones permite hacer un número variable de operaciones a la vez dependiendo 





Figura 3.6 Número de operaciones en SSE en función del tipo de variables. 
 
A medida que la industria del software usaba estos conjuntos de instrucciones se fueron 
encontrando diversos déficits en el rendimiento del uso de SSE (operaciones en 
horizontal dentro de un mismo registro p.e.) que se solventaron mediante nuevas 




Figura 3.7 Evolución de las SSE 
 
Actualmente las SSE poseen 8 registros (xmm0..7) de 128 bits, usados dentro del 
proyecto como vectores de 4 floats. Dentro de la nomenclatura de los opcodes cabe 
decir que la finalización en SS se refiere a operaciones escalares mientras que la 
terminación PS hace referencia a operaciones con vectores. Ciñéndonos al campo de los 
floats, las instrucciones a las que se puede acceder mediante SSE son las siguientes (en 
negrita están marcadas aquellas que se han usado para la implementación de este 
proyecto tal y como se describirá en el capítulo 4): 
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- Movimiento de datos: MOVSS y MOVAPS, MOVUPS, MOVLPS, MOVHPS, 
MOVLHPS, MOVHLPS 
 
- Operaciones aritméticas:  ADDSS, SUBSS, MULSS, DIVSS, RCPSS, 
SQRTSS, MAXSS, MINSS, RSQRTSS y ADDPS, SUBPS, MULPS, DIVPS, 
RCPPS, SQRTPS, MAXPS, MINPS, RSQRTPS 
 
- Comparación: CMPSS, COMISS, UCOMISS y CMPPS 
 
- Movimientos intraregistro: SHUFPS, UNPCKHPS, UNPCKLPS 
 
- Conversión de tipos de dato: CVTSI2SS, CVTSS2SI, CVTTSS2SI y 
CVTPI2PS, CVTPS2PI, CVTTPS2PI 
 
- Opeaciones lógicas bit a bit: ANDPS, ORPS, XORPS, ANDNPS 
 
El gran problema de esta tecnología es la dificultad de su utilización dentro del software 
de cálculo. La mayoría de los compiladores más usados, como por ejemplo el de 
Microsoft, Intel o gcc aseguran su utilización, pero se ha demostrado reiteradamente que 
el uso óptimo de las características  que ofrece SSE solo es alcanzable mediante 
llamadas a código ensamblador (ASM). Tal y como se ha dicho al inicio de esta 
sección, este hecho implica que el código fuente pensado para un compilador 
determinado, difícilmente será portable a otro compilador y de la misma manera, ese 
mismo código ASM difícilmente coincidirá con instrucciones de otra plataforma con 
diferentes instrucciones SIMD.  
 
En el campo que nos atañe, el de la computación de alto rendimiento, las SSE (así como 
otros juegos de instrucciones SIMD en otras plataformas) son usadas en todas aquellas 
aplicaciones específicas que no busquen la portabilidad. Así pues, librerías numéricas 
como BLAS o LAPACK no usan SSE en su versión más portable pero si que las 
implementan en versiones más especificas como por ejemplo BLAS de ACML(AMD) y 
MKL (Intel) totalmente dependientes de la arquitectura. 
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De cara al futuro Intel y AMD se han comprometido a seguir mejorando las 
instrucciones SIMD, concretamente con el nuevo juego de instrucciones llamado 
Advanced Vector eXtensions (AVX). Este conjunto de instrucciones tiene como 
principales mejoras respecto a SSE la existencia de 16 registros de 256 bits (en vez de 8 
de 128 bits) con vistas a poderse ampliar a 512 ó 1024 bits en un futuro no muy lejano y 
las operaciones de 3 operandos haciendo que el registro de destino (que es uno de los 
operandos en SSE) no acabe sobrescrito. Se espera la aparición de este nuevo conjunto                                            
entre 2010 y 2011.    
 
3.3 Arquitecturas multicore 
 
Con los conjuntos de instrucciones SIMD los fabricantes de CI dejaron claro que el 
camino viable a seguir en el campo de los procesadores era la paralelización. Esta 
tendencia, se vio reforzada con la aparición de los multicores. Un procesador multicore 
es aquél en que en un solo CI existen 2 o más procesadores organizados de manera  
parecida a como se expone en la figura 3.8: 
 
Figura 3.8 Organización básica de un procesador dual core 
 
La principal ventaja de este hardware cuando se habla de cálculo intensivo es que su 
consumo energético es limitado (debido a que aumenta la potencia de cálculo de forma 
directamente proporcional a la potencia disipada) y que su rendimiento es superior al 
uso de múltiples procesadores por separado debido a que al estar en un solo chip 
disminuye el tiempo de comunicación entre ellos. 
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La importancia de estas arquitecturas no reside tanto en su potencia de cálculo actual 
sino en su potencial futuro. Ejemplo de ello es el “Single-chip Cloud Computer” un 
procesador experimental con 48 cores que de ser viable puede abrir todo un mundo 
nuevo en el campo de la programación en memoria compartida. 
 
La problemática de esta tecnología es la programación del software de cálculo que ha de 
ejecutarse sobre este hardware. A grandes rasgos hay dos opciones: 
 
- A. Threads nativos 
 Todos los sistemas operativos actuales soportan de una manera u otra la creación y 
manejo de threads. El problema es que cada uno tiene una forma de abordar el 
problema diferente con interficies de software diferentes haciendo de ellos la mejor 
opción en plataformas específicas a costa de perder portabilidad del código 
generado. Además acostumbra a no ser fácil para el programador adaptar su código 
secuencial a un código paralelo con threads. 
 
- B. Librerías de paralelización 
 En librerías de paralelización quedan englobadas las librerías como tal, los 
lenguajes específicos de paralelización y los compiladores especiales para 
plataformas multicore, es decir, todas aquellas herramientas que sin ser threads 
nativos provean al programador de paralelización. Todas estas librerías encapsulan 
los threads nativos del sistema ofreciendo al programador un interfície de trabajo 
sencilla, quitándole de encima el engorro de hacer grandes cambios en su código 
para conseguir el máximo rendimiento al hardware multicore. 
 
Se implementarán ambas opciones. La primera por dar un mayor rendimiento teórico, la 
segunda por proveer de mayor portabilidad. Dentro de la segunda opción, hay varias 
alternativas para conseguir la paralelización aunque se descartan aquellas que se centren 
en lenguajes específicos como por ejemplo Cilk[22], centrándonos más en TBB 










Tabla 3.1 Comparativa threads nativos, OpenMP y TBB. 
 
 
Puede observarse en la tabla que TBB ofrece múltiples ventajas sobre OpenMP a 
excepción del soporte de diversos lenguajes de programación, que en nuestro caso no es 
un problema debido a que se trabaja exclusivamente en C/C++. Es por este conjunto de 
motivos que la implementación de la paralelización de la factorización de Cholesky en 
este proyecto se orienta a TBB sin menospreciar otros métodos de paralelización como 
la implementación de threads nativos.  
 
Intel® Threading Building Blocks (TBB) [19] es una librería orientada a C++  que 
abstrae los detalles de bajo nivel de la implementación de aplicaciones que usan threads. 
Hace uso de los templates y del estilo de programación que proporciona C++, 
requiriendo menos líneas de código que el uso explícito de hilos para conseguir el 
mismo nivel de paralelización. Esta librería es escalable, haciendo que se aproveche el 
número creciente de cores por circuito integrado que presumiblemente proporcionará la 
industria del hardware, asegurando a la vez unas aplicaciones portables entre distintas 
plataformas. 
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Generalmente la paralelización de aplicaciones se vuelve complicada por motivos como 
la falta de estandarización de las interficies de threading, el aumento de la complejidad 
propia de la paralelización, el aumento de la dificultad de escalar la aplicación 
paralelizada, así como la aparición de bucles infinitos y corrupciones en la memoria 
compartida.  Por todo esto, TBB se plantea como una buena opción de trabajo en 
aplicaciones típicamente monohilo sobre arquitecturas multicore. 
 
De la misma manera, TBB no es la panacea para todos los males de la programación 
paralela. No es recomendable usar esta librería en la gestión de entradas y salidas o en 
aplicaciones donde el tiempo real sea un factor limitante. Así mismo TBB no asegura 
nunca una implementación óptima sino una buena ejecución con un tiempo de 
producción de código mínima.  
 
Este último hecho es el que se evaluará en este proyecto, la conveniencia del uso de 
TBB, debido a que una implementación no óptima es aceptable si el rendimiento no 
empeora y ofrece ventajas en el mantenimiento del código, pero no está permitida si el 
rendimiento queda muy por debajo del esperado. 
 
En el capítulo 6 comentaremos la conveniencia o no del uso de TBB en la paralelización 















Capítulo 4 . Metodología. 
 
4.1 Marco de trabajo 
 
4.1.1 Consideraciones generales. 
 
A fin de obtener resultados generalistas a nivel de portabilidad de la solución y de 
rendimiento óptimo sobre cualquier plataforma, se opta por hacer gran número de 
pruebas en ordenadores personales de diversos tipos de hardware, cedidos todos ellos 
por particulares. El objetivo final de las pruebas es doble, por un lado verificar el 
correcto funcionamiento sobre (casi) cualquier plataforma hardware y por otro lado 
extraer la suficiente información para crear una heurística que permita configurar de 
forma óptima las funciones de factorización de Cholesky implementadas. 
 
El banco de pruebas se basa en ejecutar los siguientes algoritmos: 
 - Prueba preeliminar con el algoritmo clásico a fin de establecer un valor de 
referencia para todas las pruebas que sirva para poder comparar resultados. 
 - Implementación mediante TBB. Esta función servirá para poder confirmar si 
TBB es o no es viable en el cálculo numérico. 
 - Implementaciones mediante threads, con parámetros de 1 a 10 threads y con 
dimensiones de bloque de 64 , 128 y 256 elementos por lado. De todos estos datos se 
tratará de extraer la heurística que siempre proporcione rendimiento óptimo. 
 
Se harán dos rondas de pruebas. La primera se realizará sobre un pequeño grupo de 
voluntarios y no tendrá interés en los resultados sino en la funcionalidad del software 
como tal. Es decir, se revisará que todo el mundo pueda ejecutar el software y que no dé 
problemas en ejecución. De la misma manera se documentarán las dudas más 
frecuentemente encontradas y se monitorizará el tiempo total usado en la ejecución de la 
prueba a fin de orientar a los individuos de la segunda ronda. Los voluntarios de la 
segunda realizarán el cometido de ejecutar unas pruebas ya testeadas por el primer 
grupo  y devolver los datos que genere. 
 
El paquete de pruebas enviado a ambos grupos consta de los siguientes ficheros: 
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- siw.exe: usado para extraer la información del procesador de forma sencilla. 
- Tbb.dll y tbbmalloc.dll : usadas por TBB para funcionar. 
- Conf.txt: archivo de configuración de las pruebas. Por defecto serán pruebas 
desde dimensión 256 hasta 4096 en pasos de 256 elementos. 
- Ejecutable con las pruebas anteriormente citadas. 
- Paquete de distribución de VisualStudio: Debido a que VisualStudio precisa de 
un runtime específico todos aquellos ordenadores que no lo hayan instalado 
nunca tendrán que ejecutar este paquete de redistribución para que funcionen las 
pruebas. 
 
De la misma manera se devolverán los siguientes archivos: 
- Timing.txt: Archivo que contiene todos los tiempos de todas las ejecuciones en 
función del orden de matriz a tratar 
- Flops.txt: Archivo que contiene la misma información que el archivo anterior 
pero ya transformada a flops 
- LogError.txt: Archivo usado para debugación en el supuesto que aparecieran 
problemas durante la ejecución 
- Max.txt: Proporciona la información necesaria de número de threads y tamaño 
de bloques óptimo en función de la dimensión de matriz a factorizar. 
- Cpuinfo.txt: Contiene los datos de configuración del equipo: velocidad de 
procesador, número de cores,  caché, etc… 
 
4.1.2 Hardware usado. 
 
El equipo de de pruebas está formado por más de 30 personas que han cedido 
voluntariamente sus ordenadores juntando un total de medio centenar de equipos de 
diversa índole. La descripción de estos equipos es la siguiente: 
 
Equipos con procesadores de 1 core: 
Id Frecuencia(MHz) L1 L2(KB) Fabricante 
1 2247 64 KB 512 AMD 
2 1498 32 KB 512 Intel Celeron M 
3 2567 12KµOps 8 KB 512 Intel Pentium 4 HT 
4 1500 32 KB 2048 Intel Pentium M 
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5 2746 12 KµOps 8 KB 512 Intel Pentium 4 HT 
6 3000 12 KµOps 16 KB 1024 Intel Pentium 4 
7 2362 12 KµOps 8 KB 128 Intel Celeron 
8 2994 12 KµOps 16 KB 1024 Intel Pentium 4 
9 1777 12 KµOps 8 KB 256 Intel Pentium 4 
10 3192 12 KµOps 16 KB 2048 Intel Pentium 4 HT 
 
Tabla 4.1 Resumen del hardware con 1 core 
 
Equipos con procesadores de 2 cores: 
Id Frecuencia(MHz) L1(KB) L2(KB) Fabricante 
1 2079 32 3072 Intel Core 2 Duo 
2 1596 64 256 AMD Turion 64 X2  
3 2800 64 1024 AMD Athlon 64 X2 
4 2660 32 3072 Intel Core 2 Duo 
5 1995 64 512 AMD Athlon X2 
6 2200 32 1024 Intel Core 2 Duo 
7 2454 32 2048 Intel Core 2 Duo 
8 2910 32 6144 Intel Core 2 Duo 
9 2000 32 1024 Intel Pentium DC 
10 3192 12KµOps 16 KB 2048 Intel Pentium D 
11 1874 64 512 AMD Athlon(tm) X2  
12 2126 32 2048 Intel Core 2 Duo 
13 3092 32 6144 Intel Core 2 Duo 
14 2600 32 2048 Intel Core 2 Duo 
15 2094 32 2048 Intel Core 2 Duo 
16 2935 32 6144 Intel Core 2 Duo 
17 3159 32 6144 Intel Core 2 Duo 
18 1862 32 2048 Intel Core 2 Duo 
19 1300 32 3072 Intel Core 2 Duo 
20 1828 32 2048 Intel Core 2 Duo 
21 2611 64 512 AMD Athlon 64 X2  
22 1860 Desconocido* Desconocido* Intel Core 2 Duo 
23 2667 32 4096 Intel Core 2 Duo 
Tabla 4.2 Resumen del hardware con 2 cores 
 
En la tabla 4.2 se desconocen los valores de caché de la prueba 22 debido a un fallo en 
el envío de los datos del equipo. Se mantiene como válida la prueba ya que se tiene 
información sobre la frecuencia de funcionamiento y número de cores. 
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Equipos con procesadores de 4 cores: 
Id Frecuencia(MHz) L1(KB) L2(KB) L3(KB) Fabricante 
1 2308 32 2048 0 Intel Core 2 Quad 
2 2666 32 3072 0 Intel Core 2 Quad 
3 2826 32 6144 0 Intel Core 2 Quad 
4 2400 32 4096 0 Intel Core 2 Quad Q6600 
5 2612 64 512 2048 AMD Phenom 
6 2400 32 4096 0 Intel Core 2 Quad Q6600 
7 2800 64 2048 0 AMD Athlon II Quad Core 
8 2284 32 2048 0 Intel Core 2 Quad 
9 2400 32 4096 0 Intel Core 2 Quad Q6600 
Tabla 4.3 Resumen del hardware con 4 cores 
 
El identificador que tiene cada hardware es dado por estricto orden de llegada de las 
pruebas. A partir de aquí dicho identificador servirá para nombrar cada uno de los 
hardwares con la siguiente nomenclatura: XcoreY, siendo X el número de cores del 
hardware e Y el identificador que aparece en cada una de las tablas. 
 
Adicionalmente se han recibido pruebas con otros procesadores que debido a su menor 
cantidad se ha hecho imposible su utilización en ningún estudio. Estos hardwares son 
los siguientes: 
 
- Tricore: AMD Sempron Spica a 2,8 GHz de frecuencia de funcionamiento, con 
tamaños de caché 64 KB L1 I-Cache, 64 KB L1 D-Cache, 512 KB L2 , 6144 KB L3. 
 
- i5: Aunque no tan especial como el tricore solo llegaron las pruebas de dos 
procesadores de la gama i5 con las siguientes características:  
- 1: 2.67GHz de frecuencia y caché de 32 KB L1 D, 256 KB L2. 
- 2: 2,39GHz de frecuencia y caché de 32 KB L1 D, 256 KB L2. 
 
- i7: De este tipo de procesador solo se obtuvieron pruebas de un hardware. Sus 






4.1.3 Matrices usadas. 
 
Las matrices se han generado de forma aleatoria manteniéndose estáticas para las 
diferentes pruebas dentro de un mismo hardware. 
 
Las matrices se han generado de forma aleatoria a fin de que la distribución de los datos 
no interfiera (positiva o negativamente) en el rendimiento final de la aplicación. El 
algoritmo para generar las matrices aleatorias tiene la particularidad de ser rápido al 
generar las matrices y asegura que dichas matrices siempre tienen factorización de 
Cholesky. 
 
El algoritmo para generar las matrices aleatorias, descrito en pseudocódigo es el 
siguiente, siendo A la matriz generada aleatoriamente y max la dimensión de dicha 
matriz: 
 
//LLenamos toda la matriz de elementos entre 0.0 y 1.0 
desde i = 0 hasta i < max 
 desde j = 0 hasta  j < max 
  A[i][j] = (rand()%100)/100.0; 
 Fin bluce j 
Fin bucle i 
 
//Aseguramos que el primer elemento diagonal es superior al resto de 
elementos de su columna (o fila) 
A[0][0] = 1.0 + (rand()%100)/100.0; 
 
//Cada uno de elementos diagonales es mayor al elemento diagonal 
anterior y por construcción mayor a los elementos de su columna (o 
fila) 
desde  i = 1 hasta i < max  
A[i][i] += A[i-1][i-1] + (rand()%100)/100.0; 
 
Nótese que la matriz resultante no es simétrica, pero debido a que los algoritmos de 
trabajo solo escogen una de las matrices triangulares (superior o inferior) que la 
componen, este hecho carece de importancia. 
Finalmente, a fin de aseverar que no haya fallos en la implementación, después de 
realizar la computación, todas las pruebas se testean mediante el producto escalar de la 
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última columna. Esto es así, debido a que la multiplicación escalar de la última columna 
de la matriz factorizada por si misma, tiene que dar como resultado el último elemento 
de la matriz original. Cualquier diferencia es un síntoma de error o como mínimo de 
falta de precisión. Se escoge este test por que es sencillo de implementar, rápido de 
ejecutar y muy fiable debido a que los elementos de la última columna dependen de 
todos los elementos calculados en el resto de la matriz, haciendo que un error en 
cualquier punto de la matriz quede reflejado en este último vector. Todo este proceso se 
describe en el siguiente pseudocódigo, siendo A la matriz original , B la matriz 
resultado de la factorización de Cholesky y max la dimensión de ambas matrices: 
 
result = 0.0; 
desde i = 0 hasta i < max 
 result += B[i][max-1]*B[i][max-1]; 
 
result = A[max - 1][max - 1] - result; 
 
Si result tiene un valor diferente de 0 (o está fuera del intervalo de error arbitrariamente 
pequeño correspondiente a la precisión deseada) puede decirse que la implementación 
es errónea o bien que la ejecución en un hardware especifico no es correcta. En ninguna 















4.2. Parámetros de optimización 
El desarrollo de este proyecto se ha basado en la implementación y evaluación de 
múltiples opciones para la factorización de Cholesky. Para evaluar el rendimiento de 
cada opción de implementación hemos considerado los siguientes parámetros: 
- Caché. 
- SIMD. 
- Paralelización  MultiCore: TBB o threads nativos de Windows. 
- Instrucciones específicas. 
- Heurística. 
 
Cabe remarcar que estos 5 parámetros influyen en el rendimiento y tienen una 
importancia relativa al hardware sobre el que se ejecute. Cada uno de ellos tiene su 
importancia en función de: tamaño y tipo de la caché, fabricante y modelo del 
procesador, versión del sistema operativo y número de cores de la CPU. 
 
Adicionalmente, si bien la conjunción de todos estos parámetros puede producir un 
buen rendimiento en la aplicación final, el fallo de sólo uno de ellos puede producir que 
el rendimiento disminuya drásticamente. Por ejemplo, una implementación que 
aproveche de forma extrema la caché o las instrucciones vectoriales del procesador 
pero, que no esté paralelizada no tiene futuro. De forma similar una implementación que 
se base en la paralelización pero que tenga demasiados accesos a memoria no obtendrá 
un buen rendimiento.  
 
Finalmente hay que tener en cuenta que las optimizaciones y ganancias en el 
rendimiento son extremadamente relativas al hardware en que se ejecuten. No es raro 
encontrar mejoras del código que en un hardware antiguo proporcionen ganancias de 
pocos percentiles mientras que esas mismas mejoras en procesadores más modernos 
sean del orden del 50%. Este hecho es una dificultad adicional al desarrollo del proyecto 
pues cada propuesta y prueba de código ha de ejecutarse en un número variado de 






La memoria caché es una memoria de tamaño relativamente pequeño pero de gran 
velocidad, comparados ambos factores con la memoria principal del sistema. Para 
optimizar el rendimiento de las aplicaciones que realizan cálculo computacional nos 
interesa aprovechar la localidad temporal y espacial de los datos.  
Las implementaciones clásicas de la factorización de Cholesky basadas en el acceso a 
los datos  por filas o por columnas presentan un grave problema de accesos ineficientes 
a memoria y por lo tanto, de desaprovechamiento de la caché. Este problema es 
resultado de tres factores independientes: 
 
- A. Un mismo dato tiene que ser accedido en numerosas ocasiones 
 Para demostrar este hecho se dan valores al algoritmo clásico y se hace un recuento de 




( A[x][y] ) 
0 1 2 3 
0 4    
1 5 3   
2 5 4 2  
3 5 4 3 1 
Tabla 4.4 Número de accesos a memoria en la Factorización de Cholesky 
 
La tabla 4.4 muestra los accesos requeridos a memoria al realizar la factorización de 
Cholesky para la matriz considerada. De dicha tabla puede extrapolarse el 
comportamiento para matrices de tamaño arbitrario. Siendo i el iterador usado en los 
cálculos, se obtiene que el número de accesos totales necesarios para realizar el cálculo 
de la factorización de Cholesky de una matriz de dimensión de lado de N elementos, es 
el siguiente: 
A[0][0] = sqrt(A[0][0]); 
 
A[1][0] = A[1][0] / A[0][0]; 
A[1][1] = sqrt(A[1][1] - A[1][0] * A[1][0]); 
 
A[2][0] = A[2][0] / A[0][0]; 
A[2][1] = (A[2][1] - A[2][0] * A[1][0]) / A[1][1]; 
A[2][2] = sqrt(A[2][2] – (A[2][0] * A[2][0] + A[2][1] * A[2][1] )); 
 
A[3][0] = A[3][0] / A[0][0]; 
A[3][1] = (A[3][1] - A[3][0] * A[1][0]) / A[1][1]; 
A[3][2] = (A[3][2] – (A[3][0] * A[2][0] + A[3][1] * A[2][1] )) / A[2][2]; 




Operando, la expresión puede transformarse en la siguiente: 
 
 
De la expresión resultante se observa que la progresión del número de accesos totales a 
memoria es de tipo cúbica respecto a la dimensión de lado de la matriz, tal y como 
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- B. Elevada dependencia de los datos 
 La figura 4.2 muestra el grafo de dependencias para el ejemplo anterior utilizando la 
clásica implementación de la factorización de Cholesky: 
 
Figura 4.2 Esquema de dependencias de los datos en la FC 
 
De la figura 4.2 puede observarse que a medida que los índices de los elementos 
aumentan, el cálculo asociado a esos elementos cada vez tiene mas prerrequisitos, 
estando estos prerrequisitos, además, cada vez más alejados en la matriz del 
elemento en cuestión. Esto rompe la localidad espacial y temporal de los datos 
generando nuevos accesos a memoria a priori innecesarios. 
 
Además de este hecho, cabe remarcar la importancia que tienen estas múltiples 
dependencias de datos en la paralelización. Al tener cada elemento numerosos 
prerrequisitos y estos a su vez más prerrequisitos y así sucesivamente, se conforma 


















- C. Se lee por filas y se escribe por columnas(o viceversa) 
 Del esquema de las dependencias de los datos y del código desenrrollado puede 
inferirse también una disyuntiva en los accesos a memoria en los momentos de leer 
y escribir. Así pués, si se escoje el último vector (independientemente de que éste 
sea fila o columna) de la matriz de ejemplo puede observarse facilmente la siguiente 
relación: 
 
A[3][x] = f( A[x][0] , A[x][1] , A[x][2] , … ) 
 
 Esta característica hace que no pueda aprovecharse adecuadamente la caché, 
incrementando los accesos a memoria principal y por lo tanto, reduciendo el 
rendimiento de la implementación. 
 
Todos estos problemas son negligibles si las matrices a factorizar caben en la caché, 
debido a que el tiempo de acceso a caché es varios órdenes de magnitud menor al 
tiempo de acceso a memoria principal (entre 10 y 100 veces no son son valores 
extraños). El gran problema radica en que las matrices de trabajo asociadas a los SEL 
que nos interesa resolver acostumbran a tener dimensiones lo suficientemente grandes 
como para no caber en la caché. La única solución entonces, es empaquetar la matriz en 
submatrices que puedan almacenarse en caché. Se ha de tener en cuenta que para  un 
tamaño de submatriz demasiado pequeño se desaprovecha la caché y para un tamaño 
demasiado grande no cabe. Debido a que la memoria caché tiene (actualmente) una 
estructura fuertemente jerarquizada con diferentes tamaños y velocidades dependiendo 
de la arquitectura, el tamaño óptimo de las submatrices puede variar. 
 
Cabe decir que este parámetro, es de los más difíciles de estudiar debido a que el 
aprovechamiento de la caché implica cambios sustanciales tanto en la forma de  
almacenar la información como en la forma de implementar y distribuir el código. No es 
posible activar o desactivar el aprovechamiento de la caché manteniendo el resto de 
parámetros inalterables debido a que el aprovechamiento de la caché es, tal vez, el 
parámetro de diseño que más condiciona el rendimiento de la aplicación. Esto no quiere 
decir que una vez esté implementada esta opción, ésta sea inamovible, sino que su 
existencia es inevitable, aunque configurable. A lo largo del proyecto se han encontrado 
diversas maneras de parametrizar esta opción a fin de conseguir el máximo rendimiento. 
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Finalmente, solo queda decir que este parámetro se ha optimizado para arquitecturas 
x86/i32 (Intel o AMD) usadas en la mayoría de ordenadores. Es posible que esta 
optimización requiera cambios importantes en la estructura de memoria o en el código 
para arquitecturas con GPUs o Cells. 
 
4.2.2 SIMD. 
Tal y como se ha dicho en capítulos anteriores, las instrucciones SIMD (SSE en el caso 
de Intel) permiten realizar más de una operación por instrucción. En concreto, estas 
instrucciones permiten realizar hasta 4 operaciones con floats de manera simultánea. La 
forma de implementar estas funciones dentro del código, es mediante código 
ensamblador de SSE (ASM-SSE) incluido dentro de kernels de cálculo de 4*4 
elementos.  
 
Su influencia sobre el rendimiento de las implementaciones realizadas consta de dos 
partes: 
- A. Consumo de ciclos por instrucción 
 El número de ciclos gastados por una cierta instrucción es vital para poder 
aproximar el tiempo usado en la ejecución de todas las instrucciones. Lógicamente 
no desarrolla el mismo rendimiento una instrucción que consuma 1 ciclo a otra que 
consuma 100 ciclos. 
 
- B. Interlineación de datos y pipeline 
 Si las instrucciones usan variables no relacionadas entre ellas, el procesador es 
capaz de ejecutar un número determinado de esas instrucciones a la vez. Esto es 
posible gracias a la segmentación de la ejecución de las instrucciones (pipeline). De 
esta manera, es posible obtener resultados una vez por cada ciclo de instrucciones, 
ya que individualmente tardarían más de un ciclo en ejecutarse. Ciertas 
instrucciones, como por ejemplo la raíz cuadrada o la división, consumen muchos 
ciclos haciendo que el procesador no pueda paralelizar la ejecución de estas 
instrucciones con otras instrucciones que consuman menos ciclos. El uso abusivo de 
estas instrucciones intercaladas entre otras que si que se pueden paralelizar o bien la 
ejecución de instrucciones con variables muy relacionadas entre sí puede generar  
caídas drásticas del rendimiento. 
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Debido a que las instrucciones que se han usado dependían directamente del tipo de 
operación matemática que se tenía que realizar, solo se ha podido optimizar 
desordenando las instrucciones SSE, a fin que los accesos a un mismo registro 
estuviesen siempre lo más alejados posible, permitiendo así la paralelización de la 
ejecución de las instrucciones. 
 
Concretamente, las instrucciones SIMD usadas para el cálculo de la factorización de 
Cholesky son: 
- Movups: Instrucción usada para mover datos no alineados entre registros y 
memoria. Existe otra función para mover datos, más recomendada por Intel, la 
instrucción movaps (para memoria alineada), que da un rendimiento teórico 
mayor aunque la práctica ha demostrado, que para nuestro caso en especial, la 
diferencia de rendimiento no compensa el sobreesfuerzo de alinear la memoria. 
Como nota puede remarcarse que la instrucción movaps puede tener sentido 
usarla con el compilador de Intel ya que es el único que por defecto alinea la 
memoria.  
 
- Shufps: Instrucción para realizar movimientos de datos dentro de un mismo 
registro. Tiene múltiples formatos de funcionamiento aunque en este proyecto 
solo se usan aquellos que permiten realizar broadcasting de cada uno de los 
elementos del vector al resto de elementos del vector. La figura 4.3 describe 




Figura 4.3 Modo de configuración y esquema de movimiento de la instrucción shufps 
 
0x00 0x55 0xAA 0xFF 
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- Subps y Addps: Instrucciones para restar y sumar vectores de 4 elementos, 
respectivamente. Estas instrucciones, no consumen muchos ciclos y es fácil 
eliminar interlineaciones desordenando instrucciones. 
 
- Divps y Mulps: Instrucciones para dividir y multiplicar vectores de 4 
elementos, respectivamente. Es difícil eliminar interlineaciones debido a que las 
multiplicaciones y las divisiones acostumbran a tener fuertes dependencias de 
datos. La operación de multiplicar requiere más ciclos que una suma, no 
obstante el problema reside en la operación de división que puede llegar a 
consumir cientos de ciclos del procesador. 
 
- Sqrtps: Instrucción para obtener el valor de la raíz cuadrada de cada uno de los 
elementos del vector. Similarmente a la operación de división, esta instrucción 
consume cientos de ciclos de procesador.  
 
Las funciones de calculo SSE se han implementado en lenguaje ensamblador dando 
como resultado un código final poco mantenible. A fin de mejorar la legibilidad del 
código y la posible portabilidad del código a otras plataformas, se han encapsulado 
todas las funciones SSE  mediante macros del precompilador que permitirían, dado el 
caso, adaptar el código a otros juegos de instrucciones SIMD. 
 
4.2.3 Paralelización MultiCore. 
Hay dos opciones claras para el aprovechamiento de múltiples cores mediante la 
paralelización de ejecución de código. 
 
La primera es Threading Building Blocks(TBB), ofrece como principales ventajas la 
sencillez de implementación y la portabilidad de la solución final. Implementar 
paralelismo mediante TBB es tan sencillo como cambiar los “for” más críticos por 
parallel_for y encapsular el código llamado dentro del “for” mediante objetos. De la 
misma manera, al estar gestionado todo su funcionamiento por un runtime la misma 
librería se encarga de repartir las tareas de forma óptima en función del hardware en que 
se ejecute. Como desventajas tiene que es de pago si se quiere realizar una aplicación 
comercial y que su rendimiento se ve afectado negativamente por la existencia del 
runtime. 
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 La segunda opción es implementar la aplicación mediante threads nativos de 
Windows. Los threads nativos en general (y los de Windows en particular) basan su 
funcionamiento en el uso de las funciones del sistema operativo (API) con el que se 
trabaje, con todas las ventajas e inconvenientes que esto conlleva. Como principal 
ventaja se tiene  que al estar en una capa inferior de abstracción se desarrolla un mayor 
rendimiento teórico respecto a TBB.  Como desventaja puede observarse la dificultad 
para implementar código y la baja portabilidad, consecuencias directas de la 
programación a bajo nivel en un sistema operativo determinado. 
 
Prácticamente todo el desarrollo del proyecto se realizó mediante TBB hasta el punto en 
que la necesidad de mayores rendimientos obligó a buscar nuevas vías, probando con 
éxito la opción de los threads nativos. 
 
Debido a que uno de los máximos problemas de los threads nativos es la portabilidad se 
encapsulan todas las funciones de paralelización en un formato que permita 
reaprovechar todo el código posible cambiando simplemente las funciones de 
paralelización. Esto permite que si bien el proyecto no está pensado para funcionar en 
Linux u otros sistemas operativos, el paso a estos entornos pueda producirse con los 
mínimos cambios posibles. 
 
4.2.4 Instrucciones específicas. 
Las operaciones como la raíz cuadrada o la división han de evitarse siempre que se 
pueda debido a que son extremadamente costosas para el procesador. En los 
procesadores modernos hay alternativas para evitar esto: 
 
- A. Raíz cuadrada recíproca 
 Es una aproximación  (error inferior a 10-6) a la inversa de la raíz cuadrada (1/sqrt(x)). 
Consume un solo ciclo de reloj  en contraposición a la raíz cuadrada “normal” que 
puede consumir cientos de ciclos. 
 
- B. Multiplicación vs división 
La operación de multiplicación consume 10 veces menos tiempo que la operación de 
división. Si se logra poder multiplicar por la inversa de un número en vez de dividir por 
ese número se puede lograr un gran aumento de la velocidad. 
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Este parámetro de optimización es tal vez el menos influyente de todos debido a que 
aunque en primera aproximación tendría que dar las mejores ganancias (ejecuciones 
decenas o cientos de veces más rápido) en la práctica se demuestra que la ganancia es 
despreciable o incluso nula. Esto es así por que solo es aplicable a los bloques de la 
diagonal (N bloques) o como mucho a las N*N operaciones necesarias para encontrar 
los diferentes elementos de la matriz factorizada. Este orden de operaciones, 
comparativamente con el orden cúbico del coste de la factorización de Cholesky, es 
despreciable, haciendo que sus mejoras reales sean inexistentes. 
 
No obstante se consideran estas optimizaciones porque tampoco degradan el 
rendimiento de las implementaciones realizadas. 
 
4.2.5 Heurística. 
Una de las características principales de la factorización de Cholesky es que no hay una 
única implementación que proporcione el máximo rendimiento para cualquier matriz. 
La única solución es parametrizar la función de cálculo (tamaño de subbloques y 
número de threads p.e), así como usar diferentes implementaciones, probando todas 
estas variantes en un hardware específico e inferir un modelo heurístico que decida que 
función (y con que valor de parámetros) usar para cada dimensión de la matriz.  
 
Debido a que los posibles casos donde se podría ejecutar este proyecto serían 
demasiados, la heurística se centra en ordenadores con arquitectura i32 (x86) y sistema 










Capítulo 5 . Algoritmo propuesto: planteamiento 
y optimización. 
 
5.1 Propuesta de implementación 
 
La siguiente propuesta de implementación es el resultado de más de 30 variantes 
implementadas a lo largo del desarrollo de este proyecto. 
 
Uno de los conceptos más importantes de la computación científica es la forma de 
almacenar la información. En el caso de la factorización de Cholesky esta información 
es la matriz a factorizar. A partir de este punto, independientemente de la manera como 
se organice el almacenamiento de datos, diremos que la zona de memoria donde reside 
la matriz a factorizar siempre será apuntada por un puntero que llamaremos A. De la 
misma manera nos referiremos siempre a la dimensión de la matriz (en número de 
elementos por lado) con la letra N. 
 
Partimos del algoritmo clásico de la factorización de Cholesky sobre una matriz 
triangular superior. Típicamente, en este tipo de distribución de memoria, el puntero A 
apunta o bien a un bloque de memoria de tamaño N*N elementos (1) o bien a un vector 
de N punteros, cada uno de los cuales apunta a otros vectores  de N elementos (2) 
(dichos vectores pueden ser filas  o columnas, indistintamente). En la figura 5.1 queda 









En matrices de tamaños reales (con dimensiones del orden de miles de elementos por 
lado), tanto (1) como (2) tienen el evidente problema que los bloques de memoria no 
pueden residir adecuadamente en memoria, por ser demasiado grandes como para caber 
en la caché. 
 
El algoritmo propuesto, a fin de usar de forma óptima la caché divide la matriz de 
trabajo en submatrices de tamaño arbitrario. Este tamaño variará en función de la 
dimensión de la matriz y del tamaño de la caché. Así pues la estructura que almacena la 
matriz a factorizar queda ejemplificada en la figura 5.2. En este ejemplo, cada uno de 
los bloques numerados (del 0 al 9) representa una submatriz de tamaño arbitrario. 
 
 




0 1 2 3 
4 5 6 
7 8 
9 
0 1 2 3 






En (1) puede observarse la distribución de memoria a nivel conceptual, como la división 
física de la matriz en submatrices. En (2) se muestra la distribución real de la memoria 
basada en submatrices cuyos punteros están almacenados en vectores que a la vez están 
referenciados en otro vector apuntado este por el puntero de la matriz A. 
 
De la misma manera, a fin de aprovechar el aumento de rendimiento que provee las SSE 
se divide cada una de las submatrices en minimatrices de 4*4 elementos. Debido a que 
la cantidad de submatrices es arbitraria, la cantidad de minimatrices también será 
arbitraria dependiendo del tamaño de las submatrices. 
En la figura 5.3 se muestra como quedaría la estructura de memoria teniendo en cuenta 
todo lo dicho hasta el momento: 
 
Figura 5.3 Esquema de distribución de memoria de la implementación final 
 
En (1) de la figura 5.3 puede observarse la distribución de memoria a nivel conceptual, 





se muestra la distribución real de la memoria basada en una estructura de punteros 
séxtuples que conecta el puntero de la matriz A con todos y cada uno de los vectores de 
4  elementos en los que se divide la matriz original. 
 
Un factor importante a tener en cuenta en la paralelización del código es la sobrecarga 
(overhead) introducida por la misma paralelización. Esta sobrecarga se refiere a tiempo 
de inicialización, que el procesador gasta de forma no productiva de cara al cálculo, 
pero necesario para que el sistema operativo pueda gestionar correctamente los threads. 
Independientemente del rendimiento final obtenido se dice que un sistema de threads es 
más ligero que otro si su tiempo de overhead es menor que el de otra tecnología de 
paralelización (al que se le llamará sistema pesado). 
  
En este proyecto, la paralelización para estructuras multicore se realiza tanto con TBB 
como con threads nativos de Windows. Después de muchas pruebas se observa que 
TBB genera tareas ligeras mientras que los threads son más pesados de cara al 
procesador. Esto significa que TBB es capaz de paralelizar más fácilmente que los 
threads, pero a su vez, obtiene menor rendimiento que estos para matrices grandes. Si 
TBB ejecuta muchas tareas que requieran pocos cálculos, cada una es capaz de obtener 
rendimiento máximo con dimensiones de matriz relativamente bajas (del orden de 
cientos de elementos por lado). Por el contrario, los threads nativos funcionan de forma 
óptima cuando hay pocos hilos de ejecución pero cada uno de ellos tienen que realizar 
muchas operaciones. 
 
Debido a que TBB necesita muchas tareas sencillas, cuando se paraleliza con esta 
librería se trabaja a nivel de minisubmatrices de 4*4 elementos, mientras que cuando se 
paraleliza con threads se trabaja con submatrices que agrupan un número más o menos 
grande de minisubmatrices. 
 
La paralelización mediante TBB gráficamente puede verse como lo representado en la 




Figura 5.4 Esquema de distribución de la paralelización en TBB 
 
La paralelización mediante threads se realiza por columnas iterando por subbloques. 
Gráficamente puede observarse la estructura de paralelización en la figura 5.5: 
 
Figura 5.5 Esquema de distribución de la paralelización mediante threads 
 
En la implementación por threads se detecta un grave problema de accesos a memoria 
debido a que cada acceso a memoria para leer o escribir un vector de 4 elementos de la 
matriz implica de forma implícita dos accesos extra para obtener el puntero a dicho 
vector. La forma de solucionar este problema es usar los registros genéricos del 
procesador (EAX, EBX, etc.…) como almacenadores de punteros y transformar los 
bloques de 4*4 elementos en vectores de 16 posiciones. Mediante aritmética de 
punteros pueden sumarse o restarse posiciones en memoria a fin de obtener las 
direcciones de los vectores de 4 elementos sin necesidad de múltiples accesos inútiles a 
memoria. En el figura 5.6 se puede observar la modificación de la distribución de 
memoria para los últimos punteros de la figura 5.3 para el caso de estar organizado 
como: (1) una matriz dinámica; (2) un vector(o matriz estática): 
= 
Thread Thread Thread 




Figura 5.6 Esquema de mejora de la distribución de memoria de los bloques 4*4 
 
De esta gráfica puede inferirse que los accesos a memoria para el caso 1 son de 9 (1 
para el vector de punteros, 1 por cada puntero a fila y 4 más para cargar los datos) 
mientras que son 5 para el segundo caso (1 para el puntero del vector y 4 para cargar los 
datos). 
 
Una vez el algoritmo ya está paralelizado solo queda perfilar los detalles finales de la 
implementación. El más importante de estos detalles es el uso excesivo de instrucciones 
aritméticas, como la división o la raíz cuadrada que son extremadamente costosas y 
dañan el buen funcionamiento del pipeline. La mejor forma de solucionar estos efectos 
negativos es mediante la raíz cuadrada recíproca (1/sqrt ()) y la multiplicación de este 
valor en vez de la división por la raíz cuadrada. Con esto se consigue que las 
instrucciones se ejecuten con menos ciclos y que el pipeline no se rompa. La raíz 
cuadrada es fácil de implementar debido a que solo es necesario modificar la operación 
estándar por su operación numérica equivalente y a la vez cambiar las operaciones de 
división por multiplicación (que era uno de los objetivos). Estas optimizaciones pueden 
implementarse en las funciones que calculan los elementos diagonales de la matriz pero 
no pueden exportarse al resto de bloques debido a que implicaría nuevos accesos a 
memoria para guardar y leer los datos resultantes de la raíz cuadrada inversa a utilizar 





Finalmente sólo queda unir todo lo dicho en una sola propuesta. La aplicación final 
basará su funcionamiento en el autotunning (como por ejemplo la librería ATLAS) en 
tiempo de instalación o de primera ejecución. Esta configuración automática se basa en 
múltiples pruebas con distintos tamaños de matriz y diversos algoritmos con diferentes 
configuraciones sobre un hardware determinado. La configuración automática reiterada 
en múltiples hardwares es lo que genera los datos suficientes como para inferir una 
heurística de uso general que sirva para ahorrarse la configuración en cada equipo. 
 
A continuación describiremos las etapas de las que consta la implementación propuesta 
para realizar la factorización de Cholesky. Básicamente consta de 3 etapas que son: 
 
- A. ETAPA1. Empaquetado 
 Esta función se encarga de reservar la memoria dinámica y de almacenar los datos de la 
matriz de entrada (bidimensional, organizada por filas siguiendo el estándar C) en una 
nueva matriz empaquetada.  Para pasar de una matriz a otra se usa, teniendo en cuenta 
que llamaremos A a la matriz original, B a la matriz empaquetada, que i y j son las 
coordenadas de la matriz original y que M*M es el número de bloques 4 * 4 contenido 
en cada submatriz, la siguiente expresión: 
B[j/(M*4)][i/(M*4)][(j/4)%M][(i/4)%M][(i%4)*4+(j%4)] = A[i][j]; 
 
La figura 5.7 muestra el proceso de empaquetado: 
 






- B. ETAPA 2. Factorización 
 La factorización distribuye el código en tres niveles: matriz entera, subbloques de 
dimensión M o minibloques de 4*4.  
 
El primer nivel se encarga de llamar a las funciones del segundo nivel (que trabajan con 
los subbloques) a fin de conseguir la factorización de Cholesky. Es en este nivel donde 
se implementa el paralelismo tanto en la implementación por threads como en la que usa 
TBB. Todo su código es estándar C implementando solamente bucles y llamadas a 
función. 
 
El segundo nivel es el que trabaja a nivel de subbloques y simplemente se encarga de 
llamar a las funciones de tercer nivel que son las que trabajan con bloques de 4*4. Es 
este tercer nivel el que implementa los kernels de cálculo en ensamblador SSE.  
 
El segundo y el tercer nivel están formados por las siguientes funciones: 
 
-Aportación diagonal: Función que se encarga de calcular la contribución que tiene un 
bloque al bloque diagonal asociado a su columna. Internamente se implementa como la 
multiplicación de forma escalar de cada una de las columnas del bloque (i) por el resto 
de columnas (j) del mismo bloque  afectando entonces al elemento i,j del bloque 
diagonal.  
 
Para el caso de nivel 3 (bloques de 4*4), se dice que a, b, c y d son los vectores de 4 
elementos que conforman las columnas de un bloque cualquiera situado encima del 
bloque diagonal a factorizar (ver figura 5.8): 
   
 
Figura 5.8 Topología de los bloques diagonales 
[a, b, c, d] 
Bloque diagonal 
Bloque no diagonal 
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En esta notación, el esquema de la función de aportación diagonal es el siguiente: 
 
 
Figura 5.9 Esquemas de la operación de aportación diagonal 
 
-Diagonal: Función que se encarga de calcular la factorización de Cholesky de un 
bloque de tamaño arbitrario previo restado de los resultados obtenidos en la función de 
Aportación Diagonal. Es equivalente a la operación de raíz cuadrada existente en el 
dominio de los reales. 
 
Una vez se tienen calculadas las aportaciones de cada uno de los bloques sólo resta 
sumar todas las aportaciones elemento a elemento y el resultado restarlo a la matriz 
diagonal. Después, debe aplicarse la factorización de Cholesky clásica del número de 




AP0 AP1 AP2 AP3 





A0 B0 C0 D0 









AP0 = A0·A0 + A1·A1 + A2·A2 + A3·A3 
AP1 = A0·B0 + A1·B1 + A2·B2 + A3·B3 
AP2 = A0·C0 + A1·C1 + A2·C2 + A3·C3 
AP3 = A0·D0 + A1·D1 + A2·D2 + A3·D3 
 
AP4 = B0·B0 + B1·B1 + B2·B2 + B3·B3 
AP5 = B0·C0 + B1·C1 + B2·C2 + B3·C3 
AP6 = B0·D0 + B1·D1 + B2·D2 + B3·D3 
 
AP7 = C0·C0 + C1·C1 + C2·C2 + C3·C3 
AP8 = C0·D0 + C1·D1 + C2·D2 + C3·D3 
 
AP9 = D0·D0 + D1·D1 + D2·D2 + D3·D3 
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En la figura 5.10 se observa la distribución de prerrequisitos para la aplicación de la 
función Diagonal: 
 
Figura 5.10 Distribución de prerrequisitos de un bloque diagonal 
 
-AportacionNoDiagonal: Función que se encarga de calcular la contribución de un 
bloque cualquiera al cálculo asociado de un bloque no diagonal que resida justo debajo 
del bloque en cuestión en la misma columna. Dentro de los reales equivale a la 
operación de multiplicación. La aportación de los bloques superiores al elemento 
diagonal se modela mediante el siguiente proceso. Para cada bloque se calculan los 
productos escalares de cada una de las columnas con el resto de las columnas del 
bloque. El resultado de estos productos escalares se almacena en una matriz temporal 
siendo los índices de las columnas implicadas en la operación los índices donde se 
guardarán cada uno de los productos escalares. 
 
En la figura 5.11 puede observarse la topología de los bloques no diagonales: 
 
 




Bloque no diagonal 
Bloque diagonal 
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Para el caso concreto de los minibloques de 4*4 elementos ( tercer nivel) , siendo el 
bloque B1 un conjunto de 4 columnas llamadas [a,b,c,d] y el bloque B2 un conjunto de 
4 columnas llamadas [e,f,g,h], se obtiene que la contribución de estos dos bloques a la 
factorización de Cholesky de un bloque no diagonal es el producto escalar de cada uno 
de los vectores de B1 con cada uno de los vectores de B2, almacenándose los resultados 
en un bloque temporal de dimensión 4, siendo la primera coordenada el número de 
columna de B1 y la segunda el número de columna de B2: 
 
 
Figura 5.12 Esquema de funcionamiento de la operación aportación no diagonal 
AP0 AP1 AP2 AP3 





A0 B0 C0 D0 


















AP0 = A0·E0 + A1·E1 + A2·E2 + A3·E3 
AP1 = A0·F0 + A1·F1 + A2·F2 + A3·F3 
AP2 = A0·G0 + A1·G1 + A2·G2 + A3·G3 
AP3 = A0·H0 + A1·H1 + A2·H2 + A3·H3 
 
AP4 = B0·E0 + B1·E1 + B2·E2 + B3·E3 
AP5 = B0·F0 + B1·F1 + B2·F2 + B3·F3 
AP6 = B0·G0 + B1·G1 + B2·G2 + B3·G3 
AP7 = B0·H0 + B1·H1 + B2·H2 + B3·H3 
 
AP8 = C0·E0 + C1·E1 + C2·E2 + C3·E3 
AP9 = C0·F0 + C1·F1 + C2·F2 + C3·F3 
AP10 = C0·G0 + C1·G1 + C2·G2 + C3·G3 
AP11 = C0·H0 + C1·H1 + C2·H2 + C3·H3 
 
AP12 = D0·E0 + D1·E1 + D2·E2 + D3·E3 
AP13 = D0·F0 + D1·F1 + D2·F2 + D3·F3 
AP14 = D0·G0 + D1·G1 + D2·G2 + D3·G3 







E0 F0 G0 H0 











-NoDiagonal: Esta función se encarga de calcular un bloque cualquiera no diagonal 
mediante las aportaciones de los demás bloques superiores en la misma columna y la 
aportación del elemento diagonal que le corresponda. Equivale en el dominio de los 
reales a la operación de división. En este caso la aportación de los bloques superiores al 
bloque a factorizar se implementa mediante la conjunción de los elementos que se 
encuentran encima del bloque diagonal de la fila donde se encuentra nuestro bloque, y 
los elementos que se hallan justo encima del bloque a tratar. En la figura 5.13 se 
muestran ejemplos de prerrequisitos para bloques no diagonales: 
 




-C. ETAPA 3. Desempaquetado 
 Esta función se encarga de liberar la memoria dinámica y de recolocar los datos en la 
matriz original. La expresión para trasladar la información de una matriz a otra es la 
misma que la usada en el empaquetado ( ETAPA 1 ) . 
 







Prerrequisitos para el 
bloque 3,4 
Prerrequisitos para el 
bloque 3,5 
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5.2 Evaluación de la propuesta 
 
La evaluación de las implementaciones se ha realizado en dos fases:  
 
A. 1.Fase. Evaluación preeliminar 
 Estas pruebas se han realizado para verificar el correcto funcionamiento de las 
implementaciones. Se han ejecutado en tres equipos diferentes: un portátil con 
procesador Intel de 1 core a 1.5 GHz, un ordenador de sobremesa AMD con 2 cores y 
frecuencia de trabajo de 1,8Ghz y finalmente otro ordenador de sobremesa con 4 cores, 
Intel y 2,4 GHz de frecuencia de funcionamiento. Se ha demostrado que este banco de 
pruebas pese a no ser exhaustivo ha dado las suficientes variantes para evaluar de forma 
correcta, aunque preeliminar, los algoritmos propuestos. 
 
B. 2.Fase. Evaluación exhaustiva 
El objetivo de estas pruebas es, por un lado evaluar el correcto funcionamiento de la 
implementación en la mayor variedad de hardwares posible, y por el otro lado obtener 
los suficientes datos de ejecuciones para poder obtener una heurística. El hardware 
usado en esta fase es el descrito en el marco de trabajo ( Capítulo 4.1 ) y sus resultados 
serán comentados en el capítulo de resultados ( Capitulo 6 ) 
 
Cada propuesta ha sido comparada con todas las demás en los diferentes hardwares con 
tamaños de matriz arbitrariamente grandes a fin de poder escanear el comportamiento 
de cada algoritmo en función del tamaño de la matriz.  
 
En cuanto a la fase 1, a continuación se muestran los resultados de los tres algoritmos 
más importantes: 
 
- El primero es la implementación clásica, necesaria para comprender que rendimiento 
puede desarrollar un determinado hardware mediante la programación estándar, sin 
paralelización ni uso de ensamblador. 
 
- El segundo es la mejor implementación conseguida mediante TBB, necesario ya que 
uno de los objetivos de este proyecto es observar la viabilidad de esta librería. 
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- En tercer lugar se muestra la mejor implementación mediante threads nativos de 
Windows, importante ya que es el que se ha observado que tiene mejor rendimiento. 
 
Aparte de ejecutar estos tres algoritmos en los hardwares citados, se compararán grosso 
modo, con los rendimientos obtenidos en ejecuciones de la factorización de Cholesky de 
otras librerías, hardwares y sistemas operativos, a fin de dar validez a los resultados. 
 
La figura 5.14 compara el rendimiento obtenido para la implementación clásica, con 
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Figura 5.14 Rendimiento en MFlops en 1Core 
 
Aunque no sea por mucha diferencia, la mejor implementación en el caso de 1 core es la 
que basa su funcionamiento en threads nativos, desarrollando un rendimiento 7 veces 
superior al obtenido mediante la implementación clásica en C y a la vez, ganando un 
25% de rendimiento respecto a la versión que paraleliza su código mediante TBB. 
 
La figura 5.15 vuelve a comparar el rendimiento de las 3 implementaciones antes 
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Figura 5.15 Rendimiento en MFlops en 2 Core 
 
La opción implementada con threads se vuelve a mostrar como la vencedora, también 
en esta arquitectura, multiplicando por más de 25 el rendimiento respecto a la versión 
clásica, ofreciendo al mismo tiempo un 40% extra de rendimiento respecto a la versión 
implementada con TBB. 
 
Finalmente, la figura 5.16 muestra la comparación de rendimiento entre los tres 
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Figura 5.16 Rendimiento en MFlops en 4 Core 
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Puede observarse fácilmente que la opción con threads es la clara ganadora del 4 core 
yendo 45 veces más rápida que la opción clásica y obteniendo en todos los casos más de 
un 40% adicional de rendimiento respecto a la versión que usa TBB. 
 
Puede observarse claramente que en todas las arquitecturas evaluadas se demuestra que 
el mejor algoritmo es el que se basa en threads. No obstante hay que tener en cuenta por 
un lado que TBB puede mostrarse como mejor opción  en alguna de las pruebas más 
exhaustivas que se hagan a posteriori (en algún hardware diferente) y a la vez que TBB 
no necesita de configuración cosa que el algoritmo por threads necesita para obtener los 
máximos rendimientos. Esto hace que si se quiere hacer pruebas sólo una vez, tal vez 
valga la pena TBB, mientras que si se quiere instalar en un equipo de cálculo es más 
recomendable que se autoconfigure la implementación por threads. 
 
Finalmente, aunque la propuesta es válida para iniciar el banco de pruebas exhaustivo, 
se decide comparar los resultados obtenidos con resultados de otras librerías en 
diferentes soportes hardware a fin de saber si la propuesta puede tener algún futuro o no.  
 
Mediante CLAPACK 3.0 en un Pentium 4 (1 core) a 1,5 GHz  se obtiene: 
 
 
Figura 5.17 Rendimiento en MFlops extraído de [23] 
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Mediante el algoritmo por bloques, en un IBM Power4 (2 core) con frecuencia de 
funcionamiento de 1700 MHz y con tamaños de caché L1 = 64 kb, L2 = 1.5Mb y L3 = 
32Mb se obtienen los siguientes rendimientos medidos en MFlops, donde nb es la 
dimensión de bloque y n la dimensión de la matriz A. 
 
 
Tabla 5.1  Rendimiento en MFlops extraído de [4] 
 
 
También mediante el algoritmo por bloques, usando la librería GOTO en un Itanium2 (2 








Puede observarse que aunque es difícil comparar resultados debido a que el hardware es 
extremadamente diferente, los órdenes de magnitud son como mínimo comparables. 
 
La forma más clara de comparar rendimientos es mediante el rendimiento (en Flops) por 
Hz y core. De esta manera se podrán comparar rendimientos obviando los parámetros de 
frecuencia y número de cores. De este planteamiento se propone la tabla 5.1 que se 
expone a continuación: 
 
Implementación Rendimiento(MFLops) Frecuencia(MHz) Número de cores Flops/(Hz * Core) 
Threads 1300 1500 1 0,866666667 
Threads 5000 1800 2 1,388888889 
Threads 14000 2400 4 1,458333333 
CLAPACK 3.0 150 1500 1 0,1 
Bloques (Power4) 4500 1700 2 1,323529412 
GOTO ( Itanium2 ) 5000 1500 2 1,666666667 
 
Tabla 5.2 Comparación de rendimientos por Hz y core 
 
Puede observarse que, en números absolutos, la mejor implementación es la GOTO 
sobre Itanium2, seguida por nuestra implementación con threads en el hardware con 4 y 
2 cores. No obstante, dadas las grandes diferencias de arquitectura hardware y sistema 
operativo no puede asegurarse qué implementación es mejor. Entonces, lo que si puede 
asegurarse, es que la implementación propuesta es comparable a nivel de rendimiento a 
las implementaciones desarrolladas por investigadores de prestigio como [4] [24]. Cabe 
destacar la gran diferencia de rendimiento detectada entre nuestra implementación y la 
de CLAPACK 3.0 en la que para un mismo sistema operativo y un hardware 









Capítulo 6 .Resultados. 
 
6.1. Comparación TBB vs Threads 
 
Uno de los objetivos principales del banco de pruebas es decidir la validez que tiene el 
uso de TBB en el cálculo computacional de alto rendimiento. De la misma manera, sea 
o no válido este concepto, es de interés comparar su rendimiento con las diversas 
configuraciones de la opción con threads. 
 
Para lograr este fin se harán tanto estudios de los casos promedios de todas las pruebas 
como de los casos específicos que diverjan del comportamiento medio. 
 
Finalmente, en base a todas las pruebas presentadas, se decidirá la validez de la 
implementación con TBB respecto a la implementación con threads. 
 
A modo de referencia, en los anexos se han adjuntado las gráficas comparativas de cada 
uno de los hardwares que se han estudiado. 
 
6.1.1 Casos promedio 
 
Realizando las medias ponderadas por frecuencia de los rendimientos de todas las 
pruebas realizadas en cada grupo puede obtenerse una generalización del 
comportamiento a estudiar. Una vez realizadas estas medias se grafican el valor máximo 
y mínimo obtenido mediante threads y el valor de rendimiento obtenido mediante TBB. 
 
- A. Para 1 core 
 El dato más relevante que puede extraerse, en media, de la ejecución en dispositivos 
con un solo core es que indiferentemente de la configuración escogida el algoritmo 
implementado con threads siempre es mejor que el algoritmo implementado mediante 
TBB, tal y como se muestra en la figura 6.1: 
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Figura 6.1 Comparativa TBB-Threads 1 core 
 
- B. Para 2 core 
 Para el caso medio de arquitecturas con 2 cores se observa que nuevamente el peor de 
los casos de la implementación con threads da mejores resultados que la 
implementación con TBB. La única excepción es para matrices inferiores a dimensión 
500 (aproximadamente) en que TBB obtiene un ligero incremento de rendimiento 
respecto a la peor configuración posible con threads. Todo esto es observable en la 
figura 6.2. 
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Figura 6.2 Comparativa TBB-Threads 2 core 
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- C. Para 4 core 
 En el caso de los 4 cores, la peor implementación mediante threads es desaconsejable 
respecto a TBB para matrices inferiores a dimensión 1250 (aproximadamente). A partir 
de ese valor de dimensión de matriz la implementación mediante TBB nunca supera los 
valores de la implementación con threads. Todo lo explicado puede verse en la figura 
6.3: 
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Figura 6.3 Comparativa TBB-Threads 4 core 
 
6.1.2 Casos específicos 
 
Los casos específicos aquí mencionados seguirán el sistema de identificación de equipo 
mostrado en el capítulo 4.1.2. (Hardware usado). 
 
Se ha observado que en el caso general, TBB no desarrolla el mismo rendimiento al que 
puede obtener nuestra implementación con threads, así, en los casos específicos se 
resaltarán aquellos hardwares en que este comportamiento no se cumpla. 
 
- A. Para 1 CORE 
 Para 1 core se observa que los siguientes hardwares tienen comportamiento diferente al 
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Figura 6.8 1CORE10 
 
Cabe destacar que hay dos grupos de divergencia dentro de las pruebas con 1 core: 
- HyperThreading: Todos los procesadores con tecnología de hyperthreading 
generan diferencias respecto al caso genérico (1CORE3, 1CORE5, 1CORE10). 
 
- Caché pequeña: Los dos procesadores con menor caché (1CORE7 y 1CORE9) 
también generan diferencias respecto al caso genérico. 
 
De estos dos hechos puede extraerse que, por un lado, el HyperThreading beneficia más 
a TBB que la implementación con threads (aunque en el mejor caso esta segunda 
implementación resulte siempre ganadora) y por otro lado que la implementación con 
TBB aunque genere menores rendimientos que la implementación con threads, es 
menos dependiente del tamaño de la caché. 
 
- B. Para 2CORE 
 Para el caso de 2 core no se observan diferencias significativas entre el comportamiento 






-C. Para 4CORE 
 Para el caso de 4 core se observa solo un caso que diverja del caso genérico. En la 
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Figura 6.9 4CORE5 
 
La única diferencia entre el equipo 4CORE5 y el resto de 4 cores es que este posee 
caché de nivel 3. De este hecho se extrae, que al menos para el caso de 4 cores, el hecho 
de que haya cachés de tercer nivel empeora el peor caso de la implementación con 
threads, mejorando el rendimiento relativo de TBB respecto a los threads. 
 
 
6.1.3 Validez de TBB 
 
En un caso general, dado que TBB sólo puede competir con el algoritmo por 
threads si éste está configurado de la peor forma posible y en todo caso, sólo para 
matrices pequeñas, se puede decir que TBB no es válido para el cálculo de la 
factorización de Cholesky. 
 
Excepcionalmente esta conclusión puede ser poco acertada para procesadores de 
un core con tecnología de HyperThreading o con cachés de segundo nivel pequeñas 
(menor a 256KB de capacidad). Así mismo, otro caso de error podría ser aquellos 
hardwares con 4 cores que tuvieran tres niveles de caché.  En estos casos TBB podría 
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desarrollar un rendimiento mayor al desarrollado en la implementación mediante 
threads siempre y cuando estos no estuviesen configurados de forma óptima. 
 
Así pues, a modo de conclusión, la validez del uso TBB en la paralelización de 
la factorización de Cholesky, queda sujeto al caso hardware particular, aunque por 
norma general, la respuesta será negativa. 
 
6.2 Rendimiento de la implementación con threads 
 
Uno de los principales factores a tener en cuenta en la evaluación del rendimiento de 
nuestra implementación, es la ganancia en potencia de cálculo que se obtiene respecto a 
la implementación clásica, en C, sin paralelización y sin uso de ensamblador. En la 
figura 6.10 se muestra la mejora de los casos medios para 1, 2 y 4 cores de la 
implementación con threads respecto a la implementación clásica: 
 





















Figura 6.10 Rendimiento respecto al algoritmo clásico 
. 
 
En la figura 6.10 pueden hacerse varias observaciones: 
 
La primera es que para el caso de 1 core (que lógicamente no aprovecha la 
paralelización), el rendimiento es 10 veces superior al caso clásico. Esto significa que el 
uso eficiente de la caché, la eliminación de accesos a memoria y el uso de ensamblador 
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SSE permite mejorar por 10 el rendimiento de nuestra aplicación. El límite teórico de 
ganancia de las instrucciones SSE es de x4 (dado que ejecuta cuatro instrucciones a la 
vez) suponiendo que no tuviese que realizar operaciones de lectura o escritura en 
memoria o registros. Dado que esto no es así (ya que se tienen que leer y escribir los 
bloques de la matriz), significa que el uso eficiente de la caché y la utilización de 
registros del procesador en vez de memoria, aporta al rendimiento un mínimo de 
ganancia de x2.5. 
 
La segunda observación es que el “speed-up” entre la implementación con 2 cores y la 
implementación con 1 core es de 2.5 y no de cómo mucho 2, como cabría esperar. Es un 
hecho que la gran diferencia entre las arquitecturas con 2 cores y 1 core (obviamente, 
ignorando el número de cores) es el tamaño y velocidad de las cachés, principalmente 
las de segundo nivel. Esto quiere decir que el algoritmo clásico se ve menos beneficiado 
que nuestro algoritmo de las mejoras en la tecnología de fabricación de cachés. De aquí 
se extrapola, que la programación en C (o en cualquier otro lenguaje de medio-alto 
nivel),  por mucho que avance la tecnología, llegará a un punto de estancamiento solo 
salvable por el uso de kernels en ensamblador. 
 
Finalmente, la última observación es que el  “speed-up” entre la ejecución en 4 cores y 
la ejecución en 1 core tiene un valor x4.5, mientras que el “speed-up” entre el 4 cores y 
el 2 cores es de x1.8. Esto es así por que la tecnología de fabricación de los 4 cores y los 
2 cores es la misma (oscilan entre tecnologías de fabricación de 0.045µ y 0.065µ en 
ambos grupos), haciendo que estén en condiciones parecidas, dejando ver el efecto 
negativo de la paralelización. De este hecho puede aproximarse que el rendimiento 
obtenido de la paralelización es del 90%. 
 
Adicionalmente a la figura 6.10, si se observan las gráficas 6.1, 6.2 y 6.3 usadas al 
inicio de este capítulo en la comparación de TBB y la implementación con threads 
también pueden hacerse ciertas apreciaciones: 
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Por un lado, la teoría diría que, puesto que los rendimientos que aparecen en estas 
gráficas están normalizados respecto al número de cores y a la frecuencia de trabajo en 
los tres casos los rendimientos tendrían que ser idénticos. No obstante se observa una 
clara diferencia entre el caso de 1 core y los otros dos. Dado que la implementación con 
TBB usa prácticamente los mismos kernels de cálculo (escritos en ensamblador) que la 
implementación con threads y que ambas implementaciones ven su rendimiento 
aumentado más o menos en la misma proporción, puede decirse que el mejor 
aprovechamiento de las nuevas tecnologías de fabricación de chips se debe 
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prácticamente en exclusiva al uso de ensamblador de SSE. Así pues, la mejora de 
rendimiento de la implementación con threads respecto a la implementación con TBB se 
debe en exclusiva al sistema escogido para la paralelización y puede cuantificarse en un 
40% de mejora aproximadamente. 
 
Por otro lado, centrándonos en las gráficas de la ejecución en 2 core y 4 core puede 
observarse que la gran diferencia es que en el caso de 4 core el peor caso posible tiene 
menos rendimiento que en el caso de 2 core. Esto indica que cuantos menos cores tenga 
el hardware sobre el que se ejecute nuestra implementación, el rendimiento será más 
estable e independiente de la configuración. Dicho de otra manera, a medida que la 
tecnología avance y genere dispositivos con más cores, más necesaria será la presencia 
de una heurística capaz de obtener máximo rendimiento de nuestra implementación. 
 
6.3 Energía consumida  
 
Todas las cifras citadas hasta el momento (rendimientos, MFlops, speed-up) son en la 
mayoría de los casos poco más que números difíciles de comprender. Sin embargo, 
puede calcularse el ahorro energético, por tanto monetario y más entendible, que el uso 
de la implementación propuesta proporcionaría.  
 
Para ello se proponen dos centros hipotéticos de computación dedicados a realizar la 
factorización de Cholesky, con idéntico hardware, tanto en cantidad como en calidad. El 
primer centro, que llamaremos A, usa la implementación mediante TBB mientras que el 
segundo (B) usa la implementación con threads. 
 
Estos dos centros venden potencia de cálculo y el precio final de su servicio vendrá 
dado en parte por la amortización del hardware (coste fijo), en parte por el consumo 
eléctrico (coste variable). No se tendrán en cuenta otros gastos como sistemas de 





Cada centro posee N procesadores 4 core a 2,5 GHz y consumo medio de 65w. La 
tarifación eléctrica [28] se hará siguiendo la ley española en vigor desde el 2009 con las 
siguientes condiciones: 
- Para consumos menores a 10 Kw. el precio será de 0,1177 €/Kwh. 
- Para consumos mayores a 10 Kw el precio será de 0,141311 €/Kwh. 
 
Siendo  los dos centros de cálculo del mismo número de ordenadores, todos ellos 
idénticos, el coste de mantener dichos procesadores funcionando seguirá la forma de la 




















Figura 6.11 Coste económico anual de energía para N ordenadores 
 
 
Sabiendo esto, ahora interesa saber para cada centro, cuantos ordenadores son 
necesarios para generar una cierta potencia de cálculo y a su vez, cuanta potencia 






























Figura 6.12  Número de procesadores necesarios para conseguir ciertos MFlops 
 
Cruzando los datos de ambas gráficas se obtiene el coste de mantenimiento, tal y como 
queda mostrado en la figura 6.13 




















Figura 6.13 Coste económico de desarrollar cierta potencia de cálculo 
 
De la gráfica puede extraerse que el centro de cálculo que usa la implementación con 
threads consume en media un 28,5 % menos de energía, pudiendo llegar al 40,5% en la 
zona de cambio de tarifa. 
 
No obstante, puede no quedar claro qué representa este beneficio energético al coste 
final del producto. Así pues, supondremos que cada equipo de cálculo tiene un coste de 
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1000 euros y un periodo de amortización de 2 años. Con estos datos, la aportación al 
coste final del producto (Euros/GFlop) del equipo y el suministro eléctrico está 
representada en la figura 6.14: 





















Figura 6.14 Coste equipo y suministro eléctrico en Euro/GFlop 
 
Se observa entonces, que nuestra implementación no solo hace que los cálculos se 
hagan más rápidos, sino más baratos, ecológicos y competitivos. 
 
Por otro lado, habría otro caso de estudio a nivel energético en el que la cantidad de 
GFlops a procesar no fuera una variable de valor arbitrario, sino de un cierto valor 
fijado. Quedando demostrado ya que la opción más viable desde el punto de vista 
energético es la opción con threads, sólo hace falta saber cuantos cores le bastarían a 
esta opción para funcionar a un rendimiento comparable al de TBB. Todo los cores que 
se pudieran desactivar, dejarían de consumir. Así pues, escogiendo el caso medio con 4 
cores dando los valores de equipo del supuesto (4 cores @ 2.5 Ghz), se grafica en la 
figura 6.15 el rendimiento para 1, 2 y 3 threads, así como para el óptimo y para la 
implementación con TBB.  
 
28,57% 28,57% 30,23% 
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Figura 6.15 Rendimiento en 4 core en función del número de threads 
 
Claramente puede verse  que se pueden desactivar entre 1 y 2 cores, generando un 
bajada en el consumo de entre un 25%-50%.  Por lo tanto, dependiendo de las 
exigencias reales de la situación, la implementación con threads podrá emular el 





La heurística de la implementación con threads tiene el objetivo final de proporcionar el 
máximo rendimiento posible al cálculo de la factorización de Cholesky. Su motivo de 
ser es que las opciones de configuración son muchas (en nuestro caso 30, pero podrían 
ser más) y varían con el hardware y el tamaño de la matriz a factorizar. 
 
La heurística se enfoca a configurar nuestra implementación de forma que se maximice 
el caso mínimo. Con esto, ya que el máximo es inamovible, se consigue que el margen 
de variación del rendimiento disminuya, dando unos resultados estables y siempre por 
encima de la implementación con TBB. 
 
La forma de elaborar la heurística es estudiando cada caso independientemente y 
extrayendo que configuración es la que genera un valor mínimo “aceptable” (en nuestro 
caso, aceptable es que siempre esté, como mínimo, por encima de la implementación 
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con TBB). Este proceso se hace independientemente para las pruebas con 1,2 y 4 cores. 
Una vez elaborada la lista de configuraciones “aceptables”  se buscan correlaciones 
entre éstas y las características del hardware de cada dispositivo. Finalmente se 
graficarán los resultados. Cabe destacar que las diferencias entre las gráficas mostradas 
a partir de ahora con las gráficas 6.1, 6.2, 6.3 , a nivel de MAX , son debidas a que los 
datos de las primeras fueron obtenidos mediante el máximo de los valores promedio de 
las pruebas, mientras que los datos de las próximas gráficas fueron obtenido mediante el 
valor promedio de los máximos.  
 
Entonces, para el caso de 1 core, se extrae la siguiente lista de configuraciones óptimas, 
representada en la tabla 6.1: 
 
Id Bloque Threads 
1 256 x 
2 128 x 
3 128 1 
4 128 x 
5 128 1 
6 128 x 
7 64 2 
8 128 x 
9 128 1 
10 128 2 
Tabla 6.1 Configuraciones óptimas para 1 core 
 
 
Entonces, la heurística para 1 core es la siguiente: 
Elección del tamaño de bloque: 
- Para procesadores AMD (que generalmente significa caché de nivel 1 de 64 KB) 
se obtiene que el tamaño de bloque óptimo es de 256 elemento por lado. 
- Si la caché de nivel 2 es de 128 KB el tamaño óptimo de bloque es de 64 
elementos por lado. 





Elección del número de threads: 
- Si la caché de nivel 1 es del tipo 12 KµOps + 16 KB, entonces hay dos casos: 
o Si posee tecnología HyperThreading son necesarios 2 threads. 
o Si no posee HyperThreading es indiferente el número de threads a usar. 
- Si la caché de nivel 1 es del tipo 12 KµOps + 8 KB, hay nuevamente, dos casos: 
o Si la caché de nivel 2 es de 128 KB harán falta 2 threads. 
o Si la caché de nivel 2 es mayor a 128 KB será necesario 1 thread. 
- Para todos los demás casos el número de threads es indiferente. 
 
En la figura 6.16 se muestra el rendimiento máximo, el mínimo garantizado por la 
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Figura 6.16 Rendimiento en 1 core aplicando heurística 
 
 
Como puede observarse, en un core, para matrices grandes, la heurística garantiza 









Siguiendo con el proceso de creación de la heurística se obtienen los datos para los dos 
cores. Estos datos quedan representados en la tabla 6.2. 
Id Bloque Threads 
1 64 4 
2 64 6 
3 64 4 ó 6 
4 64 5 
5 64 4 
6 64 4 
7 64 8 
8 64 4 
9 64 6 
10 64 4 
11 64 7 
12 64 7 
13 64 4 
14 64 7 
15 64 5 
16 64 4 
17 64 4 
18 64 4 
19 64 8 
20 64 4 
21 64 8 
22 64 4 
23 64 2 
Tabla 6.2 Configuraciones óptimas para 2 core 
 
Se observa que en todos los casos de 2 core el tamaño óptimo de bloque es de 64 
elementos por lado. 
 
En cuanto al número de threads pueden extrapolarse las siguientes condiciones: 
- Si la caché de nivel 2 tiene un tamaño de 256 KB el número óptimo de threads 
es de 6. 
- Si la caché de nivel 2 tiene un tamaño de 512 KB: 
o Y la frecuencia de trabajo es menor a 2 GHz el número óptimo de 
threads es de 4. 
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o Y la frecuencia de trabajo es superior a 2 GHz el número óptimo de 
threads es 8. 
- Si la caché de nivel 2 tiene un tamaño de 1024 KB: 
o Y la caché de nivel 1 tiene un tamaño de 64 KB el número óptimo de 
threads varia entre 4 o 6. 
o Y la caché de nivel 1 tiene un tamaño de 32 KB: 
 Para frecuencia de 2 GHz el número óptimo de threads es 6. 
 Para frecuencia superior a 2 GHz el número óptimo de threads es 
de 9. 
- Si la caché de nivel 2 tiene un tamaño de 2048 KB: 
o Y la caché de nivel 1 es del tipo 12KµOps + 16 KB , se usarán 4 threads 
o Y la caché de nivel 1 es de 32 KB el número óptimo de threads estará 
comprendido entre los 4 y los 8 threads. 
- Si la caché  de nivel 2 tiene un tamaño de 3072 KB el número de threads 
oscilará entre 2 y 4 (sin contar el 3). 
- Si la caché de nivel 2 es de 4096 KB el número óptimo de threads es de 2. 
- Si la caché de nivel 2 tiene un tamaño de 6144 KB, independientemente del 
resto de parámetros, el número óptimo de threads es 4. 
 
En este caso con 2 cores, a diferencia del caso anterior, la heurística es más compleja e 
imprecisa y se acepta que haya casos concretos de error. Es por ello, que de ser esta 
heurística incompleta para algún caso concreto, deberían hacerse pruebas como las 
realizadas aquí para completar la heurística. De todas maneras, se desaconseja el uso de 
uno, tres, diez o más threads, debido a que en todas las pruebas realizadas estos valores 











Aplicando la heurística resultante para el caso de 2 core se obtienen los resultados que 
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Figura 6.17 Rendimiento en 2 core aplicando heurística 
 
Claramente se observa que el mínimo rendimiento obtenido mediante la heurística está 
muy por encima del rendimiento obtenido mediante TBB y a la vez, lo suficientemente 
próximo al valor máximo como para asegurar estabilidad en el rendimiento final. 
 
Finalmente, le llega el turno al hardware con 4 cores. De la misma forma que se ha 
hecho en los casos anteriores, la tabla 6.3 muestra los valores de configuración óptima 
para el caso que nos atañe: 
 
Id Bloque Threads 
1 64 4 
2 64 4 
3 64 4 
4 64 4 
5 256 6 
6 64 4 
7 64 4 
8 64 4 
9 64 4 
Tabla 6.3 Configuraciones óptimas para 4 core 
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De la tabla se observa  que en cuanto al tamaño de bloque óptimo en todos los casos es 
recomendable el de 64 elementos por lado, a excepción del hardware número 5 en que 
el tamaño óptimo es de 256 elementos por lado. Curiosamente este hardware es el único 
con 4 cores que posee caché de nivel 3, así pues es fácil extrapolar que cuantos más 
niveles de caché haya mayores deberán ser los tamaños de bloque. 
 
De la misma manera, para todos los casos, el número de threads óptimo es de 4 a 
excepción del mismo hardware (el 5) en que el óptimo es de 6. Este fenómeno también 
es atribuible a la distinta distribución de la caché. 
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Figura 6.18 Rendimiento en 4 core aplicando heurística 
 
 
Como en los casos anteriores, la heurística desarrollada garantiza un mínimo de 
rendimiento muy por encima del rendimiento obtenido mediante TBB y a la vez, 







A modo de resumen puede decirse que en caso de duda, los valores por defecto  a 
configurar nuestra implementación deberían ser los siguientes: 
- Para 1 CORE: Tamaño de bloque 128 y número de threads 1 ó 2 
- Para 2 CORE: Tamaño de bloque 64 y número de threads entre 4 y 8. 
- Para 4 CORE: Tamaño de bloque 64 y número de threads 4 
Se puede extrapolar entonces, que la mejor configuración (a priori) que se puede aplicar 
a los futuros equipos de computación  es aquella que tenga tamaño de bloque de 64 



























Capítulo 7 . Conclusiones. 
 
Desde el punto de vista técnico se puede concluir que se han cumplido los objetivos 
propuestos: 
 
1. Se ha propuesto e implementado un algoritmo para realizar la factorización de 
Cholesky, basándose en la implementación clásica  (siendo esta última la peor en cuanto 
a rendimiento se refiere). Esta propuesta se ha basado en la estructuración jerárquica y 
la división en bloques de la memoria que contiene la matriz a factorizar. 
 
2. Se ha optimizado la implementación mediante instrucciones de ensamblador de SSE 
(realizando cuatro operaciones con floats por ciclo de instrucción) y se han  realizado 
versiones con paralelización mediante TBB y mediante threads nativos de Windows. 
 
 3. Se ha demostrado que TBB, pese a que otorga ventajas al programador en cuanto a 
tiempo de producción y de mantenimiento de código, no es válida para el cálculo 
computacional de alto rendimiento de la factorización de Cholesky. La mejor opción, en 
cuanto a rendimiento, se ha demostrado que es la que usa threads nativos (en nuestro 
caso de Windows). 
 
 4. Se ha elaborado, aunque tal vez de forma incompleta, una heurística capaz de decidir 
que configuración aplicar sobre un hardware determinado para obtener rendimiento 
óptimo. Por rendimiento óptimo se entiende al obtenido gracias a una configuración en 
que la diferencia entre el máximo y el mínimo de rendimiento es mínima. Esto otorga 
no sólo un alto rendimiento sino que además, éste es estable.  
 
Así pues, se puede concluir que a nivel técnico se han cumplido todos los objetivos 
planteados. 
 
En el ámbito personal, este proyecto ha aportado conocimientos, experiencia y visión 
crítica de las tecnologías empleadas así como nuevos retos de cara al futuro. 
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El primer concepto aprendido ha sido que la organización eficiente de memoria permite 
aumentar considerablemente el rendimiento del software sin necesidad de perder ni un 
ápice de portabilidad. Este hecho es importante ya que raramente se le da gran 
importancia a la aportación de la distribución de memoria al rendimiento final de la 
aplicación. 
 
El segundo concepto a tener en cuenta  es que las instrucciones de ensamblador SIMD 
dan mayor ganancia que la que simplemente viene dada por ejecutar muchas 
instrucciones a la vez. La mayor ganancia de estas instrucciones reside en que todos los 
datos que se pueden almacenar y operar desde y hasta registros significan menos 
accesos a memoria y en la mayoría de aplicaciones complejas esto significa reducir en 
órdenes de magnitud el tiempo perdido en movimientos de datos. 
 
En tercer lugar  se ha aprendido (y comprendido) que hay un compromiso estrecho entre 
tiempo de producción (dinero) y tiempo de ejecución (rendimiento).  El uso de librerías 
como TBB demuestra como en poco tiempo se puede obtener unos rendimientos 
minimamente aceptables realizando un esfuerzo económico de producción pequeño. Por 
su lado, el uso de threads nativos aumenta el rendimiento a cambio de aumentar los 
costes de producción. No obstante hay que tener en cuenta que esta relación no es lineal.  
Cuanto mayor rendimiento se tenga más caro será aumentarlo, hasta que se llegue a un 
punto muerto en que ninguna inversión de tiempo y dinero será capaz de aumentar el 
rendimiento. También hay que notar que cuando más caro sea un producto, más caro 
será mantenerlo y arreglarlo. Esto es aplicable no solo a librerías de paralelización, sino 
al desarrollo de todo el proyecto (y por ende a la industria del software en general) 
donde se detectó que cada aumento de rendimiento provinente de una mejora aplicada, 
venia asociado a un cierto tiempo muerto (cada vez creciente) de debugación, limpieza 
de código y en ocasiones reestructuración total del proyecto para poder asegurar un 
cierto nivel de mantenibilidad. 
 
En cuarto lugar, pero no por ello el menos importante, se ha aprendido que el esfuerzo y 
la paciencia, así como la visión objetiva y el “saber perder a tiempo” son las claves para 
poder llevar a buen término un proyecto de cierta envergadura y complejidad como es 
éste. Tan improductivo resulta rendirse a la primera de cambio como no rendirse nunca 
para poder buscar nuevas soluciones.  
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Como análisis del estado del software general actual se puede concluir que, 
seguramente debido a los dos últimos puntos citados, no se aprovecha correctamente el 
hardware del que se dispone. Los tiempos de producción demasiado cortos, los 
proyectos de bajo de presupuesto y la baja preparación de los trabajadores en las 
tecnologías que los procesadores ofrecen ha conducido a la industria del software a un 
necesario punto de inflexión. Durante décadas la programación ha sido monohilo y sin 
uso de ensamblador, y está inercia sigue viva en gran parte del software actual. El 
problema reside en que los fabricantes de procesadores avisan que los viejos tiempos 
acaban y que los que tienen que venir no auguran más que crecimientos drásticos del 
número de cores y del número de instrucciones a ejecutar por ciclo, pero a costa de 
bajar la frecuencia de funcionamiento, factores que no hacen más que perjudicar a la 
programación a la “antigua”. Es por todo esto que este proyecto no se ha de ver como 
una simple implementación de la factorización de Cholesky sino como un ejemplo de 
que mejorar la calidad de producción del software aumentaría, ahora y en el futuro, el 
rendimiento de todas las aplicaciones informáticas. 
 
Finalmente solo queda mostrar todo aquello que ha quedado en el tintero, ya fuera por 
falta de tiempo, de tecnología o por escaparse de los objetivos,  pero que sin duda 
estaría muy bien poder implementar en un futuro. 
 
Al inicio de la implementación de los kernels SSE se desconocía totalmente el juego de 
instrucciones del que se disponía y todas las capacidades que se podían llegar a 
desarrollar. Con el tiempo se vio que era fácil  entender y usar las instrucciones básicas 
pero no fue hasta unos meses después del inicio de la implementación que se descubrió 
la potencia de SSE  con el manejo de la caché con las instrucciones PREFETCH (carga 
selectiva de caché) y MOVNTPS (movimiento de datos sin afectar a la caché). 
Desgraciadamente estas instrucciones no se han implementado debido a que 
aumentaban radicalmente la complejidad y era difícil asegurar que todos los juegos de 
instrucciones SIMD (como por ejemplo la de los CELL) tuvieran instrucciones con el 
mismo funcionamiento exacto. No obstante, estaría muy bien que dentro de un tiempo 
se pudieran implementar estas funciones y medir la mejora de rendimiento obtenido. 
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En cuanto a portabilidad, uno de los objetivos futuros más importantes seria que el 
código generado en el transcurso este proyecto pudiera ejecutarse sobre plataformas 
Linux. A nivel de implementación de código con pocas horas bastarían (debido a que la 
estructura del código ya ha sido pensada para este objetivo) pero no se ha realizado 
durante el transcurso de este proyecto debido a que el tiempo necesario para probar su 
correcto funcionamiento y elaborar la heurística para este caso, superaba con creces el 
tiempo del que disponíamos. 
 
De la misma manera, también hablando de portabilidad, un objetivo extremadamente 
interesante seria adaptar las instrucciones de ensamblador SSE a las instrucciones SIMD 
de los Cell. Nuevamente, el nivel de horas necesarias seria bajo, pero no se ha realizado 
este trabajo por todas las horas de verificación asociadas. La combinación de Linux  
más Cell daría un gran empujón al proyecto al permitir que se ejecutara, entre otras, 
sobre PlayStation3, plataforma que ya se ha más que demostrado que tiene un 
rendimiento envidiable. 
 
Finalmente queda un objetivo futuro que a fecha de escritura de esta memoria no se ha 
podido implementar ni se podrá en los próximos meses o años. Este objetivo es 
transformar las instrucciones SSE en instrucciones AVX, nueva gama de instrucciones 
vectoriales que aun no han aparecido en el mercado pero que prometen grandes ratios de 
incremento de rendimiento. Gracias a esta implementación, mediante su análisis y 
comparación con la implementación con SSE sería posible determinar en mayor medida 
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Anexos. Rendimientos comparativos 
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