Abstract-Prevalent matrix completion methods capture only the low-rank property which gives merely a constraint that the data points lie on some low-dimensional subspace, but generally ignore the extra structures (beyond low-rank) that specify in more detail how the data points lie on the subspace. Whenever the data points are not uniformly distributed on the low-dimensional subspace, the row-coherence of the target matrix to recover could be considerably high and, accordingly, prevalent methods might fail even if the target matrix is fairly low-rank. To relieve this challenge, we suggest to consider a model termed low-rank factor decomposition (LRFD), which imposes an additional restriction that the data points must be represented as linear, compressive combinations of the bases in a given dictionary. We show that LRFD can effectively mitigate the challenges of high row-coherence, provided that its dictionary is configured properly. Namely, it is mathematically proven that if the dictionary is well-conditioned and low-rank, then LRFD can weaken the dependence on the row-coherence. In particular, if the dictionary itself is low-rank, then the dependence on the row-coherence can be entirely removed. Subsequently, we devise two practical algorithms to obtain proper dictionaries in unsupervised environments: one uses the existing matrix completion methods to construct the dictionary in LRFD, and the other tries to learn a proper dictionary from the data given. Experiments on randomly generated matrices and motion datasets show superior performance of our proposed algorithms.
to recover is fairly low-rank, resulting in the so-called low-rank matrix completion problem:
Problem 1 (Low-Rank Matrix Completion): Let Ω ⊂ {1, 2, . . . , m} × {1, 2, . . . , n} be an index set consisting of the locations of the observed entries. Suppose we have a data matrix X which is supported on Ω and satisfies:
where L 0 ∈ R m ×n is the target matrix to recover each column in which is a data point lying on some low-dimensional subspace (i.e., L 0 is low-rank), and [·] ij denotes the (i, j)th entry of a matrix. The indices in Ω are assumed to be uniformly distributed on {1, 2, . . . , m} × {1, 2, . . . , n}. Given the data matrix X and the index set Ω, can we exactly recover the target matrix L 0 in a scalable way?
There is a large community that explores the above problem using various approaches, e.g., [11] [12] [13] [14] [15] . Of all those notable contributions, the most fundamental one is probably the method established by Candès and Recht [11] , which is referred to as "ClaMC" (Classic Matrix Completion) for convenience in this paper. Generally, ClaMC tells us for sure that, when the low-rank matrix L 0 is meanwhile incoherent (i.e., with small coherence parameters), L 0 can be exactly recovered by using the following convex, parameter-free, and potentially scalable program:
where · * is the nuclear norm [16] , [17] , i.e., the sum of the singular values of a matrix, and P Ω denotes the orthogonal projection onto the linear space of matrices supported on Ω.
Besides of its completeness in theory, ClaMC also has good empirical performance and is therefore widely regarded as a milestone in the history of matrix completion. Nevertheless, ClaMC cannot be the "best" solution to the lowrank matrix completion problem. In fact, the method might be unsuccessful even when the target matrix L 0 is strictly low-rank. This is because the incoherent condition (i.e., the coherence parameters of L 0 are small) assumed by ClaMC might not hold. In a sense of physics, the incoherent condition is actually to suppress the extra structures beyond low-rank underlying L 0 : Given the low-rank constraint that the data points (i.e., columns vectors of L 0 ) lie on a low-dimensional subspace, very often the data may have some extra structures which specify in more detail how the data points look like, as illustrated in Fig. 1 . It is arguable that such extra structures are ubiquitous in reality. For example, the mixture structure of multiple subspaces shown in Fig. 1(b) is known to exist widely in visual data, and there is indeed a large community called subspace segmentation [18] that specializes in this particular structure. For the ease of discussion, we generally divide all cases shown in Fig. 1 into two categories: Fig. 1 . Exemplifying the extra structures beyond low-rank. Each column of the target matrix L 0 is a data point. Given the constraint that L 0 is low-rank, i.e., the data points lie on a low-dimensional subspace, more specific situations could be: (a) the data points uniformly distribute on the subspace, (b) the data points have a mixture structure of multiple "small" subspaces inside the "large" subspace, (c) the data points form multiple "ball-like" clusters, (d) the data points lie on a nonlinear manifold inside the subspace, (e) the data points follow a mixture structure of multiple nonlinear manifolds inside the subspace.
1) Uniform data:
The data points uniformly lie on a lowdimensional subspace, as in Fig. 1 
(a). 2) Non-Uniform data:
The data points non-uniformly lie on a low-dimensional subspace, as shown in Fig. 1(b) -(e). For the uniform case as shown in Fig. 1(a) , where the coherence parameters have been proven to be very small [11] , ClaMC is probably the "best" method for low-rank matrix completion. Nevertheless, uniform data seldom exists in reality and ClaMC might not work well on non-uniform data. The reason is that, as will be analyzed in this paper, whenever the data points (i.e., columns of L 0 ) are not uniformly distributed, the row-coherence parameter of L 0 could be large, and thus ClaMC might fail to recover L 0 even when L 0 is fairly low-rank.
To remove the dependence on the row-coherence and therefore accomplish an improved solution to the low-rank matrix completion problem, in this work we suggest Low-Rank Factor Decomposition (LRFD), which generalizes the formulation of ClaMC by enforcing the data points to be represented as linear and compressive combinations of the bases in a dictionary:
where A ∈ R m ×d is a dictionary matrix constructed in advance. In general, LRFD factorizes the variable L in (1) into AZ and is therefore a generalization of ClaMC: The problem in (2) falls back to (1) when A = I (i.e., identity matrix). The idea of LRFD is similar to Low-Rank Representation (LRR) [19] [20] [21] , which, however, does not consider missing entries. LRFD is also somewhat similar to Compressive Principal Component Pursuit (CPCP) [22] , the special case of which contains a constraint like P Q (X) = P Q (Z), where P Q is a linear operator. By considering P Ω A as a linear operator, the constraint in LRFD becomes P Ω (X) = P Q (Z). The key difference is that the model of LRFD contains two linear operators, P Ω and P Q , whereas CPCP has only a single P Q . Due to this, the theories of CPCP [22] cannot apply to our LRFD.
To alleviate the issue of high row-coherence raised by the presence of extra structures, the dictionary in LRFD should be chosen properly. We shall mathematical prove that LRFD can weaken the dependence on the row-coherence, as long as its dictionary matrix A is well-conditioned and low-rank. In particular, if A is low-rank then the dependence on the row-coherence can be removed completely. Subsequently, we devise two algorithms to obtain proper dictionaries in unsupervised environments: One uses the estimate produced by ClaMC to construct the dictionary in LRFD, the other tries to estimate both A and Z at the same time. Experiments on randomly generated matrices and motion sequences show superior performance of our algorithms. In summary, the contributions of this paper include:
r We establish a generic model termed LRFD, four elementary theorems and two practical algorithms for resolving the problem of restoring a low-rank (yet high row-coherence) matrix from its incomplete versions. Comparing to our previous work [23] that addresses the problem of matrix recovery [24] , this work is about matrix completion that is technically different from matrix recovery.
r While the concept of coherence is now standard and widely used in various literatures, e.g., [24] [25] [26] , there is a lack of studies about the physical regime that affects the behaviors of coherence parameters. This paper shows that the rowcoherence parameter of a low-rank matrix in fact captures the extra structures which signify specifically how the data points look like. Comparing to [23] which focuses on the case of multiple subspaces as shown in Fig. 1(b) , this study is more complete.
II. SUMMARY OF MAIN NOTATIONS
Capital letters such as M are used to represent matrices, and accordingly, [M ] ij denotes its (i, j)th entry. The particular symbol (·) + denotes the Moore-Penrose pseudo-inverse of a matrix, i.e., M
Letters U, V, Ω and their variants (complements, subscripts, etc.) are reserved for left singular vectors, right singular vectors and support set, respectively. We shall abuse the notation U (resp. V ) to denote the linear space spanned by the columns of U (resp. V ), i.e., the column space (resp. row space). The projection onto the column space U , is denoted by P U and given by P U (M ) = UU T M , and similarly for the row space P V (M ) = MV V T . The projection to the union of the column space U and the row space V is denoted by P T and given by
The same notation is also used to represent a subspace of matrices (i.e., the image of an operator), e.g., we say that M ∈ P T for any matrix M which satisfies P T (M ) = M . We shall also abuse the notation Ω to denote the linear space of matrices supported on Ω. Then P Ω and P ⊥ Ω respectively denote the projections onto Ω and Ω c such that P Ω + P ⊥ Ω = I, where I is the identity operator. Three types of matrix norms are used in this paper, and they are all functions of the singular values: 1) the operator norm or 2-norm (i.e., the largest singular value) denoted by M , 2) the Frobenius norm (i.e., the square root of the sum of squared singular values) denoted by M F and 3) the nuclear norm or trace norm (i.e., the sum of singular values) denoted by M * . The only used vector norm is the 2 norm, which is denoted by · 2 . The letter μ and its variants are reserved to denote the coherence parameters of a matrix or space. We also reserve two 1 In this paper, SVD always refers to skinny SVD. For a rank-r matrix M ∈ R p ×q , its SVD is of form lowercase letters, m and n, to respectively denote the data dimension and the number of data points, and we use the following two symbols throughout this paper:
A complete list of notations can be found in Table I for the convenience of readers.
III. ANALYSIS, THEORIES AND ALGORITHMS
In this section, we present our theories and algorithms for solving the matrix completion problem in the context of nonuniform data, which has high row-coherence. The presentations of this section are guided by the following two questions: (1) Why ClaMC might not work well on non-uniform data? (2) With what kind of dictionaries LRFD can eliminate the challenges arising from non-uniform data?
A. Why ClaMC Might Fail on Non-Uniform Data?
To answer the question highlighted above, we introduce below the concept of coherence and investigate the physical regime that affects the behaviors of coherence parameters.
1) Coherence Parameters:
The definition of coherence adopted by this paper is the same as [11] , [24] . 
where e i denotes the ith standard basis. The second coherence parameter, denoted as 1 ≤ μ 2 ≤ q and called row-coherence, which characterizes the row space identified by V M , is defined as
Generally, it has been known from above definitions that low coherence (i.e., small coherence parameters) requires the singular vectors to be dense and notably separated from the canonical bases. However, the relationship between the data structures and the coherence parameters is still unknown. We shall investigate the physical regime that affects coherence in the next subsection.
2) Behaviors of the Coherence Parameters: Consider an L 0 ∈ R m ×n with column space U 0 . Since changing the distribution of the data points results in a rotation of the matrix U 0 from the right and the coherence parameters are rotation-invariant, μ 1 (L 0 ) is invariant to the specifics of how the data points lie on the subspace. The row space of L 0 , however, will vary depending on how the data points look like, thereby μ 2 (L 0 ) may be affected by the extra structures (beyond low-rank) underlying L 0 . To confirm, we perform extensive simulations using randomly generated data. The results are shown in Table II , from which we have the following doctrines that depict the properties of coherence in general:
r The column-coherence parameter, μ 1 , is always small, no matter whether or not the geometric distribution of the data points is uniform.
r The row-coherence parameter, μ 2 , is small on the uniform data, but could be large on the non-uniform cases such as Fig. 1(b) -(e). Notice that the number of "styles" (subspaces, balls, manifolds, etc.) can also affect the row space of data. That is, the row-coherence may also depend on the number of styles. To confirm, we consider for exploration the mixture structure of multiple subspaces shown in Fig. 1(b) , which is about the phenomenon that the data points in L 0 are sampled from a union of
0 is the matrix of data points from the ith subspace. While the rank of L 0 is Fig. 2 . Exploring the properties of coherence parameters, using randomly generated matrices. The ambient data dimension and the number of data points are m = n = 500, the subspace number k is varying from 1 to 50, the dimension of each subspace is set as 100/k such that the rank of L 0 is always 100. shows that the row-coherence parameter, μ 2 (L 0 ), keeps increasing. To see why μ 2 increases with the enlargement of the number of subspaces, one needs to consider the specifics of the basis matrix, V 0 . When the subspaces are independent, it has been known that V 0 has a form of block-diagonal:
So, in the case of multiple subspaces, the basis matrix V 0 is also sparse, the row vectors in V 0 will be close to the standard bases, and thus μ 2 is considerably large. In other words, when the subspace number k increases, the sparsity of V 0 will be enhanced and, accordingly, μ 2 goes larger and larger. In contrast, as aforementioned, the column space U 0 is invariant to the variations of the number of subspaces, thereby μ 1 (L 0 ) stays the same, as shown in Fig. 2 (a) (the slight changes are caused by the randomness of data). Based on this observation, without loss of generality, in this paper we make the following assumption for the sake of simplicity:
Without this convention, one need to replace μ 2 with max(μ 1 , μ 2 ) in our theorems (which will be presented in the next subsection).
3) Challenges Raised by High Row-Coherence:
Now the answer to the first question highlighted at the beginning of this section is clear. Namely, the analysis in [11] shows that the success condition (pertaining to L 0 ) of ClaMC is
where
) and c 1 is some positive constant. This suggests that ClaMC is less successful whenever μ 1 or μ 2 is relatively larger. However, as we have analyzed, μ 2 could be large on non-uniform data, and thus ClaMC may be depressed in the presence of various extra structures, e.g., the widely existing mixture structure shown in 1(b). This assertion is confirmed by the numerical results in Fig. 2 (c), which shows that ClaMC degrades with the enlargement of the subspace number underlying L 0 . These results additionally reflect that, besides of the low-rank property, the extra structures (beyond low-rank) also have a dramatic influence on the precision of recovering the target matrix L 0 .
B. What Kind of Dictionaries?
To alleviate the challenges arising from the extra structures (or to remove the dependence on the row-coherence as equal), it would be convenient to devise an approach that can avoid μ 2 . Nevertheless, this is not free, as pointed out by [11] , [24] . Thus, we shall aim to figure out in which conditions the rowcoherence, μ 2 , can be avoided, and how to meet those conditions in a practical fashion.
1) Reducing μ 2 by A: To weaken the dependence on the rowcoherence parameter μ 2 , our basic idea is to use the dictionary A to reduce μ 2 , as done in the definition below.
Definition 1: The row-coherence parameter of L 0 , associating with the dictionary A, is defined as
where U A is the left singular vectors of A.
and the equality is unlikely to hold unless A is full rank. Actually, it can be calculated that
where r A is the rank of A. Notice that μ 1 (A) ≈ 1 in the setting of this paper. So, the smaller r A is, the smaller μ A 2 (L 0 ) will be.
2) Main Results:
We shall prove that, in general, the recovery performance of LRFD depends on μ A 2 instead of μ 2 (The detailed procedures of proof can be found in Appendix). Since μ A 2 ≤ μ 2 , this implies that LRFD can weaken the dependence on the row-coherence.
Theorem 1 (Noiseless): Let τ A be the condition number of
then with high probability, the optimal solution (denoted as Z * ) to problem (2) is unique and exact, in a sense that
is actually indispensable if one asks for exact recovery, because it is implied by the equality AZ * = L 0 . So, in general, what suggested by Theorem 1 is that the dictionary matrix A should be made well-conditioned and low-rank. 2 In particular, whenever the rank of the dictionary matrix is sufficiently low, i.e., r A ≤ O(n 2 / log n 1 ), the dependence on μ 2 can be completely removed. More precisely, we have the following theorem which states that LRFD can avoid μ 2 if A is fairly low-rank. 
then with high probability, the optimal solution to problem (2) is unique and exact, in a sense that Z * = A + L 0 . The above theorem is specific to the case where the dictionary A itself is low-rank, i.e., rank(A) ≤ δ 2 n 2 (c a μ 1 (A) log n 1 ), while Theorem 1 is applicable to all the dictionaries that satisfy P U A (U 0 ) = U 0 . In that sense, Theorem 2 is a special case of Theorem 1. One may have noticed that Theorem 1 depends on the condition number of A but Theorem 2 does not. This is because Theorem 2 has an additional condition of rank(A) ≤ δ 2 n 2 (c a μ 1 (A) log n 1 ), which may suppress the effects of the condition number τ A . Empirically, Fig. 3 further confirms that there exist some kind of dictionaries using which LRFD is able to avoid the row-coherence, μ 2 . Notice, that ClaMC cannot handle the example shown in Fig. 3 , because μ 2 has reached its upper bound n and therefore the success condition (6) is invalid in this particular case.
The program (1) is designed for the case where the observed entries are noiseless. In reality this is often not true and the observations themselves could be contaminated. Candès and Plan [2] have proven that, even when the few observed entries are all contaminated by noise, low-rank matrix completion can be still accurately performed by using a variation of (1):
where > 0 is a parameter that measures the noise level of the observations. Similarly, our LRFD (2) could also be modified to handle the problem of noisy matrix completion:
In the presence of dense noise, it is unrealistic to achieve exact recovery. Yet, interestingly, we have the following two theorems to guarantee the recovery accuracy of (10):
then with high probability, the optimal solution (denoted as Z * ) to problem (10) gives a near recovery to L 0 , in a sense that
then with high probability, the optimal solution to problem (10) gives a near recovery to L 0 , in a sense that AZ
For the ease of implementation, in this work the ClaMC program (9) is implemented by solving the following equivalent problem:
where λ > 0 is taken as a parameter. Similarly, our LRFD program (10) is implemented by solving:
The regularization parameter λ should be chosen according to the noise level of data. In the environments where the prior knowledge about noise level is lacking, we suggest to normalize the columns in A to have a unit length and set the parameter as λ = 100. In this work, the problems in (11) and (12) are solved by using the exact Augmented Lagrange Multiplier (ALM) method established in [27] .
C. Two Algorithms for Matrix Completion
The theorems introduced above reveal that there exist certain dictionaries better than the identity matrix adopted by ClaMC, driving us to explore the algorithms for constructing the dictionary matrix A in LRFD. In this paper, we devise two algorithms for dictionary construction: One uses the estimate produced by ClaMC to construct the dictionary matrix A, the other establishes a non-convex optimization framework to jointly compute the variables A and Z.
1) Constructing the Dictionary A by ClaMC:
Observing that the estimate produced by ClaMC tends to be low-rank and therefore is likely to meet the requirements of the dictionary in LRFD, we have a simple yet effective algorithm for dictionary construction: We firstly obtain an estimate of L 0 by using ClaMC and then utilize the estimate to construct the dictionary matrix A in LRFD. Algorithm 1 summarizes the whole procedure of this ClaMC based algorithm for matrix completion. Note that the post-processing steps (Step 2 and Step 3) that mildly process the solution of ClaMC is to further encourage low-rank and well-conditioned dictionary, which are sufficient for LRFD to be successful in recovering L 0 . To facilitate the selection of the parameter λ, Step 4 normalizes the column vectors of the estimated dictionary. While simple, our Algorithm 1 is guaranteed in theory to have a performance no worse than ClaMC. That is, whenever ClaMC has already been exactly successful in recovering L 0 , the claims made in Theorem 1 imply that the recovery produced by Algorithm 1 is successful too. In general, when ClaMC fails to exactly recover L 0 , the produced dictionaryÂ is still possible to satisfy the success conditions required by Theorem 1. This is because those conditions, saying the rank of A is not too high and U 0 ⊂ U A , are much weaker than exactly recovering L 0 . Thus, in terms of exactly recovering L 0 from an incomplete observation matrix X, the success probability of our Algorithm 1 is greater than or equal to ClaMC.
2) Constructing the Dictionary A by Joint Optimization: Notice that Algorithm 1 depends on ClaMC which, as we have analyzed, is not good enough in the presence of high coherence. Moreover, if ClaMC fails to recover the column space of L 0 , i.e., L 0 / ∈ U A , Algorithm 1 cannot reach an exact recovery to L 0 . For more reliable dictionary construction, we suggest to consider the approach of jointly estimating both A and Z in (12):
where the number of columns in the dictionary matrix A is chosen as d = m. When the number of data points is larger than the ambient data dimension, i.e., n > m, we have empirically found that d = m can achieve almost the best recovery performance. Although non-convex, the optimization problem in (13) can be solved by the proximal methods [28] . Let f (A, Z) = 0.5λ P Ω (X − AZ) 2 F . Then the solution (A, Z) to the problem in (13) can be updated via iteratively solving the following two proximal problems: A k +1 = arg min
where (A k , Z k ) denotes the solution at the kth iteration, τ k > 0, κ k > 0 are two parameters that determine the step sizes at the kth iteration, ∂ Z f (A k , Z k ) is the gradient of the function f (A, Z) with regard to the variable Z at (A k , Z k ), and similarly
It is easy to calculate that
Then according to [28] , the step sizes, τ k and κ k , should be set as
where φ > 1 is a parameter, and · is the operator norm (i.e., largest singular value) of a matrix. For the optimization procedure to converge, theoretically speaking, the parameter φ just needs to be greater than 1 [28] . However, since the problem in (13) is non-convex, there is indeed a trade-off between the efficiency of computation and the quality of the produced solution: The optimization procedure converges faster when φ is smaller, while larger φ tends to produce more optimal objective function values (see Fig. 4 ). Taking into account both efficiency and effectiveness, we would like to suggest φ = 10.
The two optimization problems in (14) both have closedform solutions. Let
which is solved by Singular Value Thresholding (SVT) [29] .
Then the second problem in (14) could be equivalently converted to
which has a closed-form solution given by the normalized version of H k , i.e., A k +1 is H k with normalized columns. The whole procedure for solving the problem in (13) is shown in Algorithm 2. According to [28] , the generated sequence Fig. 1(b) . The numbers plotted on the above figures are the success rates within 10 random trials. The white and black areas mean "succeed" and "fail", respectively. Here, the success is in a sense that
{(A k , Z k )} is guaranteed to converge to a critical point of the problem in (13).
IV. EXPERIMENTS

A. Results on Randomly Generated Data
We first verify the effectiveness of our Algorithm 1 on randomly generated matrices. We generate a collection of 200 × 1000 data matrices according to X = P Ω (L 0 ): Ω is an index set chosen at random. The observation fraction |Ω|/(mn) varies from 32.5% to 80% with step size 2.5%. To simulate the structure shown in Fig. 1(b) , L 0 is created by sampling 100 data points of ambient dimension 200 from each of 10 randomly generated subspaces. The rank of each subspace varies from 1 to 20 with step size 1, and thus the rank of L 0 varies from 10 to 200 with step size 10. For the structure shown in Fig. 1(c) , L 0 is created by randomly generating 1000 data points of ambient dimension 200, clustering the points into 10 clusters by K-Means, normalizing the data vectors such that each data point is close to its cluster center, and finally projecting all the points onto a low-dimensional subspace (the rank of this subspace varies from 10 to 200 with step size 10).
Figs. 5 and 6 compare our Algorithm 1 and Algorithm 2 to ClaMC. It can be seen that the dictionary matrices learnt by our algorithms work distinctly better than the identity matrix adopted by ClaMC. While handling the data as shown in Fig. 1(b) , the number of matrices successfully recovered by Algorithm 1 is 24.6% more than ClaMC, and Algorithm 2 produces 4.5% more successful cases than Algorithm 1. While Fig. 6 . Comparing LRFD with ClaMC, in terms of recovering the data as in Fig. 1(c) . The numbers plotted on the above figures are the success rates within 10 random trials. dealing with the data as shown in Fig. 1(c) , Algorithm 1 outperforms ClaMC by 12.4%, and Algorithm 2 further outperforms Algorithm 1 by 8.8% (in terms of the number of successfully recovered matrices). These results verify the effectiveness of our dictionary construction algorithms. Fig. 7 compares our Algorithm 1 and Algorithm 2 to ClaMC, using the recovery error as the evaluation metric (the data structure is as in Fig. 1(b) ). It can be seen that the dictionaries constructed by ClaMC (i.e., Algorithm 1) and joint optimization (i.e., Algorithm 2) are consistently better than the identity matrix adopted by ClaMC, although their produced recoveries are not always exact.
B. Results on Motion Data
We now experiment by using real motion sequences with incomplete trajectories. We use 11 additional sequences attached to the Hopkins155 [30] database. Each sequence is a sole dataset (i.e., data matrix) and so there are in total 11 datasets of different properties, including the number of subspaces, the data dimension and the number of data points. Particularly, in those sequences about 10% of the entries in the data matrix of trajectories are unobserved (i.e., missed) due to vision occlusion. Notice that the ground truth matrix L 0 is unknown. To evaluate matrix completion algorithms in a quantitative fashion, we use the clustering error rates produced by existing subspace clustering methods as the metrics to evaluate the quality of matrix completion. Namely, we perform matrix completion to restore the missing entries, run subspace clustering on the completed data matrices of trajectories, and compute the clustering error rates of the existing subspace clustering methods. We consider three state-ofthe-art subspace clustering methods, including Shape Interaction Matrix (SIM) [31] , Low-Rank Representation (LRR) [32] and Sparse Subspace Clustering (SSC) [33] . As none of these subspace clustering methods owns a mechanism for handling the missing entries, we implement a trivial method for them: Each missed entry is nominally assigned a value of zero. Table III shows the error rates of various algorithms. Without the preprocessing of matrix completion, all the subspace clustering methods fail to accurately categorize the trajectories of motion objects, producing error rates higher than 19%. In contrast, without the presence of missing entries, SSC can achieve an error rate of 1.24% on Hopkins155 [33] . This illustrates that it is important for motion segmentation to restore the missing entries possibly existing in the data matrix of trajectories. By using ClaMC (with λ = 100) to restore the missing entries, the clustering performances of all considered subspace clustering methods are improved dramatically. For example, the error rate of SSC is reduced from 31.75% to 3.24%. By seeking an advanced solution for matrix completion using Algorithm 1 or Algorithm 2 (with λ = 100), the error rates can be reduced again. For example, the error rate of LRR is reduced from 7% to 5%, which is a 28% improvement. These results verify the effectiveness of our dictionary construction algorithms in a realistic environment. Fig. 8 plots the segmentation error as a function of the parameter λ. On this dataset, our method works equally well when λ = 50 ∼ 10 4 . Fig. 8 . Investigating the influences of the parameter λ, using 11 incomplete motion sequences.
V. CONCLUSION
This paper pointed out that there could exist rich structures inside a low-dimensional subspace, so called as extra structures beyond low-rank. We showed that the extra structures cannot be ignored because they generally result in high row-coherence, which is a case the prevalent methods cannot well handle. We further proposed a novel model termed LRFD (Low-Rank Factor Decomposition), which handles the extra structures by imposing an additional constraint that the data points are represented by the linear combinations of the bases of a dictionary. We elucidated that, as long as the dictionary is configured properly, LRFD could weaken or avoid the dependence on the rowcoherence so as to well handle non-uniform data. Subsequently, we established two algorithms for pursing qualified dictionaries in unsupervised environments. Experiments on randomly generated matrices and motion data verified the effectiveness of our algorithms.
APPENDIX A PROOF OF THEOREM 1
The same as in ClaMC, we assume that the locations of the observed entries are selected uniformly at random. In more details, we work with the Bernoulli model Ω = {(i, j) : δ ij = 1}, where δ ij 's are i.i.d variables taking value one with probability ρ 0 = |Ω|/(mn) and zero with probability (1 − ρ 0 ), so that the expected cardinality of Ω is ρ 0 mn. Noting here that we assume |Ω| is an expectation value.
The following lemma is known and will be used multiple times in the proof.
Lemma 1:
Proof: The first four claims are easy to prove. So we only present the proof to the fifth one.
First of all, we would like to prove that the matrices supported on Ω c do not belong to the space of
m ×n is fairly low-rank and incoherent, Theorem 4.1 of [11] gives that
is smaller than 1 with high probability. The only difference is that we use μ 
where c a > 0 is a numerical constant, then the inequality,
holds with high probability. Proof: By the definition of coherence and the convention of
For the rest of the proof, please refer to Theorem 4.1 of [11] or Theorem 2.6 of [24] . Provided that ρ 0 > δ, the above lemma gives that
The following lemma shall further proves that (P T A 0 P Ω P T A 0 ) −1 is well defined and has a small operator norm.
Lemma 3:
, and its inverse operator is given by
Proof: By ψ < 1, we have that
i is well defined and has an operator norm not larger than 1/(1 − ψ).
Note that
Thus for any M ∈ P T A 0 the following holds:
Similarly, for any M ∈ P T A 0 , we also have
is the unique optimal solution to the convex optimization problem in (2) if there exists a matrix Y that obeys
Proof: The above conditions (a) and (b) imply that
where ∂(·) is the sub-gradient of a convex function. By standard convexity arguments [34] , Z * = A + L 0 is an optimal solution to (2) .
It remains to prove that the optimal solution to (2) is unique. We shall consider a feasible perturbation Z = A + L 0 + Δ and show that the objective strictly increases whenever Δ = 0. By
we have
Denote
. By the duality between the nuclear and the operator norms, there exists H 0 = 1 such that
This, together with the convexity of the nuclear norm, gives that
Since 
where (·) ⊥ denotes the orthogonal complement of an orthonormal matrix.
We also have
where the equality can hold if and only if
This gives (U ⊥ ) T Δ = 0, i.e., Δ ∈ U . However, we have already proven Δ ∈ U ⊥ . Thus, the inequality A + L 0 + Δ * > A + L 0 * strictly holds unless Δ = 0. In other words, Z * = A + L 0 is the unique optimal solution to (2). The next lemma completes the proof of our main result, Theorem 1.
Lemma 5: Let
where U and V are the left and right singular vectors of A + L 0 , respectively. If the conditions stated Theorem 1 are obeyed, then the above Y satisfies (with high probability) the dual conditions (a) and (b) listed in Lemma 4.
Proof: (a): By Lemma 1,
We have Hence, the dual condition (b), i.e., W < 1, is proven by
APPENDIX B PROOF OF THEOREM 2
The proof is similar to the proof of Theorem 1. The main difference is that we need to replace T A 0 , μ A 2 with U A and μ 1 (A), respectively. With these notations, the dual certificate Y is constructed as
In this case, we have P 
With the same notations as in Lemma 4, we have
Provided that ρ 0 > δ + 1 − 1 + τ 2 A + τ A , the proof process of Lemma 5 shows that W < 0.5. Hence, we have Δ ∈ P T , and thus N = AΔ ∈ P T A 0 .
By the invertibility of
Now, we have
where the last inequality is concluded from the condition ρ 0 = |Ω|/(mn) ≥ δ + 1 − 1 + τ 2 A + τ A .
APPENDIX D PROOF OF THEOREM 4
The proof is almost the same as for Theorem 3. We just need to replace T A 0 with U A . Since W = 0 in this case, the condition imposed on ρ 0 becomes ρ 0 ≥ 2δ.
