Detection of patterns hidden in data is a core challenge across many disciplines. In this manuscript, we highlight two low-cost tools for the extraction of latent patterns -namely, the latent entropy and the latent dimension measures. Here the aim is to disentangle the effects of predictability and the memory of a system in the presence of unobservable (latent) effects. Our results reveal a drastically-increased sensitivity and performance for a broad range of problems. Disparate and striking examples included are 1) revealing unexplored material inhomogeneities from magneto-optical Kerr effect measurements, 2) new insights into the predictability of the climate phenomenon El Niño, and 3) the analysis of an amateur telescope movie of the Andromeda galaxy exposing features otherwise unobservable without recourse to larger instruments. Last but not least, we show how these measures reveal otherwise invisible bias patterns imposed by popular data compression tools.
most popular latent inference methods. Similar kinds of methods e.g., Mixture Models and Hidden Markov Models, (HMMs), over many decades, were employed in a broad range of applications [3, 4] .
Nevertheless, this popularity is despite the bias that they may impose through potentially-restrictive assumptions about the data, for example assumptions about Gaussianity, independence, etc. Besides assumption bias, a limitation on the applicability of these and other related methods is imposed by the scaling of their complexity with the growing size and dimension of the analyzed data: for example, HMMs and GMMs exhibit polynomial scaling of their computational cost in every iteration with the data dimension and a linear growth of the iteration cost with the data statistics size [3, 4, 5] . A similar problem is observed when applying more recent latent feature extraction tools based on deep learning networks [6] . With these tools, increasing the amount of analyzed data results in a significant increase of the required computational resources and available memory. Recently, there is growing evidence that the long-ongoing exponential growth of hardware performance has reached saturationand the polynomial scaling of computational cost and memory requirements can no longer be offset by qualitative hardware improvements [7] .
In this article we analyse systems with latent effects and study them in terms of two effective parameters, the average latent dimensionK, and the average latent entropyS. In particular, we present an algorithm for computation of these quantities, where the computational iteration costs and memory requirements are independent of the data statistics size and the observed data dimension (see As a concrete example let us consider the study of 'Murphy's Law', for which Robert Matthews obtained the IG Nobel prize in 1996. In particular, Matthews demonstrated that it is not by implementation of the mysterious Murphy's law that a toast falls mostly on the buttered side, but is instead as a consequence of the latent effect of the standard table height, which it is falling from, such that the toast can flip only halfway (Fig. 1b) . This is reflected in, what we refer in this article to as, the average latent dimensionK. Specifically,K encodes information about the degree to which the outcome is dependent on the initial configuration. In other words, it indicates the amount of memory in the system whereK = 1 corresponds to a Bernoulli experiment, where the initial state is irrelevant.
For the toast falling from a table, the latent dimension is larger than one, as the typical table height infers the outcome, i.e., the final state has a strong memory of the initial state. The average latent entropyS adapts the concept of the common Shannon entropy and the Kullback-Leibler divergence [8, 9] to characterize the predictability/stochasticity of the experimental outcome in a situation where a relation between the experiment outcome X and the experiment result Y is mediated by another unobserved (or latent) process L. The outcome Y of an experiment can be predicted certainly from X ifS = 0. If any of the outcomes are random and equally probable the latent entropyS is maximal.
In our toast example, a fully symmetric toast falling from a sufficiently high table has, in principle, the same chance of falling on either of the sides, when sampling various starting configurations. This represents a maximal latent entropy configuration. The latter can be reduced by favouring one of the sides, e.g., by spreading butter on one of them. A more detailed discussion of the falling toast experiment in terms of the proposed linear Markovian model (Fig. 1b) can be found in the Section A.1 of the Supplementary Material.
In this work, we provide the algorithm on how to compute these two latent quantities in a general case, proving that its computational iteration cost and required hardware memory are independent of data statistics length, thereby circumventing the curse of dimensionality. We show that these tools drastically improve data analysis for equidistant time measurements of systems ranging from nanometer sized objects to astronomic scales, and, in general outperform the most common measures such as the mean, the variance, the autocorrelation, the common Shannon entropy and the GMM entropy -as well as the considered commercial denoising and feature extraction tools based on deep learning networks.
This paper is structured as follows. First we describe the basic algorithm for obtaining the latent entropy and the latent dimension. Then we illustrate a comparison of the latent measures to commonly used statistical tools for analysis of data sets on various physical systems, structured by increasing complexity and size. We start from the exactly solvable Ising model, where we confirm the applicability of the latent measures allowing for predictability where standard measures fail. Having analysed complex magnetic simulation data with a known result, we move on to explore the full potential of these new measures by analysing experimental data covering various physical systems over multiple spatial and temporal scales. In application to magnetic systems on nano-and micrometer scales, we find that the latent dimension and latent entropy provides a cheap and powerful method for detecting inhomogeneities in the sample at which, for example, magnetic textures pin. Next, we apply the methodology to biological systems, specifically the microscopy video of a lymph flow in a mouse brain, demonstrating how the latent entropy measure reveals previously poorly observed parts of the glymphatic network system [10, 11] . Applying the latent entropy to measure coupled ocean-atmosphere teleconnections in climate data, we show how it can lead to a better understanding and prediction of the long-term variability of the El Nino Southern Oscillation (ENSO) phenomenon [12, 13, 14, 15, 16] -and to rank the climate proxies and models with respect to their skill in predicting ENSO. Finally, on astronomic length scales we analyse data from the amateur telescope movie demonstrating the presence of remarkable features that were previously only accessible with much more powerful astronomic instruments. Furthermore, we quantify and make visible the bias imposed on experimental data by lossy video-compression methods. These results reinforce the need for publicly accessible original data with maximal resolution rather than compressed ones. Additional examples and methodology is contained in the Supplemental Materials.
Methods:
The algorithm to compute the average latent entropy and average latent dimension between two discretized data sets X and Y is a three step process as shown in Fig. 1 and explained in detail in the Section A.2 of Supplementary Material. It relies on the availability of data in a discrete representation. In all of the applications where the original data was not discrete we applied the same discretisation procedure: K-means clustering with a selection of the optimal cluster number n (the discrete dimension) by means of the cross-validation procedure [17, 18] .
Denoting by K the number of latent categories for a possible expected model, one computes for every K the relation matrix Λ K for the data sets X and Y , as well as the quantity S K . Variable n (the discrete dimension) controls then the maximal discrete latent dimension K (K ≤ n). S K is the negative average log-likelihood function of the discrete latent relation model obtained with the Direct Bayesian Model Reduction algorithm (DBMR, see Lemmas 1-7 and Theorems 1-2 in the Section A.2 of Supplementary Material). In a second step one computes the posterior probabilities p K for every possible latent model dimensions K. These are calculated as Akaike weights based on S K and the degrees of freedom of Λ K [19] . The average latent entropy and average latent dimension are then defined as the expected values
The average latent dimensionK ranges betweenK = 1 for completely independent processes (Bernoulli) toK = n for explicitly-dependent Markov processes. The average latent entropyS probes the stochasticity and predictability of the outcome Y . A process with a unique outcome is described byS = 0, and higher values ofS correspond to stochastic relationships with lesser predictability (see Theorem 1 in Supplementary Material). In the case of time series analysis -when Y (t) ≡ X(t + 1)
(for all t = 1, . . . , N − 1), m = n and N > n 2 -the iteration cost of computing the latent measuresS andK with the DBMR algorithm will be independent of the statistics size N and the observable data dimension D. It will only depend on the maximal discrete latent dimension n and scale as O (n 4 ), requiring no more then O (n 2 ) of memory. In contrary, computational cost of the expected latent Results of numerical comparison for the full algorithm costs are shown in the Fig. 2 d) .
To compute the common measures (the mean, the autocorrelation, the χ 2 -statistics, the mean of the square differences, the Shannon entropy from the GMM-model) we used the standard MATLAB functions (kmeans(), xcorr(), fitgmdist(), etc.). Computation of the mean from deep learning denoising autoencoder (in the Fig. 3b ) was performed with a commercial "Deep Learning Toolbox" of MATLAB deploying the supervised non-Gaussian feature extraction with an algorithm described in [6] . Raw data and videos used in the analysis are available at https://www.dropbox.com/s/ 6ofj2d0yz14mn2w/Supplemental_Movies.zip?dl=0.
Heterogeneous 2D Ising model:
The Ising model is a simple toy model consisting of coupled variables on a lattice that can adopt two discrete states typically described by s i = ±1. While originally introduced in the field of magnetism to study phase transitions [20, 21] , it is applicable in various branches of science including spin glasses [22] , lattice gases [23] , binary alloys [24] , biological systems [25, 26, 27, 28, 29, 30] , and social applications [31] . In the following we will consider the Ising model in 2D using the typical language of magnets in which the energy of the system in the absence of external magnetic fields is given by
Here the spins s i on lattice site i are coupled via the exchange interaction with strength J ij , where the sum is over pairs of adjacent spins. Note that for J ij > 0, the model favours the alignment of neighbouring spins. For a uniform coupling J ij ≡ J the 2D Ising model is analytically solvable [32] and it undergoes a second order phase transition at the critical temperature We simulated a model system, shown in Fig. 2 , where in the center the exchange coupling is reduced by 1% compared to the outside value. The task of a data driven inference method is then to reconstruct / recognize the shape of inhomogeneity based on the simulation data. Typical tools like the mean or correlations, see also the Section B.1 of Supplemental Material, work well in the regimes where either both structures order and the amplitude of the magnetization is larger in the region with enhanced coupling strength or when one of them orders and the other one does not. This happens in the regime slightly below and around the critical temperature T c . For temperatures above T c there is no long-range magnetic order. Spins interact and order locally within the reach of the correlation length, [33] . Therefore, the correlation length gives an upper bound for recognising order in the system and tends quickly to zero for increasing temperatures. The correlation length for the case in Fig. 2a is in the order of one lattice spacing, for example, and hinders significantly the recognition of patterns by the usual correlation measures. An advantage of the proposed average latent measures is that they compare the time evolution of each pixel independently and thus allow for more accurate identification of sharp heterogeneity pattern boundaries, see Fig. 2c ).
Another important remark to validate the use of entropic measures above the critical temperatures, from a physical point of view, is that entropies are continuous and well-defined functions through all possible phases of a system, including phase transitions. For this reason, it is a reliable quantity even in the vicinity of critical temperatures.
Magnetization dynamics -simulations: Magnetism in the nano-and micrometer range is richer and more complex than the above two level Ising model. It is a very active research topic bearing promising, application-relevant magnetization configurations, such as domain walls [34, 35, 36, 37] , magnetic vortices [38, 39] , and skyrmions [40, 41, 42, 43] . On these length scales the atomic structures can rather be ignored, and the magnetization configuration of the material can be described in a coarse-grained model and it is represented as a vector field with three spatial components and constant magnitude. In Fig. 2 we show the analysis of the effective dynamics of the magnetization from the Supplement. We find that the latent entropyS captures the model inhomogeneity in both magnetization components, while the common measures are able to resolve the heterogenous area only in one of them -in the z-magnetisation measurement data, where the material inhomogeneity k z is available explicitly. Since standard experimental (imaging) techniques usually give access to either the in-plane or out-of-plane component [44] , this tool enriches the data inference and analysis by providing information about missing magnetization features -and allowing to infer the latent inhomogeneity information that is not available explicitly in the measurement.
Magnetization dynamics -experiments:
To exemplify the power of the latent measures beyond the purely-theoretical models, we next analyse experimental data on magnetization dynamics. The data is obtained from a recently published experiment on thermal motion of magnetic skyrmions [45] . The dynamics of topological magnetic objects, such as skyrmions, are potentially interesting for the nextgeneration electronic devices based on spintronics principles [46] . In Ref. [45] , the out-of-plane component of the magnetization configuration was imaged with a magneto-optical Kerr effect (MOKE)
microscope. This method relies on measuring rotations of the reflected light's polarization due to the Lorentz interaction between the local magnetization and the incident light's electric field [44, 47] .
In such type of magnetic systems, several factors might contribute to latent effects such as material inhomogeneities, local temperature differences, etc. The experiment realised in [45] aims to study rather homogeneous materials with few impurities, striving for a free motion of magnetic skyrmions neither in the raw video data nor in the mean obtained by using a commercial deep learning denoising autoencoder from the "Deep Learning Toolbox" of MATLAB [6] , see Fig. 3b . Computing the GMM entropy does allow to visualize surface capillars. The deeper lying bulk capillars reveal themselves, however, only through latent effects. As can be seen from the Fig. 3b , applying the latent entropy measure one can extract and visualize the capillar pattern including the bulk ones.
Climate measures -El Niño The so-called El Niño Southern Oscillation (ENSO) -being an irregularly periodic (interannual) variation in wind and sea surface temperatures over the Pacific Oceanis known to be one of the major climate phenomena having a global impact [12, 16] . As the dominant source of climate predictability on seasonal timescales with significant economic impact, there is considerable and ongoing interest in better understanding its mechanism [13] -as well as in identifying the most characteristic climate model proxies that can be used to enhance the quality of predictions of ENSO phase and intensity from seasonal to inter-annual timescales [15] . Recent research highlights the significant role of the subsurface ocean -and especially the role of the thermocline in the equatorial Pacific -at the same time indicating limitations of current climate models to predict ENSO beyond a two-year lead time [14] . Results of applying the latent entropy measure to the relations between various climate proxies and ENSO are summarized in the 
According to the law of total probability, the columns of the transition matrix must sum to 1. This implies that there are only two degrees of freedom for this 2 × 2 matrix. We assign to these degrees of freedom the quantities U s and U h as deviations from the transition matrix corresponding to the
Bernoulli model, where all probabilities are equal, i.e.
Parameter U h (h for height) controls the randomising effect due to the height of the table -as well as the amount of memory of the variable Y (toast on the floor) and its dependence on the variable X (toast on the table). While U h = 0 in Eq. (4) corresponds to a Bernoulli experiment, with the final state Y being independent of the initial state X, |U h | = 0.5 implies a one-to-one correspondence between X and Y . Change of the parameter U s (s for symmetry) models a change of the asymmetry of the toast. It modifies the probability of getting each final state, making one side more probable than the other. U s = 0 corresponds to a symmetric toast with the center of mass being equidistant from both sides of the toast -and with no increase in the intrinsic probability of falling on one particular side in a randomized experiment (for U h = 0). U s = 0.5 corresponds to a very asymmetric toast with the center of mass being shifted in such a way that the toast falls butter-up in all of the randomized experiments (for U h = 0).
After 100 random experiments according to model Eq. (4), for every combination of the parameters U s and U h , we calculated the expected values of the average latent entropy and average latent dimension, see Fig. 1(c) in the main text. The parameter U s redistributes the probability of obtaining the final states independently of the initial states, and therefore increases the predictability of the outcome. This is for example the case if the toast itself is not symmetric -leading to shifting the center of mass towards one of the sides -thereby increasing the probability to fall on one particular side independent of the initial configuration. As shown in the main text in the left panel of Fig. 1(c) , U t it impacts the change of the latent entropy while not changing the latent dimension measure. Analogously, the parameter U h increases the correlation between an initial and a final state, i.e. the memory of the system, and may be associated to the latent dimension, see the right panel of Fig. 1(c) in the main text.
A.2 Inference of latent relations: common methods and the latent relations measures A.2.1 Inference of latent relations with common mixture models
Analysing data from many applications areas frequently requires taking into account various interactions between the different parts and components of the data. Growing data sizes and limited computational resources may lead to a necessary truncating of the interactions that can be considered explicitly. However, even being explicitly ignored, these relations can still leave a latent -but yet measurable -imprint in the data. For example in the time series, ignoring many of the potentially-relevant relationships in the data -or even analyzing different parts of the data independently of each otherone still has a chance to detect and to quantify these implicit impacts by means of latent inference methods.
Gaussian Mixture Models (GMM) with almost 1 Mio. citations (according to the Google Scholar) belong to the most popular latent inference methods [3, 49] . For a given data sequence X = {X(t = 1), X(t = 2), . . . , X(t = N )} (where X(t) is a D-dimensional Euclidean vector for every t), GMMs fit a mixture of n (multivariate, i.e., D-dimensional) Gaussian distributions:
where p i is a relative weight of the Gaussian i (with the mean vector µ i and covariance Σ i ) in the mixture, such that p i ≥ 0 (for all i ) and i p i = 1. Hereby, for every data point X(t) one assumes a presence of the categorical latent variable L t , taking values from a finite set of n values 1, . . . , n, indicating which of the Gaussian distributions from the mixture (5) is actually responsible for the generation of this particular X(t).
Different variants of the Expectation Maximisation algorithm (EM) have been developed to find
the optimal GMM parameters (p i , µ i , Σ i ) , i = 1, . . . , n for a given data X = {X(t = 1), X(t = 2), . . . , X(t = N )} and with a fixed number of mixture components n [3, 49, 50] . EM also provides the estimates of probabilities {γ n } i,t = P [L t = i|X(t)] for a latent process L t to be in the latent state i at the instance t. In image processing applications one frequently uses negative average log-likelihood S n of the fitted model (5) as a feature intensity measure [51, 49, 1, 2]:
To reduce the computational cost of the EM algorithm, one frequently restricts covariance matrices 
In the case of a sequential code these computations for S 1 , . . . , S n would require the memory for storage of the data X (O(N D) of memory), the latent probailities γ (up to O(nN ) of memory) and the GMM parameters (p i , µ i , Σ i ) , i = 1, . . . , n (up to O (n(1 + 2D)) of memory). When N is larger than n and D, this results in the leading order memory scaling of O (n(N + D)).
A.2.2 Latent relation measures for discretized data
In the following we will consider a case of two discretized data sequences X = {X(t = 1), X(t = 2), . . . , X(t = N )} and Y = {Y (t = 1), Y (t = 2), . . . , Y (t = N )} of length N , where t labels the corresponding data set and in this manuscript refers to time.
Here the values of X(t) are attained from n discrete categories x = {x 1 , x 2 , . . . , x n } and the values Y (t) are obtained from m discrete categories y = {y 1 , y 2 , . . . , y m }. In this manuscript, n and m are not treated as variables, but chosen as constants. For common ways of obtaining the optimal set of categories for (continuous) data we refer to [52, 17, 53, 54] .
In context of the Probabilistic Latent Semantic Analysis models (PLSA) and the Direct Bayesian
Model Reduction (DBMR) [55, 4, 56, 5, 57] , a relation between the probability P[X(t) = x i ] for X(t) to attain a category x i in its instance t, and the probability P[Y (t) = y j ] for Y (t) to be in one of its categories y j can be formulated exactly, via the conditional probabilities and the law of the total probability [58] . Defining the column vectors of probabilities Π X (t) = {P[X(t) = x 1 ], . . . ,
, the exact Bayesian relation between the variables X and Y in a presence of the latent variable L K (t) can be expressed as:
with the matrix of transition probabilities following we will calculate the matrix Λ K for all possible values of K ranging from 1 to n, to then infer the expected latent dimensionK.
The matrices {γ K } and {λ K } can be obtained from the observed data {X(1), X (2), . . . , X(N )} and {Y (1), Y (2), . . . , Y (N )} by solving the negative average log-likelihood minimization problem subject to equality and inequality constraints:
where Lemma 2 (monotonicity of S K ): Regarded as a function of K, the auxiliary measure S K is monotonically decreasing, i.e.,
Proof: Imposing additional equality constraints by setting an additional (K + 1)-row and a (K + 1)-column of the matrices {λ (K+1) } and {γ (K+1) } to zero, the problem (9)- (11) for K can be written as a particular case of the problem (9)- (11) for (K + 1). Then, the same function (9) has to be minimized both for K and for (K + 1). Hence, the solution S K of the minimization problem with more equality constraints imposed has to be less optimal then the solution of a less-constrained problem with respect to S (K+1) . Therefore, S K ≥ S (K+1) for any K between 1 and n.
Lemma 3 (relation between S K and the latent entropy): If N → ∞, the auxiliary function S K converges almost surely (in the sense of probability) to the differential entropy of the model (8) .
Proof: This can be shown by combining the law of the large numbers and the fact that the KullbackLeibler-divergence between the distribution of the true matrix Λ K and the one of the parameter estimates will converge to zero almost surely. Please refer to [56] for further details.
We now define the average latent entropyS and latent dimensionK as
Here p K denotes the posterior probabilities corresponding to the different latent processes characterized by S K , which can be calculated explicitly according to the corrected Akaike Information
Criterion [19] :
where V K is the number of free tunable parameters in the model (8) for a given K. AICc K estimates the predictability power of the assumed model compared to the actual system. It is a sum of three terms, where the first two terms -the latent entropy for a given K and the number of latent variables, provide the AIC estimation for infinite data sets, while the last term is a correction term for finite size data sets. The following Lemma summarize some of the properties of these measures.
Definition 1 (deterministic relation between X and Y ): Relation between the categorical variables X and Y is called deterministic if for every category x j of X (for every j = 1, . . . , n) there
Lemma 4 (bounds ofS andK): for a given categorical data X and Y ,S ∈ [S n , S 1 ] andK ∈ [1, n].
Proof: Since Akaike weights p K from (13a) are non-negative and sum-up to one, the right-hand sides of Eqs. (12a) and (12b) represent the convex linear combinations of S K and K, respectively.
Then, from the monotonicity of S K and K (Lemma 2) it follows thatS ∈ [S n , S 1 ] andK ∈ [1, n].
Lemma 5 (S in a deterministic relation case):S = 0 if and only if the relationship between X
and Y is deterministic.
Proof: From Lemma 2 and 4 it follows thatS = 0 if and only if S n = 0, p n = 1 and p K = 0 for K < n. This means thatS = S n = 0 and can be only achieved if log {{λ K }{γ K }} ij = 0 for all i, j such that C i,j > 0. Hence, {Λ K } i,j = 1 for all i, j such that C i,j > 0 and {Λ K } i,j = 0 for all i, j such that C i,j = 0 (which corresponds to the Definition 1).
Lemma 6 (S in the independent case):S = S 1 andK = 1 if and only if Y is independent of X.
Proof: From Lemma 2 and 4 it follows thatS = S 1 if and only if p 1 = 1 and
This means that the expected latent dimensionK = 1, {γ K } = (1, 1, . . . , 1), Λ K Π X (t) = {λ 1 } and the equation (8) takes the form
where Π Y (t) is independent of Π X (t). It implies that if Y is independent of X, all the categories of X are mapped to a single latent category, (see Fig. 5a ). In such a case the latent dimension is K = 1 and the model is a Bernoulli model.
These properties ofS andK motivate the introduction of the normalized latent relation measures, through a rescaling of the measures (12a) and (12b) to the interval [0, 1]: Next, we consider numerical algorithms for the computation of these latent relation measures.
The structure of the problem (9)-(11) motivates the deployment of the iterative methods (e.g., of the sequential quadratic programming procedures [59] ), since the parameters {λ K } and {γ K } naturally separate the problem into two concave maximisation problems with linear equality and inequality constraints. However, following the standard procedure for this particular problem (i.e., substitution of the linear equality constraints into Eq. (9), -followed by taking the partial derivatives of the resulting function with respect to the arguments {λ K } and {γ K } and setting the obtained derivatives to zero) -results in the nonlinear system of equations that can not be solved analytically. Moreover, the resulting system of equations does not include the inequality constraints, providing no guarantee that the obtained solutions will be non-negative. And the full numerical solution of the problem (9,10,11) by means of gradient-based optimisation methods would require O (2K − 1)
of operations. This means that the numerical cost of such a reduced model identification procedure will scale polynomially with the maximal possible latent dimension 1 n -prohibiting an application of this method to realistic problems with large n.
Applying the Jensen's inequality to Eq. (9) we obtain an upper-bound approximation
, properties of the Direct Bayesian Model Reduction (DBMR) algorithm solving this approximation are summarised in the following Lemma.
Lemma 7 (properties and cost of the approximate computation for S K ): Given two sets of categorical data {X(1), X(2), . . . , X(N )} and {Y (1), Y (2), . . . , Y (N )} (where for any t, X(t) ∈ {x 1 , x 2 , . . . , x n } and Y (t) ∈ {y 1 , y 2 , . . . , y m }), the approximate estimates for {λ K } and {γ K } in the reduced model (8) for a given latent dimension K can be obtained via a minimisation of the upper boundŜ K of the function S K from (9):
subject to the constraints (10, 11) . Solutions of this problem exist and are characterised by the discrete/deterministic optimal matrices {γ K } that have only elements zero and one. Solutions of 
Direct Bayesian Model Reduction Algorithm (DBMR-Algorithm)
ik ) and else to 0, for all j and k.
) becomes less then a tolerance threshold:
Step 1:
Step 2:
and else {γ K } (I+1) kj = 0, for all j, k .
the maximal possible discrete latent dimension is given by the maximal number of Gaussian distributions in the mixture and is also denoted with n in (5) Proof: (a) existence of a solution Since S K ≤Ŝ K and S K (being the negative average log-likelihood function) is bounded with zero from below, functionŜ K is also bounded with zero from below. Existence of a solution for the respective optimisation problem then follows straightforwardly from the boundedness of the function (16) and boundedness of a convex [0, 1]-simplex domain defined by the linear constraints (10, 11) [59] . Please note that this solution might not be unique.
(b) uniqueness of the analytical solution wrt. {λ K } for a fixed parameter {γ K }) For any fixed {γ K } that satisfies (11), the problem (16,10) becomes a convex minimization problem wrt. {λ K } that is subject to linear equality and inequality constraints. Deploying a standard method of Lagrange multipliers for equality constraints only, if
obtains a unique optimal solution:
that apparently also satisfies the inequality constraints in (10) . Therefore, it will be also a unique solution of the full problem (16, 10, 11) when {γ K } is fixed.
(c) discrete analytical solution wrt. {γ K } for a fixed parameter {λ K }) For any fixed {λ K } that satisfies (10), the problem (16,11) is a linear maximization problem (LP) with block-diagonal matrices of linear equality and inequality constraints. Due to this block-diagonal structure of constraints, a solution of this LP-problem is equivalent to an independent solution of the n following LP-problems -separately for every j:
where
into Eq. (18) (when argmax k {α k j } is unique for all j) provides a maximum value to the LP-functions that also satisfies the constraints. When the argmax k {α k j } is not unique (i.e., when there are some j for which there exists some set
then the solution of (18) is not unique and every combination of {γ K } kj that satisfies {γ
(for all k and j) -including a deterministic one (where one arbitrarilyselected {γ K } k j (k ∈k) is set to one and all other {γ K } k j (k =k ) are set to zero) -would provide an optimum of the problem (16,11) for a fixedλ.
(d) monotonic convergence of the DBMR-algorithm According to the above step (b) and step (c) of this Proof, the problem can be solved via the iterative optimisation procedure switching between the optimisations for fixed iterated parameter values {γ K } (I) (in (c)) and {λ K } (I) (in (b)). Iterative repetition of these two steps -starting at some arbitrarily chosen value {γ K } (1) or {λ K } (1) in the first algorithm iteration -will result in a monotonic decrease of the respective function valueŜ
, where k≥1). Since the overall problem (16, 10, 11) is bounded from below with zero and is defined on a bounded domain, this iterations will monotonically converge to a local minimum of the function (16) -dependent on the initial choice of the iteration parameterŝ
.
(e) computational iteration cost and memory scaling The computational iteration complexity of the DBMR algorithm can be obtained by counting the algebraic operations during the analytical computation of the optima (19) and ( This computation would require no more than O ((m + n)n) of memory.
Proof: As follows from the Lemma 7, the leading order computational complexity for approximating S K byŜ K in one DBRM iteration is O (Kmn) and the iteration complexity in computing a sequence S 1 , S 2 , . . . , S n is:
In the case of a sequential code these computations for S 1 , . . . , S n would require the memory for storage of the one contingency matrix C (i.e. O(mn) of memory if N > mn), and the DBRM variables {λ K } and {γ K } (i.e. up to O ((K − 1)n + K(m − 1)) of memory). To leading order, the whole algorithm requires no more than O ((m + n)n) (since K ≤ n). B Supplement: further data analysis
B.1 Heterogeneous 2D Ising model
We considered a two dimensional Ising system with 32×32 lattice sites that assume values s i (t) = ±1.
For statistical analysis and to include effects due to nearest neighbour interactions we assigned to each shows how we assigned to each lattice site 2 5 categories by combining a patch of 5 sites with two level states. We show the mean energy and magnetization as well as different measures associated to the categories in each lattice site for a temperature below the critical temperature, T = 0.88T c , in (b) and for a temperature above the critical temperature T = 1.32T c in (c). The red dotted lines indicate the inhomogeneity pattern contour. One can easily see that in the ordered phase, the mean value allows for identifying the patch with different parameter as well as in the latent entropy. This is no longer valid in the disordered state. lattice site the categories, X(t) and Y (t) = X(t + 1), given by the state of the site itself and the states of the four nearest neighbours. For each lattice site we have a total of n = m = 2 5 categories, see Fig. 6b ). Given the energy of the system by Eq. (2) from the main manuscript we considered that J = 1 except for interactions including lattice sites in a 16×16 region in the center with J = 0.99. We performed 50 randomly initialised Monte-Carlo simulations for two different regimes, corresponding to temperatures below the critical (T = 0.88T c ) and above the critical temperature (T = 1.32T c ), to obtain N = 50 000 different possible configurations of the system. With the date sequence obtained, we calculated the mean values of the magnetization, the autocorrelation, the χ 2 −statistics (see Fig. 6) as well as the expected latent entropy and dimension introduced in this work. We evaluated the pattern recognition quality by calculating the Area Under Curve (AUC), which compares the identifiable area with the known area assigned for the system, for each of the measurements, see analysing the switching probabilities, both in the ordered and disordered phase, see the fourth panel in Fig. 6b ) and c).
B.2 Magnetization dynamics -simulations
We performed micromagnetic simulations using MuMax3 [60] , solving the effective equation of motion for the magnetization, i.e. the Landau-Lifshitz-Gilbert equation. [61, 62] It describes the dynamic response of the magnetization, M (r), to torques and is given by
The first term in the left side is an energy conserving precessional term, where γ is the gyromagnetic ratio, and the last term describes damping with strength α. The magnitude of the magnetization is fixed to the value of the saturation magnetization, |M (r)| ≡ M S . The effective magnetic field B eff contains the specifics of the micromagnetic model. In the presented simulations (see Fig 7) we consider a 128 nm × 128 nm square sample at room temperature, i.e. T = 300 K, 
, where δ is the Dirac delta distribution [63] .
The initial configuration was chosen to be the ferromagnetic ground state and then the system evolved due to the thermal fluctuations. For each 2 nm × 2 nm cell we recorded the magnetization direction configuration M (t) every 50 fs. Thus, for every pixel and magnetization component we obtain a data set X(t) with the corresponding Y (t) = X(t + 1). The values of the magnetization were discretized with a similar method used for the ENSO analysis and can, in principle, be adaptively discretized by various available techniques [52, 17, 53, 54] .
To verify the power and scope of the latent measurements, we analysed the results of the simulation also with added Gaussian noise and compared the results, see Fig. 7 . The artificially added noise simulates the inevitably random errors in realistic measurements. Even though, without the noise, one can still identify patterns by analysing the means or the average of the variance, with noise, the identification process is significantly reduced using standard means. The recognition quality by the latent measures, however, is still reliable, see Fig. 2 (c) in the main manuscript. Our results show that the region with enhanced anisotropy is the one with larger average latent entropy. This makes sense as a larger anisotropy leads to more ordering, thus higher predictability of the outcome.
B.3 Magnetization dynamics -experiments
In the experiment performed by Zazvorka et al. [45] the Brownian motion of skyrmions in lowpinning materials have been studied, see Supplementary Video 3. The video analysed by the methods introduced in this paper correspond to 672 × 510 pixels with the scale given by the measure of 305 pixels corresponding to 50 µm. The time step between frames is 62.5 ms. As shown in the picture we are able to identify inhomogeneities in the sample, both from the latent entropy measures as well as from the latent dimension. Moreover, we notice the existence of a gradient in the latent entropy measurement. A caveat of the measures introduced in this manuscript, is that, even though it is able to identify different physical patterns, it does not directly provide means to distinguish the source of the different patterns, as it is also the case for several other experimental techniques. They do, however, reveal interesting features and model inhomogeneities that can then be further investigated.
We also analysed a video from an experiment performed by Jiang et al. concerning the creation of magnetic skyrmions by electric current from geometrical constrictions [64] .
In this experiment they considered a Ta(5nm)/Co 20 Fe 60 B 20 (CoFeB)(1.1nm)/TaO x (3nm) trilayer observed with magneto-optical Kerr effect (MOKE) microscope. With an applied electrical current, they moved worm domains, bounded regions where the magnetization is uniform and correspond to a different stable state compared to its surroundings, through a constriction and observed the creation of skyrmions at the end of the constriction. We analysed the video using the tools described in this work, see Fig. 8 . The latent measures clearly identify inhomogeneities, where magnetic skyrmions and worm domains get strongly pinned or deflected. These scattering sites might explain the scattering of skyrmions and their homogeneous distribution in all directions, despite the skyrmion Hall effect.
Moreover, we can also identify the effects of the video compression, which produces a grid pattern in the average latent entropy. We expect our tools to be particularly useful within the framework of magnetization dynamics for the study of temperature gradients, bulk material inhomogeneities, the presence of grains, as well as other magnetic structures or changes in material details.
B.4 Climate measures -El Niño
We computed the latent entropy of relations between the observed historical monthly ENSO data anomalies (NINO3.4 index) between 1950 and 2007 (available from Ref. [65] ) and the preceding values of different monthly climate proxies (de-seasonalized), including the NOAA re-simulated seasurface temperatures [66] , as well as ACCESS-O re-simulated global sea surface and equatorial bulk water temperatures in the Pacific ocean [67] . To obtain a discrete representation X for the EOF projection and Y for the ENSO data, we applied meshless K-means discretization with 50 clusters for X and 5 clusters for Y , casting the EOF-projected climate proxy data information in a discrete representation with 50 states -and the ENSO index in a discrete representation with 5 states [18] .
Both cluster numbers (5 and 50) were obtained as being the most optimal values from the multiple cross-validation procedure.
