Abstract. As multimodal data becomes easier to record and store, the question arises as to what practical use can be made of archived corpora, and in particular what tools allowing efficient access to it can be built. We use the AMI Meeting Corpus as a case study to build an automatic content linking device, i.e. a system for real-time data retrieval. The corpus provides not only the data repository, but is used also to simulate ongoing meetings for development and testing of the device. The main features of the corpus are briefly described, followed by an outline of data preparation steps prior to indexing, and of the methods for building queries from ongoing meeting discussions, retrieving elements from the corpus and accessing the results. A series of user studies based on prototypes of the content linking device have confirmed the relevance of the concept, and methods for task-based evaluation are under development.
Introduction
Researchers often think of multimodal corpora as simply a research tool -something which yields samples of information about human behaviour that will allow component technologies, such as gesture recognizers, to be built. However, technology makes it currently affordable to record data from relatively complex sensors, such as cameras or microphone arrays, in a variety of settings. Rich historical archives related to organizations, events, projects or people can thus easily be set up and continuously extended, in the form of multimodal corpora. This opportunity is currently being explored in many different ways, from attempts to capture all of the events in an individual's life to analyses of activities in public spaces. In such uses, the multimodal corpus is both a research tool -for developing the automatic analyses that underpin the ability to make use of large amounts of recorded material -and a platform for developing, demonstrating and refining the new application concepts that these automatic analyses enable.
One commercially important application of this general approach is on meeting archives. The AMIDA Automatic Content Linking Device (ACLD) performs real-time searches over a multimodal meeting archive using automatic speech recognition, thus providing assistance with past information during an ongoing meeting, at a minimal attentional cost for the participants. Throughout the process of developing the ACLD from the initial concept to a standalone demonstration, we have been completely reliant on the AMI Meeting Corpus. Taking this process as a case study, we explain how we leveraged this multimodal recorded data set in order to create an application for online use, without the need for staging frequent live meetings to test the application.
We begin with an explanation of the content linking concept (Section 2), followed by a description of the AMI Meeting Corpus (Section 3) and a discussion of the uses to which it has been put during the development of our technology demonstration (Section 4). The four main stages of the content linking approach -corpus preparation and indexing, query preparation, retrieval, and access to multimodal data -are described respectively in Sections 5.1 through 5.4. Initial results from user studies, based on reactions from focus groups (Section 6.1) and on feedback from commercial partners on pilot versions of the ACLD (Section 6.2), are encouraging but do not preclude more systematic evaluation in the future (Section 6.3). The plans for future development of the ACLD are finally outlined in Section 7.
The Content Linking Concept

Scenario of Use and Inferred User Needs
Imagine for a moment that your company is moving into a new office building. The meeting rooms in the building are instrumented with cameras, microphones, and other devices to record what happens in them. On the day that you move in, the rooms are turned on, recording everything that happens in them, unless someone presses a privacy switch to disable the system temporarily. Over the course of a year, a large meeting archive is built up. As well as allowing meeting playback, it contains information about when meetings happened, who attended them, what slides were shown at what times, and what documents were presented or consulted during a meeting, or were produced as a result of a meeting. What use would the company wish to make of such an archive, and what tools would employees need for that use?
Although this scenario may sound far-fetched, many companies already make recordings of their most important meetings for their archives, and can see a use for recording all meetings, as long as the benefits to the company's employees are high enough for them to leave the system on. The problem comes with sifting through the archive to find the right bits. Although there are many times at which one might wish to search the archive, this problem is especially severe during meetings themselves. Meetings take a great deal of staff time, which is expensive. Often people have a feeling during meetings that they need some piece of information, but they can't lay their hands on it, at least not during the meeting itself. And yet, producing the right piece of information at the right time can change the course of a meeting, and sometimes, even determine the future of a company. This is the problem that motivates our design of a content linking application.
Outline of the Proposed Solution
Our solution to this problem is to have the room not just record the meetings that happen in it, but also "listen" to them and search quietly in the background for the most relevant documents and meeting segments from the archive, ready to be consulted whenever someone in the meeting feels the need. A system providing tailored access to potentially relevant fragments of recorded meetings or documents could be very valuable in improving group communication and individual awareness. Participants in a meeting often mention previous discussions, or documents related to them, containing facts that are relevant to their current discussion, but accessing them requires more time than participants can afford to spend during the discussion. If provided with an efficient device for searching past meetings and documents, participants only need to decide if they want to explore any further, and possibly introduce in the current discussion, the meeting fragments or documents retrieved automatically for them. The system could be used privately by every participant, or its results could be shown to the entire group on a separate projection screen.
Previous Work
The real-time content linking application put forward here borrows from several other applications described in the literature, with the main notable differences being the access to multimodal processed data, in real-time, through a speechbased, autonomously functioning system. Our system is also -to our knowledge -the first one that is fully implemented in a multimodal interaction context, giving access to indexed multimedia recordings as well as websites, based on automatic speech recognition and keyword spotting.
The initial versions of the content linking concept were introduced either as query-free search, which was implemented in the Fixit system [1] , or as just-intime retrieval, implemented in the Remembrance Agent [2, 3] . Fixit is an assistant to an expert diagnostic system for the products of a specific company, such as fax machines and copiers. Fixit monitors the state of the user's interaction with the diagnostic system, in terms of positions in a belief network, and runs searches on a database of maintenance manuals to provide additional support information related to the position in the network. The results of the searches are in fact pre-computed for each node of the belief network, in order to speed up the process at run time.
The Remembrance Agent is much closer, in its design, to the AMIDA content linking approach. The agent, which is integrated to the Emacs text editor, runs searches at regular intervals (every few seconds) using a query that is based on the last typed words (the size of the set of words is configurable, e.g. from 20 to 500). Results from a repository of emails or text notes are displayed in a separate frame, and can be opened within Emacs as well.
Both terms that refer to these two systems -query-free search and just-intime (information) retrieval -capture important aspects of the general approach: there is no need for the user to formulate explicit queries, and results are updated regularly so that the users receive them, in theory, exactly when they need them. Several other systems have pursued and extended the approach. Watson [4] monitors the user's operations in a text editor, but proposes a more complex mechanism than the Remembrance Agent for selecting terms for queries, which are directed to the Altavista web search engine. Besides automatic queries, Watson also allows users to formulate queries and disambiguates them using the terms that were selected automatically.
Another query-free search system was designed for enriching television news with articles from the Web [5] . The system annotates TV broadcast news, using queries derived from closed captioning text, with links to potentially relevant news wire from the Web. A related type of work, though from a different perspective not inspired by information retrieval, are systems for document/speech alignment [6, 7] specifically applied to meeting browsers. These systems typically perform the alignment offline, though online techniques can also draw inspiration from them [8] .
Turning to speech-based systems, the creators of the Remembrance Agent have also designed Jimminy, a wearable assistant that helps users to take notes and to access information when they cannot use a standard computer keyboard [9] . Jimminy uses a number of contextual capture devices, in particular a positioning device that detects the room where the user is situated, and a device for identifying the user's interlocutors based on their badges. However, the use of speech was not implemented, and the detection of the subject of conversation was simulated by entering this topic as real-time notes. The testing of the system concerned in fact mostly the note-taking function. More recently, several speech-based search engines have been proposed, for instance a spoken interface to Google [10] , or a spoken interface for a mobile device [11] . Such systems are comparatively less common than systems for searching spoken document archives [12] or for multimedia information retrieval [13] .
The AMI Meeting Corpus
The AMI Meeting Corpus [14] [15] [16] consists of 100 hours of recordings from rooms like the one described in our opening scenario. The recordings use a range of signals synchronized to a common timeline. These include close-talking and far-field microphones, individual and room-view video cameras, and output from a slide projector and an electronic whiteboard. During the meetings, the participants also have unsynchronized pens available to them, which record what they write. The meetings were recorded in English, in three different rooms [17, p. 6-12] , and include mostly non-native English speakers.
It was important for us to be able to understand what was happening during the meetings in the corpus. Real groups are messy -they have a shared understanding built up over their shared history, they sometimes are not sure what they are meant to achieve, and their participants are sometimes motivated by things that bear no relationship to the actual task. Although the AMI Corpus contains some real meetings of real groups to ensure that we do not diverge from reality too far, most of the material in the corpus is elicited experimentally to be as similar to real meetings as possible, but to ensure that we can capture everything there is to know about the groups involved.
In our elicitation technique, a group of four people come together in a oneday role-playing exercise in which they act as a team that needs to design a new kind of remote control for a TV set. At the beginning of the day, they are given separate crash courses in the specialty roles that such a team might contain, learning how to be a project manager, industrial designer, user interface designer, or marketing expert. They then engage in a series of four meetings which take them from an introduction to the problem that they need to solve, all the way through to their final design of the remote control. In between meetings, the participants do individual work towards the remote control design, receive emails from other people in "the company" that supply new information, and fill out some questionnaires that can be used a posteriori to assess things like how efficient the group is being or whether a leader is emerging.
During both the individual work and the team meetings, everything the team members produce is collected -emails, presentations, hand-written notes -so that it is available to the research team. The AMI Meeting Corpus is a publicly available [14] interdisciplinary resource, and the work that has been done on it contributes to organizational psychology and corpus linguistics as well as serving as material for the development of a range of multimodal processing and language recognition technologies.
The Many Uses of a Corpus
One way of viewing the AMI Meeting Corpus is as a collection of features, with training and test data, that allow us to develop component technologies. Since most corpus users, especially those involved in international evaluations, are concerned with improving the performance of some component or other, this is the dominant view. However, we have relied on the corpus not just during component development, but during all stages of the software lifecycle.
Our first use for the corpus was simply as inspiration for the kinds of applications we might build. With hindsight, it may seem obvious that we could build a content linking device using our technologies, and that the end users would be enthusiastic about it. However, it was not something we considered doing until we considered precisely how people actually behave in the recorded meetings.
There is no substitute for this kind of observation. In particular, potential users can usually identify things they do not need, but are less good at introspecting about what they do need. This is why advanced user studies make use of recorded data among other observation and elicitation techniques [18] .
Our second use was for the capture of user requirements. Potential users are able, given a concrete enough concept, to make suggestions about what would make for useful software features, and a way of making a concept concrete for them is by showing them how the concept would work. In the very early stages, before any programming is done, two techniques are helpful. One is describing specific meeting problems, either taken from or inspired by the corpus, and having users talk around them. The other is to use materials from the corpus to create mock-ups -still images that show a series of screenshots for an interface that could potentially be built. We used both techniques to inform our development.
Our final use was during application development itself. Part of this is continuing work on user requirements by taking prototypes to focus groups in the same way as the initial mock-ups, and of course, giving demonstrations to potential vendors and future funders, using the AMI Corpus in the following way. Working on an application that applies to live meetings creates particular challenges for development and demonstration. One cannot know what will happen in a live meeting ahead of time. This makes demonstrating on a live meeting fraught with danger, especially for early system versions. For this reason, we usually demonstrate using a recorded meeting, by playing it back in a separate frame or window and feeding its signals into the system as if they were live. For this purpose, the AMI Corpus design of meetings in series helps us considerably. We use a group's last meeting (a meeting labeled with 'd', e.g. 'ES2008d') to simulate a live meeting, treating segments from the three previous meetings (labeled 'a', 'b' and 'c') and associated documents as the group's history to be linked. This method makes it possible to demonstrate our technology when no meeting is happening, and, essentially, to replicate the same behaviour over and over again, a crucial property during software development and debugging.
There is one final point worth making about development of this kind of application. Making the componentry work online, fast enough for live use, is something that the research community often considers to be an uninteresting engineering task. Online processing usually involves trading off speed against accuracy, which is unattractive when one is judged by one's results without reference to processing time. Partly, it is the possibility of end user applications like our content linking device that motivates having this engineering work done. Because we demonstrate on a recorded meeting, at least at first, none of our componentry need work online. We can simply pre-process the recorded meeting and store the results for use during the demonstration, feeding them into the system as if they were live just as we do with the signals. To find out how the technology would actually work given the constraints of on-line processing, we gradually replace our simulated components with real online ones as the researchers make them available.
The AMIDA Automatic Content Linking Device
In a nutshell, the Automatic Content Linking Device performs searches at regular intervals over a database of documents and meeting recordings -derived from the AMI Meeting Corpus at this stage -with a search criterion that is constructed based on the words that are recognized automatically from an ongoing discussion. This requires the following processing stages. The corresponding modules and data exchanges between them are represented in Figure 1 , and are further described in Sections 5.1 through 5.4 below.
1. Document Bank Creator and Indexer : prepares, and updates before each meeting, a database of documents and of snippets of previous meetings in which media and annotations are aligned. 2. Query Aggregator : at regular and frequent intervals during a meeting (e.g. every 30 seconds or on the user's demand by clicking a button), prepares a query to this database, derived from the ongoing conversation through automatic speech recognition (ASR) or keyword spotting (KWS), possibly emphasizing certain keywords. The module then executes the query, retrieves the results, and integrates them with previous ones, so that their variation is smoothed in time. 3. User Interface: displays the current search results, as clickable document links, and provides through them access to past documents and meeting recordings, but also to web pages through a web search API.
These functionalities are supported by a modular architecture called The Hub -represented as an area connecting several modules in Figure 1 -which allows communication through a subscription-based client/server protocol [19] . The Hub allows the connection of heterogeneous software modules, which may operate locally or remotely, and ensures that data exchange is extremely fast -a requirement for real-time processing. Data circulating through the Hub is formatted as timed triples -i.e. tuples of (time, object, attribute, value) -and is stored in a relational database, which is able to deal with large-scale, realtime annotations of audio and video recordings. 'Producers' of annotations send triples to the Hub, which are received automatically by the 'consumers' that subscribed to the respective types, defined by pattern matching over object names. Consumers can also query directly the Hub's database for past annotations and metadata about meetings.
An annotation-playback function that resubmits existing annotations to the Hub, without duplication, is required by the ACLD for simulating online processing and is currently under implementation. Until this becomes available, real time is simulated using data streamers that produce data from the files containing AMI Corpus annotations in the NITE XML Toolkit (NXT) format [20] .
Complementing the Hub, the HMI Media Server broadcasts audio and video that was captured in an instrumented meeting room to various media consumers, mainly the ASR, KWS, and User Interfaces. The media sources are the various files stored on the Multimodal Media File server [14] . 
Data Preparation: Pre-processing of Past Meetings
The Document Bank Creator (DBC) is run offline before a meeting, to create or update the repository of documents and pseudo-documents that will be searched during the meeting. This is a preparation task, which generates text versions of documents for indexing, by extracting text from heterogeneous file formats (essentially HTML and MS Office formats). HTML versions of each document are also generated for quick visualization in a web browser. The DBC then inserts into the Hub's database the document metadata -including URIs of source files -which identifies the list of documents that are available for each meeting, and lists their main properties: title, date, associated meeting, type, and authorship information when available. In a future scenario, the DBC could automatically construct the set of documents that are potentially relevant to a meeting, based on the project to which the meeting is related. The DBC could also be connected to an organizational content management system, which many large institutions set up as part of their policies regarding document sharing.
The document set includes snippets of previous meetings, as well as documents such as reports, memos, slides, emails, and so on. The snippets are currently one minute long fragments prepared from the ASR transcript [21] of the past meetings, which can be obtained with acceptable quality (for human readers) a couple of hours after the meeting (note that real-time ASR, used by the Query Aggregator, has a significantly lower accuracy). The trade-off in choosing the length of these snippets is between the need to have enough content words in each snippet, and the need for precision when snippets are opened in a meeting browser: if they are too large, then the user cannot easily find the region of interest. The segmentation into snippets currently avoids cutting through a speech segment. The use of topic segments as snippets is under study, the main limitation being the large granularity of thematic episodes.
The text version of the files is indexed using the Apache Lucene open-source software, creating indexes for each meeting of the AMI Meeting Corpus (in the present demonstration version). Indexing optimizes word-based search over large document sets. Here, all words are used as keywords, and the index is optimized using word stemmers and the TF*IDF weighing scheme.
Sensing the User's Information Needs
The retrieval of relevant fragments from past meetings, or of related documents, requires input about the current topic of conversation of meeting participants, in an ongoing or replayed meeting. Although many capture devices could be used to provide such input, we believe that the most informative cues lie in the words that are spoken by the participants. Therefore, our main goal at this level is to use Automatic Speech Recognition and/or Keyword Spotting modules to construct queries over the meeting/document database.
Real-time large vocabulary speech recognition is still a challenging objective for the ASR community, but within the AMIDA project such a system has recently become available [22] . One of its main features is the trade-off between speed and accuracy, which allows it to run in real-time (with a slight but constant delay only) even on standard workstations. The AMI Corpus is also accompanied, for internal use, by sample results from the offline ASR system developed within the AMIDA project [21] . Three ways of running the ACLD are thus mainly distinguished here by the origin of the ASR output:
1. Real-time ASR from signals captured in a smart meeting room (here, the audio setting has a strong influence on the recognition accuracy). 2. Real-time ASR over recorded signals (for demonstration purposes). 3. Simulating real-time ASR by producing and sending to the Hub the results of higher-quality offline ASR (for development and demonstration purposes).
The words from the ASR are filtered for stopwords, so that only content words are used for search. Our list of stopwords has about 80 words, including the most common function words, interjections and discourse markers. Furthermore, we believe that existing knowledge about the important terminology of a project can be used to increase the impact of specific words on search. A list of prespecified keywords can thus be defined, and if any of them are detected in the ASR from the meeting, then they can be specifically marked in the query so that their importance is increased when doing the search (see next section). A specific list was defined by the user-study group for the AMI Meeting Corpus, and at present it contains words or expressions such as 'cost', 'energy', 'component', 'case', 'chip', 'interface', 'button', 'L C D', 'material', 'latex', 'wood', 'titanium', and so on, for a total of about 30 words. This list can be modified online by the users of the ACLD, by adding or removing words. If no list of keywords is available, then all words from the query (except for the stopwords) simply receive equal weight.
The list of keywords can also be used directly by a real-time keyword spotting system, which identifies their occurrence in speech without performing ASR on the entire signal. We experimented with a system available within AMIDA [23] , which allows to update the list of keywords during execution, i.e. during a meeting. The results are encouraging, especially for long keywords (short ones tend to be over-recognized), and current work is aimed at combining the KWS results with those from the real-time ASR, in order to increase the precision and the coverage (e.g. for out-of-vocabulary words) of speech recognition.
The functions described in this sub-section are performed by the Query Aggregator (QA) module. The QA periodically obtains from the Hub the words or keywords that were recognized, and processes them in batches corresponding to time frames of fixed size, e.g every 20-30 seconds -this can be modified when running the application. This typical duration is a compromise between the need to gather enough words for search, and the need to refresh the search results reasonably often. Instead of the fixed time frame, information about audio segmentation into spurts or utterances could be used for a more natural segmentation of the ASR input. Additionally, the QA can also launch a query when a user demands it by pressing a button in the interface.
Retrieval of Documents and Snippets
The QA uses the query words obtained from the ASR and/or the KWS to formulate a query which is addressed to an information retrieval engine (Apache Lucene), over the index of documents created by the DBC's indexer. If any of the pre-specified keywords are detected in the speech, then they are specifically marked in the query, and their importance is increased when doing the search. Using this keyword boosting mechanism (specific to the Lucene engine), the weight of keywords is currently set at five times the weight of the other, nonboosted, words. The results returned by the Lucene engine are the meeting fragments and documents that most closely match the query -in information retrieval terms -in the respective time frame.
The QA then returns to the Hub the results, specifically, as a list of structured records such as: (meeting, time, keyword, relevance, document type, URL). To improve the informativeness of the result displayed in the user interface, it is useful to include in this record the keywords that were matched, i.e. the ones that helped to retrieve the specific document, as well as a relevance score produced by the search engine. This retrieval task has thus a similar goal as speech/document alignment [7, 6] , except that alignment is viewed here as the construction of sets of relevant documents for each meeting segment, and not only as finding the document that the segment "is about". The retrieval techniques that are employed here are therefore quite different too, as speech/document alignment relies on precise matching between a referring expression and one of the elements of a document.
To avoid inconsistent results from one time frame to another, due to the fact that word choice varies considerably in such small samples, and therefore search results vary as well, a persistence (smoothing) mechanism was defined, partly inspired by the notion of perceptual salience of entities: the relevance of the meeting fragments and documents amounts to a form of conceptual salience that evolves in time.
The persistence mechanism adjusts the current relevance scores for each document returned by the search engine, considering also the documents from the previous time frame and their own adjusted relevance scores. If t n denotes the current time frame and t n−1 the previous one, and if r(t n , d k ) is the raw relevance of document d k computed by the search engine after a query at time t n , then the adjusted relevance r (t n , d k ) computed using the persistence (smoothing) mechanism, is defined as follows (we note r(t n , d k ) as r n for clarity reasons): r n = α * r n + (1 − α) * r n−1 -with a typical value of α = 0.8 being used. The larger the α factor, the more persistent the documents tend to be in the display interface, where they are sorted by relevance. Additionally, a filtering mechanism deletes the least relevant of the documents which are sent to the Hub and to the interface, using absolute and relative thresholding, as described in [24, p. 280] .
Some user groups encouraged an extension of the Query Aggregator to provide web search as a complement to the existing document search. This was implemented using the Google API, which, like other web search engines but unlike Lucene, does not allow keyword boosting in queries and limits query size (32 words for Google). Therefore, the web query is built in a slightly different way: if any keywords from the pre-specified list are detected during the latest time interval, only these keywords are appended to build the query; if no keywords are detected, then all detected words are used. The web domain which is searched can be specified and changed during the meeting by the users (for the moment, it is set to http://en.wikipedia.org).
Accessing the Meeting Corpus and Documents
A number of concepts for the User Interfaces (UI) are currently being developed and tested: user-friendliness is one of the main criteria orienting our design. Two examples are shown here: a full-screen UI (Figure 2 ) that displays simultaneously, in several frames, all the information related to content linking, and a widget UI (Figure 3) , which minimizes the use of the screen's real estate through the use of tabs, and the opening of documents and meeting snippets in separate viewers. Figure 2 shows a snapshot of the full-screen UI over meeting ES2008d. On the top left, the list of recognized keywords, referring to important concepts for the group's activity, reassures the user about the search terms being used, as they were recognized from the audio. Every 30 seconds or on demand (by pressing the "update" button), a newly recognized keyword set is added in the top left frame; this also triggers and immediate query in the QA, and the update of results (documents/snippets, and websites). The bottom left frame, which scrolls in the same way as the keywords, shows the five most relevant document names for that time in the meeting, as well the five most relevant web pages, ordered by relevance. The frame can also display all past results as well, appended to the current one, if the user wishes so ("show all" checkbox at the bottom left).
At the bottom right of the full-screen UI is a static display showing the three meetings in the history, giving access to their contents, metadata and summaries. Above that, the interface displays a room-view video of the ongoing meeting, with the audio in the case of past meetings. The UI displays in the centre frame a text or HTML version of the selected document, or opens the selected web page. Figure 3 shows a snapshot of the widget UI, taken at some time during replay of meeting ES2008d. This version of the UI is a deliberately simplified window frame reduced to show exclusively content that is actually delivered by the ACLD at runtime, split into three tabs, which contain respectively:
1. Labels of the relevant documents and past meeting snippets found in the meeting index, preceded by an appropriate icon corresponding to the document type, to support faster identification by the user. 2. Relevant web links found within the pre-specified web domain. 3. Keywords recognized in the respective system turn, or alternatively all recognized words with highlighted keywords.
The rank of a label in the document result list, as well as its font size, indicate its relevance within the query result; for web search results, the only indicator of relevance is the rank. Hovering over a result link (document, meeting snippet, web link) provides metadata about it in a pop-up window, including most importantly the match context shown in Figure 3 . The match contexts which shows excerpts of the document that match keywords and words detected from speech, with surrounding words. Clicking on a link opens the respective document using an appropriate viewing program -respectively, a native editor, a meeting browser (JFerret, a successor to Ferret [25] ), or a web browser.
Evaluation
Several approaches were considered for the evaluation of the ACLD application, but all of them require a significance investment of resources, in terms of human subjects or of ground truth data, which amounts to human annotators as well. If reference-based and task-based evaluation methods are distinguished, then the first two of the following approaches are reference-based, and the last two are task-based:
1. Construct ground truth data by asking human annotators to associate to each meeting segment the documents they believe are relevant, from a pool of limited size; then, check whether the ACLD actually finds those documents. 2. Ask human judges to assess the relevance of each document returned by the ACLD for a given meeting recording. 3. Test the ACLD in use on the participants to an ongoing meeting, by measuring for instance how often and for how long they consult the proposed documents. 4. Assess user-satisfaction with the ACLD (e.g. using questionnaires or interviews) after using the application in a meeting, or after seeing a demonstration of the concept.
The first two approaches provide "objective" measures of performance, in terms of precision and recall, but they evaluate the performance of the retrieval engine (Lucene and the persistence model) rather than the entire application, which includes a larger set of components. Therefore, the task-based or usercentric evaluation appears to be more suitable for evaluating the entire application, by assessing its utility for a specific use. Of course, many factors beyond the concept and the technology contribute to overall utility of an application, such as the user-friendliness of the UI, the IT literacy of the users, and so on.
In the two following sub-sections, we summarize initial evaluation results obtained using the fourth approach from the list above, while in the last subsection we outline the setting that will be used for the third approach, evaluation in use.
Feedback from Focus Groups
The ACLD concept was shown to two focus groups of about eight persons each, one concerned with the military domain, and the other with meetings in large organizations [26] .
The groups found the general concept of content linking useful for groups that have a large information-base from which to draw material, but suggested that content be linked only on demand, not continually. The content linking concept was seen as adding value also, or sometimes mostly, for the individual meeting participant, by helping them retrieve information that has been forgotten and even catch up with parts of a meeting missed through inattention or non-attendance. Access to personally held information was seen as useful, but so was sharing personal linked content with the group, as long as it would be possible to separate private and common spaces. The capacity to add one's own keywords to the system was seen as crucial, although it appeared clearly that keywords alone could not be used exclusively to find the right information. Other search aids that could enrich the ACLD should focus on information about the people involved in meetings, and other meeting metadata such as location and attendance. One group thought that it would be useful to look back at the documents or presentations used during previous meetings; documents should be identified by author, version number, date, and time. To avoid distracting the user, the ACLD needs to work as much as possible autonomously in the background.
User Feedback to Prototype Demonstrations
We have demonstrated the ACLD to potential industrial partners, namely, about forty representatives of companies that are active in the field of meeting technology. Typically, a series of sessions, lasting 30 minutes each, started with a presentation of the ACLD and continued with a discussion, during which notes were taken. The participants found that both online and offline application scenarios seemed promising, as well as both individual and group uses. The ACLD received very positive verbal evaluation, as well as useful feedback and suggestions for future work [27, p. 18-21] . Several companies are negotiating with us to demonstrate the technology on their own meetings.
Evaluation in Use: the TBE Setup
We have selected the same Task-Based Evaluation (TBE) method that we have previously used to evaluate meeting browsers [28, 29, p. 8-18 and 31-35] for the ACLD meeting assistant as well. The protocol makes use of the AMI Meeting Corpus, and requires a group of four subjects to carry out a remote control design task that was started by a previous group recorded in the corpus, from which three recorded meetings ('a', 'b' and 'c' from a series) and the related documents are available. In the original TBE campaign, we tested various groups that either only had access to the documents that came out of the previous meetings, or could use one of three types of meeting browser. The evaluation measures were the efficiency of the groups in solving the task, their satisfaction with the tools, but also the analysis of tool usage in itself. These experiments provide a "baseline" to which groups carrying out a similar task, but using now the ACLD to access previous recordings and documents, can be compared, so that the benefits of the ACLD can be assessed. We are currently at the stage of pilot testing this form of evaluation, and adapting the ACLD software to the testing conditions.
Conclusion and Future Work
The ACLD is currently a research prototype that demonstrates how access to a very large corpus can be made easier in a context where automatic, query-free retrieval can be used to facilitate access to past meetings and documents from ongoing meetings. The complexity of the demonstrator, and the challenges of real-time processing, were gradually solved by using offline annotations from the AMI Meeting Corpus. Therefore, at present, the ACLD offers a sound platform for experimenting with access techniques to multimodal corpora, to which new data processing modules can be added, followed by tests of their effectiveness in improving retrieval or visualisation of corpus data.
The first implementation of the ACLD allowed us to demonstrate the concept and to collect feedback that tells us what is most important for turning it into a real-world application. For instance, potential users have made clear that the graphical layout of the interface is important, leading us to experiment with the full-screen and widget UIs. A general goal is to reduce the number of mouse clicks required to access the content of documents. Color-coding the document types and displaying their relations to the (key)words recognized from the audio might also improve user experience, according to the feedback obtained.
Potential users suggested some additional functionalities that we are considering. For instance, keeping a record of the documents that were consulted during a meeting might help users who want to go back to them after the meeting, and is of course essential for evaluation. Retrieval could be improved by including a relevance feedback mechanism for the returned documents, by representing keywords in a structured manner, e.g. using tag clouds, and by using word sense disambiguation to improve the precision of the retrieval.
The ACLD could also be useful, in the future, in a series of meetings to understand what topics re-occur, when a discussion is being repeated, and also which topics never get discussed because they are forgotten. Tag clouds for topics can help to support this understanding. This kind of functionality would take the concept from information presentation towards intervention in the current group discussion, and could make the ACLD part of a broader-scope meeting assistant.
Modern recording techniques open out many possibilities for new technologies that exploit archived multimodal data. Our Automatic Content Linking Device is just one possible example, but one that has excited the interest of companies that work in the area of meeting support or are potential consumers of such technology. We relied on a recorded corpus throughout the process of creating it -as inspiration, to capture user requirements, and as a platform for development, demonstration, and evaluation. The same process could be applied for a wide range of novel applications that exploit the same kind of underlying resource.
