The problem of disturbance rejection/attenuation for constant-input delayed linear multi-agent systems (MASs) with the directed communication topology is tackled in this paper, where a classic model reduction technique is introduced to transform the delayed MAS into the delay-free one. First, when the leader has no control input, a novel adaptive predictive extended state observer (ESO) using only relative state information of neighboring agents is designed to achieve disturbance-rejected consensus tracking. The stabilization analysis is presented via the Lyapunov function and sufficient conditions are derived in terms of linear matrix inequalities. Then the result is extended to disturbanceattenuated case where the leader has bounded control input which is only known by a portion of followers. Finally, two numerical examples are presented to illustrate the effectiveness of proposed strategies. The main contribution focuses on the design of adaptive predictive ESO protocols with fully distributed property.
Preliminaries and model formulation

Mathematical preliminaries
The connections between agents can be represented by a weighted graph G = (V, E, A), where V and E denote the nodes and edges, respectively. A = [a i j ] ∈ R N×N denotes the adjacency matrix where a i j = 1 if there exists a path from agent j to agent i, and a i j = 0 otherwise. An edge (i, j) ∈ E in graph G means that agent j can receive information from agent i but not necessarily conversely. The Laplacian matrix L = [l i j ] ∈ R N×N is normally defined as l ii = j i a i j and l i j = −a i j when i j. A directed path from node i to j is a sequence of edges (i, i 1 ) , (i 1 , i 2 ) , . . . , (i k , j) with different nodes i s , s = 1, 2, . . . , k. A directed graph contains a directed spanning tree if there is a node from which a directed path exists to each other node. More graph theories can be found in [31] .
The symbol 1 denotes a column vector with all entries being 1. Matrix dimensions are supposed to be compatible if not explicitly stated. The symbol ⊗ represents the Kronecker product and diag{a 1 , . . . , a n } denotes a diagonal matrix with the diagonal entries being a 1 , . . . , a n . The matrix A = [a i j ] ∈ R N×N is called a nonsingular M-matrix if a i j ≤ 0, ∀i j, and all eigenvalues of A have positive real parts. Here, λ min (A) and λ max (A) represent the minimal and maximal eigenvalues of A, respectively. Suppose the eigenvalues of S ∈ R n×n and T ∈ R m×m are λ 1 , . . . , λ n and µ 1 , . . . , µ m , respectively, then the eigenvalues of S ⊗ T are λ i µ j , i = 1, . . . , n, j = 1, . . . , m. If S ∈ R n×n and T ∈ R n×n are two symmetric positive definite matrices, then λ max (S T ) ≤ λ max (S )λ max (T ). det(A) is the determinant of a square matrix A, and tr(A) is defined to be the sum of the elements on the main diagonal of A. For a vector x, denote x as its 2-norm. For any integer a ≤ b, denote I[a, b] = {a, a + 1, . . . , b}. 
Lemma 2.1 ([32]). For a nonsingular M-matrix
Lemma 2.3 ([34]). For a systemẋ = f (x, t) where f (·) is locally Lipschitz in x and piecewise continuous in t, suppose that there exists a continuously differentiable function V(x, t) ≥ 0 satisfying
where Ξ > 0 is a constant, K 1 , K 2 belong to class K ∞ functions, and K 3 belongs to class K function. Then, the solution x(t) ofẋ = f (x, t) is uniformly ultimately bounded.
Lemma 2.4 ([35]). If a real function V(t) satisfiesV(t) ≤ −aV(t) + b, where a, b are positive constants, then V(t) ≤ (V(0)
− b a )e −at + b a .
Model formulation
In this subsection, a group of N + 1 agents with identical linear dynamics is described aṡ
where
T ∈ R n and u i (t) ∈ R p are the state, control input of the i-th agent, respectively. A ∈ R n×n , B ∈ R n×p and E ∈ R n×s are constant matrices. τ is the system's control input delay. w i (t) ∈ R s is the corresponding external disturbance which is generated by the following exosysteṁ
with S ∈ R s×s being a known constant matrix. Without loss of generality, suppose that agents in (1) indexed by 1, . . . , N are the followers denoted as F {1, . . . , N} and the agent indexed by 0 is the leader which receives no information from the followers. Note that the leader's state information is only available to a subset of followers. The leader is regarded without the control input in Subsection 3.1, i.e., u 0 (t) = 0, which is a common assumption in the existing works on distributed cooperative control of linear MASs [28, 29, 36, 37] .
However, as we know, where the whole multi-agent system moves is decided by the leader and that is why the leader exists. Then where will the leader move? The answer is that a desired dynamic trajectory command is given to the leader to ask the leader to finish the desired trajectory tracking or that the leader moves wherever it can, which requires the leader's control input to be nonzero. But if the leader always has no control input, it means the leader is a virtual one and hence its tracking ability has severe limitations because of the equationẋ 0 (t) = Ax 0 (t) + Ew 0 (t) as the system matrices A and E are unchangeable with w 0 (t) being the leader's external disturbance. In real applications, the leader needs to regulate the final consensus trajectory. So its control input u 0 (t) will not be affected by followers. In Subsection 3.2, we deal with the disturbance-attenuating consensus control in a fully distributed fashion considering the leader's input satisfying the following assumption, which is more difficult than the case of u 0 (t) = 0. 
Then the Laplacian matrix of
. Under Assumption 2.8, all the eigenvalues of L 1 have positive real parts [38] . It is also easy to confirm that L 1 is a nonsingular M-matrix [32] .
Assumption 2.9. There exists a matrix F ∈ R p×s such that E = BF, meaning that the disturbance is matched. The eigenvalues of S are distinct and on the imaginary axis. (S , E) is observable.
The assumption of eigenvalues of S assures the external disturbance w i (t), i ∈ I[0, N] to be the non-vanishing harmonic disturbance including constants and sinusoidal functions, which is commonly used for output regulation and disturbance rejection. In addition, the matched disturbances could be relaxed and be transformed to unmatched ones in some circumstances [39] . The detailed explanation of Assumption 2.9 can be refered to the Remark 1 in [37] .
If w i (t), i ∈ I[0, N] is known, the disturbance rejection is quite straightforward by adding the term −F(w i (t)−w 0 (t)) in the control input u i (t). The key issue here is to design fully distributed observers to estimate those unknown disturbances under the directed communication topology G satisfying Assumption 2.8. The disturbance state w i (t) is expected to be observable from the system state measurement x i (t), i ∈ I[0, N]. For this purpose, inspired by [37] , we propose the following lemma. Proof. Let us prove the result by seeking a contradiction. Assume that (A T , T ) is not observable, for any eigenvalue of A T , i.e., λ i , the matrix
This implies that
Since η 1 = 0, we get η 2 0. It is known that det(e Aτ ) = e tr(Aτ) > 0, which means e Aτ is invertible, i.e., rank(e Aτ ) = n. From −e Aτ Eη 2 = 0 in (3) we have −E λ i I − S η 2 = 0, which implies, together with η 2 0, that (S , E) is not observable. This is a contradiction, meaning that (A T , T ) must be observable.
Since (A T , T ) is observable, there exists a positive definite matrix P that satisfies the following LMI
Main results
This section mainly focuses on how to design fully distributed adaptive protocols to address consensus tracking problems considering input delay and disturbances with the directed communication topology. Subsection 3.1 solves the consensus tracking problem with the leader of no control input based only on relative state measurements. After that, the extended case of the leader with bounded input is studied in Subsection 3.2.
The control goal here is to design fully distributed protocols to make followers track the leader based only on relative states under the directed communication topology G. To do this, define the consensus tracking error for follower i asx i (t) = x i (t) − x 0 (t). The objective here is to prove the convergence ofx i (t) for any initial state x 0 (0) and
Consensus tracking control without u 0 (t)
The dynamics ofx i (t) isẋ
Here, we concern about the disturbance rejectionw i (t) and control input delay u i (t − τ). Firstly, if there is no input delay and suppose the disturbance w i , i ∈ I[0, N] is known, the method of disturbance rejection is quite easy by adding a term −Fw i (t) in u i , i ∈ F. So the key technique is to estimatew i (t) by designing a fully distributed observerŵ i (t). This is one of main contributions in this paper and will be explained in detail later.
Then, in terms of input delay u i (t − τ), i ∈ F, inspired by the reduction technique [17, 26] which can be utilized and modified to transform the system (1) with a delayed input into a delay-free system, the variable transformation for each follower i is designed as follows
Remark 2. Here, the link between the consensus tracking errorx i (t) and transformed variableZ i (t) is established, which is one of the main difficulties in this paper.
Let us define an augmented state
T and apply the transformation (6) on system (5), theṅ
where A T ∈ R (n+s)×(n+s) ,B ∈ R (n+s)×p . The idea is to design the fully distributed adaptive ESO asZ
T , which will be elaborated in detail in the following. According to (7), the control input for each follower i could be designed as
such thatŻ
are observer estimating errors, and K 1 ∈ R p×n is a constant matrix to be designed later.
On the other hand, where is the link among consensus tracking errorx i (t), transformed variableZ i (t), the ESOZ i (t) and the designed control input u i (t)? The answer is to substitute the designed control input (8) into the transformed delay-free system (6), thenZ
It is known that det(e Aτ ) = e tr(Aτ) > 0, which means e Aτ is invertible, i.e., rank(e Aτ ) = n. So the objective here changes to design the ESOZ i (t) such that lim t→∞ v i (t) = 0, lim t→∞Zi (t) = 0, and then the consensus tracking error lim t→∞xi (t) = 0.
As we know, each follower has access to a weighted linear combination of relative states between itself and its neighbors. The network measurement for follower i is synthesized into a single signal as
where a i j is the (i, j)-th entry of adjacency matrix A of graph G. Especially, a i0 = 1 means the follower i can get information from the leader and cannot otherwise. By using relative state information, denote a signal similar to (11) as
It is easy to calculate
The signal ̺ i (t), which will be used in the control protocol design, only needs the relative state information ξ i (t), the adaptive observer state v j (t), the stored history of control input u j (t − τ) and disturbance observer statê w j (t − τ) of its neighbor j, j ∈ F via the communication topology G.
The fully distributed adaptive ESO is designed aṡ
where K ∈ R n×n and K ′ ∈ R s×n will be determined later. c i (t) denotes the time-varying coupling weight associated with the i-th follower and is used to make the whole controller fully distributed. ρ i (t) represents the smooth and nonnegative function. Both c i (t) and ρ i (t) are scalers and will be designed later. From (9) and (13), we havė
Note here that our objective is to prove lim t→∞xi (t) = 0, so it is equal to
where T = [I 0] ∈ R n×(n+s) . Similar to (11) and (12), denote a signal aŝ
The analysis ofê i (t) is similar as Remark 3.
T , theṅ
The c i (t) and ρ i (t) are designed as followsċ
where c i (0) ≥ 0. Γ ∈ R (n+s)×(n+s) and P ∈ R (n+s)×(n+s) are the feedback gain matrices to be determined in the following.
Theorem 3.1. For the network-connected system with dynamics (1) and (2), the fully distributed controller of (8), (13) and (16) Proof. In the proof, we omit symbol (t) for convenience in writing if there is no special statements.
Let
. β is a positive constant to be determined. Noting further that ρ i ≥ 0, so V 1 is positive definite. Theṅ
where λ 0 > 0 is the smallest eigenvalue of
1). By using Lemma 2.2 we getê
Substituting (19) into (18) yieldṡ
Given the fact that a
max i∈F g i to get the second inequality. The last inequality comes from LMI (4).
So we can conclude that V 1 (t) is bounded and so areê i and c i . It follows from (16) and Γ = T T T thatċ i (t) ≥ 0, thus the coupling weights c i (t), i ∈ F increase monotonically and converge to some finite values finally, which verifies lim t→∞ c i (t − τ) = lim t→∞ c i (t). Note thatV 1 (t) ≡ 0 is equivalent toê = 0. By LaSalle's Invariance principle [40] , it follows thatê asymptotically converges to zero, i.e., lim t→∞ê = 0. So from (16) , lim t→∞ ρ = 0 which verifies lim t→∞ ρ(t − τ) = lim t→∞ ρ(t).
Recalling thatê = (L 1 ⊗ I n+s )e in (15) and L 1 is nonsingular, we prove lim t→∞ e = 0. Considering e S τ is invertible, i.e., rank(e S τ ) = s, we have lim t→∞ṽi (t) = 0, lim t→∞wi (t) = 0. Since ̺ = (L 1 ⊗ I n )ṽ from (12) , it is easy to verify lim t→∞ ̺(t − τ) = lim t→∞ ̺(t).
Recall (9) asŻ 
Thanks to lim t→∞Z = 0 and lim t→∞ṽi = 0, we have lim t→∞ v i = 0. As it is known that e Aτ > 0, from (10), we prove that the consensus tracking error lim t→∞x (t) = 0, i.e., the proof is finished. 
T , and modify the control input from (8) to the following
Then the consensus disturbance rejection problem under Assumptions 2.6 and 2.8 is solved with the controller of (22), (13) and (16) . Specifically, (15) changes tȯ
From Lemma 1 of [37] it is known that (A ′ T , T ) is observable. The other parameters can be calculated similarly as the proof of Theorem 3.1 and the detail is omitted here.
Consensus tracking control with u 0 (t)
In this subsection,the consensus tracking problem with leader's control input satisfying Assumption 2.7 is investigated. Correspondingly, (5) and (6) change tȯ
Considering the leader's bounded input u 0 (t), the following continuous nonlinear function z(·)
is used to compensate the leader's input effect to the whole cooperative system. So based on (8), the modified control input is designed as
such thatZ i (t) in (23) changes tȯ
where α, ζ i (t) will be designed later.
where c i (0) ≥ β 1 and β 1 , ǫ i are positive constants.ζ i (t) will be designed later. Other variable formats are the same as in 3.1 and (15) changes to the following nonautonomous systemė(t) = f (ê(t), t) aṡ
Remark 6. FromZ i (t) in (23) and
̺ i (t) = a i0ṽi (t) + N j=1 a i j (ṽ i (t) −ṽ j (t)) withṽ i (t) = v i (t) −Z i (t
), we can see only a subset of followers need the historical information of leader's control input, i.e., u 0 (t − τ).
Theorem 3.2. For the network-connected system with dynamics (1) and (2), the fully distributed controller of (25) and (27) 
solves the consensus disturbance attenuation problem considering the input delay with the leader of bounded input under Assumptions 2.5-2.8 if
T Pê i (t) and P ≥ 0, Q ≥ 0 are solutions to the following LMIs
where µ > 1. The consensus tracking errorx i (t) converges exponentially to the residual set
where χ = Proof. In the proof, we omit symbol (t) for convenience in writing if there is no special statements. The Lyapunov function candidate is the same as (17), and after the same calculation as in the proof of Theorem 3.1, (20) changes tȯ
. Firstly, we come to deal with the leader's bounded input u 0 (t) and the nonlinear function z(·) in Ω. Using the Laplacian matrix property L 1 1 = −L 2 and Assumption 2.7, we get
On the other hand, considering the following three cases.
Here is the reason we chooseζ i (t) =B T Pê i , then
Combining (34) and (33) with α ≥ ǫ, we have
Due to a i j = 0/1 in A of the graph G, we get
iii)ê i , i ∈ F satisfy neither case i) nor case ii). Generally, assume B T Pê i > σ i , i = 1, . . . , k, and
Comparing (35), (36) and (38), we find out that Ω satisfies (36) . Note that
Then substituting above two inequalities and (36) into (32), we obtaiṅ
Thanks to µ > 1, P ≥ 0 and the LMI (29), we have H > (µ − 1)P ≥ 0. What is more,
Define the continuous function
Because of G(ĉ +ρ) > 0 and H > 0, it is easy to verify K 3 belongs to class K function. Considering Ξ 1 > 0, from (40) and Lemma 2.3, it is easy to conclude thatê(t), which is the solution of the nonautonomous systemė = f (ê, t) in (28) , is uniformly ultimately bounded.
Secondly, considering ρ i ≥ 0, from (17) we get
where κ 1 > 0 is a small positive constant to be designed later. Combine (39) and (41), theṅ
Define µ = 1 + 2κ 1 , then H − 2κ 1 P > 0 based on the LMI (29). Choose 0 < κ 1 ≤ min i∈F ǫ i 2 , then we obtaiṅ
In light of Lemma 2.4, we could deduce that V 1 exponentially converges to the residual set Π 1 = {V 1 :
} with a convergence rate faster than e −κ 1 t . From (17) we have
. Sincê e(t) is uniformly ultimately bounded and β ≥ 5 2λ 0 max i∈F g i is a constant, we can conclude that c i , i ∈ F are uniformly ultimately bounded.
Furthermore, note from (42) that if ê 2 > 2Ξ 1 λ min (G)λ min (H−2κ 1 P) , thenV 1 ≤ −κ 1 V 1 . Therefore,ê is uniformly ultimately bounded satisfying
Thirdly, recall (26) asŻ
where γ 1 is a positive constant to be designed later. Theṅ
based on the LMI (30). Here is the reason that we design ζ i (t) = B
T QZ i (t). We omit the detail which is similar as (35), (36) and (38) . It is worth noting that when
Then it is easy to get
By using Lemma 2.2 we have
Then substituting the above inequality and (39) into (47) giveṡ
Since c i (t) ≥ β 1 , ∀t ≥ 0, here we design β 1 ≥ 1 such that (ĉ +ρ) ≥ I. Let γ 1 ≥ 2 temporarily, then
+ 2 with calculating κ 2 V 2 similarly as (41) such that (50) turns tȯ
By choosing κ 2 = min{
2 }, we havė
Similar as the proof of boundedness of V 1 , based on the Lemma 2.4, it can be deduced that V 2 exponentially converges to the residual set Π 2 = {V 2 : V 2 < λ min (X−2κ 2 Q) , thenV 2 ≤ −κ 2 V 2 . Therefore,Z is uniformly ultimately bounded satisfying
If
Combined with (44), we have
From (14) where e = (L −1
T , we come to conclusion that e S τw (t − τ) is uniformly ultimately bounded satisfying
whereê satisfies (54). Fourthly, the exact prediction at time t of the consensus tracking errorx i (t) of the system (23) at time t + τ is
for all t ≥ 0, which, in other words, x pi (t) =x i (t + τ). Similarly,Z i (t) in (23) estimatex i (t + τ), and the estimating error isx
Then we conclude that the consensus tracking errorx i (t) converges exponentially to the residual set Π in Theorem 3.2. 
Set the initial states as
, where δ is a pseudorandom value with a uniform distribution on the interval (0, 1). The input delay is taken as τ = 0.09s and u(t) = 0, ∀t ∈ [−τ, 0]. Fig. 2a and 2b where the delay effect is well compensated. It can be seen from Fig. 2c and 2d that at the beginning the delayed system needs larger control input. Fig. 2e and 2f present the
T tracking errors which state clearly the effectiveness of fully distributed adaptive ESO. Particularly, Fig. 3 verifies the assumption that lim t→∞ c i (t − τ) = c i (t), lim t→∞ ρ i (t − τ) = ρ i (t) and
Example 2. This example verifies Theorem 3.2. Define the leader's bounded input as u 0 (t) = [e −t + 1, 2 + sin( (f) Disturbance observer errorw =ŵ −w. From Fig. 4a we can see that the consensus tracking error is indeed uniformly ultimately bounded. We can also tune the controller parameters based on Remark 8 to control the error as small as possible. Fig. 4b still verifies lim t→∞ c i (t − τ) = c i (t), lim t→∞ ρ i (t − τ) = ρ i (t) and lim t→∞ ̺ i (t − τ) = ̺ i (t), i ∈ F with time goes on. In addition, the trajectories of leader and followers are illustrated in Fig. 4c .
Conclusion
Designing the fully distributed consensus controller for MASs with an unknown leader subject to input delay and disturbances under the directed communication topology is challenging and important. To complete such a task, novel adaptive predictive extended state observers (ESOs) are proposed using the relative state signals of neighbors. The detail steps about how to design the variables for nonlinear function z(·) in (24) is presented. Considering the various heterogeneity in reality, future work will focus on heterogeneous linear MAS consensus tracking with unknown leader, disturbances and time-varying delay without knowing its upper bound.
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