Abstract. We consider suspension semiflows of an angle multiplying map on the circle and study the distributions of periods of their periodic orbits. Under generic conditions on the roof function, we give an asymptotic formula on the number π(T ) of prime periodic orbits with period ≤ T . The error term is bounded, at least, by exp 1 − 1 4⌈χmax/htop⌉ + ε htopT in the limit T → ∞ for arbitrarily small ε > 0, where htop and χmax are respectively the topological entropy and the maximal Lyapunov exponent of the semiflow.
Introduction
For a flow f t : M → M on a closed manifold M with some hyperbolicity, it is well known that the number π(T ) of periodic orbits with period ≤ T grows exponentially as T → ∞ and the exponential rate coincides with the topological entropy h top of the flow. The prime orbit theorem, due to Parry and Pollicott [6, Theorem 9.3] , gives a more precise estimate in the case of topologically weakly mixing hyperbolic flows: This paper addresses estimates of the error term in this asymptotic formula. For geodesic flows on surfaces with negative (variable) curvature, Pollicott and Sharp [8] proved that the relative error term, denoted by o(1) in the formula (1) above, is actually exponentially small, that is, bounded by Ce −εT with some C > 0 and ε > 0. More recently, this result is extended to the higher dimensional cases by Giulietti, Liverani and Pollicott [3] and Stoyanov [10] . But not much is known about the exponential rate at which the relative error term decreases.
For the geodesic flows on surfaces with negative constant curvature, we have a much more precise asymptotic formula due to Huber, which reads (2) π(T ) = (The exponents µ i correspond to small eigenvalues of the Laplacian on the surface. See [2] .) But this result is known only for the case of constant curvature because the proof is based on the fact that the geodesic flow in such case is identified with Date: February 3, 2015.
1 the action of a hyperbolic one-parameter subgroup of SL(2, R) on its quotient space by a discrete subgroup.
Comparing the results mentioned above, we are tempted to pose a question whether such a precise asymptotic formula as (2) is available for more general type of hyperbolic flows and by a more flexible method. In this paper, we pursue this question in the case of the suspension semiflows of an angle multiplying map on the circle and provide a positive answer under generic conditions on the roof function.
The main results
2.1. Definitions. We consider a class of (simplest possible) expanding semiflows. This kind of semiflows have been studied in [9, 7, 11 ] as a simplified model of Anosov flows. First we fix a positive integer ℓ ≥ 2 and consider the angle-multiplying map τ : S 1 → S 1 , τ (x) = ℓx mod Z.
Let C ∞ + (S 1 ) be the space of positive-valued C ∞ functions on S 1 . Then we consider the suspension semiflow of τ with roof function f ∈ C ∞ + (S 1 ): Figure 1 .) This is a semiflow on the set
and defined precisely by the expression T t f (x, y) = (τ n(x,y+t;f ) (x), y + t − f (n(x,y+t;f )) (x)) where
f (τ i (x)) (3) and n(x, t; f ) = max{n ≥ 0 | f (n) (x) ≤ t}. (4) 2.2. Spectral properties of transfer operators. By a heuristic argument, the distribution of periods of periodic orbits of T f is related to the spectra of the transfer operators L t ϕ(z) = w:T t f (w)=z ϕ(w).
Indeed, computing the flat trace of L t , defined as the integral of the Schwartz kernel K t (z, w) of L t along the diagonal z = w, we find
where Γ is the set of prime periodic orbits and |γ| and E γ denote respectively the prime period and the (coefficient of) linearized Poincaré map. If we ignore the sum , and so
Therefore, if the flat trace Tr ♭ L t were related to the spectrum of L t as in the case of the usual trace, the asymptotics of π(T ) would be expressed in terms of the spectrum of L t . For this reason, we are going to study the spectral properties of the transfer operators L t . Let us say that a function ϕ : X f → C is of class C ∞ if L t ϕ for t ≥ 0 are C ∞ functions on the interior X • f of X f (as a subset of S 1 × R) and each of their partial derivatives are bounded. Let C ∞ (X f ) be the space of C ∞ functions on X f an d suppose that it is equipped with the C ∞ topology induced by the uniform C r norms ϕ| X • f C r for r ≥ 0. With this definition, we may regard L t for t ≥ 0 as a continuous operator
To study spectral properties of L t , we will define Banach spaces
for real numbers r > 0 and integers p ≥ 1 and consider the natural extensions of L t to them. The next theorem gives a spectral property of L t on B r,p (X f ) under some generic conditions on the roof function f . We write h(f ), χ max (f ) and χ min (f ) respectively for the topological entropy, the maximum Lyapunov exponent and the minimum Lyapunov exponent: We put
We always have α(f ) ≥ 1 from Ruelle inequality [4] and may regard α(f ) as a measurement of spacial non-uniformity of expansion by the semiflow T f .
Theorem 2.1. For any f ∈ C ∞ + (S 1 ), any r > 0 and any integer p ≥ 1, the transfer operators L t for sufficiently large t > 0 extend to bounded operators
For each integer p ≥ 1 and for each ε > 0, there exists an open and dense subset U p (ε) ⊂ C ∞ + (S 1 ) such that, if f ∈ U p (ε) and if r > 0 is so large that r > χ max (f )/χ min (f ), the essential spectral radius of the operator (5) for sufficiently large t > 0 is smaller than exp((ρ p (f ) + ε)t) where
Remark 2.2. The conclusion of the theorem above implies that the spectral set of (5) on the region |z| ≥ exp((ρ p (f ) + ε)t) consists of finitely many eigenvalues with finite multiplicities. Such eigenvalues (counted with multiplicity) are written in the form exp(µ i t), i = 1, 2, · · · , I, for complex numbers µ i that do not depend on t.
(See [11, pp295] .)
The case p = 1 in the theorem above corresponds to the result in our previous paper [11] , where the bound is ρ 1 (f ) = exp(χ max (f ) · t/2) as α(f ) ≥ 1. (See also [12, 13] for the corresponding results for contact Anosov flows.) This bound is preferable when α(f ) is close to 1, but the claim becomes vacuous when α(f ) ≥ 2 for ρ 1 (f ) exceeds the topological entropy h top (f ). The improvement achieved in Theorem 2.1 is that we get better bounds by choosing different integers p ≥ 1 depending on α(f ) ≥ 1. For simplicity's sake, suppose that f belongs to the residual subset U :
So, letting
That is, by choosing suitable p ≥ 1, we always get a bound for the essential spectral radius of L t that is strictly smaller than the spectral radius exp(h(f )t) .
2.3.
Asymptotics of the number of periodic orbits. We next give a consequence of Theorem 2.1 on the remainder term of the prime orbit theorem. Let Γ = Γ(f ) be the set of prime periodic orbits for the semi flow T f . For a prime periodic orbit γ ∈ Γ, we denote its period by |γ|. Let π(T ) = #{γ ∈ Γ | |γ| ≤ T }. 
we have an asymptotic formula
where
Remark 2.4. µ i above are those in Remark 2.2 satisfyingρ + ε < ℜ(µ i ) < h(f ).
Remark 2.5. If we let p = p(f ) = ⌈α(f )⌉ ≥ 1, we have, from (7) , that
The generic condition
We set up notation on the dynamics of the semiflow T f and formulate the transversality condition that defines the open dense subset U p (ε) in Theorem 2.1.
where DT t f (x, y + ε) for sufficiently small ε > 0 is constant and hence the limit on the right hand side is well-defined. For t ≥ 0, we set E(z, t; f ) = ℓ n(x,y+t;f ) and F (z, t; f ) = Df (n(x,y+t;f )) (x).
where n(x, t; f ) and f (n) (x) are those defined in (3) and (4). Then
We write D † T t f (z) for the transpose of the inverse of Df t (z), that is,
The minimum and maximum Lyapunov exponent of T f are written
and
For the topological entropy h(f ), we have
for any t > 0 and hence
For 0 < y min < y max and κ 0 > 0, let
If f ∈ F(y min , y max , κ 0 ), we have
In what follows, we fix 0 < y min < y max and κ 0 > 0 and confine our attention to the semiflows T f with f ∈ F(y min , y max , κ 0 ). Since the subset F(y min , y max , κ 0 ) exhausts C ∞ + (S 1 ) in the limit y min → +0, y max → +∞ and κ 0 → +∞, this causes no loss of generality. We henceforth fix r > 0 such that (13) r >χ max /χ min .
3.2.
Cones in the flow direction. Since the time-t-map T t f is partially hyperbolic, its (push-forward) action on the cotangent bundle
f (z)ξ) admits a forward invariant cone field. We can set up such a cone field concretely as follows. For real numbers s and θ > 0, we define
We fix a real number γ 0 satisfying 1/ℓ < γ 0 < 1 and set
Then we have that
3.3. Backward orbits. For each z ∈ X f , the number of points in its backward orbit
f (w) = z} for time t > 0 grows exponentially as t → 0. Indeed, for any ε > 0, there exists C ε > 1 such that
0 < s n(z,w;t) (z, w; t) < · · · < s 2 (z, w; t) < s 1 (z, w; t) ≤ t be the sequence of time t at which the orbit T s f (w), 0 < s ≤ t, crosses the lower boundary S 1 × {0} of X f . By definition, we have
Since we are assuming that f ∈ F(y min , y max , κ 0 ), we have ⌊t/y max ⌋ ≤ n(z, w; t) ≤ ⌈t/y min ⌉.
Below we investigate transversality between the cones
in some generalized sense. Since wide variety of angles of the cones (
−1 (z) causes technical difficulties, we are going to classify the points w ∈ (T t f ) −1 (z) with respect to the value of E(w, t; f ) (whose reciprocal is proportional to the angle of (
We fix a C ∞ function χ :
, |s|}] and that
and define E(w, t; f ) by the relation
.
We define the function W r (w, t; f ) :
This function takes constant value 1 on the cone
and grows rapidly on the outside of it.
As a quantification of transversality of p-tuple of cones in (17) for w ∈ B(z, t; J; f ), we consider the quantity
The next theorem gives a bound on (a slight modification of) this quantity under generic conditions on the roof function f . Before stating the theorem, let us make a guess on the bound. Recall that each function ξ → W r (w, t; f )(ξ, 1) −1 decays rapidly on the outside of a neighborhood of ξ = S(w, t; f ) with width proportional to E(w, t; f ) −1 ≤ e −at . Hence, if the values of S(w, t; f ) for w ∈ B(z, t; J; f ) p were distributed randomly and independently on the interval [−pθ 0 , pθ 0 ] (as random variables on the space of roof functions f ), the large deviation argument would tell that, for almost all roof functions f , the quantity (20) should be bounded by
in the limit t → ∞, for arbitrarily small ε > 0. The next theorem tells that this guess is basically true, but with some modifications. For an integer n ≥ 1, let Per(τ, n) be the set of periodic points of τ with period ≤ n and, for δ > 0, let Per δ (τ, n) be the open δ-neighborhood of Per(τ, n). for n ≥ n 0 , such that the following claim holds for f ∈ G(J, n, ε, δ; p): for sufficiently large t > 0 and for any z = (x, y) ∈ X f with x / ∈ Per δ (n, τ ), there exist a subset
where the sum * is taken over w = (w(1), · · · , w(p)) ∈ B(z, t; J; f ) p with
(See (16) for the definition of s n (z, w; t).)
Remark 3.3. In the statement above, we used the notion of "prevalence" that is introduced in [5] . A measurable subset S in a linear topological space X is said to be shy if there exists a Borel measure µ such that 0 < µ(U ) < ∞ for some compact subset U ⊂ X and µ(S + x) = 0 for any x ∈ X. (µ is called a transverse measure for S.) A shy subset has empty interior and that a countable union of shy subsets is again shy. A measurable subset P is said to be prevalent in Q ⊂ X if Q \ P is shy. (See [5] .)
The next theorem states that the transversality condition in the theorem above yields an estimate on the essential spectral radius of the transfer operator L t . We define
Let ε > 0 and suppose that f 0 belongs to the prevalent subset
where G(J, n, ε, δ; p) is that in Theorem 3.2. Then, for any f ∈ C ∞ + (S 1 ) sufficiently close to f 0 in the C ∞ topology, the essential spectral radius of the transfer operator (5) for sufficiently large t is bounded by e (µ(f )+ε)t where
For given ε > 0, we can take the intervals J ν = [a ν , b ν ], 1 ≤ ν ≤ ν 0 , narrow enough so that the quantity µ(f ) is bounded by
Therefore Theorem 2.1 follows from Theorem 3.2 and Theorem 3.4.
In this section, we define the Banach space B r,p (R 2 ) and prove some related lemmas. We will define the Banach space B r,p (X f ) in (5) using this Banach space as the local model.
4.1.
Definitions. We introduce two partitions of unity on R:
The former is the Littlewood-Paley partition of unity, defined by
where χ is the function satisfying (18). The latter is defined by
Note that the support of the function ρ n is contained in the interval
which contains sgn(n) · n 2 and whose length is proportional to |n|. Next we define the partition of unity
The support of the function χ n,m is contained in the region
Definition 4.1. For r > 0 and an integer p ≥ 1, we define the norm · r,p on the Schwartz space S(R 2 ) by
where F and M(ϕ) denote the Fourier transform and the multiplication operator by ϕ respectively, and · 2p denotes the L 2p norm. Let B r,p (R 2 ) ⊂ S ′ (R 2 ) be the completion of S(R 2 ) with respect to this norm. For a subset K ⊂ R 2 , we write B r,p (K) for the subspace of B r,p (R 2 ) that consists of elements whose support is contained in the closure of K.
Remark 4.2. We could introduce another parameter q ∈ R and define the Banach space B r,p,q (R 2 ) as the completion of S(R 2 ) with respect to the norm
We can develop our argument presented below for these more general Banach spaces (regardless of the choice of q) in parallel, with slight differences in constants. One advantage of considering such generalization is that we can prove that the eigenfunctions of L t corresponding to the peripheral eigenvalues outside of the essential spectral radius belong to
and because the peripheral eigenvalues and the corresponding eigenfunctions do not depend essentially on the Banach spaces.) But we restrict our argument below to the case q = 0 for simplicity's sake.
For technical argument in the next subsection, we introduce slight variants of the Banach space B r,p (R 2 ). For real numbers S and E > 0, let A S,E : R 2 → R 2 be the linear map defined by
The transpose of its inverse is
and equip it with the norm
where χ n,m,S,E := χ n,m • (A † S,E ) −1 .
Basic estimates.
We provide a few basic lemmas related to the definitions introduced in the last subsection. Note that the operator
• F is written as the convolution operator
Lemma 4.3. For arbitrarily large ν > 0, there exists a constant C ν such that
uniformly for integers n and m ≥ 0. In particular, the L 1 norm ofχ n,m is uniformly bounded.
Proof. The family of functions
for n ∈ Z and m ∈ Z + are uniformly bounded in S(R 2 ) and therefore so are the family of functions
This implies the conclusion of the lemma.
Similarly we have
is bounded by a constant independent of n, m, S and E.
By abuse of notation, we will writeχ n,m also for the convolution operator bŷ χ n,m , so thatχ n,m u =χ n,m
Lemma 4.5. For integers n and m ≥ 0 and for a bounded region U ⊂ R 2 , the convolution operator
is a trace class operator. There exists a constant C 0 > 0, independent of n, m and U , such that
where · Tr denotes the trace norm and
where φ z ′ is the rank one operator
From Lemma 4.3, we have
Hence we obtain the lemma by the triangle inequality.
For the purpose of extracting low frequency parts from functions, we consider the operators
is a trace class operator from Lemma 4.5 and hence compact. As a model of the semiflow T t f viewed in local charts (that we will choose in the next section), we consider a
with some small η * > 0 and
with compact support and we consider the transfer operator
In the next proposition, we suppose that the function ϕ satisfies
for some given constants K m > 0. (When we apply the proposition below in the next section, we will consider many different functions as ϕ, which uniformly satisfy the condition (27) for some constants K m .) Proposition 4.6. If we have (in addition to the setting above) that
the operator L extends to a bounded operator
There exists a constant C 0 > 0, which depends only on r and the constants K m 's in (27), such that we have
provided that we take sufficiently large k > 0 according to A and ϕ.
Proof. Since A
−1
S,E • A satisfies the assumption on A for the case E = 1 and since B r,p S,E (R 2 ) is defined as the push-forward 3 of B r,p (R 2 ) by A S,E , it is enough to prove the statement assuming E = 1. So we will suppose E = 1 in the following.
Take u ∈ S(R 2 ) arbitrarily and set u n,m =χ n,m (u),
where χ ′ n,m is that defined in the proof of Lemma 4.5.
is bounded uniformly in k and cut off the low-frequency components, it suffices to show (29)
assuming that u n,m vanishes when n 2 ≤ k and 2 m ≤ k for some large k. We estimate the operator norm ofχ
We are going to prove two estimates: One is that, for any ν > 0, there exists a constant C ν > 0, depending only on ν and the constants K m 's in (27), such that
for any combination of (n, m) and (n ′ , m ′ ). The other is that, for any ν > 0, there exists a constant C(A, ϕ, ν), depending ν, A and ϕ, such that
for any combination of (n, m) and (n ′ , m ′ ). The conclusion of the proposition will follow immediately from (31) and (32). Indeed, (32) implies that the compo-
(Recall that we suppose u n,m vanishes when max{n 2 , 2 m } ≤ k for some large k.) Therefore, applying (31) with large ν (depending on r) to the remaining components, we obtain the required estimate (29).
To prove (31) and (32), we look into the integral kernel ofχ
and estimate it by using integration by parts. Though the following argument is elementary and already presented in [1] , we give it to some detail for completeness. (We will use a similar argument later, where we will omit the proof.) To begin with, let us make the following observation which motivates the definitions of ∆ 1 (·) and ∆ 2 (·): There exists a small constant c > 0 such that, for any (ξ
Next let us write the operatorχ
with the integral kernel
To apply integration by parts, we consider the differential operators
and w = (x, y). These satisfy
(For the case j = 1, note that A is written in the form (25).) Hence
for j = 1, 2, where t D j denotes the transpose of D j with respect to the L 2 inner product. We apply this formula with j = 1 for several time if |n − n ′ | ≥ 4 and then apply that with j = 2 for several time if
As the result, we will get the expression of the form
where the integration with respect to the variables θ ′ and θ are taken over the supports of χ n ′ ,m ′ and χ ′ n,m respectively. Using the estimates (33) and (34), we see, for arbitrarily large ν ≥ 1 and for any integers α, α ′ , β, β
where the constants C ν,α,β,α ′ ,β ′ depend on A and ϕ but not on n, m, n ′ nor m ′ . This implies that, for arbitrarily large ν > 0, we have
Hence we conclude the estimate (32) by Young's inequality. Note that if we did not apply integration by parts using D 2 , we obtain the estimate
where the constants C ′ ν,α,β,α ′ ,β ′ depend on ν and the constants K m 's in (27) but not on A, ϕ, n, m, n ′ nor m ′ . Hence we obtain (31) by a parallel argument.
Then there exists an absolute constant C 0 > 0 such that, for sufficiently large k > 0 (depending on the functions ρ j ), we have
for any u ∈ B r,p (U ), where M is the intersection multiplicity of the supports of ρ i .
Proof. Notice that, if we apply Proposition 4.6 to the case where A is the identity map, we see that
for sufficiently large k > 0, where M(ρ i ) denotes the multiplication operator by ρ i . To get the claims of the lemma, we use the estimates on the integral kernel of
n,m in the proof of Proposition 4.6 (in the case A = id) and pay extra attention to the localized property of the kernel. We omit the detail of the proof as it is easy to provide.
An L
p estimate using transversality. The next lemma is the core of the argument in the proof of Theorem 3.4.
and set
Then there exists a constant C 0 > 0, independent of S(i) and E(i), such that, for sufficiently large k > 0, we have
Proof. Inspecting the supports of the functions χ n,m and χ n ′ ,m ′ ,S(i),E(i) , we find a constant c 0 > 0, independent of S(i) and E(i), such that
1 norm of the functionsχ n,m andχ S(i),E(i),n ′ ,m ′ are bounded by a constant independent of, n, m, n ′ , m ′ , S(i) and E(i) and therefore so are the operator norms of the convolution operators with these functions on L 2p (R 2 ). By Hölder inequality, we obtain that
Notice that we excluded the components with m = 0 in the estimate above. Below we give an estimate on the components with m = 0, which is more essential. Note that we may (and will) assume that |n| is large, by letting k be larger if necessary.
we write
and estimate the L 2 norm ofχ S(i),E(i),ñ,m * u i for integersñ andm ≥ 0. The support of F u i is contained in the subset
Hence we haveχ S(i),E(i),ñ,m * u i = 0 unless
We henceforth suppose thatñ satisfies (40). Since we assume |n| is large, the ratiõ n/n is close to √ p and we have |ñ − √ pn| ≤ 3(
By considering the position of the supports of functions χ n,m,S,E (·) in the ξ-coordinate, we find a constant C 0 > 0, which depend only on p, such that, if |m| <m − C 0 , we have
By using Schwarz and Hölder inequality, we continue
and further
We therefore conclude
Now we are going to prove the conclusion of the proposition. Recall the quantity ∆ defined in (37) and write
Then we have
Since W i (ξ, η) ≤ C 0 2 rm on the support of χñ ,m,S(i(k)),E(i(k)) , we have from (41) that
From the last two inequalities, we deduce
Finally note that
where the sum * n,m is taken over n and m such that either n 2 ≥ k or 2 m ≥ k. By (39) and the inequality above, we obtain the conclusion of the proposition.
Proof of Theorem 3.4
We prove Theorem 3.4 by applying the propositions in the last section to transfer operator L t viewed in local charts.
5.1. System of local charts on X f and the definition of B r,p (X f ). We set up a system of local coordinate charts on X f , so that the flow T t f looks smooth in each of them. To begin with, we take two small real numbers η 0 > 0 and δ 0 > 0 and consider the open rectangle
For each a = (x 0 , y 0 ) ∈ X f , we consider two mappings
where R + = {s ∈ R | s ≥ 0}. (See Figure 2. ) We suppose that η 0 and δ 0 are so small that both of κ a andκ a are injective for any a ∈ X f . Next we take a finite subset A of X f so that the imagesκ a (R) for a ∈ A cover the subsetX
Letting δ 0 and the ratio η 0 /δ 0 be small, we may and do assume that the intersection multiplicity of {κ a (R)} a∈A is bounded by an absolute constant (say, by 4). Figure 2 . The mappingsκ a , π and κ a .
We define the Banach space B r,p (X f ) as follows. We suppose that the product space a∈A B r,p (R) is a Banach space with the norm
Then the operator
be the image of (43). This is a Banach space with respect to the norm
The operator Π in (43) is then restricted to a bounded operator Π :
We next define a bounded operator I : B r,p (X f ) → a∈A B r,p (R) which makes the following diagram with t = 6δ 0 commutes:
It would be preferable if we let t = 0 and defined the operator I as the left inverse of Π. This may be possible but not easy.
where χ is the function defined in (18). This function is supported onX f . For a ∈ A, we take
For each u ∈ C ∞ (X f ), we definẽ
Since (L 6δ0 u)(x, y) = u(x, y − 6δ 0 ) when 6δ 0 ≤ y ≤ f (x), this functionũ is smooth onX f . We set
Then we can check that I extends to a bounded operator I : B r,p (X f ) → a∈A B r,p (R) and the diagram (44) commutes with t = 6δ 0 .
Using the operator I introduced above, we define
commutes (at least) formally. (We will see later that the operators L t and L t are bounded.) Since L t = 0 on ker Π, the spectral set of the operators L t and L t in (46) are identical but for the multiplicity of the eigenvalue 0.
The operator L t is expressed as a matrix of operators 
Essential operator norm.
We introduce the notion of essential operator norm of a bounded operator. This notion is particularly convenient in our argument about the essential spectral radius. For a bounded operator L : B → B ′ between Banach spaces B and B ′ , its essential operator norm, denoted by L : B → B ′ ess , is the infimum of the operator norms of its perturbations by compact operators, i.e.
Obviously this is bounded by the operator norm L : B → B ′ . Since composition of a compact operator with a bounded operator is again compact, we have
ess . The essential spectral radius of L : B → B is bounded by its essential norm:
ess ≤ L| B ess . Theorem 3.4 will follow from the claim that, if ε > 0 and if f is sufficiently close to f 0 ∈ G, there exists some t * ≥ 6δ 0 such that
and, for some C > 0, that
we obtain the conclusion of Theorem 3.4 by letting n → ∞. In the following subsections, we prove the claim (51). The proof of the claim (52) is easy and will be given in Remark 5.5 in the course of the argument.
5.3.
Reduction of the claim. Below we reduce the claim (51) to a simpler claim on localizations of the components of L t . We proceed in a few steps. First we note that the claim (51) follows if we show that
for sufficiently large t > 0 and for all a, b ∈ A, with C 0 a constant independent of t.
(Notice that we suppose that ε > 0 is an arbitrary small real number.) To proceed, we take a finite family of functions {ρ
j=1 for each t > 0, such that J(t) j=1 ρ t j ≡ 1 on R and that supp ρ t j ⊂ Q. We assume that the functions ρ t j satisfies the condition (27) with some given constants K m > 0 uniformly in t. Further, in a few estimates in the following argument, we will assume that the supports of each function ρ t j is contained in a region of the form [x 0 − η * , x 0 + η * ] × R with small η * > 0 depending on t > 0. (Consequently the supports of the functions ρ t j will be narrow in the x-direction but will have some constant width in the y-direction. )
We write the operator L t a→b as
In view of Lemma 4.7, the inequality (53) follows if we prove
for all 1 ≤ j ≤ J(t), a, b ∈ A and for sufficiently large t > 0, with a constant C 0 independent of t and j. 
where L Remark 5.4. Notice that the functions ρ t a→b,w,j satisfy the condition (27) with some constants K m > 0 uniform for a, b, w, j and t.
Therefore, in order to prove (53), it is enough to show that (56)
for sufficiently large t and for all a, b ∈ A and 1 ≤ j ≤ J(t), with a constant C 0 independent of t, a, b and j.
Remark 5.5. It is easy to check that the operator norm of
is bounded and the bound is locally uniform in t. 
A preliminary argument for the Proof of Theorem 3.4.
To illustrate the idea of the proof of Theorem 3.4, we first prove the conclusion under a stronger assumption: For n ≥ 1 and ε > 0, we define G ′ (J ν , n, ε; p) as the set of f ∈ F(y min , y max , κ 0 ) such that, for sufficiently large t > 0 and for any z = (x, y) ∈ X f , the condition (21) holds with E = ∅. We assume that f ∈ F(y min , y max , κ 0 ) belongs to the set
Remark 5.6. From the discussion preceding to Theorem 3.4, we expect that the subset G ′ above is also prevalent in F(y min , y max , κ 0 ). The proof of Theorem 3.4 would be simpler if this was true, as we will see below. But some technical difficulties (related to interference of perturbations) prevent us to prove this. We therefore resort to a more involved argument presented in the next subsection.
We continue the argument in the last subsection under the additional assumption as above and prove (56). Let us take and fix a point
−1 (b) with R t a→b,w = ∅, let q = q(w) ∈ Q be the unique point satisfying κ a (q(w)) ∈ U t b,w and T t f (κ a (q(w))) = κ b (z 0 ). Then let S(w) and E(w) ≥ 1 be real numbers such that
We divide the set (T
. This is possible because of the assumption on the intervals J ν in the statement of Theorem 3.4. Further, letting t be sufficiently large, we may and do suppose that
Then the operator in (56) is expressed as
From Lemma 4.7 and Proposition 4.6, the essential operator norm of Φ ν is bounded by
Remark 5.7. To get the estimate (59), we assumed that the family of functions ρ t j , 1 ≤ j ≤ J(t), are supported on a region of the form [x 0 − η * , x 0 + η * ] × R with small η * > 0 depending on t so that we can apply Proposition 4.6. Note that the constants denoted by C 0 in (59) does not depend on the choice of ρ t j (as far as they satisfy the condition (27) with some given constants K m > 0 uniformly in t.) From Proposition 4.8 and (15), the essential operator norm of Ψ ν is bounded by
where ∆ ν is the quantity defined in Proposition 4.8 in the setting
Remark 5.8. To deduce the estimate above, we used (15) to bound #B ν . Note also that, from the condition (13) in the choice of r, the latter factor
on the right hand side of the inequality (38) of Proposition 4.8 exceeds the former
Since we are assuming that f ∈ G ′ , we have that
for sufficiently large t, uniformly in a, b ∈ A and 1 ≤ j ≤ J(t). Therefore we conclude that the essential operator norm of Ψ ν • Φ ν is bounded by Take t 0 > 0 so large that the conditions in the definitions of G(J ν , n, 1/m, 1/m ′ ; p) for ν = 1, · · · , ν 0 hold for t ≥ t 0 . That is to say, for any t ≥ t 0 , z = (x, y) ∈ X f with x / ∈ Per 1/m ′ (τ, n) and 1 ≤ ν ≤ ν 0 , there exists a subset E = E ν (z, t; f ) ⊂ τ −n (x) with #E ≤ p⌈10m ′ a ν ⌉ such that the condition (21) holds with J = J ν . We put
. From the choice of n above, we have (60) #E(z, t; f ) ≤ exp(εn).
Further, we assume that t 0 is so large that t 0 > 2n · y max and also that
for any w ∈ X f and t ≥ t 0 .
We prove that (56) holds for all a, b ∈ A and 1 ≤ j ≤ J(t) if t ≥ t 0 is sufficiently large. Suppose t ≥ t 0 and consider arbitrary a, b ∈ A and 1 ≤ j ≤ J(t). We fix a point z 0 = z 0 (j) ∈ supp ρ j ∩ R and let κ a (z 0 ) = (x 0 , y 0 ) ∈ X f . Then we define subsets H k ⊂ τ −kn (x 0 ) for k ≥ 0 inductively as follows. For k = 0, we set H 0 = {x 0 }. If H k−1 for k ≥ 1 has been defined, we let H k be the set of points
and also that Q ν (k, x) = ∅ if (58) holds. We now estimate the essential operator norm of the operator on the left hand side of the claim (56). In general, we have
by Proposition 4.6 and Proposition 4.8 (in the trivial case of M = 1 and ∆ = 1.) Hence, by a simple estimate using (62) and (64), we obtain
where the range of k in the sum on the right hand side is restricted to k ≤ t/(ny min ) because τ −nk (x 0 ) ⊃ H k is empty if nk · y min > t. From the relation µ(f ) > χ max (f )/2p and arbitrariness of ε > 0, we see that the right hand side above is bounded by e (µ(f )+ε)t if t is sufficient large. We next consider (k, x) ∈ H which is not terminal. Note that, for the case of (0, x 0 ) ∈ H 0 , the argument in the last subsection applies to
and the essential operator norm of this operator is bounded by C 0 exp((µ + ε)t).
Below we see that a similar argument applies to the case k > 0. Suppose that (k, x) ∈ H is not terminal and w ∈ Q(k, x). Let c = (0, x) ∈ X f so that (x, 6δ 0 ) ∈ κ c (R). Then let V ⊂ Q be the neighborhood of (0, 6δ 0 ) that is mapped by T t−t(k,x)−6δ0 f
• κ c bijectively on κ b (R). We define E(w) = E(w; k, x) ≥ 1 and S(w) = S(w; k, x) so that 
are respectively analogues of the operators Ψ ν and Φ ν considered in the last subsection and, precisely, they are defined by
We define
For the operator 1≤ν≤ν0 Ψ k,x,ν •Φ k,x,ν , the situation is parallel to that considered in the last subsection and hence we can get the estimate
applying Proposition 4.6, Lemma 4.7 and Proposition 4.8. For the operator Ξ k,x , we obtain the estimate
by Proposition 4.6 and Proposition 4.8 (in the trivial case of M = 1 and ∆ = 1). Since µ > χ max (f )/2p, we obtain
provided that ε > 0 is sufficiently small. Therefore we conclude (56) by summing these estimates for (k, x) ∈ H \ H term and using (62) and arbitrariness of ε > 0. We have proved that the conclusion of Theorem 3.4 holds for f ∈ G. But, for each given ε > 0, the argument above remains true under small perturbation of f . Hence we obtain Theorem 3.4.
Proof of Theorem 3.2
The proof of Theorem 3.2 presented below is basically in the same line as the corresponding argument in the author's previous paper [11] . But we need to modify the argument in some places.
6.1. Families of roof functions. For the proof, we consider families of functions
The range of parameter will be restricted to
for some small σ > 0. The choice of the functions g k ∈ C ∞ + (S 1 ) in (67) and the constant σ > 0 will be given in the course of the argument below.
We fix an integer n ≥ 1 and an interval J = [a, b] in the statement of Theorem 3.2. Let 0 < ε < min{a, 1} and set
For an array X = (x 1 , · · · , x q ) of q elements in (τ −mn (x)) p , we consider the map
. This is an affine map and its linear part does not depend on f . Definition 6.1. We say that an (ordered) array of q elements in (τ
The following claim is proved easily. (We omit the proof.)
If #|X| > p(q − 1), there is an independent array of q elements in X.
The next lemma explains the motivation of the definition of independence above.
Lemma 6.3. There exist n 0 > 0 (depending on q and hence on ε) such that, for any δ > 0 and any n ≥ n 0 , we can find a family of smooth functions g k : S 1 → R, 1 ≤ k ≤ K, such that the following property holds for the family (66): For any x ∈ S 1 \ Per δ (τ, n), any m ≥ 1 and any array X = (
∈ Per(τ, n), we have τ k (q 0 ) = q 1 for any distinct q 0 , q 1 ∈ τ −n (p) and any 1 ≤ k ≤ n. So we can choose ρ = ρ(p) > 0 so small that
for any distinct q 0 , q 1 ∈ τ −n (p) and any 1 ≤ k ≤ n. We take functions g p,q : S 1 → R for q ∈ τ −n (p) so that g p,q is supported on U p,q (ρ(p)) and satisfies
By compactness, we can and do take a finite subset
We check that the conclusion of the lemma holds if we define the functions g k , 1 ≤ k ≤ K, as above and if n is sufficiently large. Suppose that x ∈ S 1 and arrays X and X are given as in the statement of the lemma. Then we take p ∈ S 1 so that
We write this matrix as the sum of
From the disjoint property of the orbits of the supports of g k(j) that follows from (71) and from the assumption that X is independent, we observe that
• the diagonal components of M (0) are 2k for some 1 ≤ k ≤ p, while the other components are bounded by 2p in absolute value, and • M
(1) is a q × q matrix whose elements are bounded by 4ℓ
Hence if n ≥ n 0 for some large n 0 depending on q (and ℓ), we always have
This completes the proof.
In the following, we fix the family of functions g i given in the lemma above.
6.2. The exceptional set. In this subsections, we investigate the situation where the roof function f does not belong to G(J, n, ε, δ; p) and derive a few consequences. By definition, there is an arbitrarily large t > 0 and a point z 0 = (x 0 , y 0 ) ∈ X f with x 0 / ∈ Per δ (τ, n) and ξ 0 ∈ [−θ 0 , θ 0 ] such that, for any subset E ⊂ τ −n (x 0 ) with #E ≤ pq, we have
where the sum * is taken over w = (w(1), · · · , w(p)) ∈ B(z 0 , t; J; f ) p such that
We next derive a consequence from (75), which fits in the perturbation argument developed in the last subsection. Let us write y i , 1 ≤ k ≤ ℓ pn , for the elements of (τ −n (x 0 )) p and suppose that they are sorted so that ∆
This implies
Since #Y k * > p(q − 1), we can choose an independent (ordered) array (x k ) q k=1 from y k , 1 ≤ k ≤ k * , by using Lemma 6.2. In conclusion, we found an array (x k ) q k=1 of q elements in (τ −n (x 0 )) p that is independent and that (77) holds with y k replaced by x j for 1 ≤ j ≤ q.
Finally we reconsider about the choice of x 0 ∈ S 1 and ξ 0 ∈ [−θ 0 , θ 0 ]. These are given from our assumption that the condition in the definition of G(J, n, ε, δ; p) does not hold for f . But, by continuity, it is possible to shift these points a little to so that they belong to some grids and that the conclusion of the argument above remains true for them (with slight difference in the constants). Precisely, for each m > 0, we choose a set P (m) of points on
and that the ℓ −(1+ε)mn -neighborhood of those points cover S 1 × [−θ 0 , θ 0 ]. Then we can shift the point (x 0 , ξ 0 ) to a nearby point in P (m) so that the conclusion at the end of the last paragraph remains true.
Let us summarize the argument in this subsection as follows:
Lemma 6.4. If f ∈ F(y min , y max , κ 0 ) does not belong to G(J, n, ε, δ; p), we can find (a) an arbitrarily large integer m ≥ 1,
where the sum x→x k is taken overx ∈ (τ −mn (x)) p satisfying (74) with x = x k .
6.3. The end of the proof. In order to complete the proof of Theorem 3.2, we take the functions g k : S 1 → R for 1 ≤ k ≤ K as in Lemma 6.3 for given δ > 0 and n ≥ n 0 . Then we consider the family (66) for arbitrary f ∈ F(y min , y max , κ 0 ) and let σ > 0 be sufficiently small. For any of such families, we prove that f s does not belong to G(J, n, ε, δ; p) only when the parameter s ∈ R(σ) belongs to a subset with zero Lebesgue measure. This implies that the subset G(J, n, ε, δ; p) is a prevalent subset. (Recall Remark 3.3. The Lebesgue measure on the finite dimensional subspace of C ∞ (S 1 ) spanned by g k , 1 ≤ k ≤ K, is the transverse measure to the complement F(y min , y max , κ 0 ) \ G(J, n, ε, δ; p).)
Let η > 0 be a small real number that we will specify later. (At least, we suppose that η is much smaller than ε.) Then let σ > 0 be so small that
for s ∈ R(σ). For x 0 ∈ S 1 and m ≥ 1, let B(x 0 , mn) be the set of points x in τ −mn (x 0 ) satisfying
If m is sufficiently large, we have
If the array (x j ) q j=1 is independent, we have from the choice of the functions g i that
Therefore we have
provided that m is sufficiently large, where the sum * * is taken over combinations of a point (x 0 , ξ 0 ) ∈ P (m), an independent array (x j ) q j=1 of q elements in τ −n (x 0 )) p and an array (x j ) q j=1 of q elements in (B(x 0 , mn)) p ⊂ τ −mn (x 0 )) p satisfying (79). Let X ⊂ R(σ) be the set of parameters s ∈ R(σ) such that f s belongs to F(y min , y max , κ 0 ) and does not satisfy the condition in the definition of G(J, n, ε; p). From the conclusion in the last subsection given in Lemma 6.4, we have
where X m is the set of parameters s ∈ R(σ) such that * * Ξ m ((x 0 , ξ 0 ); (x j )
mn log ℓ a .
Comparing this with (80), we see that the Lebesgue measure of X m is bounded by
From the choice of q in (68), we can take small η > 0 (and also σ > 0 accordingly) so that this bound decreases exponentially with respect to m. Hence Lebesgue measure of X is zero by Borel-Cantelli lemma.
Proof of Theorem 2.3
We follow the line of the argument in [1] , where we proved a similar statement for hyperbolic diffeomorphisms. We first show that Theorem 2.3 is a consequence of a few properties of the transfer operators L t . Actually we will not prove those properties for L t . Instead we will prove the corresponding properties for a lift of L t and show that this is enough for the proof of the theorem.
7.1. A decomposition of the transfer operators L t . Let ε > 0 be an arbitrary positive real number and put ρ = ρ p (f ) for simplicity. Below we suppose that the transfer operators
as the sum of "trace class" part L is a contraction toward the cone field X f × C 0 and hence it is non-recurrent on the outside of X f × C 0 . From this observation and also from the argument in the proof of Proposition 4.6, it would be natural to expect that the "trace-free" part L t trace−free satisfies the following conditions if we let r and t 0 > 0 be sufficiently large:
trace−free = 0. Remark 7.1. The factor exp(ρt) on the right hand side of the condition (T1) above is far from optimal. As we will see later, we may actually replace it by exp(ρ ′ t) with arbitrarily small ρ ′ , taking large r according to ρ ′ .
For a C ∞ function supported compactly on [t 0 , +∞), we define
and also
For the "trace class" part L (T3) There exists a constant C * = C * (X ) such that, if ϕ is supported on [t 0 , 2t 0 ] and if there exists an affine map A(t) = αt + β with α ∈ (0, 1) such that the function ϕ • A(t) = ϕ(αt + β) belongs to X , then
trace Tr ≤ C * α for t 0 ≤ t ≤ 2t 0 . In the following, we prove that the conclusion of Theorem 2.3 follows if we have the decomposition (81) and if the assumptions (T1), (T2) and (T3) above are fulfilled. Let Π be the spectral projector of L t for the set of eigenvalues on the out side of the disk |z| ≤ e (ρ+ε)t . Note that this spectral projector Π is of finite rank and does not depend on t provided t ≥ t 0 . We prove the claim that, if ϕ(t) satisfies the condition in (T3) for some affine map A(t) = αt + β with α ∈ (0, 1), we have
where the constant C ′ * = C ′ * (X ) depends on the bounded subset X ⊂ C ∞ ([−1, 1]) but not on α and β. Let us write T ≥ t 0 as a sum T = t 1 + t 2 + · · · + t m with t 0 ≤ t i ≤ 2t 0 . Since the operators Π, L t and L ϕ commute and since 1 − Π is a projection operator, we may write
Applying the same deformation to the operator in the last bracket [·] and continuing this procedure, we express the operator
Notice that the flat trace of the first term vanishes from the property (T2). From the assumption (T1) and (T3), the second operator is a trace class operator and its trace norm is bounded by
Similarly the trace norm of the third operators are bounded by
We obtain the estimate (82) by summing up these estimates. We next see that the estimate (82) yields the conclusion of Theorem 2. 
for t ≤ t 0 and t ≥ T + 2 −k(T ) .
and, for 0 ≤ k ≤ k(T ) − 1,
0, for t ≤ t 0 and t ≥ T . 
T Figure 3 . The functions ϕ T i and ψ
T i
From the condition (2) above, we have that
plus a constant independent of T . By the estimate (82), we see that the second and third terms are bounded by
respectively. Hence their sum is bounded by C exp((ρ + µ + ε)T ). On the other hand, the first term is bounded by (f )t) . Therefore, from the choice of µ, we obtain
This implies the conclusion of Theorem 2.3.
Remark 7.3. In the last part of the argument above, we find the reason for the choice of µ = (h(f ) − ρ)/2. This also explain why we had the averageρ in the statement of Theorem 2.3.
7.2.
A lift of the operator L t . It is actually difficult (or may be impossible) to realize the property (T2) for the "trace-free" part L t trace−free . It might be possible to realize the property (T2) allowing small error terms and show that the error terms are negligible in the argument presented in the last subsection. But we take a different way. We show that a "lift" L t of L t satisfies the conditions corresponding to (T1)-(T3). Then we can follow the argument in the last subsection literally, replacing L t by L t , and obtain Theorem 2.3. Recall the definitions of the Banach space B r,p (R 2 ) in Section 4 and B r,p (X f ), in Section 5. We introduce the operators where we understand that n and m are integers and m takes only non-negative value. Since {χ m,n } is a partition of unity on R 2 , we have I
Let B r,p be the Banach space obtained as the completion of the space m,n S(R 2 ) with respect to the norm
where ε(m) = ε 0 , if m = 0; 1, otherwise with ε 0 > 0 a small constant that we will specify later. 
Note that the spectral properties of the three operators L t , L t and L t in the commutative diagram above are identical (except for the multiplicity of the eigenvalue 0) and, in particular, the essential spectral radius and the peripheral eigenvalues outside of such radius are identical. Actually the flat trace of them are also identical. To see this, we first note that the flat traces of L t and L for a C ∞ function ϕ supported compactly on the positive part of the real line R, provided that the sum on the right hand side converges absolutely. Then it is not difficult to check that we have
Remark 7.5. As we will see in Lemma 7.7, the sum on the right hand side of (83) converges absolutely when t ≥ t 0 provided that we take sufficiently large t 0 .
We decompose the operator L t into two parts as
where the operator L 
for any a, a ′ ∈ A, for any integers n, n ′ , m ≥ 0, m ′ ≥ 0 and for any t ≥ t 0 , where ∆ 1 (n, n ′ ) is that defined in (30). Further, if
we have
Proof. The claim is proved by inspecting the kernel of L t (a,m,n)→(a ′ ,m ′ ,n ′ ) and using integration by parts. We omit the detail of the proof because the argument is parallel to that in the latter part of the proof of Proposition 4.6.
Let X ⊂ C ∞ ([−1, 1]) be a bounded subset in the C ∞ topology.
Lemma 7.7. For any ν > 0, there exists a constant C ν (X ) such that, if ϕ is supported on [t 0 , 2t 0 ] and if there exists an affine map A(t) = αt + β with α > 0 such that the function ϕ • A(t) = ϕ(αt + β) belongs to X , then we have
Proof. We proof is again parallel to that of Proposition 4.6. We write the integral kernel of the operator From the first claim of Lemma 7.6, the definition of L t trace−free and that of the norm (u m,n ) (ε0) r,p , we obtain the following property of L t trace−free , which corresponds to (T1), provided that the constant ε 0 > 0 in the definition of (u m,n ) (ε0) r,p is sufficiently small and t 0 is sufficiently large. 
and the same estimate with L If we let q > 0 be large enough, we can show that the trace norm of the operator L ϕ : a∈A B r+q,p → a∈A B r,p is bounded by C * α by summing up the trace norms of the components, while L t trace : a∈A B r,p → a∈A B r+q,p is bounded.
Once we have the properties (T1 ′ ), (T2 ′ ) and (T3 ′ ), we can follow the argument in the last subsection, replacing L t by L t , and deduce Theorem 2.3.
