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Abstract
This article mainly considers the linear neutral delay-differential systems with a single delay. Using the characteristic equation of
the system, new simple delay-independent asymptotic and exponential stability criteria are derived in terms of the matrix measure,
the spectral norm and the spectral radius of the corresponding matrices. Numerical examples demonstrate that our criteria are less
conservative than those of previous corresponding results [L.M. Li, Stability of linear neutral delay-differential systems, Bull. Aust.
Math. Soc. 38 (1988) 339–344; G.D. Hu, G.D. Hu. Some simple criteria for stability of neutral delay-differential systems, Appl.
Math. Comput. 80 (1996) 257–271; D.Q. Cao, Ping He, Sufﬁcient conditions for stability of linear neutral systems with a single
delay, Appl. Math. Lett. 17 (2004) 139–144; G.D. Hu, G.D. Hu, B. Cahlon, Algebraic criteria for stability of linear neutral systems
with a single delay, J. Comput. Appl. Math. 135 (2001) 125–130].
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1. Introduction
As is well known, the system stability is strongly affected by time delays, which are often encountered in various
engineering systems due tomeasurement and computational delays, transmission and transport lags. Since the existence
of time delays is the source of instability, then stability analysis for delay systems is playing an increasingly important
role in many disciplines.
During the past years, the problem of stability analysis for neutral delay-differential systems has received great
interest in the literature. Some delay-dependent (and/or delay-independent) stability criteria are given in terms of
the Lyapunov functional and linear matrix inequalities [1,10]. A number of delay-independent stability criteria are
directly derived from characteristic equation, involving the determination of eigenvalues, measures and norms of the
corresponding matrices, or matrix conditions in terms of Hurwitz matrices [6,9,2,7,3].
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This article deals with asymptotic stability and exponential stability (-stability) of neutral systems with a single
delay. Scalar inequalities, involving the matrix measures, spectral norms and spectral radius of the matrix, constitute the
mathematical foundations of our approach. We also compare our criteria with previous literature. Numerical examples
demonstrate that the proposed stability criteria are less conservative than the criteria which derived in [6,9,7,3].
2. Main results
In this section, the new simple asymptotic and exponential stability criteria will be given. The deference between
our criteria with previous ones is that two scalars k1 and k2 are used to reduce the conservative.
Throughout this article, the following conventions are used:
R and C the real and complex number
Rn and Cn set of real and complex n-dimensional vectors
Rn×m and Cn×m set of n × m real and complex matrices
In and 0n n × n identity and zero matrices
j (A) the jth eigenvalue of the matrix A
max(A) the maximum eigenvalue of the matrix A
A∗ the conjugate transpose of the matrix A
det(A) the determinant of the matrix A
Re(s) real part of s ∈ C
(A) spectral radius of matrix A
|| norm of vector 
|A| modulus matrix of matrix A
‖A‖ spectral norm of matrix A; ‖A‖ = √max(A∗A)
(A) matrix measure of matrixA; (A)= 12max(A+A∗)
AB the element ofA andB satisfy the inequality aij bij
Now, we consider the following neutral delay-differential system:
x˙(t) = Ax(t) + Bx(t − ) + Cx˙(t − ), (1)
where x(t) ∈ Cn is the state vector, the constant parameter  = 0 represents the delay argument, A,B and C ∈ Rn×n.
The characteristic equation of the system (1) is described by
f (s) = det[sI − (A + Be−s + sCe−s)], (2)
here f (s) denote the characteristic function.
Before developing our main results, we need state some useful deﬁnitions and lemmas.
Deﬁnition 2.1 (Hale [5]). The system (1) is said to be -stable (exponentially stable), if there exists a function K(·),
such that, for each () ∈ Rn, the solution x()(t) of the system (1) satisﬁes:
|x()(t)|Ke−t ||. (3)
Lemma 2.1 (Hale [5]). If −= sup{Re() : (I − Ce−) = A + Be−}< 0 and x() is the solution of the system
(1), which coincides with  on [−, 0]. Then, there is a constant K = K(), such that
|x()(t)|Ke−t ||, t0, || = sup
−0
|()|, (4)
i.e., the system (1) is -stable.
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Lemma 2.2 (Desoer and Vidyasagar [4]). Let A,B,C ∈ Cn×n, |A|V , then we have
(a) (A)(|A|)(V ),
(b) Re(j (A))(A) ∀j ∈ {1, 2, . . . , n},
(c) (A + B)(A) + (B),
(d) (A)‖A‖, (A)‖A‖. (5)
Lemma 2.3 (Lancaster and Timenetsky [8]). Consider any matrices C ∈ Cn×n. If (C)< 1, then det(I ±C) = 0 and
(I − C)−1 = I + C + C2 + · · · . (6)
If ‖C‖< 1, then (I − C)−1 exists, and ‖(I − C)−1‖1/(1 − ‖C‖).
Lemma 2.4 (Lancaster and Timenetsky [8]). Let A,B ∈ Cn×n are Hermitian matrices, then
max(A + B)max(A) + max(B). (7)
For any matrix B ∈ Cn×n, deﬁne
Bu = 12 (B + B∗), Bl = i2 (B∗ − B),
where i2 = −1, then we have the following interesting lemma:
Lemma 2.5. For a given matrix B ∈ Cn×n , s ∈ C, scalars 0k1, k21, k21 + k22 = 1, and positive constants ,
 ∈ R, then the following inequalities hold:
(a) (Be−s)k1(Bu) + k2(Bl) ∀Re(s)0,
(b) (Be−s)e(k1(Bu) + k2(Bl)) ∀Re(s) − . (8)
Proof. Without loss of generality, set s = a + ib (i2 = −1), then we have
(Be−s) = 12max(Be−s + B∗(e−s)∗)
= 12max(Be−a(cos b − i sin b) + B∗e−a(cos b + i sin b))
= e−a 12max((B + B∗) cos b + i(B∗ − B) sin b). (9)
Since B +B∗ and i(B∗ −B) are Hermitian matrices, a −  (∀Re(s) − ), therefore, from Lemma 2.4, Eq. (9) is
equivalent to
(Be−s)e−a( 12max(B + B∗) cos b + 12max(B∗ − B) sin b)
e−a((Bu)| cos b| + (Bl)| sin b|)
e((Bu)| cos b| + (Bl)| sin b|). (10)
Let k1 = | cos b|, k2 = | sin b|, we have k21 + k22 = 1. So the inequality (8(b)) holds. Specially, when  = 0, we have
that the inequality (8(a)) holds. Thus, the proof is completed. 
Theorem 2.1. The linear neutral system (1) is asymptotic stable, if for any scalars 0k1, k21, k21 + k22 = 1, thefollowing inequalities hold:
(a) ‖C‖< 1,
(b) (A) + k1(Bu) + k2(Bl) + ‖CA‖ + ‖CB‖1 − ‖C‖ < 0. (11)
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Proof. Note that the system (1) is asymptotically stable if and only if the characteristic function f (s) = 0, ∀Re(s)0.
Since 0< e−s1 for any Re(s)0, we have from Lemma 2.2
(Ce−s)(Ce−s)(C)‖C‖< 1. (12)
From Lemma 2.3, we further have det[I − Ce−s] = 0 and (I − Ce−s)−1 exists for ∀Re(s)0. Thus f (s) = 0 for
∀Re(s)0, i.e.,
det[sI − (I − Ce−s)−1(A + Be−s)] = 0 ∀Re(s)0. (13)
Employing the well-known relation
(I − Ce−s)−1 = I + (I − Ce−s)−1Ce−s, (14)
we can obtain
det[sI − (I − Ce−s)−1(A + Be−s)]
= det[sI − (A + Be−s + (I − Ce−s)−1Ce−s(A + Be−s))] = 0, (15)
which is equivalent to
s = j (A + Be−s + (I − Ce−s)−1Ce−s(A + Be−s))
∀Re(s)0, j ∈ 1, 2, . . . , n. (16)
Thus, if we have thatRe(j (A+Be−s + (I −Ce−s)−1Ce−s(A+Be−s)))< 0, then we can prove the stability of
the system (1).
In fact, by Lemmas 2.2, 2.3 and 2.5, we can obtain
Re(j (A + Be−s + (I − Ce−s)−1Ce−s(A + Be−s)))
(A + Be−s + (I − Ce−s)−1Ce−s(A + Be−s))
(A) + (Be−s) + ‖(I − Ce−s)−1Ce−s(A + Be−s)‖
(A) + k1(Bu) + k2(Bl) + ‖CA‖ + ‖CB‖1 − ‖C‖ < 0. (17)
The proof is completed. 
Corollary 2.1. The linear neutral system (1) is stable, if there exists an invertible matrix P ∈ Cn×n and for any scalars
0k1, k21, k21 + k22 = 1, such that the following inequalities hold:
(a) ‖C‖< 1,
(b) (P−1AP) + k1((P−1BP)u) + k2((P−1BP)l) + ‖P
−1‖(‖CA‖ + ‖CB‖)‖P ‖)
1 − ‖C‖ < 0.
Corollary 2.2. The linear neutral system (1) is stable, if there exists an invertible matrix P ∈ Cn×n and for any scalars
0k1, k21, k21 + k22 = 1, such that the following inequalities hold:
(a) ‖C‖< 1,
(b) (P−1AP) + k1((P−1(CA + B)P )u) + k2((P−1(CA + B)P )l) + ‖P
−1‖‖C(A + B)P ‖)
1 − ‖C‖ < 0. (18)
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Proof. Using the relation (14), we have that the inequality (15) is equivalent to
det[sI − (A + (CA + B)e−s + e−2s(I − Ce−s)−1C(CA + B))] = 0, (19)
then, analogous to the proof of Theorem 2.1, we can prove the corollary easily. 
Now we introduce the criterion for exponential stability of the system (1).
Theorem 2.2. The linear neutral system (1) is -stable if for any scalar 0k1, k21, k21 + k22 = 1, the following
inequalities hold:
(a) ‖C‖< 1,
(b) (A) + sup
0k1, k21
k1+k2=1
(k1(Bu) + k2(Bl)) + ‖CA‖ + ‖CB‖1 − ‖C‖ < 0. (20)
The convergence rate  is given by  =  − 	, where  is the unique positive solution of the following equation:
(A) + sup
0k1, k21
k1+k2=1
(k1(Bu) + k2(Bl))ez + ‖CA‖ + ‖CB‖1 − ‖C‖ + z = 0, (21)
and 	 is any positive number such that 	< .
Proof. Deﬁne
h(z) = (A) + sup
0k1, k21
k1+k2=1
(k1(Bu) + k2(Bl))ez + ‖CA‖ + ‖CB‖1 − ‖C‖ + z,
then
h′(z) =  sup
0k1, k21
k1+k2=1
(k1(Bu) + k2(Bl))ez + 1> 0.
We can obtain that h(z) is a strictly increasing function of z, and h(z) → ∞ as z → ∞. It follows from (20) that
h(0)< 0. Hence, there exists a unique positive constant > 0 such that (21) holds and f () = f ( − 	)< 0.
According to Lemma 2.1, the system (1) is -stable if and only if
det[sI − (I − Ce−s)−1(A + Be−s)] = 0 ∀Re(s) − . (22)
From Theorem 2.1, we again have
s = j (A + Be−s + (I − Ce−s)−1Ce−s(A + Be−s))
∀Re(s) − , j ∈ 1, 2, . . . , n.
Using Lemma 2.5(b), we can obtain
Re(j (A + Be−s + (I − Ce−s)−1Ce−s(A + Be−s)))
(A) + (k1(Bu) + k2(Bl))e + ‖CA‖ + ‖CB‖1 − ‖C‖
(A) + sup
0k1, k21
k1+k2=1
(k1(Bu) + k2(Bl))e + ‖CA‖ + ‖CB‖1 − ‖C‖
= h() − < −  ∀Re(s) − . (23)
Thus the proof is completed. 
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3. Numerical examples
In this section, we will compare our new simple criteria with the following criteria for asymptotic stability of the
system (1) in case of ‖C‖< 1:
Criterion 1[6]: n1(A) + ‖B‖ + ‖CA‖+‖CB‖1−‖C‖ ,
Criterion 2[9]: n2(A) + ‖B‖ + ‖C‖‖A‖+‖C‖‖B‖1−‖C‖ ,
Criterion 3[7]: n3(G)< 1 and (|N |)< 1,
Criterion 4[3]: n4(P−1AP) + ‖P−1(CA + B)P ‖ + ‖P−1‖‖C(CA+B)P ‖1−‖C‖ .
For the criterion 3, matrices G and N are deﬁned as follows:
G = |L| + |M| + (I − N)−1(|NL| + |NM|),
L = (I − A)−1(B + C), M = (I − A)−1(B − C), N = (I − A)−1(I + A).
Example 1. Consider the neutral delay-differential system (1) with
A =
[
v 0
0 −1
]
, B =
[−0.3 0.5
0.1 0
]
, C =
[
0.15 0
0 0.1
]
. (24)
Now we compare the upper and lower bounds of the scalar v as follows.
Criterion 1 Criterion 2 Theorem 2.1
−1.765<v< − 0.837 −1.763<v< − 0.866 −2.107<v< − 0.763
Obviously, Theorem 2.1 is less conservative than the criteria 1 and 2.
Example 2. Consider the system (1) with
A =
[−3 −2
1 0
]
, B =
[
0.8 0.8
−0.5 −0.4
]
, C =
[
0.3 0.1
−0.2 0.1
]
. (25)
Since (A)= 0.0811> 0, the criteria 1, 2 and Theorem 2.1 are not applicable. However, taking a transformation by
the following matrix P for corresponding matrices (see, Corollary 2.2):
P =
[
2 −1
−1 1
]
,
then with simple computation, we have
Criterion 1 Criterion 2 Criterion 3 Criterion 4 Corollary 2.2
n1 > 0 n2 > 0 (|N |)=1(G)>1 0.1035> 0 −0.0881< 0
From the above tabular, we can see that only Corollary 2.2 can show the asymptotic stability of the system (1).
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