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Abstract 
This paper investigates the association between different kinds of budgetary expenditure and economic 
growth of Poland. The empirical analysis makes use of linear and nonlinear Granger causality tests to 
evaluate the applicability of Wagner’s Law and that of the contrasting Keynesian theory. We employ 
aggregate and disaggregate data with the sub-categories of most important budgetary expenditure, 
including health care and social security, education and science, national defence and public security 
expenditure and government administration expenditure for the period Q1 2000 to Q3 2008. This 
causality analysis indicates that total relation between budgetary expenditure and economic growth is 
consistent with Keynesian theory. 
The results of our computations have important policy implications. In case of Poland the health care 
expenditure was found to be as important for economic growth as expenditures on education and 
science. Furthermore, in order to stimulate economic growth, Polish government should consider 
reallocating some of national defence, public security and government administration expenditure to 
health care, social security, education and science expenditure. 
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1. Introduction 
One of the main issues in modern economies is the rapid growth in government expenditure not only 
in highly developed economies, but also in countries with emerging economies. This tendency has 
accelerated in recent years, especially in the case of Central European transition countries. The rise in 
government expenditure e.g. in Poland was accompanied by a high growth rate in GDP apart from last 
year. From an economic point of view the following question arises: what comes first - economic 
growth or government expenditure? This question may be answered by means of causality analysis. 
Two contrasting points of view concerning the relations between public expenditure and economic 
growth are those of Wagner and Keynes. Adolf Wagner was the first economist to notice a positive 
relationship between economic growth and public expenditure. One of the best known explanations of 
Wagner’s Law is based on the assumption that an increase in economic activity reflected in economic 
growth leads to a rise in government activity, which in turn leads to public expenditure. The 
implication is that government expenditure is an endogenous factor in economic growth. On the other 
hand, John M. Keynes, expected public expenditure to be an exogenous factor which could be used as 
a policy instrument to stimulate economic growth. These completely different points of view are the 
subjects of our discussion and empirical investigations.  
In this paper we examine the case of Poland, because this country is the largest in Central Europe. 
Moreover, in 1988 Poland as the first former Eastern Bloc country started its transition process and is 
the only European country whose GDP growth rate in 2008 remained positive despite the global 
economic crisis and only little fiscal stimulus (as in most CESEE countries). To the best of our 
knowledge there are no contributions concerning Wagner’s Law and Keynesian theory for a 
transitional country from Central Europe. Such an analysis may be of interest for policy makers both 
in Poland (in terms of maintaining its economic development) as well as in other emerging economies.  
This paper is organized as follows. The next section contains a literature overview. The main research 
hypotheses to be tested by means of empirical analysis are formulated in section 3. Section 4 provides 
a description of the dataset and this sets the context for the rest of the paper. Section 5 contains a 
description of the methodology of linear and nonlinear causality tests, details of the bootstrap 
technique as well as the results of some preliminary analysis of the variables. Section 6 contains the 
outcomes of the causality analysis. Section 7 concludes the paper. 
2. Literature overview 
In principle, causation could run from public expenditure to economic growth or vice versa. In this 
section the most important areas of government expenditure will be laid out. These include education, 
national defence, health, social and income security, administration and general government. In the 
existing literature some studies concentrate on a specific country, while others are applied for a panel 
data set. The results vary from country to country. Some researchers show that government 
expenditure leads to the growth of a country’s economy. Other researchers think in quite the opposite 
way and argue that economic growth stimulates economic development. These different conclusions 
may well depend on the political and economic systems of the countries under study. Differences in 
empirical results may also depend on sample size. 
Pluta (1979) tested (but not by means of causality methodology) Wagner’s Law using data from 
Taiwan. His empirical results contradicted Wagner’s Law. Demirbas (1999) examined the long-run 
relationship between government expenditure and GNP in the light of Wagner’s Law for Turkey over 
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the time period 1950-1990. His results provided no evidence in favour of Wagner’s Law. 
Contributions by Sinha (1998) for Malaysian data (1952-1992) and by Jackson et al. (1998) for 
Northern Cyprus data (1977-1996) deliver mixed evidence for the direction of causality. Some results 
support Wagner’s Law, while others favour Keynesian theory. 
There are also causality investigations which support Wagner’s Law such as those of Park (1996) for 
Korea, by Khan (1990) for Pakistan and the results obtained by Nagarajan and Spears (1990) for 
Mexico. 
In Anwar et al. (1996), which is one of the most extensive research projects on the link between public 
expenditure and economic growth, the authors examined 88 countries using unit root and cointegration 
techniques (over the period 1960-1992). Unidirectional causality was found for 23 countries and 
bidirectional causality was reported for 8 countries. The most important conclusion from this 
contribution is that the majority of countries do not exhibit causality running from GDP to public 
expenditure or vice versa. 
Some week evidence in favour of Keynesian theory on public expenditure and economic growth for 
OECD countries was found by Saunders (1985). With the exception of Pluta (1979) all studies dealt 
with aggregate data. But there are also studies which investigate how each sub-category of public 
expenditure relates to GDP growth. Some of the most important of these, not necessarily conducted by 
means of causality analysis, will now be briefly reviewed. 
We start our review with the association between education and GDP. There is a widely accepted point 
of view that education essentially contributes to human capital improving people’s productivity and 
thus speeding up economic growth. Endogenous growth theory assumes that the creation of new 
products or ideas is a function of human capital. The latter is reflected in accumulated skills, training 
and general knowledge. Government expenditure on research and development also supports growth 
in physical capital which in turn is a direct stimulus to economic growth. 
One may also hypothesize that causation might run in the opposite direction, that is from economic 
growth to human capital i.e. to education. Investment in capital stock may result in sufficient 
economic growth to provide the surplus which is necessary for further investment in the education 
sector. Moreover, investment in capital stock and new technologies stimulates demand for highly 
qualified staff (see Easterly et al. 1994, Caselli 1999). In some studies the fact that human capital and 
new technologies are complementary is also pointed out. In addition, some economists claim that more 
high education supports a tendency towards a reduction in current earnings in favour of higher future 
economic growth. The causality between human capital and economic growth has been the subject of 
contributions by De Meulemeester and Rochat (1995), In and Doucouliagos (1997) and Asteriou and 
Agiomirgianakis (2001). The first one is about causality between higher education and economic 
growth in six countries, namely Sweden, the United Kingdom, Japan, France, Italy and Australia, over 
different time periods. The authors established causality from higher education to economic growth in 
Sweden, the United Kingdom, Japan and France and no causality between higher education and 
economic growth in Italy and Australia. The authors could not reject the null hypothesis of no 
cointegration for any of the six analyzed countries. In a more recent contribution by Narayan and 
Smyth (2006) the authors try to find causal relation between higher education, real income and real 
investment. They draw the conclusion that an increase in the rate of graduation from higher education 
has a positive effect on real income growth and on real investment. 
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The relationship between health care expenditure and gross domestic product has also been the subject 
of several contributions, e.g. Hitris and Posnett (1992), Hansen and King (1996), Blomqvist and Carter 
(1997), Roberts (1999), McCoskey and Seldon (1998), Hansen and King (1998). The results are in 
general inconclusive. In a more recent contribution by Devlin and Hansen (2001), the authors 
examined GDP from an exogenous angle. For some of the 20 OECD countries tested it appears that 
health care expenditure Granger causes GDP and vice versa for others. 
Research concerning the effect of defence expenditure on economic growth started with Benoit 
(1978). A number of economists (e.g. Grobar and Porter 1989, Chen 1993, Kollias 1994, Dunne et al. 
2005, Heo and Eger 2005, Lai et al. 2005, Reitschuler and Loening 2005, Kalyoncu and Yucel 2006, 
Narayan and Singh 2007) investigated the defence-growth relationship. The main controversy in the 
literature is not only “which comes first, the chicken or the egg?” but also whether defence 
expenditure is associated with higher or lower growth rates. While some researchers justify that the net 
effect of defence expenditure on economic growth is positive (Chang et al. 2001), others argue that 
defence expenditure is a reason for reduced savings and investment which results in reduced economic 
growth (see e.g. DeRouen 1995 and Landau 1996). Most economists report causality from defence 
expenditure to economic growth (Keynesian theory). On the other hand, Joerding (1986) and 
Kalyoncu and Yucel (2006) argue on the basis of their empirical results that causation runs from 
economic growth to defence expenditure in the case of Turkey, but that this is not the case for Greece. 
However, in the most recent contribution to the subject by Narayan and Singh (2007) the authors 
report that their findings are consistent with the Keynesian school of thought.  
Liu et al. (2008) present results on the association between public expenditure and economic growth 
using aggregate US data as well as disaggregate data with sub-categories including national defence, 
human resource expenditure, physical resources expenditure, net interest payment and other 
expenditure. The results are mostly consistent with Keynesian theory. The policy recommendation 
resulting from this paper is that the US government should invest more money in human resource 
expenditure in order to stimulate economic growth.  
Taking into account these various points of view and the results of empirical analyses, the main 
research hypotheses of this paper for the Polish economy will be formulated in the next section. 
3. Main conjectures 
The main goal of this paper is an investigation of the causal links between total public expenditure and 
economic growth as well as between economic growth and expenditure on sub-categories including 
health care and social security, education and science, national defence and public security expenditure 
and government administration expenditure. The causality analysis was conducted on the basis of 
aggregate as well as disaggregate data for Polish public expenditure. One important point that 
distinguishes our paper from other contributions on public expenditure and economic growth is that 
we employed less aggregated quarterly data. This is because the data necessary only covers a few 
recent years and thus the causality analysis based on annual data could not have been carried out due 
to the lack of degrees of freedom. Therefore, in order to get a sufficient data sample and in spite of 
quarterly fluctuations we chose quarterly data. The two main hypotheses on causality between public 
expenditure and economic growth are known as Wagner’s Law and Keynesian theory. The theories 
have contrasting propositions.  
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From the above literature overview it seems obvious that in numerous contributions no evidence in 
favour of Wagner’s Law was found. In some of them causality was found in the exact opposite 
direction. Hence, the formulation of the following hypothesis seems reasonable: 
Hypothesis 1: Total public expenditure is an exogenous factor stimulating economic growth of 
the Polish economy, i.e. Keynesian theory applies.  
Economic growth is the basis for a rise in public expenditure which in turn stimulates economic 
growth in subsequent time periods. This theoretical possibility, especially in the case of aggregate 
data, seems to be probable. Therefore some authors report the existence of feedback between 
government expenditure and economic growth, i.e. that both Wagner’s Law and Keynesian theory 
hold true. We will also check the existence of feedback in the Polish economy. 
After checking Wagner’s Law and Keynesian theory for total public expenditure and economic growth 
we will examine the association between economic growth and sub-categories of expenditure, i.e. 
health care and social security, government administration expenditure, national defence and public 
security expenditure and outlays on education and science. 
Empirical results from the literature concerning the impact of health care on economic growth are 
mostly inconclusive. The association between government administration expenditure and economic 
growth are also not exactly clear. Thus, we also formulate the conjecture:     
Hypothesis 2: There is no association between health care spending (government 
administration expenditure) and economic growth of the Polish economy.  
In the literature there are many quite conflicting results on the relation between defence spending and 
economic growth. Some researchers claim that defence expenditure has a positive effect on economic 
growth, while others take the view that defence expenditure is a reason for reduced economic growth. 
Several contributors claim that economic growth is the source of the growth of defence expenditure. 
However, in most recent contributions Keynesian theory is approved. 
Most economists are also convinced that education essentially extends human capital and hence 
employability, and therefore has an effect on economic growth. Thus, one may be interested in testing 
the joint hypothesis:   
Hypothesis 3: Outlays on national defence (education) Granger cause economic growth of the 
Polish economy.  
In the next section we describe the dataset applied. 
4. Dataset overview 
One important issue that distinguishes this paper from previous contributions concerned with GDP-
expenditure links is the fact that our analysis is not limited to only one specific relationship, but also 
takes into account four most important budgetary areas as well as total budgetary expenditure. Hence, 
the dataset includes quarterly data on the real growth rates of GDP, total public expenditure, health 
care and social security expenditure, education and science expenditure, national defence and public 
security expenditure and government administration expenditure for the period Q1 2000 to Q3 2008. 
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Therefore, our dataset contains 35 observations. All growth rates are calculated in comparison to the 
corresponding quarter of the previous year.1 The application of real growth rates gives us the 
opportunity to examine the links between variables of interest which are not affected by movements of 
the inflation rate. In order to calculate real growth rates for the variables which describe budgetary 
expenditure we first calculated the GDP deflator for each quarter (with the help of nominal and real 
GDP). In the next step, we applied these quantities to filter the impact of inflation from the time series 
of budgetary expenditure. In order to keep the definition of the real growth rate of expenditure in line 
with the real GDP growth rate we used the following formula to calculate the real expenditure growth 
rate: 
4
4
: 100%
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r t
t
t
X X
deflatorX
X
−
−
−
= ⋅  (1) 
where rtX  denotes the real growth rate of budgetary expenditure on sector X (or total public 
expenditure) in quarter t, tX  denotes the value of budgetary expenditure on sector X (or total public 
expenditure) in quarter t (expressed in actual prices) and deflatort denotes the value of the GDP 
deflator in quarter t ( : tt c
t
GDPdeflator
GDP
= , where tGDP  stands for GDP in quarter t expressed in actual 
prices and ctGDP  stands for GDP in quarter t expressed in the constant prices of the previous year). 
This definition shows that in order to construct all time series of real growth rates of budgetary 
expenditure for the period Q1 2000 to Q3 2008, quarterly data of budgetary expenditure for the period 
Q1 1999 to Q3 2008 had to be used. The quarterly data describing GDP in Poland in the period under 
study was collected from Central Statistical Office in Poland. The time series of expenditure on four 
considered budgetary sections as well as total public expenditure were collected from the Ministry of 
Finance of Poland.2   
A second important fact that distinguishes this paper from previous contributions on similar topics is 
the application of quarterly data. GDP data is published once a quarter, so the application of higher 
frequency data is not possible. Furthermore, most previous papers were based on the application of 
annual data. However, the application of such lower frequency data may not be adequate in testing for 
Granger causality between variables, as some important interactions may stay hidden (for more details 
see e.g. Granger 2000). Later in this paper we use abbreviations for all variables. Table 1 contains 
suitable information. Additionally, a brief description of each variable is presented:     
INSERT TABLE 1 AROUND HERE 
The preliminary part of our analysis contains some descriptive statistics of all the variables. The 
following table contains the appropriate results: 
INSERT TABLE 2 AROUND HERE 
There was a relatively stable development of the Polish economy in the period under study, since the 
real GDP growth rate was positive in each quarter. On the other hand, phases of rapid development 
(GDP growth at a level of 7.50%) as well as periods characterized by a relatively slow growth rate (at 
1 The seasonal adjustment of the data was not performed since we have used year-on-year growth rates.  
2 Here the authors would like to acknowledge the help of the Polish Ministry of Finance in acquiring the dataset. 
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a level of 0.50%) are also present. The mean of the BUDGET% variable was almost equal to 0.05 (i.e. 
5%). It is also clear that the values of real growth rates of budgetary expenditure are much more varied 
than GDP growth. The biggest drop in expenditure (in comparison with the corresponding quarter of 
the previous year) was reported for the health care and social security expenditure time series and 
reached a value of 42.22%. The HEALTH% time series also showed the highest growth (32.42%). 
Furthermore, we shall note that the standard deviations of all time series are relatively large (except for 
the GDP growth rate). All these facts together seem to prove that in the period under study the growth 
rates of expenditure on budgetary areas have evolved dynamically. This phenomenon may be related 
to the whole gamut of transformations of the system of financing the crucial budgetary areas which 
has taken place in Poland in recent years.          
5. Methodology and preliminary analysis 
5.1. Short – run Granger causality 
In this paper we use both linear and nonlinear Granger causality tests to explore short-run dynamic 
relationships between real growth rates of GDP, expenditure on major budgetary areas and total public 
expenditure in Poland. The definition of causality used in this paper is the one of Granger (1969). Let 
{ }tX  and { }tY  be two scalar-valued, stationary and ergodic time series. Furthermore, let 1{ | }t tF X I −  
denote the conditional probability distribution of tX  given the bivariate information set 1tI − . The 
latter consists of an XL − lagged vector of tX  (i.e. 1 1: ( , ,..., )X X X X
L
t L t L t L tX X X X− − − + −= ) and an YL − lagged 
vector of tY  (i.e. 1 1: ( , ,..., )
Y
Y Y Y
L
t L t L t L tY Y Y Y− − − + −= ). After choosing values for the parameters XL  and YL  
one may say that the time series { }tY  does not strictly Granger cause the time series { }tX , if: 
1 1( | ) ( | ),  1,2...,t t t tF X I F X I t− −
∗= =   (2) 
where 1tI −
∗
 denotes an information set including lagged values of tX  only. On the other hand, if 
equality (2) does not hold then knowledge of the past values of time series { }tY  improves the short-run 
prediction of current and future values of { }tX . In this case { }tY  is said to strictly Granger cause 
{ }.tX  
5.1.1. Stationarity properties of the data 
The definition of causality was deliberately formulated for stationary time series. It has been shown by 
empirical (Granger and Newbold 1974) and theoretical (Phillips 1986) analysis that if the time series 
under study are nonstationary then the results of typical linear causality tests may lead to spurious 
conclusions. Thus, testing time series for stationarity and identifying their order of integration is the 
crucial stage in causality analysis and should be carried out with great precision. First, we conducted 
an augmented Dickey-Fuller (ADF) unit root test. Before conducting the test we set up a maximal lag 
length equal to 6 and then we used AIC information criteria to choose an optimal lag length from the 
set {0, 1, …, 6}: 
INSERT TABLE 3 AROUND HERE 
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From table 3 one can easily notice that all time series (except for BUDGET% and EDU%) were found 
to be nonstationary (at a 5% significance level), regardless of the form of the deterministic term. 
However, the results of the ADF test are rather sensitive to an incorrect specification of the lag 
parameter. Furthermore, as other papers have shown this test tends to under-reject the null hypothesis 
thereby pointing at nonstationarity too often. Therefore, the Kwiatkowski, Phillips, Schmidt and Shin 
(KPSS) test with no unit root as the null hypothesis was additionally conducted to check the results of 
the ADF tests. 
INSERT TABLE 4 AROUND HERE 
This time only the GDP% and SEC% time series were found to be nonstationary around constant (at a 
5% significance level).  
The relatively different results of both tests forced us to use a third test, namely the Phillips-Perron 
(PP) test. This test is based on a nonparametric method of controlling for serial correlation when 
testing for a unit root (for more details see Phillips and Perron 1988). We should note that the null 
hypothesis refers to nonstationarity: 
INSERT TABLE 5 AROUND HERE 
One can easily see that all time series except for GDP% were found to be stationary at reasonable 
significance levels. In order to make a final decision about the orders of integration of all the variables 
we re-ran all tests for their first differences. Naturally, this was performed only in those cases for 
which the test results for the variables at their absolute levels pointed at nonstationarity. The 
appropriate outcomes are presented in the following table (Δ denotes the differencing operator): 
INSERT TABLE 6 AROUND HERE 
Taking into consideration all results presented in tables 3-6 we may state that GDP% and SEC% time 
series are indeed integrated of order one while the other variables are stationary. This final conclusion 
will be crucial for the subsequent research as it provides the starting point of causality analysis.  
5.1.2. Toda-Yamamoto testing procedure 
In this paper we use the Toda–Yamamoto (TY) approach to test for short-run linear Granger causality. 
This method has been commonly applied in recent studies (see e.g. Wolde-Rufael 2006) since it is 
relatively simple to perform and free of complicated pretesting procedures, which may affect the test 
results, especially when dealing with nonstationary variables. The motivation to use the Toda-
Yamamoto technique is also related to the fact that this method is useful in testing for causality 
between variables which are characterized by different orders of integration (which is true for most 
cases analyzed in this paper). In such cases a linear causality analysis cannot be carried out even 
through the application of a suitable Vector Error Correction (VEC) model (since the order of 
integration of these variables are not equal). However, we additionally apply the VECM methodology 
to the variables GDP% and SEC%, since they are both integrated of order one (and therefore they may 
indeed be cointegrated). This seems to be important as cointegration analysis may help to describe the 
possible long-run causal interactions between these two variables.  
The idea behind the Toda–Yamamoto (1995) approach for causality testing is relatively 
uncomplicated. It is just a simple modification of the standard Wald test. This method requires the 
researcher to establish the highest order of integration of all the variables in the Vector Autoregression 
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(VAR) model (let d denote this value). To shed light on this procedure let us assume that the true DGP 
is an n-dimensional VAR(p) process. We shall also assume that the order of this process (p) is known, 
otherwise it may be established with the help of standard model selection criteria (for more details see 
e.g. Paulsen 1984). The Toda–Yamamoto procedure is based on fitting the augmented VAR(p+d) 
model to the dataset. In the last step of the TY procedure a standard Wald test is applied to test null 
restrictions only for the first p lags of the augmented VAR model. There we should also underline the 
fact that if some modelling assumptions (e.g. the error term being white noise etc.) hold true for the 
augmented model then the test statistic has the usual asymptotic 2( )pχ  distribution. The Reader may 
find an exhaustive description of this approach in Toda and Yamamoto (1995) and Dolado and 
Lütkepohl (1996).   
5.1.3. Bootstrap techniques    
If the error term of an augmented VAR model is not white noise (e.g. heteroscedastic etc.) then the 
application of asymptotic theory may lead to spurious results Furthermore, even if the modelling 
assumptions are generally fulfilled, the distribution of the TY test statistic may be significantly 
different from chi-square when dealing with extremely small samples. In order to avoid these 
problems we decided to additionally use a bootstrap technique. This method is used for estimating the 
distribution of the test statistic by resampling the data. We should underline, that the estimated 
distribution depends only on the available data set, therefore it may be reasonable to expect that none 
of the assumptions required for parametric methods has to be fulfilled for the proper application of a 
bootstrap technique. Moreover, the size and power properties of causality tests based on bootstrap 
techniques remain relatively good even in cases of nonstationarity and various error term structures 
(including heteroscedasticity etc.; for more details see Dolado and Lütkepohl 1996, Mantalos 2000, 
Hacker and Hatemi 2006). However, we cannot forget that bootstrap methods have some drawbacks 
too and cannot be treated as perfect tools for solving all possible model specification problems. The 
bootstrap approach is likely to fail in some specific cases and therefore should not be used without 
caution (see e.g. Horowitz 1995, Chou and Zhou 2006). 
Every bootstrap simulation behind this article is based on the resampling of leveraged residuals (i.e. 
regression’s raw residuals adjusted to have constant variance through the use of leverages). For more 
details see Hacker and Hatemi (2006). We have decided to use leverages as this is just a simple 
modification of the regression raw residuals which helps to stabilize their variance (more details on 
leverages may be found in Davison and Hinkley 1999). For every pair of variables we estimated the 
nonaugmented bivariate VAR model through OLS with the null hypothesis (that one variable does not 
Granger cause the other one) assumed. In fact this means that some elements of the coefficient 
matrices were restricted to zero. Next, we used leverages to transform the regression raw residuals (set 
of the vectors of the residuals modified by this transformation will be denoted
0 ,...,
ˆ{ }mi i i Tε = , T stands for 
sample size, 0i  is equal to VAR lag length plus one). Finally, the following algorithm was conducted: 
• Drawing randomly with replacement (each point has probability measure equal to 
0
1
1T i− +
) 
from the elements of the set 
0 ,...,
ˆ{ }mi i i Tε =  (as a result we get the set 0
**
,...,ˆ{ }i i i Tε = ); 
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• Subtracting the mean to guarantee the mean of bootstrap residuals is zero (so creating a set 
0
*
,...,ˆ{ }i i i Tε =  such that 0
**
,
* **
, , 0
0
ˆ
ˆ ˆ , ,..., , 1,2
1
T
k j
j i
k i k i i i T kT i
ε
ε ε == − = =
− +
∑
); 
• Generating the simulated data ( simtY ) through the use of original data (
org
tY ), coefficient 
estimates from the regression of the restricted nonaugmented VAR model (
01 1
, ,...,OLS OLS OLSic A A − ) and the bootstrap residuals 0
*
,...,ˆ{ }i i i Tε =  , i.e. 
0 1
1
ˆ
i
sm OLS OLS org
t j t j t
j
Y c A Y ε
−
∗
−
=
= + +∑ ; 
• Perform the TY procedure (for simulated data). 
 
After repeating this procedure N times3 it was possible to create the empirical distribution of the TY 
test statistic and next get empirical critical values (bootstrap critical values). The appropriate 
procedure written in Gretl (along with data and preliminary results of our research which are not 
presented in this paper) is available from the authors upon request. 
5.1.4. Impulse response analysis 
As a complement to standard linear Granger causality tests, we also applied an Impulse Response (IR) 
analysis. Standard Granger causality analysis provides an opportunity for the establishment of the 
direction of any causal link between variables, but it does not say anything about the signs of this 
relationship. Therefore, the linear Granger causality testing is usually supplemented with the impulse 
response analysis as it allows predicting the reaction of the dynamic system to the shock in one or 
more variables.4 In order to examine the nature of this reaction (which is transmitted through the 
dynamic structure of the VAR model) we applied an impulse response function based on orthogonal 
residuals (established through the application of Cholesky decomposition). The reader may find the 
theoretical background of this method (concerning analysis of Wold instantaneous causality etc.) in 
Lütkepohl (1993) and Hamilton (1994).  
5.1.5. Nonlinear short – run Granger causality test 
Alongside a bootstrap–based linear causality test and IR analysis, a nonlinear test for Granger 
causality was also used in this paper. There are two main facts justifying this decision. Firstly, 
standard linear Granger causality tests tend to have extremely low power in detecting certain kinds of 
nonlinear relationships (see e.g. Brock 1991). Secondly, since the traditional linear approach is based 
on testing the statistical significance of suitable parameters only in the mean equation causality in 
higher-order structure (for example causality in variance etc.) cannot be explored (Diks and DeGoede 
2001). The application of a nonlinear approach may be a solution to this problem as it allows an 
exploration of the complex dynamic links between variables. On the other hand, the interpretation of 
nonlinear causality running from one variable to another is not as simple as in the linear case. Since 
testing for linear causality is based on analysis of estimation results of specific equation one may also 
3 To evaluate on how the number of bootstrap replications (parameter N) may affect the performance of 
bootstrap techniques we examined several possibilities for this parameter. For the comparability of results 
obtained for different values of number of replications we followed a simple procedure. In each case we drew 
independent bootstrap samples using N1=100, N2=400 and N3=500 replications. Finally, we examined bootstrap 
samples containing first N1 observations, N1+ N2 observations and all N1+ N2+ N3 observations.  
4 See e.g. Granger et al. 2000. 
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easily “measure” the impact of the causal factor on the caused variable (e.g. using impulse response 
analysis etc.). The existence of nonlinear causality informs about the direction of dynamic impact but 
provides no details about the way of transmitting shocks.   
In this article we use the nonlinear causality test proposed by Diks and Panchenko (2006). In our 
research we decided to use some representative values of the technical parameters of this method. 
Namely, we set up the bandwidth parameter at different levels, namely 0.5, 1 and 1.5 for all conducted 
tests. These values have been commonly used in previous papers (see e.g. Hiemstra and Jones 1994, 
Diks and Panchenko 2005 and 2006). We also decided to use the same lags for every pair of time 
series being analyzed establishing them at the order of 1 and 2. More details about the meaning of 
these technical parameters and the form of test statistic applied may be found in Diks and Panchenko 
(2006).
 
 
We performed our calculations on the basis of residual time series resulting from the appropriate 
augmented VAR model. The structure of linear dependences had been filtered out by the application 
of suitable VAR models and the TY procedure, so that the residual time series reflect strict nonlinear 
dependencies (see e.g. Baek and Brock 1992, Chen and Lin 2004, Ciarreta and Zarraga 2007). The 
time series of residuals were both standardized, thus they shared a common scale parameter. Finally 
we must note that we used a one-sided test to reject the null whenever the calculated test statistic was 
significantly large. There are at least two main reasons justifying this choice. Firstly, in practice a one-
sided test is often found to have greater power than a two-sided one (see e.g. Skaug and Tjøstheim 
1993). Secondly, although significant negative values of test statistic also provide a basis for rejection 
of the null hypothesis of Granger non-causality, they additionally indicate that knowledge of past 
values of one time series may interfere with the prediction of another one. In contrast, causality 
analysis is usually conducted to judge whether this knowledge is a help (not a hindrance) in the 
prediction process. 
Finally we should note that the former research has provided a solid basis for claiming that the 
considered nonlinear causality test tends to over-reject where there are heteroscedastic structures in 
time series (see e.g. Diks and Panchenko 2006). Thus, we also decided to test all residual time series 
for the presence of GARCH structures. However, we did not find any significant evidence of the 
presence of conditional heteroscedasticity in the residuals of any VAR model analyzed. Therefore, we 
did not decide to re-run nonlinear causality tests for the filtered series of residuals. We should also 
note that GARCH filtering should be carried out carefully as it may sometimes lead to a loss of power 
of the test, which would arise from the possible misspecification of the conditional heterocedasticity 
model. This of course may simply lead to misleading test results (Diks and Panchenko 2006). 
5.2. Cointegration analysis and long – run Granger causality tests 
Since we had found relatively strong support for claiming that both GDP% and SEC% time series are 
integrated of order one, we decided to perform also an analysis of the cointegration for this pair of 
variables. This was the only combination for which it was possible to perform a cointegration analysis. 
That is why for other pairs of variables only short-run causality was examined. The motivation for 
performing long-run causality analysis is based on the fact that cointegration properties may be useful 
in describing long-run equilibrium relationships between variables. We applied the Engle-Granger and 
Johansen (Trace and Maximal Eigenvalue variants) cointegration tests (for more details see Engle and 
Granger 1987, Johansen 1988). The results of these tests provided a solid basis for claiming that both 
variables are indeed cointegrated which implies (see Granger 1988) that long-run causality runs in at 
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least one direction. Finally, to test for long-run Granger causality from variable X to variable Y we 
considered an appropriate equation (with Y on left side) and then tested whether the coefficient of the 
error correction term on the right side of the equation was statistically significant. If so then one may 
say that X long-run Granger causes Y. To justify this fact we assume that error-correction coefficient 
(denote it as B) is indeed significantly different from zero. A change in X without a contemporaneous 
change in Y causes fluctuations of the error-correction component. The system returns to its 
equilibrium as the assumption 0B ≠ causes subsequent changes in Y. Changes in the X time series 
preceding changes in the Y time series imply Granger causality. The reader may find technical details 
of this approach in Cheng et al. (2006).  
6. Analysis of empirical results 
In this section the results of short-run linear and nonlinear Granger causality tests as well as the 
impulse response analysis are presented. These findings may be helpful in describing the structure of 
the dynamic links between real GDP growth and crucial budgetary expenditure in Poland in the period 
under study. These outcomes should provide a basis for judging which of the two main concepts 
described in previous sections, namely Wagner’s Law or Keynesian theory, seems to be the more 
adequate for the Polish economy. We shall start the presentation of the results of our research with 
outcomes arising from the analysis of linear Granger causality. Tables 7-12 (except for table 11) 
contain p-values obtained from tests for linear Granger causality through the application of a 
bootstrap-based Toda-Yamamoto procedure. The numbers in brackets denote corresponding p-values 
obtained with the help of a standard (chi-square) distribution of modified Wald test statistic. The value 
of the N parameter denotes the number of bootstrap replications used to construct the distribution of 
the TY test statistic. For every pair of variables we first tested several possibilities of the number of 
lags (parameter p) in the nonaugmented two-dimensional VAR model.5 If all possibilities were 
rejected then we set up the lag parameter at the level of 4.6 We should once again note that since the 
GDP time series was found to be I(1), parameter d was set at one in the case of all pairs of variables. 
Whenever test results indicated the existence of a causal link in a certain direction (at a 10% 
significance level) bold face was used to mark this finding.  
The following table contains results arising from the VAR model constructed for GDP% and 
BUDGET% time series: 
INSERT TABLE 7 AROUND HERE 
As we can see the test results strongly support the hypothesis that BUDGET% Granger causes GDP% 
(at a 10% significance level). Furthermore, the test results provided no basis for claiming that linear 
Granger causality runs in the opposite direction. It should also be noted that both these findings were 
reflected in the results of the asymptotic and bootstrap-based TY procedure (regardless of the value of 
parameter N). The next table contains results computed by the VAR model constructed for the GDP% 
and HEALTH% time series: 
5 We set up a maximal possible lag length at the level of 6 and then we used several information criteria (namely, 
AIC, BIC, HQ and FPE) to choose the optimal lag length. If there were several possibilities indicated by 
information criteria for one specific model then we analyzed model residual (in each variant) and rejected the 
value of the lag parameter for which a significant autocorrelation of the error vector was reported. 
6 This value was established arbitrarily and seemed to be a proper choice for quarterly data. This procedure (the 
arbitrary establishment of lag parameter) is an alternative method to the application of popular model selection 
criteria and it has been commonly used in previous papers (e.g. see Granger et al. 2000). 
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INSERT TABLE 8 AROUND HERE 
After analyzing the outcomes presented in table 8 one can easily see that the results of the Toda-
Yamamoto test strongly indicate the existence of unidirectional linear Granger causality in the 
direction from changes in the real growth rate of budgetary expenditure on health care and social 
security to fluctuations in real GDP growth. This finding is in line with the fundaments of a Keynesian 
economy. This result was reported for both types of distribution of test statistic, namely a 2 (5)χ  
distribution and a bootstrap-based distribution. It is worth mentioning that this phenomenon was 
reported for all of numbers of bootstrap replications.  
The following table contains results gained on analysis of a VAR model constructed for GDP% and 
ADM% time series:  
INSERT TABLE 9 AROUND HERE 
In this case neither variant of the Toda-Yamamoto procedure indicated that there is linear Granger 
causality running from GDP% to ADM%. On the contrary, a causal link in the opposite direction was 
indicated by the application of both asymptotic and bootstrap-based distributions of test statistic. It is 
worth mentioning that both these findings were obtained regardless of the number of bootstrap 
replications used. 
The following table contains results gained on analysis of a VAR model constructed for GDP% and 
SEC% time series:   
INSERT TABLE 10 AROUND HERE 
The outcomes presented in table 10 provided a solid basis for claiming that there is no linear Granger 
causality running from GDP% to SEC%. This result was reported in both asymptotic and bootstrap-
based (once again nonetheless value of parameter N) variants of the TY procedure. On the other hand, 
the results of linear causality analysis provided relatively convincing arguments (p-values close to 0.1) 
for the existence of a causal link running from a real growth rate in budgetary expenditure on national 
defence and public security to the real GDP growth rate. All these facts are once again in line with 
Keynesian approach to the expenditure-GDP relationship. 
As already mentioned a cointegration analysis was also performed on the GDP% and SEC% variables. 
Our analysis led to results which are presented in the following table: 
INSERT TABLE 11 AROUND HERE 
As we can see the test results strongly support the hypothesis that for this pair of variables long-run 
Granger causality runs from a growth rate in budgetary expenditure on national defence and public 
security to the real GDP growth rate in Poland in the period under study. Causality in the opposite 
direction was not found. One may interpret these findings as evidence of an extremely strong 
unidirectional causal link, especially when we analyze them together with the outcomes presented in 
table 10.     
A final VAR model was constructed for the GDP% and EDU% variables. The following table contains 
results of the appropriate causality analysis:        
INSERT TABLE 12 AROUND HERE 
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While the Toda-Yamamoto procedure based on asymptotic distribution theory did provide some 
support, albeit weak for claiming that GDP% Granger causes EDU% (p-value at a level of 0.16), the 
application of a bootstrap-based distribution provided much more convincing evidence of noncausality 
in this direction (p-value no less than 0.25). On the other hand, both considered variants of the TY 
procedure strongly indicate the existence of a causal link in the direction from a growth rate in 
budgetary expenditure on education and science to the growth rate in GDP. As in all previous cases, 
the fundamentals of Keynesian economic theory emerged as a suitable explanation of the GDP-
expenditure relationship. It is worth mentioning again that both these findings were obtained 
regardless of the number of bootstrap replications used. This robustness of bootstrap approach makes 
the results of this causality analysis even more convincing. It is worth underlying that for the other 
pairs of variables the results of asymptotic and bootstrap-based tests were also relatively in line with 
one another. 
From the outcomes presented in tables 7-12 one can easily see that for the Polish economy total public 
expenditure as well as expenditure on particular budgetary areas were found to be causal factors in 
movements in the real growth rate of GDP. Keynesian economies therefore are the source of suitable 
rules for describing the relationship between GDP and budgetary expenditure in Poland in the period 
under study. However, an analysis of linear Granger causality in terms of the TY procedure may not 
provide complete information about the dynamic interactions between these variables. That is why an 
impulse response analysis was also performed. Every IR function illustrates the response of the GDP% 
variable to one s.d. (standard deviation) shock in the time series of the real growth rate in budgetary 
expenditure for 20 quarters. Impulses hitting each VAR system from the opposite direction were not 
examined since causality analysis had provided no basis for claiming that there is any dynamic link 
from GDP to budgetary expenditure. The following figure contains illustration of all shock responses: 
INSERT FIGURE 1 HERE 
The one s.d. (6.82%) shock from BUDGET% causes a negative (-0.13%) response of GDP% in the first 
quarter. However, positive responses were reported in quarters 2 to 7. The highest positive response 
was reported for the fifth quarter and reached a value of 0.36%. From the eight quarter onward 
negative responses occur. The biggest drop in GDP% was found for quarter 14. It reached a value of -
0.37%. 
The one s.d. (16.02%) shock from HEALTH% causes a slight negative (-0.01%) response of GDP% in 
the first quarter. However, in quarters 2 to 8 positive responses were indicated. The highest positive 
response was reported for the fifth quarter and reached a value of 0.53%. From the ninth quarter 
negative responses occur. The biggest drop in GDP% was found for quarter 15. It reached a value of  
-0.31%. 
Relatively similar results were reported for the responses of GDP% to the one s.d. (7.93%) shock from 
ADM%. The strongest negative response (-0.28%) was found for period 3. The first positive response 
was found for quarter 6 and the highest positive response was reported in tenth. It reached a value of 
0.29%. Starting from period 17 slight negative responses occurred once again. 
A positive response of GDP% to the one s.d. (7.29%) shock from SEC% was found for the first nine 
quarters. The highest positive response was reported for quarter 3 and reached a value of 0.46%. 
Starting from period 10 the negative responses were observed. The biggest drop of growth rate in GDP 
was in quarter 14. It reached a value of -0.14%.   
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Negative responses of GDP% to one s.d. (11.95%) shock from EDU% were noted for the first three 
quarters with a lowest value (-0.13%) occurring in the second quarter. On the other hand, in periods 4 
to 13 positive responses were reported with the highest value (0.28%) for quarter 7. Starting from 
quarter 14 slight negative responses occurred once again. 
As a complement to linear causality tests and impulse response analysis nonlinear Granger causality 
tests were also conducted. However, results of nonlinear analysis were not significant (i.e. all obtained 
p-values were greater than 0.1) thus we did not find a reason to present them in a separate table.  
7. Final remarks 
The mechanism and factors determining economic growth have been the subject of numerous 
theoretical and empirical contributions. Most of them are concerned with highly developed economies 
for which datasets of sufficient size are available. In transitional countries these analyses are restricted 
to much shorter time periods. There are, perforce, many unanswered questions about economic growth 
in such countries.  
In order to reduce the problem of scarcity of data we applied quarterly data. In this paper we tested the 
applicability of two contrasting theories – Wagner’s and Keynes’s to the Polish economy. The results 
of computations performed by means of an asymptotic and a bootstrap-based TY procedure for total 
budgetary expenditure and economic growth are in favour of hypothesis 1 (above), i.e. they are in line 
with Keynesian theory. Similar results were obtained individually for the most important sub-
categories of government expenditure. 
The first part of hypothesis 2 (concerning health, table 8) must be clearly rejected. All tests show 
evidence of causality from health expenditure to economic growth. The second part of this conjecture 
cannot be rejected at a 5% but it is possible at a 10% significance level (table 9). Therefore, in the light 
of causality methodology one can conclude that there is a relatively uncertain association between 
economic growth and government administration expenditure.  
Generally, we also found no significant evidence, at least in the short term, for the first part of 
hypothesis 3 (concerning defence). The tests themselves cannot be said to reject outright the 
hypothesis of no causality from national defence and public security expenditure to economic growth. 
However, in the long-run it is likely that just a causal relationship will be found to exist, in line with 
Keynesian theory. Furthermore, the application of asymptotic and bootstrap-based TY tests strongly 
supports the second part of hypothesis 3, i.e. the existence of a causal link in the direction from a 
growth rate in budgetary expenditure on education and science to the growth rate of GDP. This finding 
is in line with the widely accepted view that technological advances drive economic growth because 
nowadays the most important creators of technological progress are graduates such as mathematicians, 
scientists and IT experts. These findings were reported at the 5% significance level. 
The results by Impulse Response Function demonstrate the sensitivity of economic growth rate to one 
s.d. shocks imposed on government expenditure sub-categories and total budgetary expenditure. The 
peak of the economic growth response is located approximately in 5-th or (in one case) in 9-th quarter. 
In further quarters one s.d. shocks imply a drop in the economic growth rate. To summarise, in the 
case of the Polish economy Keynesian theory is much more appropriate than Wagner’s Law. National 
defence and public security expenditure and government administration expenditure are shown to be 
of some help to economic growth in our causality models. 
15 
 
Some policy recommendations may be made based on the findings in this paper. In order to stimulate 
economic growth of Polish economy, the government should consider reallocating some of national 
defence and public security expenditure along with government administration expenditure to health 
care, social security, education and science expenditure. In contrast to widespread views in the 
literature, it follows from our computations for Poland that health care expenditure is as important for 
economic growth as expenditures on education and science. 
In addition, since the results of nonlinear tests for causality are not significant there is a strong 
argument, that a rise in growth rate of health care or education and science expenditure can be linearly 
transmitted to the economic growth rate. If this is so, it should give clear guidance to Polish policy 
makers and should receive considerable attention. 
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Figure 1. Impulse responses of GDP% to one s.d. shocks in the time series of the real growth rates of budgetary expenditure.      
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Table 1. Abbreviations and short description of variables.  
Abbreviation Description 
GDP% Real GDP growth rate in Poland 
BUDGET% Real growth rate of total budgetary expenditure in Poland 
HEALTH% 
Real growth rate of health care and social security 
expenditure in Poland 
EDU% 
Real growth rate of science and education (including 
higher education) expenditure in Poland 
SEC% 
Real growth rate of national defence and public security 
expenditure in Poland 
ADM% 
Real growth rate of government administration 
expenditure in Poland 
 
Table 2. Descriptive statistics of variables. 
                    Variable 
Quantity 
GDP% 
[%] 
BUDGET% 
[%] 
HEALTH% 
[%] 
EDU% 
[%] 
SEC% 
[%] 
ADM% 
[%] 
Minimum 0.50 -4.84 -42.22 -24.22 -12.22 -15.32 
1st quartile 2.40 -0.47 -5.91 -2.36 -0.32 -1.55 
Median 4.40 4.36 1.62 5.80 2.88 2.98 
3rd quartile 6.20 9.52 10.90 10.26 9.02 8.42 
Maximum 7.50 20.63 32.42 28.91 25.11 24.42 
Mean 4.25 4.98 0.06 3.32 3.76 3.19 
Std. Deviation 2.09 6.82 16.02 11.95 7.29 7.93 
Skewness -0.30 0.42 -0.56 -0.30 0.30 0.01 
Excess kurtosis -1.16 -0.62 0.46 -0.13 0.96 0.63 
 
Table 3. Results of ADF tests (levels). 
Variable 
Only constant Constant and linear trend 
Test statistic (p-value) Optimal lag Test statistic (p-value) Optimal lag 
GDP% -1.54 (0.51) 4 -2.56 (0.29) 2 
BUDGET% -6.28 (0.00) 0 -6.25 (0.00) 0 
HEALTH% -1.82 (0.36) 5 -1.77 (0.71) 5 
SEC% -2.13 (0.23) 1 -2.84 (0.18) 4 
EDU% -4.89 (0.00) 3 -4.75 (0.00) 4 
ADM% -2.56 (0.10) 1 -2.74 (0.21) 1 
 
Table 4. Results of KPSS test of variables (levels). 
Variable  with constant  
(test statistic*) 
with constant and linear trend  
(test statistic**) 
GDP% 0.54 0.08 
BUDGET% 0.32 0.13 
HEALTH% 0.10 0.10 
SEC% 0.68 0.05 
EDU% 0.31 0.07 
ADM% 0.16 0.08 
*   critical values: 0.347 (10%), 0.463 (5%), 0.739 (1%). 
** critical values: 0.119 (10%), 0.146 (5%), 0.216 (1%). 
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Table 5. Results of PP test of variables (levels). 
Variable Only constant  
(p-value): 
Constant and linear trend  
(p-value): 
GDP% 0.38 0.18 
BUDGET% 0.00 0.00 
HEALTH% 0.00 0.00 
SEC% 0.00 0.00 
EDU% 0.00 0.00 
ADM% 0.00 0.00 
 
Table 6. Results of testing for stationarity (first differences). 
Variable 
ADF with constant ADF with constant and linear trend 
Test statistic  
(p-value) 
Optimal 
lag 
Test statistic  
(p-value) 
Optimal lag 
ΔGDP% -2.96 (0.03) 3 -2.76 (0.21) 3 
ΔHEALTH% -7.11 (0.00) 3 -7.01 (0.00) 3 
ΔSEC% -5.00 (0.00) 2 -4.91 (0.00) 2 
Variable 
KPSS with constant  
(test statistic) 
KPSS with constant and linear trend  
(test statistic) 
ΔGDP% 0.14 0.11 
ΔSEC% 0.06 0.06 
Variable 
PP with constant 
(p-value) 
PP with constant and linear trend 
(p-value) 
ΔGDP% 0.00 0.01 
 
Table 7. Results of Toda-Yamamoto test for linear Granger causality between GDP% and BUDGET% 
(set of lag lengths indicated by information criteria: {1, 5}, final lag length: p=5). 
Null hypothesis p-value N=100 N=500 N=1000 
GDP% does not Granger cause BUDGET% 0.58 (0.63) 0.63 (0.63) 0.68 (0.63) 
BUDGET% does not Granger cause GDP% 0.09 (0.06) 0.07 (0.06) 0.09 (0.06) 
 
Table 8. Results of Toda-Yamamoto test for linear Granger causality between GDP% and HEALTH% 
(set of lag lengths indicated by information criteria: {1, 5}, final lag length: p=5). 
Null hypothesis p-value N=100 N=500 N=1000 
GDP% does not Granger cause HEALTH% 0.77 (0.87) 0.82 (0.87) 0.85 (0.87) 
HEALTH% does not Granger cause GDP% 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 
 
Table 9. Results of Toda-Yamamoto test for linear Granger causality between GDP% and ADM% 
(set of lag lengths indicated by information criteria: {1}, final lag length: p=4). 
Null hypothesis p-value N=100 N=500 N=1000 
GDP% does not Granger cause ADM% 0.42 (0.29) 0.38 (0.29) 0.45 (0.29) 
ADM% does not Granger cause GDP% 0.05 (0.06) 0.04 (0.06) 0.08 (0.06) 
 
Table 10. Results of Toda-Yamamoto test for linear Granger causality between GDP% and SEC% 
(set of lag lengths indicated by information criteria: {1, 4}, final lag length: p=4). 
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Null hypothesis p-value N=100 N=500 N=1000 
GDP% does not Granger cause SEC% 0.43 (0.67) 0.42 (0.67) 0.43 (0.67) 
SEC% does not Granger cause GDP% 0.08 (0.11) 0.12 (0.11) 0.14 (0.11) 
 
Table 11. Long-run causality analysis for GDP% and SEC% variables. 
Null hypothesis t-test statistic p-value 
 GDP% does not long-run Granger cause SEC% -0.98 0.33 
SEC% does not long-run Granger cause GDP% 2.86 0.01 
 
Table 12. Results of Toda-Yamamoto test for linear Granger causality between GDP% and EDU% 
(set of lag lengths indicated by information criteria: {4}, final lag length: p=4). 
Null hypothesis p-value N=100 N=500 N=1000 
GDP% does not Granger cause EDU% 0.25 (0.16) 0.31 (0.16) 0.26 (0.16) 
EDU% does not Granger cause GDP% 0.01 (0.00) 0.02 (0.00) 0.01 (0.00) 
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