Modélisation de la transmission synaptique d'un neurone bio9logique à l'aide de processus stochastiques by L'Espérance, Pierre-Yves
UNIVERSITE´ DE MONTRE´AL
MODE´LISATION DE LA TRANSMISSION SYNAPTIQUE D’UN NEURONE
BIOLOGIQUE A` L’AIDE DE PROCESSUS STOCHASTIQUES
PIERRE-YVES L’ESPE´RANCE
DE´PARTEMENT DE MATHE´MATIQUES APPLIQUE´ES ET GE´NIE INDUSTRIEL
E´COLE POLYTECHNIQUE DE MONTRE´AL
ME´MOIRE PRE´SENTE´ EN VUE DE L’OBTENTION DU DIPLOˆME DE
MAIˆTRISE E`S SCIENCES APPLIQUE´ES
(MATHE´MATIQUES APPLIQUE´ES )
JUILLET 2010
c© Pierre-Yves L’Espe´rance, 2010.
UNIVERSITE´ DE MONTRE´AL
E´COLE POLYTECHNIQUE DE MONTRE´AL
Ce me´moire intitule´ :
MODE´LISATION DE LA TRANSMISSION SYNAPTIQUE D’UN NEURONE
BIOLOGIQUE A` L’AIDE DE PROCESSUS STOCHASTIQUES
pre´sente´ par : L’ESPE´RANCE, Pierre-Yves
en vue de l’obtention du diploˆme de : Maˆıtrise e`s Sciences Applique´es
a e´te´ duˆment accepte´ par le jury constitue´ de :
M. LEFEBVRE, Mario, Ph.D., pre´sident.
M. LABIB, Richard, Ph.D., membre et directeur de recherche.
M. SAVARD, Pierre, Ph.D., membre.
iii
Aux reboiseurs de la foreˆt bore´ale,
d’ardents travailleurs
je suis fier d’eˆtre de votre tribu.
iv
REMERCIEMENTS
J’aimerais tout d’abord remercier mon directeur de recherche, M. Richard Labib pour
tout le support qu’il m’a apporte´ durant cette recherche. Ensuite j’aimerais remercier MM.
Mario Lefebvre et Bernard Cle´ment pour leurs judicieux conseils.
Mais plus que tout je tiens a` remercier ma muse, Alicia. Merci pour tout !
Sans oublier la docteure Volesky, Johanna et Reshmi qui m’ont litte´ralement remis sur
pied. Merci pour tout !
vRE´SUME´
Au cœur de la transmission de signaux entre neurones se trouve la synapse. Cette jonction
entre deux cellules nerveuses permet l’e´change unidirectionnel d’impulsions e´lectriques graˆce
a` divers me´canismes biologiques. L’action de ces me´canismes confe`re au signal transfe´re´ une
forme particulie`re commune´ment appele´e potentiel postsynaptique. Ces potentiels se propa-
gent sur la membrane postsynaptique jusqu’au corps du neurone ou` convergent les autres
potentiels rec¸us des autres synapses. Au point de convergence, les signaux postsynaptiques
arrivant a` des instants diffe´rents y sont tous superpose´s. Si cette superposition atteint une
certaine valeur seuil a` un instant donne´, le neurone de´clenche alors un potentiel d’action qui
sera transmis aux neurones voisins via d’autres connexions synaptiques.
L’objectif de cette recherche est d’e´tablir un mode`le mathe´matique de la transmission
synaptique selon les diffe´rents me´canismes biologiques implique´s afin d’e´tablir une e´quation
analytique des potentiels postsynaptiques. Une telle e´quation serait particulie`rement utile en
tant que fonction noyau pour des re´seaux de neurones artificiels tels les neurones a` impulsions
et les re´seaux a` fonctions de bases radiales. Le mode`le mathe´matique en tant que tel pourrait
eˆtre utilise´ en neuropharmacologie ou encore dans les sciences cognitives.
Afin de mode´liser la transmission synaptique, il faut choisir quels me´canismes biologiques
sont directement lie´s au phe´nome`ne. A` cet effet, le mode`le est scinde´ en quatre e´tapes. La
premie`re est la se´cre´tion des neurotransmetteurs a` partir d’une ve´sicule du coˆte´ pre´synaptique.
Ensuite, ces mole´cules diffusent en trois dimensions jusqu’a` la membrane postsynaptique a`
partir des conditions initiales impose´es par la se´cre´tion. Lorsqu’une particule rejoint la mem-
brane postsynaptique, elle a une certaine probabilite´ d’y rencontrer la zone ou` sie`gent les
re´cepteurs. A` cette e´tape, si elle rejoint cette zone, elle rencontrera certainement un re´cepteur.
L’activation de ce dernier requiert la fixation conse´cutive de deux neurotransmetteurs. La
dernie`re e´tape est l’activation du re´cepteur entraˆınant une de´polarisation particulie`re de la
membrane postsynaptique.
Les e´tapes de se´cre´tion, diffusion et de re´ception des neurotransmetteurs sont mode´lise´es
a` l’aide de processus stochastiques. Plus spe´cifiquement, la se´cre´tion initialise ale´atoirement
les vitesses et positions des particules. L’e´vacuation des particules hors de la ve´sicule est
caracte´rise´e selon un processus de Poisson.
Trois mode`les de diffusion sont pre´sente´s. Le premier mode`le est base´ sur un processus
d’Ornstein-Uhlenbeck inte´gre´. Le second comprend un oscillateur harmonique stochastique
et le dernier fait intervenir un bruit colore´ plutoˆt qu’un bruit blanc. L’e´tape de la re´ception
de´pend entie`rement de la se´cre´tion et de la diffusion. A` cette e´tape, les temps de premier
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passage ainsi que les probabilite´s d’atteinte de la zone des re´cepteurs sont e´tablis.
L’e´tape de l’activation est mode´lise´e a` l’aide des proprie´te´s e´lectriques de la membrane
postsynaptique. Un cadre the´orique est de´veloppe´ pour chacune des e´tapes. Ensuite, des simu-
lations de transmission synaptique sont effectue´es afin d’obtenir la courbe de la de´polarisation
postsynaptique. Subse´quemment, une analyse statistique est effectue´e afin d’e´tablir quels
parame`tres du mode`le ont une influence pre´ponde´rante sur la courbe. Les re´sultats qui
de´coulent permettent de faire des simplifications au mode`le afin d’e´tablir une e´quation ana-
lytique.
L’analyse statistique re´ve`le qu’il est possible de ne´gliger l’e´tape de diffusion puisque la
se´cre´tion est l’e´tape qui influence le plus la forme de la courbe. Conse´quemment, il n’est plus
ne´cessaire de faire e´voluer les neurotransmetteurs dans un espace tridimensionnel, une seule
dimension est ne´cessaire. A` l’aide de ces simplifications, il est alors possible d’obtenir une
fonction analytique pour les potentiels postsynaptiques.
En effectuant des simulations ou` les parame`tres sont fixe´s a` certaines valeurs biologique-
ment plausibles, on obtient des courbes de de´polarisation qui sont similaires a` ce qui fut
mesure´ dans d’autres e´tudes. De plus, les courbes obtenues a` l’aide de l’e´quation analytique
concordent avec les courbes obtenues a` l’aide de simulations.
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ABSTRACT
The synapse is at the heart of signal transfer between neurons. Multiple biological mecha-
nisms are responsible for this unidirectional exchange of electrical signals. Their actions affect
the shape of the transfered impulse usually referred to as postsynaptic potential. These po-
tentials travel along the neuron’s membrane, from the synaptic connections to the cell body.
There, signals arriving at different times are superposed. When this superposition reaches a
threshold value, the neuron fires an action potential through its axon. This action potential
will itself trigger other synaptic transmissions.
The aim of this research is to establish a mathematical model of such a chemical synapse
in order to find an analytical function for the postsynaptic potential. This equation would be
particularly useful in the field of artificial neural networks such as the spiking neuron and the
radial basis function network. Moreover, the mathematical model itself would be of interest
in the field of neuropharmacology and in cognitive sciences.
The model is presented according to four successive steps. The first one is the release
of the neurotransmitters from a vesicle on the presynaptic end. Following their secretion,
the particles diffuse into a three-dimensional cleft. Once they have diffused, they reach the
postsynaptic membrane on which a specific zone contains the totality of the receptors. If
they fall into that zone they will certainly encounter a receptor, otherwise they are absorbed.
In order to be in an active state, a receptor requires the fixation of two neurotransmitters.
Following the activation, the postsynaptic membrane will be depolarized according to its
electrical properties and the opening properties of the receptor.
The steps of release, diffusion and reception at the membrane are associated with different
stochastic processes. For instance, the release initializes the random positions and velocities
of the particles. They escape the vesicle according to a Poisson process.
Three diffusion processes are presented. The first one is based on an integrated Ornstein-
Uhlenbeck process with random initial conditions. The second one includes a radial stochastic
oscillator and the third includes a coloured noise instead of the usual white noise. The
reception step depends on the release and the diffusion. Indeed, it defines the first passage
time to the postsynaptic end. Furthermore, the probability of reaching the receptor zone is
also established by this step. The activation of a receptor is a deterministic step as it depends
solely on the electrical properties of the membrane and the receptor.
For each step, a theoretical framework is established. From this framework, simulations
are performed in order to obtain the postsynaptic potential curves. Statistical analyses are
performed on the simulations in order to determine how the model’s parameters affect the
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potential curves. These analyses enable us to simplify the model and obtain an analytical
representation of the postsynaptic potentials.
With a biologically plausible set of parameters, the simulations produce curves that are
similar to the ones measured and published in earlier papers. Furthermore, the curves ob-
tained with the analytical model fit the ones produced by the simulations. Thus, the aim of
the research has been reached.
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1CHAPITRE 1
INTRODUCTION
Le cerveau humain est un organe extreˆmement complexe. Il est constitue´ de multiples
re´seaux paralle`les de neurones, les cellules a` la base du syste`me nerveux. Tous ces neurones
communiquent entre eux via les connexions synaptiques. La synapse se trouve donc au cœur
de la transmission de l’information dans le cerveau. Mode´liser la synapse dans ses moindres
de´tails pour mieux comprendre son comportement en transmission est une taˆche ardue. Le
coˆte´ pre´synaptique rec¸oit les influx du neurone en amont. Les influx rec¸us sont alors grande-
ment modifie´s par divers me´canismes biologiques et arrivent du coˆte´ postsynaptique selon
une forme spe´cifique de tension e´lectrique, les potentiels postsynaptiques (voir figure 1.1).
Figure 1.1: Courbes de potentiels postsynaptiques tire´es de Furshpan et Potter (1959)
Cette recherche propose un mode`le mathe´matique de la transmission synaptique afin de
trouver une e´quation analytique de ces potentiels postsynaptiques. Nulle part ailleurs peut-
on retrouver une telle formule analytique inspire´e de la physique d’une synapse. Pourtant,
le sie`cle dernier fut une pe´riode d’e´bullition dans le domaine des neurosciences. L’ave`nement
d’instruments de mesures pre´cis permit de de´couvrir que la communication entre neurones
e´tait le fruit d’une multitude de me´canismes orchestre´s a` la microseconde pre`s. Ces me´canismes
ont e´te´ si bien de´taille´s qu’il est possible de les mode´liser mathe´matiquement, spe´cialement
2a` l’aide de processus stochastiques.
Le sujet de cette recherche est justement la synapse chimique telle qu’on la retrouve
dans le cerveau humain. Il est question des processus biologiques permettant l’e´change de
l’information au niveau de la connexion synaptique et de leur mode´lisation mathe´matique
selon un ensemble original d’hypothe`ses.
1.1 De´finitions et concepts de base
Afin de bien comprendre le roˆle de la synapse dans le calcul neuronal, il faut tout d’abord
mettre en e´vidence sa fonction au sein des neurones. Pour se faire, une bre`ve description
du neurone est pre´sente´e. Elle de´bute par la pre´sentation de la structure de cette cellule
nerveuse. Ensuite, les bases de la transmission de signaux entre neurones (autrement dit, la
transmission de l’information) sont explicite´es. Enfin, le tout est re´sume´ de fac¸on a` mettre
en lumie`re le roˆle essentiel de la synapse a` la codification neuronale, i.e. le code qu’utilisent
les neurones pour se transmettre de l’information.
1.1.1 La structure du neurone
Le neurone est la cellule de base du syste`me nerveux et du cerveau. Sa spe´cialisation est
la re´ception et la transmission d’influx nerveux. Sa structure en arbre (voir la figure 1.2) lui
permet de contenir jusqu’a` 100 000 connections avec d’autres cellules nerveuses via autant
de jonctions synaptiques. Les influx nerveux naissent aux synapses et se propagent le long
des dendrites jusqu’au corps cellulaire. Un peu plus en aval, a` la jonction du corps cellulaire
et de l’axone, se trouve le coˆne d’e´mergence ou` sont de´clenche´s les potentiels d’action. Ces
derniers sont des signaux de grande amplitude qui se propagent le long de l’axone sans subir
de de´formations. Les potentiels d’action sont finalement transmis jusqu’aux terminaisons
axoniques.
Certains neurones posse`dent des gaines faites de mye´line, une matie`re majoritairement
lipidique. On les retrouve a` l’axone qu’elles servent a` prote´ger et entretenir ainsi qu’a` y
propager le signal plus rapidement. Entre chaque gaine se trouve un segment exempt de
mye´line, les nœuds de Ranvier, ou` le signal effectue des sauts. En effet, comme les gaines sont
isolantes, un potentiel d’action ne peut se propager ou` elles se situent, il doit alors effectuer un
saut entre les gaines ce qui raccourcit son parcours effectif. Une fois que le potentiel d’action
se rend aux terminaisons axoniques, il y a transmission synaptique c’est-a`-dire que d’autres
influx nerveux naissent a` d’autres neurones.
3Figure 1.2: Sche´ma d’un neurone
1.1.2 La transmission synaptique
La synapse est le rapprochement entre le bouton synaptique du neurone en amont, forme´
par la membrane pre´synaptique, et une re´gion sur une dendrite du neurone en aval, la mem-
brane postsynaptique, voir la figure 1.3. Entre les deux, baignent des ions et autres mole´cules
organiques dans le liquide interstitiel.
Figure 1.3: Sche´ma d’une synapse
Dans le bouton synaptique, sie`gent des ve´sicules renfermant les neurotransmetteurs, les
mole´cules message`res. Ces ve´sicules sont constitue´es d’un morceau de membrane plasmique
ferme´ sur lui-meˆme de forme sphe´rique. Lorsqu’un potentiel d’action rejoint une terminaison
axonique, une ou plusieurs ve´sicules se fusionnent a` la membrane pre´synaptique. Lors de cette
4fusion, les neurotransmetteurs sont se´cre´te´s dans le liquide interstitiel de la fente synaptique.
Une fois relaˆche´s, ces messagers chimiques diffusent jusqu’a` la membrane postsynaptique sur
laquelle se trouvent les neuro-re´cepteurs (NR). Ces derniers sont des canaux ioniques qui
s’activent lorsqu’un ou plusieurs neurotransmetteurs se fixent a` eux. Une fois active´s, ils
alte`rent la diffe´rence de potentiel de part et d’autre de la membrane postsynaptique.
Le signal transmis prend forme a` la synapse. Cette forme particulie`re s’appelle un potentiel
postsynaptique (PP). Il existe deux types de PP : excitateurs (PPE) et inhibiteurs (PPI).
Les PPE sont de´polarisants et les PPI sont hyperpolarisants. Une de´polarisation entraˆıne
une augmentation du potentiel de la membrane, tandis qu’une hyperpolarisation entraˆıne
une diminution du potentiel. Une synapse ne peut eˆtre qu’excitatrice ou inhibitrice, mais
pas les deux a` la fois. Ce sont les types de neurotransmetteurs et de re´cepteurs pre´sents qui
dictent le signe des PP.
1.1.3 Signal et membrane du neurone
La forme du signal parcourant le neurone est une onde de tension e´lectrique. L’origine
de cette tension provient de la diffe´rence de potentiel e´lectrochimique entre le milieu extra-
cellulaire et le milieu intracellulaire. L’onde se propage alors sur la membrane plasmique a`
partir des sites synaptiques sur les dendrites jusqu’aux terminaisons axoniques. Elle peut
prendre deux formes ge´ne´rales :
– des signaux postsynaptiques ou leur superposition temporelle, voir la figure 1.4,
– un potentiel d’action (PA), voir la figure 1.5.
La membrane plasmique est compose´e d’une double couche lipidique. A` certains endroits
de la couche, sie`gent des prote´ines qui la traversent sur son e´paisseur. Ces prote´ines servent au
transport d’ions du milieu exte´rieur au neurone vers l’inte´rieur et vice versa. Elles prennent en
fait la forme de canaux ioniques active´s par la propagation de l’onde de tension. Les canaux
sont tre`s se´lectifs, ils ne laissent passer qu’un seul type d’ion selon une seule direction.
En ge´ne´ral, le milieu exte´rieur contient une concentration dominante en sodium et l’inte´rieur
du neurone contient une concentration dominante en potassium. Ainsi, certains canaux sont
perme´ables au sodium qu’ils laissent entrer a` l’inte´rieur, d’autres sont perme´ables au potas-
sium qu’ils laissent sortir, par simple gradient de concentration. Il existe un autre type de
mole´cule transmembranaire appele´e pompe sodium/potassium. Cette dernie`re permet au
neurone de refaire le plein en potassium et d’e´jecter l’exce´dent de sodium.
Lorsque l’onde de tension atteint une re´gion de la membrane, les canaux sodiques s’ac-
tivent les premiers, la membrane de´bute alors sa de´polarisation. A` ce stade, la diffe´rence
de potentiel de part et d’autre de cette re´gion de la membrane s’e´le`ve de quelques mV a`
partir de sa tension au repos se situant autour de −70mV . Apre`s un certain temps, les
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Figure 1.4: Sche´ma de potentiels postsynaptiques excitateurs (tension au repos = 0mV )
canaux potassiques s’activent et la tension redescend, c’est la phase de repolarisation. Dans
le cas d’un PA, la tension redescend meˆme en dec¸a` de sa valeur au repos, alors les pompes
sodium/potassium s’activent afin de rejoindre la tension de repos. La phase sous le potentiel
de repos est appele´e hyperpolarisation. Ainsi, le signal conserve sa forme en se propageant.
S’il se pre´sente a` une re´gion plus d’une onde de tension, elles s’y superposent puisque
la membrane est une surface bidimensionnelle. Si cette somme de potentiels atteint une
valeur seuil en un point de la membrane, tous les canaux sodiques et potassiques en amont
jusqu’au coˆne d’e´mergence s’activeront simultane´ment et le signal prend alors la forme d’un
PA. Cependant, la valeur seuil a` atteindre est fonction de la concentration en canaux ioniques
et on les trouve en plus grande concentration au coˆne d’e´mergence. De plus, par sa ge´ome´trie,
le coˆne d’e´mergence est un point naturel de convergence des signaux, voir la figure 1.2. Pour
ces deux raisons, la tre`s grande majorite´ des PA sont de´clenche´s a` partir de ce point.
1.1.4 Re´sume´
Il apparaˆıt donc clairement que le cœur de la transmission d’information entre neurones
se situe a` la synapse. L’onde de tension des potentiels postsynaptiques prend forme a` cet
endroit. La membrane des dendrites et du corps cellulaire est reconnue comme e´tant le
milieu de propagation du signal jusqu’au coˆne d’e´mergence. Le traitement du signal par un
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Figure 1.5: Sche´ma d’un potentiel d’action (tension au repos = 0mV )
neurone se fait par la superposition des PP et par leur comparaison a` une valeur seuil au coˆne
d’e´mergence. Pour de´chiffrer le code neuronal, l’e´tablissement de mode`les mathe´matiques
capables de rendre compte de la forme biologique des PP est essentiel afin de pouvoir ensuite
e´tablir des mode`les mathe´matiques du code biologique.
1.2 E´le´ments de la proble´matique
Le but de cette recherche est l’e´tablissement d’un mode`le mathe´matique d’une synapse du
cerveau humain. Une attention particulie`re doit alors eˆtre apporte´e au parcours des neuro-
transmetteurs dans la fente synaptique a` partir de leur se´cre´tion hors des ve´sicules. Le milieu
dans lequel e´voluent ces messagers chimiques est un bain thermique a` la tempe´rature du
corps humain. Leur parcours est empreint de mouvements ale´atoires caracte´rise´s, en partie,
par cette tempe´rature. Dans cette optique, un choix approprie´ de processus de diffusion de
ces particules pourrait de´crire convenablement leur trajectoires.
Il faut aussi caracte´riser cette fente synaptique afin de poser les conditions frontie`res
du processus de diffusion, sans oublier d’en poser ade´quatement les conditions initiales. Ces
dernie`res de´pendront essentiellement de l’e´tape de se´cre´tion par fusion d’une ve´sicule avec la
membrane, autrement dit l’exocytose.
7Une fois que les particules atteignent la membrane postsynaptique, il faut e´tablir de quelle
fac¸on cette dernie`re re´agit a` l’arrive´e des messagers. Il est donc primordial de connaˆıtre la
distribution spatiale des re´cepteurs et leurs interactions avec les transmetteurs. Puisque le
signal se propage sur la membrane, ses proprie´te´s e´lectriques ont un effet de´terminant sur la
forme du signal postsynaptique.
Cette recherche s’articule autour de l’hypothe`se selon laquelle une mode´lisation stochas-
tique des e´tapes charnie`res de la transmission synaptique conduit a` une fonction des PP
qui est biologiquement plausible. La complexite´ du mode`le re´siderait alors dans le nombre
d’e´tapes a` conside´rer et leurs enchaˆınements successifs.
La motivation premie`re de cette recherche est d’utiliser cette fonction de PP comme noyau
pour des re´seaux de neurones artificiels. Ces derniers sont des outils de calculs sophistique´s
constitue´s d’unite´s de bases relie´es entres elles comme le sont les neurones dans le cerveau.
Ces re´seaux posse`dent plusieurs similarite´s avec leurs homologues biologiques, dont l’archi-
tecture et des calculs effectue´s massivement en paralle`le. Ils sont surtout utilise´s pour la
reconnaissance statistique de formes tant pour la classification que pour la re´gression.
L’utilisation d’un tel noyau serait utile pour des re´seaux a` fonctions de bases radiales ou
a` neurones impulsionnels. Dans les deux cas le code du re´seau consiste en un train d’impul-
sions de Dirac simulant des PA. Lorsqu’un train d’impulsions est transfe´re´ via les connexions
synaptiques artificielles, il y a convolution du noyau au train, donnant a` chaque pic une
e´tendue temporelle. Tout comme pour le neurone biologique, si cette convolution atteint a`
un instant donne´ une valeur seuil, le neurone artificiel de´clenche une impulsion a` cet instant,
sinon il demeure muet. Or, le temps ne´cessaire a` l’atteinte de ce seuil est directement fonction
du noyau. Si la forme de ce dernier s’apparente a` celle que l’on retrouve a` une synapse hu-
maine, il est raisonnable de croire que le comportement d’un tel re´seau de neurones artificiels
se rapprochera de son homologue biologique.
D’un autre coˆte´, ce mode`le pourrait eˆtre applicable en neuropharmacologie. Par exemple,
en connaissant quantitativement l’effet d’un me´dicament sur la se´cre´tion des neurotransmet-
teurs ou sur l’action des re´cepteurs, il serait possible de faire varier ces parame`tres dans le
mode`le et voir comment les PP s’en trouvent affecte´s.
La recherche sur la cognition est en effervescence en ce moment. Avec la baisse constante
des prix de mate´riel informatique, l’inte´reˆt grandissant dans les calculs paralle`les avec les mi-
croprocesseurs multicœurs et la disponibilite´ accrue de logiciels libres, il devient envisageable
d’utiliser ce mode`le a` tre`s large e´chelle afin d’e´tudier en de´tails certains processus cognitifs.
81.3 Objectifs de recherche
L’objectif principal de la recherche est d’e´tablir une fonction analytique pour la de´polarisa-
tion de la membrane postsynaptique a` la suite de l’arrive´e d’un PA a` la membrane pre´synapti-
que.
Il faut tout d’abord e´tablir quels sont les me´canismes biologiques responsables de la
transmission synaptique. Parmi ces derniers, il faut choisir ceux qui semblent avoir un im-
pact pre´dominant sur la forme que prend la de´polarisation postsynaptique. Ensuite, il faut
mode´liser ces me´canismes a` l’aide de processus stochastiques ade´quats. Finalement, il faut
reproduire le mode`le entier a` l’aide de simulations et e´tablir une fonction analytique en
supposant quelques simplifications.
Une e´tude comparative entre les re´sultats issus des simulations et des pre´dictions de la
formule analytique doit eˆtre effectue´e afin de quantifier l’e´cart entre les deux et l’impact des
simplifications propose´es.
1.4 Plan du me´moire
Les propos de ce me´moire sont se´pare´s en quatre parties. La revue de litte´rature placera
cette recherche dans son contexte scientifique en e´nume´rant me´ticuleusement les avance´es
faites a` ce jour dans le domaine de la mode´lisation synaptique. Ensuite, les de´tails de la
solution sont e´labore´s avec pre´cision et le mode`le de la synapse y prendra forme. On y retrouve
le cadre the´orique afin d’arriver aux repre´sentations analytiques ainsi qu’aux simulations.
Ulte´rieurement, les re´sultats seront pre´sente´s et certaines caracte´ristiques du mode`le seront
exhibe´es de fac¸on a` pouvoir faire la comparaison entre les deux repre´sentations dans une
discussion. Finalement, les re´sultats importants obtenus a` l’aide du mode`le propose´ seront
re´sume´s, ses limites e´nonce´es et quelques ame´liorations potentielles seront propose´es.
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REVUE DE LITTE´RATURE
Les neurosciences font partie d’un vaste domaine de recherche puisqu’elles repre´sentent
plusieurs disciplines aux prises avec le sujet d’e´tude, le cerveau. Des chercheurs ont e´crit
plusieurs travaux classiques datant du sie`cle dernier, depuis la de´couverte du neurone. Cette
revue de litte´rature pre´sente quelques grandes conclusions de ces classiques dans un rappel
historique. Ensuite, quelques de´couvertes plus contemporaines sont rapporte´es. Enfin, une
attention particulie`re est porte´e au sujet d’inte´reˆt, la synapse et ses mode`les mathe´matiques.
2.1 Rappel historique
Depuis les expe´riences de Galvani (1786), il est de notorie´te´ publique que les nerfs pro-
duisent des courants e´lectriques. Seulement, personne ne pouvait fournir d’explications sur
le phe´nome`ne. A` partir de cette de´couverte cette proprie´te´ du nerf fut vastement e´tudie´e et
mieux comprise.
D’ailleurs, graˆce aux observations de Raymo´n y Cajal a` la fin du XIXe sie`cle on sait
aujourd’hui que les neurones forment l’unite´ de base du syste`me nerveux et du cerveau (voir
Raymo´n y Cajal, 1899). Graˆce a` lui, on sait que le signal neuronal se propage principalement
des dendrites vers les terminaisons axoniques, cette de´couverte est souvent associe´e a` la
naissance de la neurobiologie moderne. Cependant, Lapicque fut le premier a` e´laborer un
mode`le e´lectrique de la membrane de cellules excitatrices telles les cellules nerveuses (voir
Lapicque, 1907). Il constata en effet que de telles membranes e´taient excitables graˆce a` leur
semi-perme´abilite´ aux ions en solution.
Quelques anne´es plus tard en 1921, Loewi de´montra que des synapses des terminaisons
nerveuses du cœur re´agissent a` certaines mole´cules, c’est-a`-dire qu’elles provoquent des im-
pulsions e´lectriques traversant les neurones suite a` une re´action chimique (voir Loewi, 1921).
Du meˆme coup, il de´couvrit la mole´cule d’ace´tylcholine, un neurotransmetteur essentiel a` la
contraction musculaire. En bref, il mit de l’avant la notion de transmission chimique entre
les neurones.
Ce n’est que beaucoup plus tard (1952) qu’il fut prouve´ hors de tout doute que la trans-
mission dans les synapses des motoneurones 1 s’effectue chimiquement, et ce, graˆce a` l’e´tude
des potentiels postsynaptiques inhibiteurs (voir Brock et al., 1952). Mais pourtant, il existe
1. neurone spe´cialise´ pour la motricite´
10
bel et bien des synapses non chimiques (dites e´lectriques) seulement, elles sont minoritaires
chez les verte´bre´s et ne pre´sentent aucun inte´reˆt de recherche dans cette e´tude.
Une autre de´couverte majeure fut celle de la se´cre´tion de neurotransmetteurs par quanta
en 1954 (voir del Castillo et Katz, 1954). Il e´tait alors e´vident que les messagers chimiques
n’e´taient pas relaˆche´s de fac¸on continue. Peu de temps apre`s des images en microscopie
e´lectronique montre`rent pour la premie`re fois les ve´sicules synaptiques (voir De Robertis et
Bennett, 1955; Palay et Palade, 1955; Rebhun, 1956).
Pre`s d’une cinquantaine d’anne´es apre`s le mode`le de Lapicque vint celui de Hodgkin-
Huxley (1952) qui introduisit quelques raffinements notables. Ce mode`le explique la ge´ne´ration
et la propagation des PA sur les axones (voir Hodgkin et Huxley, 1952a). Il tient compte des
variations temporelles de conductance de la membrane axonique aux ions de sodium et de
potassium (voir Hodgkin et al., 1952; Hodgkin et Huxley, 1952b,c,d). Toutefois, ce mode`le
n’explique pas les me´canismes biophysiques faisant en sorte que la perme´abilite´ se´lective des
membranes excitables puisse varier de la sorte dans le temps, mais la notion de canaux ion-
iques se pre´cise de plus en plus. Il e´tait compris que leur action entraˆıne la propagation des
signaux des synapses aux terminaisons axoniques.
L’ide´e de re´cepteurs sensibles a` des mole´cules spe´cifiques fut introduite de fac¸on hy-
pothe´tique de`s le de´but du XXe sie`cle. C’est en 1948 que les re´cepteurs sortirent de leur
statut spe´culatif (voir Ahlquist, 1948). Il e´tait donc tout a` fait naturel de penser a` la suite
des travaux de Loewi et Eccles que la transmission synaptique e´tant chimique, elle fait donc
ne´cessairement intervenir des re´cepteurs au niveau des synapses.
Remarquablement, le domaine des neurosciences e´tait si fascinant a` cette e´poque que
de´ja` en 1943 apparaissait la premie`re the´orie mathe´matique des calculs logiques fait par des
neurones (voir McCulloch et Pitts, 1943). Le principe de base de cette the´orie est la re`gle du
tout-ou-rien caracte´risant l’impulsion d’un PA. Ensuite vint le premier mode`le de neurone
artificiel, le Perceptron (voir Rosenblatt, 1958).
Bref, en un peu moins d’un sie`cle, l’humanite´ a franchi un pas de ge´ant dans la compre´hen-
sion de son plus pre´cieux organe, le cerveau. En identifiant tout d’abord son unite´ de base
et en explorant son fonctionnement il devenait alors possible d’e´laborer des the´ories sur les
calculs logiques ce´re´braux et meˆme cre´er de petites unite´s artificielles.
2.2 De´couvertes contemporaines
Plus re´cemment, l’ave`nement d’instruments de mesures plus pre´cis a permis de pousser
encore plus loin la compre´hension du fonctionnement des synapses. L’une des plus grandes
perce´es est une technique de haute re´solution d’enregistrement des courants ioniques traver-
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sant la membrane plasmique. Il e´tait alors possible d’enregistrer la re´action d’un seul et
unique canal ionique a` l’aide d’une micro-pipette (patch-clamp) (voir Hamill et al., 1981).
Cette perce´e permit de prendre des mesures pre´cises sur la cine´tique des diffe´rents canaux
ioniques (voir Neher, 1992; Sakmann, 1992). A` l’aide de ces mesures, des mode`le pre´cis de
transition d’e´tat des diffe´rents canaux ioniques dont les re´cepteurs ont pu eˆtre e´tablis (voir
Destexhe et al., 1994b). Ils expliquent comment la probabilite´ d’ouverture des canaux varie
dans le temps en fonction des concentrations de neurotransmetteurs ou par propagation d’une
onde de tension.
Les avance´es en imagerie, spe´cialement en microscopie e´lectronique permirent de de´couvrir
la densite´ postsynaptique. Cette re´gion sur la surface postsynaptique se reconnaˆıt a` son
apparence sombre sur les images de microscopie. Elle avait de´ja` e´te´ mentionne´e lors des
premie`res images prises des synapses. Plus tard, l’identite´ de certaines des prote´ines la for-
mant fut de´couverte (voir Banker et al., 1974). A` partir de ce moment, il fut conside´re´ qu’elle
pouvait eˆtre le sie`ge des multiples re´cepteurs chimiques.
Vint ensuite la de´couverte d’un des neuro-re´cepteurs excitateurs les plus communs, le
α-amino-3-hydroxy-5-me´thylisoazol-4-propionate (AMPA)(voir Honore et al., 1982). Il est
probablement le re´cepteur le plus e´tudie´ a` ce jour. Ses caracte´ristiques e´lectriques furent aussi
mesure´es a` l’aide d’une micro-pipette (voir Vaithianathan et al., 2005). On sait d’ailleurs que
pour activer ce re´cepteur, un minimum de deux neurotransmetteurs doivent s’y lier (voir
Clements et al., 1998).
Une autre de´couverte re´cente est la mobilite´ des re´cepteurs. Ces derniers ne sont pas im-
muables sur la membrane postsynaptique, ils ont la possibilite´ de s’y de´placer et le phe´nome`ne
porte le nom de trafic des re´cepteurs (voir Lissin et al., 1999). Ce phe´nome`ne aurait vraisem-
blablement un impact sur la transmission synaptique (voir Heine et al., 2008).
2.3 Les mode`les actuels de la synapse
Les de´couvertes pre´sente´es pre´ce´demment ouvrirent la voie a` la mode´lisation mathe´matique
des phe´nome`nes neuronaux. Comme le sujet de cette recherche ne porte que sur la synapse,
le propos se centre ici autour des diffe´rents mode`les de la connexion synaptique.
Tandis que la plupart des mode`les de synapses chimiques sont base´s sur des techniques
de simulations (voir Barbour, 2001; Cheng et al., 2007; Faber et al., 1992; Franks et al., 2002;
Holmes, 1995; Bartol et al., 1991; Kruk et al., 1997; Migliore et Lansky, 1999; Ventriglia et
Maio, 2000; Wathey et al., 1979), quelques-uns tentent plutoˆt d’e´tablir des formules analy-
tiques pour les fonctions biologiques qu’ils e´tudient (voir Kleinle et al., 1996; Labib, 1999). Un
point commun de tous les mode`les est de suivre l’e´volution des neurotransmetteurs dans la
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fente synaptique. Certains se concentrent sur les profils de concentrations des messagers, soit
en e´tablissant une e´quation de diffusion aux de´rive´es partielles (voir Barbour, 2001; Cheng
et al., 2007; Holmes, 1995; Wathey et al., 1979), soit a` l’aide d’une me´thode de Monte Carlo
dans un espace fragmente´ (voir Faber et al., 1992; Franks et al., 2002; Bartol et al., 1991;
Kruk et al., 1997). Autrement, il est possible de simplement simuler la trajectoire des par-
ticules suivant une e´quation de Langevin sans toutefois chercher a` trouver leur densite´ dans
l’espace (voir Ventriglia et Maio, 2000).
Curieusement la question des conditions initiales est traite´e de fac¸on accessoire. En effet,
rares sont les mode`les ou` les vitesses initiales des particules lors de leur se´cre´tion sont prises
en compte. En effet, il n’y en a qu’un (voir Ventriglia et Maio, 2000). Ne´anmoins, les positions
initiales sont soit distribue´es radialement selon la grandeur de l’ouverture de la ve´sicule (voir
Cheng et al., 2007; Holmes, 1995; Kleinle et al., 1996), soit les neurotransmetteurs proviennent
tous du meˆme point sur la surface pre´synaptique (voir Barbour, 2001; Bartol et al., 1991;
Faber et al., 1992; Franks et al., 2002; Kruk et al., 1997; Labib, 1999; Ventriglia et Maio,
2000).
Il est surprenant de constater qu’il est si souvent suppose´ que les messagers apparaissent
tous en meˆme temps dans la fente synaptique (voir Barbour, 2001; Cheng et al., 2007; Faber
et al., 1992; Franks et al., 2002; Holmes, 1995; Bartol et al., 1991; Kruk et al., 1997; Migliore
et Lansky, 1999; Labib, 1999; Wathey et al., 1979). En re´alite´ ils s’y e´chappent graduellement
(voir Khanin et al., 1994).
Il est parfois e´nonce´ que d’apre`s la ge´ome´trie de la fente synaptique, e´tant beaucoup plus
large que longue, la distribution de neurotransmetteurs s’uniformise instantane´ment sur la
longueur suite a` l’exocytose (voir Barbour, 2001; Holmes, 1995; Wathey et al., 1979). Cette
dernie`re supposition est toutefois quelque peu exage´re´e. A` l’inverse, il est aussi suppose´ que
le temps de diffusion vers la membrane postsynaptique est si court que la diffusion late´rale
devient ne´gligeable (voir Labib, 1999).
Finalement, en ce qui a trait aux neuro-re´cepteurs, tous s’accordent sur le fait qu’ils
sont concentre´s dans des agglome´rations sur la membrane postsynaptique. Les re´cepteurs
y sont distribue´s uniforme´ment. Leur activation se fait dans la plupart des cas selon une
cine´tique complexe de´pendante de la concentration en neurotransmetteurs a` proximite´ de
l’agglome´ration. Dans certains mode`les, la synapse dans son ensemble ne se re´sume qu’a`
l’activation des re´cepteurs selon ce type de cine´tique et en tenant compte des proprie´te´s
e´lectriques de la membrane, ils proposent une explication de l’excitabilite´ de la membrane
(voir Brette, 2006; Destexhe, 1997; Destexhe et al., 1994a,b; Veredas et Mesa, 2006). Cepen-
dant, la stochasticite´ suppose´e pour la cine´tique des re´cepteurs est souvent trop simpliste,
car elle n’est pas base´e sur les me´canismes de´crits plus haut.
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2.4 Re´sume´
Selon tous les mode`les mentionne´s dans cette revue de litte´rature, il faut retenir que
quatre me´canismes sont pre´sente´s de fac¸on re´currente. En effet, on y e´nonce la se´cre´tion des
neurotransmetteurs, leur diffusion a` travers la fente synaptique, leur re´ception a` la membrane
postsynaptique et l’activation des neuro-re´cepteurs. Ce sont donc ces quatre me´canismes qui
seront mode´lise´s dans cette e´tude.
Il faut retenir de cette revue de litte´rature qu’on obtiendrait un mode`le original en faisant
un amalgame des hypothe`ses pre´ce´dentes et en appliquant des processus de diffusion qui
n’ont pas e´te´ utilise´s auparavant a` cet effet. De plus, certaines hypothe`ses biologiques du
fonctionnement de l’exocytose et de la mobilite´ des re´cepteurs n’ont pas encore e´te´ inte´gre´es
en mode´lisation.
Il reste donc encore beaucoup d’hypothe`ses a` eˆtre mises a` l’e´preuve et plusieurs mode`les
originaux peuvent encore voir le jour dans les prochaines de´cennies.
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CHAPITRE 3
DE´TAILS DE LA SOLUTION
3.1 Les mode`les
L’e´tude pre´sente´e propose trois mode`les diffe´rents de synapses chimiques. Chacun ne
diffe`re des autres que par les processus de diffusion utilise´s. En effet, trois types distincts
de diffusion sont pre´sente´s. Le premier est un processus d’Ornstein-Uhlenbeck inte´gre´, le
second inclut un oscillateur harmonique stochastique radial et le dernier est caracte´rise´ par
l’introduction d’un bruit colore´.
Les trois mode`les de´veloppe´s dans cette recherche sont se´pare´s en quatre parties distinctes
mais non inde´pendantes, voir la figure 3.1. Ces quatre parties sont :
1. la se´cre´tion des neurotransmetteurs par exocytose,
2. la diffusion des neurotransmetteurs a` travers la fente synaptique,
3. la re´ception des neurotransmetteurs a` la zone d’activation sur la membrane postsynap-
tique,
4. l’activation des neuro-re´cepteurs et la variation de la tension de la membrane postsy-
naptique qui s’ensuit.
Figure 3.1: E´tapes de la transmission synaptique
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3.1.1 Conside´rations pre´liminaires
La synapse conside´re´e dans cette recherche est de type excitatrice. La principale diffe´rence
entre une telle synapse et son oppose´e, l’inhibitrice, est le signe de la polarisation de la
membrane postsynaptique. Dans le premier cas, elle est positive tandis que dans le second
elle est ne´gative.
Les neurotransmetteurs pre´sents a` la synapse conside´re´e ont une forme sphe´rique de rayon
r et une masse m leur est attribue´e. Lors de leur diffusion a` travers la fente synaptique, ils
sont soumis a` une force de frottement visqueux due au liquide interstitiel. Cette force obe´it
a` la loi de Stokes, elle est donc proportionnelle a` la vitesse de la particule selon le coefficient
de frottement b = 6piµr, ou` µ est la viscosite´ du fluide interstitiel.
Comme cette synapse se trouve dans le cerveau humain, il est alors raisonnable de poser
qu’elle se trouve dans un bain thermique a` 37◦C (310K), symbolise´ ici par la constante
de tempe´rature T . Il est conside´re´ que ce bain thermique est isotropique, ce qui signifie
que l’agitation thermique subie par les messagers chimiques sera la meˆme peu importe la
direction de de´placement. Cet argument sur l’isotropie du milieu est aussi valable pour la
force de friction.
En ce qui concerne la ge´ome´trie de la synapse mode´lise´e, il est suppose´ qu’elle est com-
pose´e de deux plans infinis paralle`les au plan XY et distants d’une longueur L. La membrane
pre´synaptique se trouve donc a` Z = 0 et la membrane postsynaptique a` Z = L. Le choix de
surfaces infinies provient du fait qu’en ge´ne´ral la fente synaptique est beaucoup plus large
que longue selon un rapport variant de 100 a` 1000 (voir De Robertis et Bennett, 1955; Palay
et Palade, 1955). Toutefois, pour pallier a` cette supposition, il est conside´re´ que la membrane
pre´synaptique est totalement re´fle´chissante et que la membrane postsynaptique est totale-
ment absorbante. En effet, comme les neurotransmetteurs peuvent de´border a` l’exte´rieur de
la synapse en diffusant jusqu’aux extre´mite´s late´rales, il faut tenir compte que ce facteur
re´duit leur population dans la fente. En re´alite´, il y a aussi re´cupe´ration des messagers chimi-
ques du coˆte´ pre´synaptique (voir Krnjevic, 1974) de sorte que la re´serve de ces mole´cules ne
s’e´puise pas apre`s quelques se´cre´tions. Cette re´cupe´ration re´duit aussi le nombre de neuro-
transmetteurs dans la fente synaptique. Enfin, comme ce sont des macromole´cules, leur dure´e
de vie n’est pas e´ternelle, des de´gradations chimiques telles l’hydrolyse et la de´shydroge´nase
les brisent en sous-produits (voir Rosenberry, 1979), re´duisant une fois de plus la population
de messagers actifs dans la fente. Voila` pourquoi la supposition d’une membrane postsynap-
tique parfaitement absorbante tient compte de ces trois phe´nome`nes de de´bordement, de
re´cupe´ration et de de´gradation mole´culaire.
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3.1.2 La se´cre´tion des neurotransmetteurs
La premie`re e´tape du mode`le, la se´cre´tion des neurotransmetteurs, sert principalement a`
initialiser certains parame`tres de la diffusion. Selon des conside´rations biologiques, les vitesses
initiales, les positions initiales ainsi que les temps initiaux de diffusion sont de´finis dans cette
section.
Tout d’abord, avant l’arrive´e d’un PA a` une terminaison axonique, les neurotransmet-
teurs sont enferme´s dans des ve´sicules. Une ve´sicule doit contenir N mole´cules qu’elle se´cre`te
entie`rement. A` ce point, il est conside´re´ que les messagers chimiques ont passe´ suffisamment de
temps a` l’inte´rieur des ve´sicules pour qu’ils soient dans un e´tat d’e´quilibre thermodynamique.
Ainsi, l’amas de N mole´cules est ide´alise´ par un gaz ide´al dans un milieu isotropique (voir
Ventriglia et Maio, 2000). Dans cet e´tat, les distributions de vitesses suivent alors des dis-
tributions de Maxwell-Boltzmann. Puisque le milieu est isotropique, les vitesses sont alors
de´compose´es selon les trois composantes carte´siennes inde´pendantes. Il est donc pose´ que les
vitesses initiales sont des variables ale´atoires suivant des distributions telles que :
VX0 ∼ N
(
0,
kBT
m
)
, (3.1)
VY0 ∼ N
(
0,
kBT
m
)
, (3.2)
VZ0 = |V0| , (3.3)
ou`
V0 ∼ N
(
0,
kBT
m
)
, (3.4)
ou` kB est la constante de Boltzmann. On remarque que la distribution de VZ0 est diffe´rente
des deux premie`res. En effet, puisque les mole´cules s’e´chappent de la ve´sicule, il ne fait aucun
doute que leurs vitesses selon cet axe doivent eˆtre positives, voila` pourquoi cette distribution
est plie´e. Son espe´rance et sa variance sont :
E[VZ0 ] =
√
2kBT
mpi
, (3.5a)
V AR[VZ0 ] =
kBT
m
(
1− 2
pi
)
. (3.5b)
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Lorsqu’un PA atteint la membrane pre´synaptique, il y a de´clenchement du processus de
fusion des ve´sicules appele´ exocytose. Il est suppose´ qu’une seule ve´sicule fusionne a` l’arrive´e
d’un PA et qu’elle le fait instantane´ment. Ensuite, il est e´tabli que l’exocytose de´bute par la
formation d’un pore de fusion, sur la ve´sicule, d’un diame`tre de quelques nanome`tres (voir
Stevens, 2003). Cependant, il n’y a pas de consensus a` savoir si le pore conserve ce diame`tre
tout le long de la se´cre´tion, s’il se dilate pour finir par se contracter ou s’il se dilate jusqu’a`
la fusion comple`te (voir Stevens, 2003). D’apre`s ces informations ambigu¨es, il est choisi que
l’intersection entre la ve´sicule et la membrane pre´synaptique est un cercle de rayon a. Ce
choix repre´sente une ve´sicule dont le rayon de l’ouverture est fixe et a` une valeur pouvant
correspondre soit a` un simple pore, soit a` une ouverture presque comple`te.
Ainsi, en ce qui a trait aux positions initiales X0 et Y0, il est pose´ que lors de la se´cre´tion
d’un neurotransmetteur, ce dernier peut se trouver a` n’importe quelle position sur l’intersec-
tion entre la ve´sicule et la membrane pre´synaptique avec une probabilite´ presque certaine de
p ( ou` p vaut 0,999%). Ce qui s’exprime selon la probabilite´ suivante :
P [X20 + Y
2
0 ≤ a2] = p . (3.6)
De plus, puisque la membrane pre´synaptique est de dimensions infinies, il est plus aise´
de situer l’ouverture de la ve´sicule comme e´tant centre´e a` l’origine, et ce, sans perte de
ge´ne´ralite´. Puisque les vitesses initiales VX0 et VY0 sont distribue´es selon des lois gaussiennes,
il est suppose´ que X0 et Y0 suivront toutes deux des lois normales centre´es. De plus, il est
pose´ que ces deux variables ale´atoires sont inde´pendantes et de meˆme variance σ2, l’e´quation
(3.6) devient :
P
[(
X0
σ
)2
+
(
Y0
σ
)2
≤
(
a
σ
)2]
= p . (3.7)
Faisant en sorte que :
(
X0
σ
)2
+
(
Y0
σ
)2
∼ χ2(2) ,
ou` χ2(2) repre´sente une distribution du Khi-carre´ a` deux degre´s de liberte´. Sa fonction de
densite´ de probabilite´ est celle d’une exponentielle telle que :
fχ2(2)(s) =
1
2
e−
s
2 . (3.8)
Ainsi la variance de X0 et Y0 est donc :
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σ2 =
a2
xp
,
ou` xp = 13, 82 pour p = 0, 999. Le comple´ment, 1 − p, correspond a` la probabilite´ qu’une
particule passe directement au travers de la membrane pre´synaptique par un effet comparable
a` l’effet tunnel. Cet e´ve´nement doit donc eˆtre tre`s peu probable.
Bien entendu, comme la membrane pre´synaptique se trouve a` l’origine, et qu’elle y est
fixe, la position initiale en Z doit eˆtre de´terministe telle que Z0 = 0.
Le dernier parame`tre a` conside´rer est le temps que prennent les neurotransmetteurs pour
s’e´chapper de la ve´sicule. Puisqu’en re´alite´, ce ne sont pas des particules ponctuelles, il est
impensable qu’ils se trouvent tous en meˆme temps dans la fente synaptique, il y aurait
de´bordement instantane´. De plus, il y a consensus sur le fait qu’ils prennent un certain
temps a` s’e´chapper hors de la ve´sicule (voir Stevens, 2003). Cependant, il n’est pas certain
s’ils diffusent jusqu’a` la fente synaptique ou` s’ils y sont transporte´s par divers me´canismes
(voir Khanin et al., 1994). Afin de demeurer cohe´rent avec les hypothe`ses pre´ce´dentes, il est
conside´re´ qu’une seule particule a` la fois peut s’e´chapper de la ve´sicule, que les diffe´rents
temps de se´cre´tion sont tout a` fait inde´pendants et que le temps ∆T entre l’e´chappement
conse´cutif de deux messagers suit une distribution exponentielle de parame`tre λ. Du coup, le
nombre de mole´cules se´cre´te´es suit un processus de Poisson. L’utilisation d’un tel processus
est justifie´e par le fait qu’il n’est pas un processus de diffusion et qu’il permet l’e´chappement
re´gulier et inde´pendant des particules une a` la fois empeˆchant tout de´bordement instantane´.
D’ailleurs, si chacune des particules porte une e´tiquette selon son ordre de sortie, de la
premie`re a` la dernie`re, alors la ne a` s’e´chapper le ferait selon un temps Tn suivant une
distribution gamma de parame`tres (n, λ), ou` n ∈ [ 0, N ]. Il est important de remarquer
que les Tn ne sont pas tous identiquement distribue´s.
Finalement, il est primordial de mentionner que les conditions initiales sur les positions, les
vitesses et les temps de se´cre´tions sont toutes inde´pendantes les unes des autres, mais encore
plus, elles sont inde´pendantes pour toutes les particules entre elles. Il est aussi suppose´ que
le temps de vie des particules dans la ve´sicule est infini, ce qui signifie que les conditions
conduisant a` leur de´composition chimique n’y sont pas propices.
3.1.3 La diffusion des neurotransmetteurs
De`s que les neurotransmetteurs ont franchi la barrie`re Z = 0, ils de´butent leur diffu-
sion. Tout comme lors de la se´cre´tion, l’e´tape de diffusion est scinde´e en trois processus
inde´pendants selon les trois coordonne´es carte´siennes : X(t), Y (t) et Z(t). Cette hypothe`se
est plausible a` cause de la nature isotropique du fluide interstitiel dans lequel diffusent les
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neurotransmetteurs. D’apre`s la ge´ome´trie de la synapse, les domaines des trois processus de
diffusion sont de´finis tels que :
X(t) ∈ ]−∞, ∞ [ ,
Y (t) ∈ ]−∞, ∞ [ ,
Z(t) ∈ [ 0, L ] .
Puisque les processus X(t) et Y (t) ont des domaines infinis, il est plus aise´ de les
repre´senter selon leur e´quation de Langevin du second ordre. Cette e´quation est tout simple-
ment la deuxie`me loi de Newton dans laquelle se trouve un terme de force repre´sentant les
fluctuations ale´atoires du mouvement d’une particule dans un bain thermique. Tandis que
pour le processus Z(t), la pre´sence de la frontie`re re´fle´chissante en z = 0 et de la frontie`re
absorbante en z = L fait en sorte qu’il est plus aise´ de le repre´senter selon une e´quation du
type Fokker-Planck.
Dans cette recherche, trois diffe´rents types de processus de diffusion sont exploite´s. Le
mode`le de diffusion de base se fait selon un processus d’Ornstein-Uhlenbeck inte´gre´. Le second
mode`le reprend la meˆme base que le premier mais en ajoutant un terme de force de Hooke
dans les e´quations de Langevin pour les processus X(t) et Y (t). Finalement, le dernier mode`le
fait intervenir un bruit colore´ plutoˆt que le bruit blanc utilise´ dans les deux premiers mode`les.
Le premier mode`le
Ce premier mode`le de diffusion est le plus simple des trois puisqu’il ne fait intervenir
qu’une force ale´atoire associe´e au bruit blanc gaussien et une force de frottement visqueux
sur les messagers chimiques. Dans le contexte d’une synapse, le bruit blanc gaussien fait
re´fe´rence aux multiples collisions totalement e´lastiques que subira un neurotransmetteur avec
les mole´cules du milieu (principalement les mole´cules d’eau) durant sa diffusion. Le rythme de
ces collisions est entretenu par l’agitation thermique selon la tempe´rature du corps humain.
Dans le formalisme de Langevin, les processusX(t) et Y (t) s’expriment selon les e´quations
diffe´rentielles du deuxie`me ordre suivantes :
m
d2X(t)
dt2
= −bdX(t)
dt
+ ηX(t) , (3.9)
m
d2Y (t)
dt2
= −bdY (t)
dt
+ ηY (t) , (3.10)
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ou` les termes ηX(t) et ηY (t) sont les forces associe´es au bruit blanc gaussien (ou simplement,
bruit blanc).
On peut facilement re´soudre les e´quations (3.9) et (3.10) en effectuant une transforme´e
de Laplace. En prenant le processus X(t) en exemple et en notant X˜(s) comme e´tant sa
transforme´e et η˜X(s) e´tant celle du bruit blanc, on obtient :
s2X˜(s)− sX0 − dX(t)
dt
∣∣∣∣
t=0
= −γ(sX˜(s)−X0) + 1
m
η˜X(s) , (3.11)
ou` dX(t)
dt
∣∣∣
t=0
= VX0 et γ = b/m. En groupant les termes on a :
X˜(s) =
X0
s
+
VX0
s(s+ γ)
+
1
m
η˜X(s)
s(s+ γ)
(3.12)
Tandis que les transforme´es inverses des deux premiers termes a` droite de l’e´galite´ dans
l’e´quation (3.12) s’obtiennent facilement, il faut toutefois se re´fe´rer au the´ore`me de convolu-
tion pour trouver l’inverse du dernier terme. En effet, la transforme´e inverse d’une multipli-
cation de transforme´es, en occurrence η˜X(s) et
1
s(s+γ)
, conduit a` un produit de convolution
de leurs transforme´es inverses respectives 1, on obtient alors :
X(t) = X0 +
1
γ
VX0(1− e−γt) +
1
mγ
∫ t
0
ηX(τ)(1− eγ(τ−t))dτ . (3.13)
Similairement pour Y (t) :
Y (t) = Y0 +
1
γ
VY0(1− e−γt) +
1
mγ
∫ t
0
ηY (τ)(1− e−γ(τ−t))dτ . (3.14)
L’espe´rance et la fonction d’autocorre´lation du bruit blanc sont :
E[ηi(t)] = 0 , (3.15)
E[ηi(t1)ηi(t2)] = Γδ(t2 − t1) , (3.16)
ou` l’indice i peut eˆtre X, Y ou Z, Γ repre´sente l’amplitude de la fonction d’autocorre´lation
du bruit blanc et δ(.) repre´sente la distribution delta de Dirac. La variance du bruit blanc
s’obtient lorsque t1 = t2 dans la fonction d’autocorre´lation. Puisqu’il n’est pas corre´le´, a` cause
de la distribution delta de Dirac, la variance diverge, elle n’est donc pas de´finie.
L’amplitude Γ est de´termine´e par le the´ore`me d’e´quipartition de l’e´nergie (voir Uhlenbeck
et Ornstein, 1930). Ce the´ore`me stipule que tout terme quadratique dans l’e´nergie totale d’une
1. The´ore`me de convolution : soit H˜(s) = F˜ (s) · G˜(s), alors H(t) = (F ∗G)(t) = ∫∞
−∞
F (τ)G(t− τ)dτ
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particule apporte une contribution de 1
2
kBT pour chaque degre´ de liberte´ a` l’e´nergie moyenne
de cette particule a` l’e´tat stationnaire. En d’autres mots, l’e´nergie totale d’un syste`me de
particules a` l’e´tat stationnaire est uniforme´ment distribue´e selon les particules et selon tous
leurs degre´s de liberte´. Le seul terme contribuant a` l’e´nergie totale d’une particule soumise a`
l’e´quation du mouvement (3.9) (repre´sentant le seul degre´ de liberte´,X) est l’e´nergie cine´tique
EK telle que :
EK =
1
2
mV 2X , (3.17)
ou` le terme quadratique est V 2X . Ainsi en termes mathe´matiques, le the´ore`me d’e´quipartition
de l’e´nergie stipule que :
lim
t→∞
E[EK ] =
1
2
kBT . (3.18)
Pour trouver l’amplitude de la fonction de corre´lation du bruit blanc, il faut savoir com-
ment la vitesse VX se comporte dans le temps. Pour ce faire, il faut se re´fe´rer a` l’e´quation du
mouvement (3.9), mais cette fois la rapporter en fonction de la vitesse, ce qui donne :
dVX(t)
dt
= −γVX(t) + 1
m
ηX(t) . (3.19)
En re´utilisant le stratage`me des transforme´es de Laplace vu plus haut, le processus VX(t)
s’exprime selon :
VX(t) = VX0e
−γt +
1
m
∫ t
0
ηX(τ)e
γ(τ−t)dτ . (3.20)
En e´levant l’e´quation (3.20) au carre´, on obtient :
V 2X(t) = V
2
X0
e−2γt + 2
VX0e
−γt
m
∫ t
0
ηX(τ)e
γ(τ−t)dτ
+
1
m2
∫ t
0
∫ t
0
ηX(τ)ηX(u)e
γ(τ−t)eγ(u−t)dτdu . (3.21)
L’espe´rance de l’e´quation (3.21) est :
E[V 2X(t)] = E[V
2
X0
]e−2γt + 2
E[VX0 ]e
−γt
m
∫ t
0
E[ηX(τ)]e
γ(τ−t)dτ
+
1
m2
∫ t
0
∫ t
0
E[ηX(τ)ηX(u)]e
γ(τ−t)eγ(u−t)dτdu . (3.22)
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L’expression des deux premiers termes se trouve facilement, toutefois la re´solution de
l’inte´grale double donne :
1
m2
∫ t
0
∫ t
0
E[ηX(τ)ηX(u)]e
γ(τ−t)eγ(u−t)dτdu =
Γ
m2
∫ t
0
∫ t
0
δ(τ − u)eγ(τ−t)eγ(u−t)dτdu
=
Γ
m2
∫ t
0
e2γ(u−t)du
=
Γ
2γm2
(
1− e−2γt) . (3.23)
L’inte´grale double incluant le terme δ(τ −u) s’effectue en premier lieu avec τ > u. Ce qui
donne comme espe´rance :
E[V 2X(t)] =
kBT
m
e−2γt +
Γ
2γm2
(
1− e−2γt) . (3.24)
A` l’e´tat stationnaire, cette vitesse quadratique moyenne devient :
lim
t→∞
E[V 2X(t)] =
Γ
2γm2
. (3.25)
Bien entendu, l’e´tat stationnaire n’est jamais atteint dans une synapse (sauf a` la mort
peut-eˆtre). Toutefois, le the´ore`me d’e´quipartition de l’e´nergie requiert qu’on utilise cet artifice
mathe´matique afin de trouver la valeur de la constante Γ. A` l’aide des e´quations (3.17) et
(3.18) on trouve l’expression ade´quate pour l’amplitude du bruit blanc :
Γ = 2γmkBT . (3.26)
Ainsi, la fonction d’autocorre´lation du bruit blanc devient :
E[ηi(t1)ηi(t2)] = 2γmkBTδ(t2 − t1) . (3.27)
Une pre´cision sur la nature gaussienne du bruit blanc s’impose. Prenons l’exemple d’une
particule e´tiquete´e dans un bain de particules identiques entre elles et soumises a` de l’agitation
thermique. Apre`s un certain intervalle de temps, la particule d’inte´reˆt a certainement subi
un tre`s grand nombre de collisions avec celles du milieu ambiant. Chaque collision se fait
inde´pendamment des autres. Puisque toutes les particules sont excite´es par la meˆme agi-
tation thermique il est certain que les collisions posse`dent toutes les meˆmes caracte´ristiques
statistiques. La somme de ces collisions est justement l’essence meˆme du bruit blanc. La
supposition d’isotropie mentionne´e pre´ce´demment conduit ine´vitablement a` ce que l’action
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moyenne de toutes ces interactions avec le milieu ambiant produise un effet nul. Cependant,
d’apre`s le the´ore`me central limite, la somme d’un grand nombre de collisions inde´pendantes
et identiquement distribue´es sera en elle meˆme une variable gaussienne. Ceci e´tant dit, le
bruit blanc gaussien est bel et bien un processus gaussien.
A` l’aide de ces informations, les processus X(t) et Y (t) peuvent finalement eˆtre comple`te-
ment re´solus. Il faut noter que les variables ale´atoires X0, VX0 et ηX(τ) sont toutes gaus-
siennes, il en de´coule que les processus X(t) et Y (t) sont aussi gaussiens. En effet, une
inte´grale sur ηX(τ) est a` la limite une somme infinite´simale de cette meˆme variable (a` des
temps diffe´rents), or une somme de normales est elle meˆme une normale.
Il faut alors de´terminer les espe´rances et les variances des deux processus stochastiques.
La me´thode pre´sente´e est inspire´e des travaux qui ont conduit a` l’e´laboration du processus
d’Ornstein-Uhlenbeck (voir Uhlenbeck et Ornstein, 1930), a` la diffe´rence que les conditions
initiales sont ale´atoires. Afin d’alle´ger la lecture, seulement le processus X(t) est traite´.
Puisque la fonction de densite´ de probabilite´ du premier ordre d’un processus gaussien est
de´finie par l’espe´rance et la variance, il s’ensuit que la re´solution cette fonction ne´cessite
d’e´tablir ces deux mesures. Pour trouver l’espe´rance, il faut re´soudre l’e´quation suivante :
E[X(t)] = E[X0] +
1
γ
E[VX0 ](1− e−γt) +
1
mγ
∫ t
0
E[ηX(τ)](1− eγ(τ−t))dτ . (3.28)
Puisque toutes les espe´rances dans l’e´quation (3.28) sont nulles, il en de´coule que :
E[X(t)] = E[Y (t)] = 0 . (3.29)
Puisque les processus X0, VX0 et ηX(t) sont inde´pendants entre eux, leurs corre´lations
sont nulles, ce qui signifie que la variance de X(t) s’exprime ainsi :
V AR[(X(t))] = V AR[X0] +
1
γ2
V AR[VX0 ](1− e−γt)2
+
1
(mγ)2
∫ t
0
∫ t
0
(
E[ηX(τ)ηX(u)]− E[ηX(τ)]E[ηX(u)]
)
(1− eγ(τ−t))(1− eγ(u−t))dτdu .
(3.30)
En effet, la variance d’un processus A(t) quelconque peut s’exprimer selon :
V AR[A(t)] = E[A2(t)]− (E[A(t)])2 ,
d’ou` l’expression E[ηX(τ)ηX(u)]− E[ηX(τ)]E[ηX(u)] dans l’inte´grale de l’e´quation (3.30).
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En se re´fe´rant a` la re´solution de l’inte´grale double de l’e´quation (3.23), le re´sultat suivant
en de´coule :
V AR[X(t)] = V AR[Y (t)] =
a2
xp
+
2kBT
γ2m
(γt− 1 + e−γt) . (3.31)
On trouve donc comme fonction de densite´ de probabilite´ (FDP) du premier ordre pour
X(t) et Y (t) :
fX(x, t) =
1√
2pi
{
a2
xp
+
2kBT
γ2m
(γt− 1 + e−γt)
}−1/2
·
exp
{
1
2
−x2
a2
xp
+ 2kBT
γ2m
(γt− 1 + e−γt)
}
, (3.32)
fY (y, t) =
1√
2pi
{
a2
xp
+
2kBT
γ2m
(γt− 1 + e−γt)
}−1/2
·
exp
{
1
2
−y2
a2
xp
+ 2kBT
γ2m
(γt− 1 + e−γt)
}
. (3.33)
Le temps initial t0 de la diffusion est conside´re´ comme e´tant l’origine, t0 = 0. Puisque la
se´cre´tion d’un NT et sa diffusion a` travers la fente synaptique sont deux processus distincts,
ils posse`dent donc leurs lignes du temps distinctes. Pour savoir combien de temps s’est e´coule´
depuis l’arrive´e du PA a` la terminaison axonique, il faut additionner ces deux temps.
En ce qui a trait au processus Z(t), la pre´sence des frontie`res impose sa re´solution selon
une e´quation du type Fokker-Planck. Seulement, il ne peut y avoir de correspondance en-
tre une e´quation de Langevin du deuxie`me ordre et une e´quation aux de´rive´es partielles
pour la FDP puisque l’e´quation de Langevin de deuxie`me ordre ne conduit pas a` un proces-
sus markovien (voir Balakrishnan, 2008a). En effet, les processus X(t) et Y (t) ne sont pas
markoviens. Un processus est dit markovien lorsque son e´tat futur ne de´pend que de son e´tat
pre´sent peu importe ses e´tats passe´s. De tels processus sont tre`s utiles en simulation lorsqu’on
souhaite faire e´voluer l’e´tat d’un objet a` partir d’un e´tat connu. Afin d’obtenir un processus
markovien, il faut approcher l’e´quation de Langevin par une e´quation de Smoluchowski a`
laquelle correspond l’e´quation de diffusion.
Avant d’entrer dans les de´tails de cette approximation, il faut expliquer cette corres-
pondance entre une e´quation de Langevin et une e´quation de Fokker-Planck. L’e´quation
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du processus de vitesse VX(t) est re´gi par l’e´quation du mouvement (3.19), qui est en soit
une e´quation de Langevin du premier ordre. Cette e´quation prend aussi l’appellation d’une
e´quation diffe´rentielle stochastique (voir Balakrishnan, 2008a) dont la forme ge´ne´rale s’ex-
prime selon :
dψ(t)
dt
= A(ψ, t) + B(ψ, t)ξ(t) , (3.34)
ou` ξ(t) est une transformation sur bruit blanc telle que
√
γ
m
ξ(t) = η(t), dont la fonction d’auto-
corre´lation est tout simplement E[ξ(t1)ξ(t2)] = δ(t2−t1). Si ψ(t) est un processus de diffusion
respectant l’e´quation diffe´rentielle (3.34), alors ψ(t) est un processus markovien et la corre-
spondance avec une e´quation de Fokker-Planck est possible. On remarque imme´diatement
que les processus X(t) et Y (t) ne peuvent respecter l’e´quation (3.34) a` cause de la de´rive´e
seconde dans leur e´quation de mouvement : ils ne sont donc pas markoviens. Toutefois, le
processus VX(t) la respecte et on peut effectuer la correspondance suivante :
A(VX(t), t) = −γ , (3.35a)
B(VX(t), t) =
√
Γ
m
. (3.35b)
Ce faisant, l’e´quation de Fokker-Planck correspondant a` l’e´quation (3.34) est la suivante
(voir Balakrishnan, 2008a) :
∂f(ψ, t)
∂t
= − ∂
∂ψ
[A(ψ, t)f(ψ, t)] +
1
2
∂2
∂ψ2
[B2(ψ, t)f(ψ, t)] , (3.36)
ou` f(ψ, t) est la FDP du premier ordre du processus ψ(t). L’e´quation du mouvement pour le
processus Z(t) a` l’aide du bruit ξ(t) est :
d2Z(t)
dt2
= −γ dZ(t)
dt
+
√
Γ
m
ξ(t) . (3.37)
Pour rendre Z(t) markovien, il faut faire la supposition que le terme d’acce´le´ration d
2Z(t)
dt2
'
0. Ce type de simplification est dite adiabatique, c’est-a`-dire en absence d’e´change de chaleur.
En effet, la chaleur e´tant une mesure d’e´nergie cine´tique, si une particule d’inte´reˆt cesse
d’en e´changer avec le milieu ambiant, son e´nergie cine´tique demeure en moyenne constante,
donc son acce´le´ration s’annule. Ce qui signifie qu’en moyenne sa vitesse demeure constante.
L’e´quation (3.37) devient alors :
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dZ(t)
dt
'
√
Γ
γm
ξ(t) . (3.38)
Cette simplification brise en quelque sorte l’hypothe`se d’isotropie du milieu, du moins
pour la direction Z. Cependant, elle est essentielle a` l’e´laboration d’un processus de diffusion
compris entre deux frontie`res. Ce bris apparent d’isotropie ne brise toutefois pas l’hypothe`se
d’inde´pendance sur les trois processus X(t), Y (t) et Z(t), puisque le bruit blanc et la friction
demeurent toujours inde´pendants.
Dans l’e´quation (3.38), on peut faire la correspondance suivantes des parame`tres :
A(Z(t), t) = 0 , (3.39a)
B(Z(t), t) =
√
Γ
γm
. (3.39b)
Ce qui conduit a` l’e´quation de diffusion pour la FDP de premier ordre fZ(z, t) du processus
Z(t) :
∂fZ(z, t)
∂t
= D
∂2fZ(z, t)
∂z2
, (3.40)
ou` D = kBT
mγ
est le coefficient de diffusion. Les conditions aux frontie`res de re´flexion et
d’absorption sont alors respectivement de´finies selon :
∂fZ(z, t)
∂z
∣∣∣
z=0
= 0 , (3.41)
fZ(L, t) = 0 . (3.42)
Puisque la condition initiale Z0 = 0 est de´terministe, c’est-a`-dire que la probabilite´ qu’une
particule se trouve a` ce point a` t0 = 0 vaut 1, alors cette condition s’exprime ainsi :
fZ(z, 0) = δ(z) . (3.43)
L’ensemble des e´quations (3.40), (3.41), (3.42) et (3.43) ne tient pas compte de la vitesse
initiale VZ0 . En effet, pour que cette vitesse soit conside´re´e, il aurait fallu ajouter un terme
de de´rive a` l’e´quation (3.40), mais la de´marche adopte´e pre´ce´demment ne le permettait pas.
Alors, par souci de simplicite´, la vitesse initiale VZ0 est ne´glige´e
2. En effet, puisque VZ(t) est
un processus markovien, l’influence de VZ0 apre`s deux intervalles de temps conse´cutifs ∆t
2. Par contre, la vitesse VZ0 sera prise en compte lors des simulations.
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suivant l’exocytose sera nulle sur la particule. Il en sera donc de meˆme pour la position en
Z. La re´solution de (3.40) ne´cessite d’avoir recours a` la me´thode de se´paration de variables
(voir Balakrishnan, 2008b) :
fZ(z, t) = Λ(z) ·Θ(t) . (3.44)
On obtient alors le couple d’e´quations diffe´rentielles lie´es par la constante λ :
1
DΘ(t)
∂Θ(t)
∂t
= λ , (3.45a)
1
Λ(z)
∂2Λ(z)
∂z2
= λ . (3.45b)
Les solutions respectives pour les e´quations (3.45) soumises aux conditions (3.41), (3.42)
et (3.43) sont :
Θ(t) = exp
(−D(2j + 1)2pi2
4L2
t
)
, (3.46a)
Λ(z) =
2
L
∞∑
j=0
cos
(
(2j + 1)pi
2L
z
)
. (3.46b)
Ce qui conduit a` la solution (voir Balakrishnan, 2008b) :
fZ(z, t) =
2
L
∞∑
j=0
cos
(
(2j + 1)pi
2L
z
)
· exp
(−D(2j + 1)2pi2
4L2
t
)
. (3.47)
En re´sume´, les fonctions de densite´ de probabilite´ du premier ordre pour les processus
X(t), Y (t) et Z(t) du premier mode`le ont toutes e´te´ e´tablies. Elle seront utiles pour calculer
les parame`tres de la re´ception des neurotransmetteurs a` la membrane postsynaptique.
Le second mode`le
Lors de la transmission synaptique, l’ouverture des canaux ioniques des re´cepteurs, du
coˆte´ postsynaptique, cre´e un flux d’ions assez important pour qu’il y ait un gradient de
potentiel e´lectrique entre la pe´riphe´rie et le centre de la synapse (voir Savtchenko et al.,
2000; Sylantyev et al., 2008). Or, la relation reliant un gradient de potentiel e´lectrique V au
champ e´lectrique ~E est la suivante :
~E = −~∇V . (3.48)
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Conse´quemment, il y a pre´sence d’un champ e´lectrique radial au sein de la fente synap-
tique. Or, les neurotransmetteurs en solution dans le liquide interstitiel posse`dent une charge
e´lectrique non nulle. Par exemple, le glutamate (un neurotransmetteur notoire) est charge´
ne´gativement en solution au pH physiologique. E´videmment, une charge q dans un tel champ
subit une force e´lectrique ~Fe qui agit radialement telle que :
~Fe = q ~E . (3.49)
Cette charge pourrait eˆtre attire´e ou repousse´e de l’axe central. Si les neurotransmet-
teurs sont repousse´s, ils seront plus disperse´s sur la surface postsynaptique. Leurs chances
d’interagir avec l’agglome´ration des re´cepteurs diminue. Dans le cas contraire, les particules
sont plus concentre´es au centre, ce qui augmente les chances d’interactions. La transmission
synaptique s’en trouve alors ame´liore´e tel qu’il le fut de´montre´ par Sylantyev et al. (2008).
Ainsi, la force doit donc eˆtre attractive.
Le second mode`le se distingue alors du premier par l’ajout d’une force de Hooke dans les
e´quations de Langevin des processus X(t) et Y (t). Une telle force est habituellement associe´e
aux petits de´placements d’une masse au bout d’un ressort. En effet, si d correspond a` un
e´tirement du ressort par rapport a` sa position au repos (d = 0) alors le module de la force
de Hooke FH s’exprime ainsi :
FH = −Kd , (3.50)
ou` K est le facteur de proportionnalite´ entre la force exerce´e par le ressort et le de´placement.
Par contre, le champ e´lectrique re´gnant dans la fente synaptique a e´te´ e´value´ comme
s’estompant en r−1 (voir Savtchenko et al., 2000) ou` r repre´sente la distance radiale par
rapport a` l’axe central. On peut alors comprendre que le choix d’une force selon la loi de Hooke
plutoˆt qu’une force en r−1 revient a` une simple approximation line´aire de cette dernie`re. Une
approximation pourtant bien loin de ce qui est propose´. En effet, une force en r−1 s’affaiblit
loin de l’axe central et la force line´aire y est plus intense. Cependant elle re´pond a` la condition
d’attraction des particules vers le centre et uniquement cette particularite´ est exploite´e dans
ce mode`le. A` cet e´gard, l’approximation est juge´e satisfaisante et suffisante pour l’e´laboration
du second mode`le de diffusion.
Son action e´tant radiale, elle n’affecte que les processus X(t) et Y (t) et laisse le processus
Z(t) inchange´ par rapport au premier mode`le de diffusion. De ce fait, les nouvelles e´quations
de Langevin du second ordre pour les deux premiers processus sont :
m
d2X(t)
dt2
= −KXX(t)− bdX(t)
dt
+ ηX(t) , (3.51)
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m
d2Y (t)
dt2
= −KY Y (t)− bdY (t)
dt
+ ηY (t) , (3.52)
ou` KX et KY sont les constantes de line´arite´ de la force qu’exerce l’approximation du champ
sur les messagers charge´s. A` partir de ce point, il est conside´re´ que KX = KY = K. Cette
dernie`re conside´ration est ne´cessaire afin que le champ ne soit pas elliptique. Quant au signe
que peut prendre K, il ne peut qu’eˆtre positif de fac¸on a` attirer les neurotransmetteurs vers
le centre. Sous forme matricielle, il faudrait repre´senter b et les diffe´rents Ki de fac¸on a` obe´ir
a` la contrainte d’inde´pendance des de´placements :
b =


b 0 0
0 b 0
0 0 b

 , (3.53)
K =


K 0 0
0 K 0
0 0 0

 . (3.54)
Le type d’e´quations que sont (3.51) et (3.52) est celui d’un oscillateur harmonique stochas-
tique ou` le bruit blanc est exactement le meˆme que celui de´fini pre´ce´demment. Elles peuvent
eˆtre re´solues en effectuant une transforme´e de Laplace. Par syme´trie entre les deux processus
le traitement n’est de´montre´ que pour X(t) et repris tel quel pour Y (t). Soient X˜(s) et η˜X(s)
les transforme´es de Laplace de X(t) et ηX(t) respectivement. On a :
( s2X˜(s)− sX0 − VX0 ) = −ω0X˜(s)− γ( sX˜(s)−X0 ) +
1
m
η˜X(s) , (3.55)
ou` ω0 =
K
m
. En re´arrangeant les termes on obtient :
X˜(s) =
sX0 + VX0 + γX0
s2 + γs+ ω0
+
1
m
η˜X(s)
s2 + γs+ ω0
. (3.56)
A` premie`re vue, les poˆles possibles sont :
s1 =
−γ +√γ2 − 4ω0
2
, (3.57a)
s2 =
−γ −√γ2 − 4ω0
2
. (3.57b)
Cependant, puisque le parame`tre K n’est pas fixe´, on se retrouve devant le choix suivant :
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K >
mγ2
4
, (3.58a)
K <
mγ2
4
. (3.58b)
Le deuxie`me choix, (3.58b), correspond aux poˆles (3.57). Le premier choix pour K conduit
aux poˆles complexes suivants :
s′1 =
−γ + j√4ω0 − γ2
2
, (3.59a)
s′2 =
−γ − j√4ω0 − γ2
2
. (3.59b)
Dans le jargon des oscillateurs harmoniques, un syste`me est sous-amorti lorsque le para-
me`treK respecte la condition (3.58a) sinon, s’il respecte la condition (3.58b), il est suramorti.
Ces deux cas sont traite´s distinctement dans ce qui suit.
L’oscillateur harmonique stochastique sous-amorti : Dans ce cas particulier, les
poˆles sont complexes et la re´solution de (3.56) donne :
X(t) = e−
γ
2
t
{
X0 cos
(
ω
2
t
)
+X0
γ
ω
sin
(
ω
2
t
)
+
2VX0
ω
sin
(
ω
2
t
)}
− 2
ωm
∫ t
0
ηX(τ)e
γ
2
(τ−t) sin
(
ω
2
(τ − t)
)
dτ , (3.60)
ou` ω =
√
4ω0 − γ2. En se re´fe´rant a` la me´thode de re´solution pre´sente´e pour le premier
mode`le, l’espe´rance du processus X(t) se re´sout selon :
E[X(t)] = e−
γ
2
t
{
E[X0] cos
(
ω
2
t
)
+ E[X0]
γ
ω
sin
(
ω
2
t
)
+
2E[VX0 ]
ω
sin
(
ω
2
t
)}
− 2
ωm
∫ t
0
E[ηX(τ)]e
γ
2
(τ−t) sin
(
ω
2
(τ − t)
)
dτ . (3.61)
Ce qui donne :
E[X(t)] = 0 . (3.62)
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Similairement, E[Y (t)] = 0. Ensuite il faut e´valuer la variance de X(t) :
V AR[X(t)] = e−γt
{
V AR[X0]
[
cos
(
ω
2
t
)
+
γ
ω
cos
(
ω
2
t
)]2
+
4
ω2
V AR[VX0 ] sin
2
(
ω
2
t
)}
+
4
ω2m2
∫ t
0
∫ t
0
{(
E[ηX(τ)ηX(u)]− E[ηX(τ)]E[ηX(u)]
)
· e γ2 (τ−t) sin
(
ω
2
(τ − t)
)
e
γ
2
(u−t) sin
(
ω
2
(u− t)
)}
dτdu (3.63)
Ce qui donne :
V AR[X(t)] = V AR[Y (t)] = e−γt
{
a2
xp
[
cos
(
ω
2
t
)
+
γ
ω
sin
(
ω
2
t
)]2
+
4kBT
mω2
sin2
(
ω
2
t
)}
+
4kBT
mω2
(
1− e−γt)
+
kBTγ
ω0mω2
[
e−γt
(
γ cos(ωt)− ω sin(ωt))− γ] (3.64)
L’oscillateur harmonique stochastique suramorti : Contrairement au cas sous-
amorti, les poˆles de l’oscillateur suramorti sont re´els et la re´solution de (3.56) donne cette
fois-ci :
X(t) = e−
γ
2
t
{
X0 cosh
(
ω′
2
t
)
+X0
γ
ω′
sinh
(
ω′
2
t
)
+
2VX0
ω′
sinh
(
ω′
2
t
)}
− 2
ω′m
∫ t
0
ηX(τ)e
γ
2
(τ−t) sinh
(
ω′
2
(τ − t)
)
dτ , (3.65)
ou` ω′ =
√
γ2 − 4ω0. On remarque la pre´sence de fonctions hyperboliques dans (3.65). C’est
la conse´quence directe d’avoir des poˆles re´els au lieu des poˆles complexes. E´videmment, il
n’y a pas d’oscillation dans ce cas. Par syme´trie, l’espe´rance et la variance des processus
suramortis X(t) et Y (t) sont donc :
E[X(t)] = E[Y (t)] = 0 ,
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V AR[X(t)] = V AR[Y (t)] = e−γt
{
a2
xp
[
cosh
(
ω′
2
t
)
+
γ
ω′
sinh
(
ω′
2
t
)]2
+
4kBT
mω′2
sinh2
(
ω′
2
t
)}
− 4kBT
mω′2
(
1− e−γt)
+
kBTγ
ω0mω′2
[
γ − e−γt(γ cosh(ω′t) + ω′ sin(ω′t))] (3.66)
Ainsi, les fonctions de densite´ de probabilite´ du premier ordre pour les processus X(t),
Y (t) et Z(t) du second mode`le ont toutes e´te´ e´tablies. Elle seront utiles pour calculer les
parame`tres de la re´ception des neurotransmetteurs a` la membrane postsynaptique.
Le troisie`me mode`le
Dans les mode`les pre´ce´dents, les fluctuations statistiques des mouvements de la particule
e´taient dues a` un bruit blanc. Dans le mode`le qui suit, un autre type de bruit est exploite´,
un bruit colore´. Le bruit blanc e´tant de´corre´le´, ce n’est qu’une premie`re approximation d’une
force impulsionnelle ale´atoire, mais sans plus. Dans le contexte d’une synapse, dans laquelle
baignent des neurotransmetteurs dans un liquide visqueux a` la tempe´rature du corps humain,
cette approximation de la force impulsionnelle n’est peut-eˆtre pas la plus approprie´e. En effet,
dans un bruit blanc, les collisions sont conside´re´es comme parfaitement e´lastiques. La re´alite´
pourrait eˆtre plus nuance´e. Les neurotransmetteurs e´tant des mole´cules forme´es de plusieurs
atomes, il est plus que probable qu’une partie de l’e´nergie transfe´re´e lors d’une collision soit
convertie en vibration mole´culaire et qu’elle soit retransmise plus tard. Puisque l’e´lasticite´ des
collisions est remise en cause, il serait plus approprie´ d’introduire un bruit dont la fonction
d’autocorre´lation ne soit pas une distribution delta de Dirac.
Afin d’introduire un bruit corre´le´ cause´ par de telles collisions sur notre particule d’inte´reˆt,
un bruit colore´ ζ(t) est propose´ avec les proprie´te´s d’espe´rance et de fonction d’autocorre´lation
suivantes :
E[ζi(t)] = 0 , (3.67)
E[ζi(t1)ζi(t2)] = αe
−γ|t2−t1| , (3.68)
ou` l’indice i re´fe`re soit a` la coordonne´e X, Y ou Z. Quoique la variance d’un tel bruit
soit de´finie, contrairement au bruit blanc, par souci d’uniformite´ la de´marche applique´e sera
semblable a` celle pre´sente´e pre´ce´demment. Le parame`tre γ est le meˆme que pre´ce´demment, il
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dicte le temps de corre´lation du bruit colore´, et le parame`tre α s’obtient a` l’aide du the´ore`me
d’e´quipartition de l’e´nergie. Afin de trouver ce que vaut α, il faut proce´der comme dans le
premier mode`le. Tout d’abord, il faut exprimer et re´soudre l’e´quation du mouvement pour le
processus VX(t) :
dVX(t)
dt
= −γVX(t) + 1
m
ζX(t) . (3.69)
La solution de l’e´quation (3.69) est :
VX(t) = VX0e
−γt +
1
m
∫ t
0
ζX(τ)e
γ(τ−t)dτ . (3.70)
En e´levant l’e´quation (3.70) au carre´, on obtient :
V 2X(t) = V
2
X0
e−2γt + 2
VX0e
−γt
m
∫ t
0
ζX(τ)e
γ(τ−t)dτ
+
1
m2
∫ t
0
∫ t
0
ζX(τ)ζX(u)e
γ(τ−t)eγ(u−t)dτdu . (3.71)
Les espe´rances du premier et second termes de (3.71) valent :
E[V 2X0e
−2γt] =
kBT
m
e−2γt ,
E
[
2
VX0e
−γt
m
∫ t
0
ζX(τ)e
γ(τ−t)dτ
]
= 0 .
Toutefois l’estimation de l’espe´rance du troisie`me terme requiert une attention particu-
lie`re :
E
[
1
m2
∫ t
0
∫ t
0
ζX(τ)ζX(u)e
γ(τ−t)eγ(u−t)dτdu
]
=
1
m2
∫ t
0
∫ t
0
E[ζX(τ)ζX(u)]e
γ(τ−t)eγ(u−t)dτdu
=
α
m2
∫ t
0
∫ t
0
e−γ|τ−u|eγ(τ−t)eγ(u−t)dτdu . (3.72)
La dernie`re inte´grale de l’e´quation (3.72) doit eˆtre scinde´e en deux parties a` cause de la
pre´sence de la valeur absolue, voir la figure 3.2, ainsi :
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α
m2
∫ t
0
∫ t
0
e−γ|τ−u|eγ(τ−t)eγ(u−t)dτdu
=
α
m2
∫ t
0
{∫ u
0
eγ(τ−u)eγ(τ−t)dτ +
∫ t
u
e−γ(τ−u)eγ(τ−t)dτ
}
eγ(u−t)du
=
α
m2
∫ t
0
{
eγ(u−t) − e−γ(u+t)
2γ
− (u− t)eγ(u−t)
}
eγ(u−t)du
=
α
m2
∫ t
0
{
e2γ(u−t) − e−2γt
2γ
− (u− t)e2γ(u−t)
}
du
=
α
m2
[
1− e−2γt
2γ2
− te
−2γt
γ
]
. (3.73)
En regroupant les re´sultats on obtient :
E[V 2X(t)] =
kBT
m
e−2γt +
α
m2
[
1− e−2γt
2γ2
− te
−2γt
γ
]
. (3.74)
En appliquant la limite lorsque le temps tend vers l’infini :
lim
t→∞
E[V 2X(t)] =
α
2m2γ2
. (3.75)
Donc, d’apre`s l’e´quation (3.18), le the´ore`me d’e´quipartition d’e´nergie en pre´sence d’un
bruit colore´ stipule que :
α = 2mγ2kBT . (3.76)
L’e´quation (3.68) repre´sente en fait la fonction d’autocorre´lation d’un processus Ornstein-
Uhlenbeck a` l’e´tat stationnaire (voir Balakrishnan, 2008c), ce qui signifie que le bruit colore´
est bel et bien un processus gaussien. Ce faisant, les processus X(t), Y (t) et Z(t) sont aussi
gaussiens. L’e´quation diffe´rentielle re´gissant le bruit colore´ en une dimension est la suivante :
dζ(t)
dt
= −γζ(t) + 1
m
η(t) , (3.77)
ou` η(t) est le bruit blanc tel que vu pre´ce´demment
Afin de trouver les fonctions de densite´ du premier ordre des processus X(t) et Y (t), il
suffit de poser les e´quations de Langevin du deuxie`me ordre en y remplac¸ant le terme associe´
au bruit blanc par celui associe´ au bruit colore´. La re´solution de ces e´quations donne :
X(t) = X0 +
1
γ
VX0(1− e−γt) +
1
mγ
∫ t
0
ζX(τ)(1− eγ(τ−t))dτ , (3.78)
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Y (t) = Y0 +
1
γ
VY0(1− e−γt) +
1
mγ
∫ t
0
ζY (τ)(1− e−γ(τ−t))dτ . (3.79)
En utilisant toujours la me´thode pre´sente´e pour le premier mode`le, l’espe´rance de X(t)
est :
E[X(t)] = E[X0] +
1
γ
E[VX0 ](1− e−γt) +
1
mγ
∫ t
0
E[ζX(τ)](1− eγ(τ−t))dτ
= 0 . (3.80)
Similairement, E[Y (t)] = 0. En tenant compte des corre´lations nulles entre les conditions
initiales et le bruit blanc, la variance du processus X(t) s’exprime selon :
V AR[X(t)] = V AR[X0] +
1
γ2
V AR[VX0 ](1− e−γt)2
+
1
(mγ)2
∫ t
0
∫ t
0
{(
E[ζX(τ)ζX(u)]− E[ζX(τ)]E[ζX(u)]
)
· (1− eγ(τ−t))(1− eγ(u−t))
}
dτdu . (3.81)
En solutionnant l’inte´grale double de l’e´quation (3.81) de la meˆme manie`re que les e´quations
(3.72) et (3.73), on obtient :
V AR[X(t)] = V AR[Y (t)] =
a2
xp
+
kBT
γ2m
(
2γt(2+2e−γt− e−2γt)+10e−γt−2e−2γt−8) . (3.82)
Pour le processus Z(t), le de´fi est de trouver une e´quation du type Fokker-Planck qui tien-
ne compte du bruit colore´ tel que de´fini plus toˆt. Cependant, en s’inspirant de la me´thode
utilise´e pour de´velopper la Unified Colored-Noise Approximation (UCNA) (voir Jung et
Ha¨nggi, 1987), il est possible d’arriver a` une forme d’e´quation diffe´rentielle stochastique
a` laquelle on peut faire correspondre une e´quation de Fokker-Planck.
La premie`re simplification consiste a` e´liminer le terme d’amortissement−γζ dans l’e´quation
de Langevin du bruit colore´ (3.77). On proce`de ensuite a` l’e´limination adiabatique du terme
d’acce´le´ration d
2Z(t)
dt2
pour transformer l’e´quation du mouvement en une e´quation du premier
ordre. On obtient alors le couple d’e´quations suivantes :
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Figure 3.2: Fonction d’autocorre´lation du bruit colore´ d’apre`s l’e´quation (3.68) sur une
mole´cule de glutamate a` 310K
dZ(t)
dt
=
1
mγ
ζ(t) , (3.83a)
dζ(t) =
(
2kBT
mγ
)1/2
dW (t) . (3.83b)
L’e´quation (3.83b) est e´crite selon un formalisme propre aux e´quations diffe´rentielles
stochastiques ou` le bruit blanc est centre´ et re´duit et conside´re´ comme e´tant la de´rive´e d’un
mouvement brownien, d’ou` le terme dW (t) = η(t)dt (voir Lefebvre, 2005). Il importe de
mentionner que W (t) est vu ici comme e´tant un mouvement brownien standard.
En utilisant le couple d’e´quations (3.83) et en appliquant a` la lettre la me´thode UCNA,
on arrive directement a` l’e´quation de diffusion.
De plus, d’apre`s la figure 3.2 (la fonction d’autocorre´lation du bruit colore´ sur une partic-
ule de glutamate) la largeur a` mi-hauteur de l’amplitude n’est que de 3, 89× 10−14s. Puisque
la longueur de la fente synaptique est beaucoup plus petite que sa largeur, il est raisonnable
de minimiser l’impact du bruit colore´ sur le processus Z(t). Par souci de simplicite´, il est
donc suppose´ que ce processus dans de telles conditions obe´it simplement a` l’e´quation de
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diffusion (3.40).
Enfin, les fonctions de densite´ de probabilite´ du premier ordre pour les processus X(t),
Y (t) et Z(t) du troisie`me mode`le ont toutes e´te´ e´tablies. Elle seront utiles pour calculer les
parame`tres de la re´ception des neurotransmetteurs a` la membrane postsynaptique.
3.1.4 La re´ception des neurotransmetteurs sur la membrane postsynaptique
Cette section est se´pare´e en deux sous-sections distinctes. La premie`re e´tablit les FDP
pour les diffe´rents instants de premier passage a` la membrane postsynaptique tandis que la
seconde de´crit la re´ception des particules a` cette frontie`re.
Les temps de premier passage
Tous les neurotransmetteurs atteignent la membrane postsynaptique, a` un instant ou a`
un autre, avec une probabilite´ de un. Comme cette membrane est parfaitement absorbante,
ce sera la fin de la vie utile pour toute particule. Cependant, elles ne participent pas toutes
a` la de´polarisation de la membrane postsynaptique, seule une fraction y contribue. En effet,
pour pouvoir de´polariser la membrane, un messager doit participer a` l’activation d’un NR et
pour ce faire, il doit au pre´alable s’y eˆtre fixe´.
Sur la membrane postsynaptique, les NR sont regroupe´s dans une agglome´ration se trou-
vant vis-a`-vis du site d’exocytose (voir Ziff, 1997). Le terme zone d’activation (ZA) se re´fe`re
a` cette agglome´ration dans cette recherche. Il est conside´re´ que la ZA est de forme circulaire
de rayon c centre´e en (0, 0, L). Meˆme s’il peut se trouver des re´cepteurs a` l’exte´rieur de cette
zone, leur concentration en est si minime qu’elle y sera pose´e comme nulle. Ainsi tous les NR
se retrouvent a` la ZA et nulle part ailleurs.
Il faut donc trouver le temps que prend un neurotransmetteur pour se rendre jusqu’a`
la ZA depuis l’arrive´e d’un PA a` la terminaison axonique. Cela ne´cessite qu’un messager
ait e´te´ se´cre´te´ et qu’il rejoigne cette portion de la membrane postsynaptique. Pour la ne
particule se´cre´te´e, soient T
(n)
AZ , TDZ et Tn : le temps d’atteinte de la ZA depuis un PA, le
temps d’atteinte de la ZA suite a` la diffusion et le temps de se´cre´tion, respectivement. Alors :
T
(n)
AZ = Tn + TDZ . (3.84)
La variable Tn a de´ja` e´te´ de´finie dans la section 3.1.2, il faut donc de´finir TDZ . Pour
qu’un neurotransmetteur atteigne la ZA suite a` sa diffusion il doit remplir deux conditions,
la premie`re e´tant de s’eˆtre rendu a` la membrane postsynaptique et la seconde e´tant qu’il soit
a` l’inte´rieur du cercle de´limitant la ZA. Comme l’e´ve´nement de diffusion jusqu’a` Z = L et
l’e´ve´nement de se retrouver dans le cercle a` cette position sont inde´pendants, le proble`me
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peut se de´composer pour chacun des mode`les. TDZ se de´finit alors selon TL, le temps de
premier passage a` la membrane postsynaptique, et la probabilite´ de se retrouver a` l’inte´rieur
de la ZA. Alors TL est de´fini de la fac¸on suivante :
TL = inf{t > 0 : Z(z; t) = L} .
L’expression de la FDP du premier ordre de TL dans les trois mode`les s’obtient d’apre`s
la de´finition suivante :
fTL(t) = −
d
dt
∫ L
0
fZ(z, t)dz .
En utilisant le re´sultat de l’e´quation (3.47), on obtient :
fTL(t) =
Dpi
L2
∞∑
j=0
(−1)j(2j + 1) · exp
(−D(2j + 1)2pi2
4L2
t
)
. (3.85)
Ensuite, il faut de´finir la fonction de re´partition du premier ordre telle que la particule
se trouve dans un cercle de meˆme dimension que la ZA a` un instant donne´ :
FXYAZ (t) = P [X
2(t) + Y 2(t) ≤ c2] . (3.86)
Par inde´pendance, la FDP pour TDZ est de´finie selon :
fTDZ (t) = fTL(t) · FXYAZ (t) . (3.87)
Il ne reste qu’a` e´tablir fTDZ (t) pour chacun des mode`les. Il fut e´tabli a` la section 3.1.3
que la variance des processus X(t) et Y (t) du premier mode`le s’exprimait selon l’e´quation
(3.31), note´e σ21(t) dans cette section. Or la probabilite´ que ces deux processus se trouvent
a` l’inte´rieur d’un cercle est similaire a` celle trouve´e pour les positions initiales de se´cre´tion,
voir section 3.1.2. Sachant que :
(
X(t)
σ1(t)
)2
+
(
Y (t)
σ1(t)
)2
∼ χ2(2) ,
χ2(2) ∼ Exp(λ = 1/2) .
Il est alors possible d’e´valuer analytiquement la probabilite´ de l’e´quation (3.86) :
P [X2(t) + Y 2(t) ≤ c2] = P
[(
X(t)
σ1(t)
)2
+
(
Y (t)
σ1(t)
)2
≤ c
2
σ21(t)
]
= 1− exp
( −c2
2 σ21(t)
)
. (3.88)
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Ce faisant, l’expression pour la FDP du temps d’atteinte de la ZA suite a` la diffusion est :
fTDZ (t) =
Dpi
L2
∞∑
j=0
(−1)j(2j + 1) · exp
(−D(2j + 1)2pi2
4L2
t
)
·
[
1− exp
( −c2
2 σ21(t)
)]
. (3.89)
Pour le deuxie`me mode`le, il suffit de poser σ22(t) tel que pre´sente´ a` l’e´quation (3.64),
pour le cas sous-amorti et σ22′(t) pour l’expression de l’e´quation (3.66) du cas suramorti.
Conse´quemment, pour le troisie`me, on pose σ23(t) pour l’e´quation (3.82). Ainsi pour trouver
les fTDZ (t) respectives a` chaque mode`le, il ne faut qu’effectuer la substitution de σ
2
1(t) par la
variance approprie´e dans l’e´quation (3.89).
Il ne reste alors qu’a` de´finir la FDP pour T
(n)
AZ . Pour y arriver, il faut re´soudre :
f
T
(n)
AZ
(t) =
d
dt
P [T
(n)
AZ < t] =
d
dt
P [TDZ + Tn < t]
=
d
dt
{∫ ∞
0
∫ t−u
0
fTDZ (v)fTn(u)dvdu
}
. (3.90)
L’e´quation (3.90) n’a pas de solution analytique. En effet, les diffe´rentes formes que peu-
vent prendre l’e´quation (3.89) ne sont pas inte´grables. De plus, puisque les Tn ne sont pas
identiquement distribue´s, il s’ensuit que les T
(n)
AZ ne le sont pas non plus. Cela implique
que chaque particule posse`de sa propre variable ale´atoire pour son temps d’atteinte de la ZA.
Avoir des variables ale´atoires non identiquement distribue´es pour chacune des particules pose
un se´rieux proble`me pour l’e´laboration d’une formule analytique des PP. Cependant, des sim-
ulations prenant en compte toutes les hypothe`ses e´nonce´es dans cette e´tude sont pre´sente´es
dans les sections subse´quentes. En outre, une version simplifie´e du mode`le est aussi pre´sente´e
afin d’obtenir une solution analytique.
La re´ception par les re´cepteurs
Une fois qu’un neurotransmetteur atteint la ZA, il est probable qu’il interagisse avec les
re´cepteurs pre´sents. Sans entrer dans les de´tails de l’activation des re´cepteurs, il est ne´cessaire
de savoir comment ils y sont distribue´s afin de de´terminer quelle est la probabilite´ d’une
rencontre avec un messager.
Les mode`les pre´sente´s dans la revue de litte´rature sont unanimes quant a` l’uniformite´ de
la distribution des NR a` l’agglome´ration postsynaptique. Cependant, la re´alite´ est beaucoup
plus nuance´e. Il appert que ces re´cepteurs ne sont pas aussi immuables qu’il le fut initialement
propose´. Il y a effectivement deux phe´nome`nes perturbant cette uniformite´. Le premier est
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la mobilite´ des re´cepteurs sur la membrane postsynaptique et le second est la dure´e de vie
limite´e des re´cepteurs.
Prenons l’exemple du α-amino-3-hydroxy-5-me´thylisoazol-4-propionate (AMPA), un re´cep-
teur glatamatergique tre`s re´pandu. Il serait en mesure de se de´placer sur des distances de
l’ordre du microme`tre pendant une seconde (voir Heine et al., 2008). Ce de´placement se ferait
vraisemblablement par mouvement brownien sur la membrane postsynaptique. Ils semblent
donc en mouvement constant.
En outre, comme les NR sont forme´s de prote´ines complexes, leur dure´e de vie utile
n’est pas infinie. En fait il semblerait que la demi-vie des re´cepteurs AMPA sur une mem-
brane plasmique soit d’environ 30 heures (voir Archibald et al., 1998). Cependant, ce temps
semble tre`s long en comparaison avec la transmission synaptique qui se de´roule dans des
temps se mesurant en millisecondes. Il y a toutefois un autre me´canisme de recyclage de
ces re´cepteurs, l’internalisation par endocytose. L’endocytose est l’inverse de l’exocytose, elle
survient lorsqu’un morceau de membrane postynaptique se recroqueville sur lui-meˆme et
qu’il soit en quelque sorte avale´ par la cellule. Ainsi les re´cepteurs pre´sents se retrouvent a`
l’inte´rieur, d’ou` le terme internalisation. Il fut mesure´ que la constante de temps de ce pro-
cessus se situe autour de 40 minutes (voir Man et al., 2000). Encore une fois, il est beaucoup
plus grand que le temps requis pour une transmission synaptique, mais infe´rieur au temps
de demi-vie.
Malgre´ le fait que la demi-vie et l’internalisation des AMPA s’e´chelonnent sur de longues
pe´riodes, leur grande mobilite´, a` elle seule, force a` abandonner l’ide´e qu’ils puissent former
a` la ZA des re´seaux ordonne´s uniformes. Du coup, il serait tout a` fait irre´aliste d’attribuer
une position fixe pour chaque NR a` la ZA pour la dure´e de la transmission synaptique. Il est
toutefois tre`s ardu de de´finir leur parcours durant une transmission synaptique. Il faut alors
repenser la ZA selon ces conside´rations a` l’aide d’hypothe`ses simples.
Une solution e´le´gante serait que lorsqu’un NT rejoint la ZA, il y rencontre un NR avec une
probabilite´ de un. Puisqu’a` l’arrive´e du NT, les positions des NR ne sont pas de´finies selon
un ordre e´tabli, il est alors conside´re´ que le messager a une probabilite´ de 1/M de rencontrer
le re´cepteur e´tiquete´ m, ou` M est le nombre total de NR a` la ZA. Donc la probabilite´ de
rencontrer un re´cepteur quelconque devient e´quiprobable.
3.1.5 L’activation des re´cepteurs
Un NR est en fait une prote´ine formant un canal a` travers la membrane plasmique. Il est
tout a` fait semblable aux canaux ioniques mentionne´s en introduction, sauf que son activation
ne de´pend pas de la diffe´rence de potentiel de part et d’autre de la membrane. Pour que le
canal d’un NR laisse passer des ions a` l’inte´rieur de la cellule, il doit eˆtre active´ a` l’aide de
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neurotransmetteurs. En effet, ces derniers, en se fixant aux re´cepteurs, changent la structure
mole´culaire de la prote´ine, la faisant changer de forme. Cette restructuration ouvre le canal
et les ions s’y pre´cipitent sous l’effet des gradients de concentration.
La synapse mode´lise´e dans cette recherche ne contient qu’un seul type de NR calque´
sur les AMPA. Ce re´cepteur posse`de en fait quatre sites ou` peuvent se fixer des mole´cules
message`res (voir Clements et al., 1998). Lorsqu’un neurotransmetteur se fixe sur l’un des
sites, la probabilite´ que le canal puisse laisser passer des ions positifs a` travers la membrane
augmente. Il est toutefois conside´re´ que l’activation d’un canal ne requiert la fixation que de
deux messagers (voir Clements et al., 1998). Pour les besoins du mode`le, un NR peut alors
se trouver dans seulement trois e´tats :
1. Comple`tement libre,
2. Occupe´ avec un seul NT,
3. Occupe´ avec deux NT et en activation.
Cette succession d’e´tats est markovienne en ce que le passage a` un e´tat suivant ne de´pend
que de l’e´tat pre´sent. Cependant les taux de passage de l’e´tat 1 a` 2 et de 2 a` 3 sont de´finis
d’apre`s les diffe´rentes variables T
(n)
AZ qui n’ont pas e´te´ explicitement solutionne´es.
Figure 3.3: E´tats possibles pour un re´cepteur du mode`le
Selon ces hypothe`ses, il est sous-entendu que pendant l’activation, le re´cepteur ne peut
accueillir davantage de neurotransmetteurs. De cette fac¸on, une particule rencontrant un NR
dans le troisie`me e´tat est tout simplement absorbe´e hors de la fente synaptique.
Une fois le canal ouvert, un flux d’ions positifs (sodium et/ou potassium) traverse la mem-
brane postsynaptique vers l’inte´rieur du neurone. Comme le sens conventionnel du courant
suit le de´placement de charges positives, ce flux entraˆıne une injection de courant, donc une
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de´polarisation de la membrane. Il faut alors caracte´riser le courant entrant selon les pro-
prie´te´s du re´cepteur AMPA. Il y a donc deux parame`tres importants : l’intensite´ du courant
entrant en fonction du temps et la dure´e d’activation du canal.
Typiquement, lors de l’activation d’un seul re´cepteur AMPA, l’injection de courant dans
le neurone de´bute abruptement pour demeurer constante un certain temps et se termine tout
aussi abruptement. Nonobstant les minimes variations imputables aux bruits des mesures
et a` la disponibilite´ des ions a` proximite´ du canal, la forme que prend le courant entrant
est identique a` une impulsion carre´e d’une hauteur I0 et d’une dure´e τ (voir Vaithianathan
et al., 2005). Un sche´ma d’une telle mesure, ge´ne´re´ a` l’aide de MATLAB R©, est pre´sente´ a` la
figure 3.4
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Figure 3.4: Sche´ma d’une mesure de courant produit par un seul re´cepteur
L’injection d’un tel courant a` travers la membrane est la source de la de´polarisation. Afin
de bien la de´finir, il faut se rabattre sur un mode`le e´lectrique de la membrane postsynaptique.
Tout comme les ondes de tension se superposent sur les dendrites et le corps cellulaire du
neurone, il en sera de meˆme pour la synapse. Ce qui signifie que les re´cepteurs sont relie´s entre
eux de telle fac¸on que la tension qu’ils ge´ne`rent se superpose elle aussi. Ceci e´tant dit, selon
un formalisme propre aux circuits e´lectriques, un re´cepteur est alors conside´re´ comme une
source de courant carre´ actionne´e ale´atoirement. La membrane est conside´re´e comme e´tant
un circuit RC (voir Koch, 1999). La connexion d’un NR a` la membrane est donc assimile´e
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au circuit de la figure 3.5.
C RI
Figure 3.5: Sche´ma du circuit e´lectrique repre´sentant un morceau de membrane et un
re´cepteur
La membrane posse`de donc une capacite´ C et une re´sistance e´lectrique R. L’injection d’un
courant carre´ a` travers un tel circuit entraˆıne donc une de´polarisation propre aux circuits
RC. Pendant l’activation du canal, la charge aux bornes du condensateur augmente, lorsque
le canal se de´sactive, la charge ainsi cumule´e s’e´vade graduellement du condensateur. Il y
a donc deux re´gimes distincts a` prendre en compte, soit l’injection et l’apre`s injection de
courant. Pour le premier re´gime, l’e´quation caracte´risant la monte´e du potentiel aux bornes
du circuit de la figure 3.5 est :
∆V = RI0
(
1− exp
(
− t− ti
RC
))
. (3.91)
Pour le second re´gime, l’e´quation caracte´risant la chute de potentiel est :
∆V = RI0
(
1− exp
(
− τ
RC
))
exp
(
− t− ti − τ
RC
)
. (3.92)
Le termeRI0
(
1−exp
(
− τ
RC
))
repre´sente la valeur de la tension atteinte au moment de la
de´sactivation du canal. Il ne suffit que de relier les e´quations (3.91) et (3.92) ensemble a` l’aide
de fonctions de Heaviside et l’e´quation pour la de´polarisation de la membrane postsynaptique
suite a` l’activation d’un seul canal est :
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Vi(t) = RI0
(
1− exp
(
− t− ti
RC
))(
H(t− ti)−H(t− ti − τ)
)
+RI0
(
1− exp
(
− τ
RC
))
exp
(
− t− ti − τ
RC
)
H(t− ti − τ) , (3.93)
ou` la fonction H(.) est la fonction de Heaviside, Vi(t) est le signal produit par le i
e re´cepteur
et ti le temps a` partir duquel il est active´. La forme de cette de´polarisation est pre´sente´e a`
la figure 3.6 pour certaines valeurs de R, C, τ et I0.
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Figure 3.6: Exemple de de´polarisation suite a` l’activation d’un re´cepteur
La de´polarisation totale de la membrane postsynaptique Vps(t) est donc :
Vps(t) =
Θ∑
i=1
Vi(t) , (3.94)
ou` Θ est le nombre total de re´cepteurs qui ont e´te´ active´s. Il se peut que Θ > M puisqu’un
re´cepteur peut the´oriquement eˆtre ouvert plus d’une fois. D’ailleurs, le circuit de la figure 3.5
comporte une mise a` la terre. Elle repre´sente la supposition que le potentiel au repos de la
membrane postsynaptique est de 0V . Cette supposition ne change en rien la ge´ne´ralite´ du
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proble`me puisque la valeur seuil permettant le de´clenchement d’un PA est fonction de la
variation du potentiel par rapport a` sa valeur au repos.
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3.1.6 Re´sume´ des trois mode`les
Premier mode`le
Distribution du temps de se´cre´tion pour la ne particule Tn(t) :
Tn(t) ∼ G(n, λ) .
Type de distribution des processus X(t) et Y (t) : gaussienne. Espe´rance des
processus X(t) et Y (t) :
E[X(t)] = E[Y (t)] = 0.
Variance des processus X(t) et Y (t) :
V AR[X(t)] = V AR[Y (t)] =
a2
xp
+
2kBT
γ2m
(γt− 1 + e−γt) .
Distribution du processus de premier passage a` la ZA, TDZ(t) :
fTDZ (t) =
Dpi
L2
∞∑
j=0
(−1)j(2j+1)·exp
(−D(2j + 1)2pi2
4L2
t
)
·
[
1−exp
( −c2
2 V AR[X(t)]
)]
.
Distribution des temps d’atteinte de la ZA a` partir de la se´cre´tion :
f
T
(n)
AZ
(t) =
d
dt
P [T
(n)
AZ < t] =
d
dt
P [TDZ + Tn < t]
=
d
dt
{∫ ∞
0
∫ t−u
0
fTDZ (v)fTn(u)dvdu
}
.
Probabilite´ de rencontrer le me re´cepteur parmi M : 1
M
.
Nombre requis de neurotransmetteurs fixe´s au re´cepteur pour son acti-
vation : 2.
De´polarisation totale de la membrane postsynaptique Vps(t) :
Vps(t) =
Θ∑
i=1
{
RI0
(
1− exp
(
− t− ti
RC
))(
H(t− ti)−H(t− ti − τ)
)
+RI0
(
1− exp
(
− τ
RC
))
exp
(
− t− ti − τ
RC
)
H(t− ti − τ)
}
.
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Second mode`le sous-amorti
Distribution du temps de se´cre´tion pour la ne particule Tn(t) :
Tn(t) ∼ G(n, λ) .
Type de distribution des processus X(t) et Y (t) : gaussienne. Espe´rance des
processus X(t) et Y (t) :
E[X(t)] = E[Y (t)] = 0.
Variance des processus X(t) et Y (t) :
V AR[X(t)] = V AR[Y (t)] = e−γt
{
a2
xp
[
cos
(
ω
2
t
)
+
γ
ω
sin
(
ω
2
t
)]2
+
4kBT
mω2
sin2
(
ω
2
t
)}
+
4kBT
mω2
(
1− e−γt)
+
kBTγ
ω0mω2
[
e−γt
(
γ cos(ωt)− ω sin(ωt))− γ] .
Distribution du processus de premier passage a` la ZA, TDZ(t) :
fTDZ (t) =
Dpi
L2
∞∑
j=0
(−1)j(2j+1)·exp
(−D(2j + 1)2pi2
4L2
t
)
·
[
1−exp
( −c2
2 V AR[X(t)]
)]
.
Distribution des temps d’atteinte de la ZA a` partir de la se´cre´tion :
f
T
(n)
AZ
(t) =
d
dt
P [T
(n)
AZ < t] =
d
dt
P [TDZ + Tn < t]
=
d
dt
{∫ ∞
0
∫ t−u
0
fTDZ (v)fTn(u)dvdu
}
.
Probabilite´ de rencontrer le me re´cepteur parmi M : 1
M
.
Nombre requis de neurotransmetteurs fixe´s au re´cepteur pour son acti-
vation : 2.
De´polarisation totale de la membrane postsynaptique Vps(t) :
Vps(t) =
Θ∑
i=1
{
RI0
(
1− exp
(
− t− ti
RC
))(
H(t− ti)−H(t− ti − τ)
)
+RI0
(
1− exp
(
− τ
RC
))
exp
(
− t− ti − τ
RC
)
H(t− ti − τ)
}
.
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Second mode`le suramorti
Distribution du temps de se´cre´tion pour la ne particule Tn(t) :
Tn(t) ∼ G(n, λ) .
Type de distribution des processus X(t) et Y (t) : gaussienne. Espe´rance des
processus X(t) et Y (t) :
E[X(t)] = E[Y (t)] = 0.
Variance des processus X(t) et Y (t) :
V AR[X(t)] = V AR[Y (t)] = e−γt
{
a2
xp
[
cosh
(
ω′
2
t
)
+
γ
ω′
sinh
(
ω′
2
t
)]2
+
4kBT
mω′2
sinh2
(
ω′
2
t
)}
− 4kBT
mω′2
(
1− e−γt)
+
kBTγ
ω0mω′2
[
γ − e−γt(γ cosh(ω′t) + ω′ sin(ω′t))] .
Distribution du processus de premier passage a` la ZA, TDZ(t) :
fTDZ (t) =
Dpi
L2
∞∑
j=0
(−1)j(2j+1)·exp
(−D(2j + 1)2pi2
4L2
t
)
·
[
1−exp
( −c2
2 V AR[X(t)]
)]
.
Distribution des temps d’atteinte de la ZA a` partir de la se´cre´tion :
f
T
(n)
AZ
(t) =
d
dt
P [T
(n)
AZ < t] =
d
dt
P [TDZ + Tn < t]
=
d
dt
{∫ ∞
0
∫ t−u
0
fTDZ (v)fTn(u)dvdu
}
.
Probabilite´ de rencontrer le me re´cepteur parmi M : 1
M
.
Nombre requis de neurotransmetteurs fixe´s au re´cepteur pour son acti-
vation : 2.
De´polarisation totale de la membrane postsynaptique Vps(t) :
Vps(t) =
Θ∑
i=1
{
RI0
(
1− exp
(
− t− ti
RC
))(
H(t− ti)−H(t− ti − τ)
)
+RI0
(
1− exp
(
− τ
RC
))
exp
(
− t− ti − τ
RC
)
H(t− ti − τ)
}
.
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Troisie`me mode`le
Distribution du temps de se´cre´tion pour la ne particule Tn(t) :
Tn(t) ∼ G(n, λ) .
Type de distribution des processus X(t) et Y (t) : gaussienne. Espe´rance des
processus X(t) et Y (t) :
E[X(t)] = E[Y (t)] = 0.
Variance des processus X(t) et Y (t) :
V AR[X(t)] = V AR[Y (t)] =
a2
xp
+
kBT
γ2m
(
2γt(2+2e−γt−e−2γt)+10e−γt−2e−2γt−8) .
Distribution du processus de premier passage a` la ZA, TDZ(t) :
fTDZ (t) =
Dpi
L2
∞∑
j=0
(−1)j(2j+1)·exp
(−D(2j + 1)2pi2
4L2
t
)
·
[
1−exp
( −c2
2 V AR[X(t)]
)]
.
Distribution des temps d’atteinte de la ZA a` partir de la se´cre´tion :
f
T
(n)
AZ
(t) =
d
dt
P [T
(n)
AZ < t] =
d
dt
P [TDZ + Tn < t]
=
d
dt
{∫ ∞
0
∫ t−u
0
fTDZ (v)fTn(u)dvdu
}
.
Probabilite´ de rencontrer le me re´cepteur parmi M : 1
M
.
Nombre requis de neurotransmetteurs fixe´s au re´cepteur pour son acti-
vation : 2.
De´polarisation totale de la membrane postsynaptique Vps(t) :
Vps(t) =
Θ∑
i=1
{
RI0
(
1− exp
(
− t− ti
RC
))(
H(t− ti)−H(t− ti − τ)
)
+RI0
(
1− exp
(
− τ
RC
))
exp
(
− t− ti − τ
RC
)
H(t− ti − τ)
}
.
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3.2 Simulations
Dans la section pre´ce´dente, il fut montre´ que le mode`le d’une synapse chimique, quelque
soit le processus de diffusion utilise´, conduit a` une impasse. En effet, l’impossibilite´ d’en ar-
river a` une FDP analytique pour les temps de premier passage a` l’agglome´ration de re´cepteurs
en plus de variables ale´atoires non identiquement distribue´es pour chacune des particules font
en sorte que l’atteinte d’une formule analytique est impossible.
Ne´anmoins, le cadre the´orique est suffisamment complet pour effectuer des simulations
comprenant les quatre e´tapes charnie`res du mode`le. Cette section pre´sente les techniques
ne´cessaires a` l’accomplissement de ces simulations. Mais avant de de´buter, il est important
de mentionner qu’elles sont programme´es en langage MATLAB R© et compile´es dans ce meˆme
environnement de de´veloppement.
3.2.1 Quelques valeurs nume´riques
Avant d’entrer dans les de´tails des algorithmes de simulations, il est ne´cessaire d’indiquer
les valeurs nume´riques de certains parame`tres fixes du mode`le ainsi que leurs unite´s. Le
prochain tableau e´nume`re ces parame`tres :
Tableau 3.1: Constantes
Constantes Valeurs nume´riques et unite´s
Constante de Boltzmann (kB) 1,381 ×10−23m2kg/s2K
Masse d’un neurotransmetteur (m) 2, 443× 10−25 kg
Rayon d’un neurotransmetteur (r) 0, 296 nm
Tempe´rature (T ) 310 K
Viscosite´ du fluide interstitiel (µ) 0, 78× 10−3Pa · s
Coefficient de friction (γ) 1, 78× 1013 Ns/mkg
Longueur de la fente synaptique (L) 20 nm
Coefficient de diffusion (D) 9, 845× 10−10m2/s
Le neurotransmetteur choisi est le glutamate puisqu’il est le messager excitateur pre´domi-
nant dans le cerveau. Sans tenir compte de l’effet d’hydration du a` sa charge e´lectrique, sa
forme est conside´re´e sphe´rique, de volume e´gal a` son volume de Van der Waals qui est de
109A˚3 (voir Yeh et al., 2003). La viscosite´ du fluide interstitiel est suppose´e eˆtre celle de l’eau
a` 310 ◦K (voir Green, 2008). La longueur choisie de la fente synaptique est typique pour une
synapse chimique.
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3.2.2 Simulation de la se´cre´tion des neurotransmetteurs
Lors de la se´cre´tion, des donne´es initiales, comprenant vitesses, positions et temps d’e´chap-
pement, sont attribue´es aux N neurotransmetteurs pre´sents dans la ve´sicule. Ces parame`tres
initiaux doivent cependant respecter les distributions de la section 3.1.2.
Puisque la fonction randn(i, j) de MATLAB R© cre´e une matrice de dimensions i × j
compose´e de nombres ale´atoires distribue´s selon une loi normale centre´e et re´duite, les vitesses
initiales sont appele´es de la sorte :
V SX0 =
√
kBT
m
· randn(1, N) , (3.95)
V SY0 =
√
kBT
m
· randn(1, N) , (3.96)
V SZ0 =
∣∣∣∣
√
kBT
m
· randn(1, N)
∣∣∣∣ . (3.97)
L’exposant S des e´quations pre´ce´dentes signifie que la variable est une variable ale´atoire
de simulation. En proce´dant ainsi, on se retrouve avec trois vecteurs de dimension N . Ensuite,
pour les positions initiales, la meˆme proce´dure est applique´e :
XS0 =
a√
xp
· randn(1, N) , (3.98)
Y S0 =
a√
xp
· randn(1, N) , (3.99)
ZS0 = zeros(1, N) . (3.100)
La fonction zeros(.) dans (3.100) ge´ne`re un vecteur entie`rement rempli de 0. Pour les
temps d’e´chappement, puisque les temps entre les sorties conse´cutives de deux neurotrans-
metteurs suivent une loi exponentielle, il faut dans un premier temps en ge´ne´rer N a` l’aide
de la me´thode de la transforme´e inverse :
∆T S =
ln[rand(1, N)]
λ
. (3.101)
La fonction rand(.) utilise´e dans (3.101) retourne un vecteur de dimensionN dont les nom-
bres sont distribue´s selon une loi uniforme s’e´talant de ze´ro a` un. Pour obtenir les diffe´rents
Tn il suffit tout simplement d’additionner les ∆T
S l’un a` la suite de l’autre en partant du
deuxie`me jusqu’au dernier.
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3.2.3 Simulation de la diffusion des neurotransmetteurs
Une fois les positions et les vitesses initialise´es, les neurotransmetteurs doivent diffuser
dans la fente synaptique. La me´thode utilise´e pour simuler les processus de diffusion est une
me´thode de type Monte Carlo. Ne´anmoins, les processus X(t) et Y (t) de tous les mode`les
ne sont pas markoviens, ce qui pose un se´rieux proble`me a` l’e´laboration d’un algorithme de
simulation Monte Carlo base´ uniquement sur les positions.
La question du caracte`re markovien des diffe´rents mode`les de diffusion est cruciale. En
effet, la technique exige que les particules soient de´place´es ale´atoirement sur des segments
rectilignes a` partir d’un point de phase connu, c’est-a`-dire un point ou` les vitesses et positions
instantane´es sont connues. La position de phase de de´part est toujours l’ancienne position
cible´e.
Il existe une me´thode de simulation dite exacte pour le processus Ornstein-Uhlenbeck
inte´gre´ (voir Gillespie, 1996). En effet, les formules d’ite´ration ne contiennent pas d’approx-
imations polynomiales et elles sont valables pour tout incre´ment de temps ∆t positif. Cet
algorithme est parfaitement applicable au premier mode`le de diffusion. Toutefois, comme les
deux autres sont des variantes du premier mode`le, il faudra adapter la technique. Il y a en
fait deux conditions essentielles a` respecter afin d’appliquer cet algorithme. Premie`rement,
les processus de vitesses et de positions des particules doivent eˆtre tous deux gaussiens.
Deuxie`mement, ces deux processus pris ensembles doivent eˆtre markoviens (voir Gillespie,
1996).
La premie`re condition est respecte´e dans tous les mode`les de diffusion (voir la section
(3.1.3)). En ce qui a trait a` la nature markovienne des processus conjoints de position et de
vitesse, il faut noter que la position est l’inte´grale du processus de vitesse. Ainsi, si VX(t) est
markovien alors le couple (X(t), VX(t)) est aussi markovien (voir Lefebvre, 2005). En fait,
cette condition est ve´rifie´e partout sauf dans le cas de diffusion avec bruit colore´.
Dans l’e´ventualite´ ou` ces deux conditions sont respecte´es, les espe´rances et les variances
des deux processus doivent eˆtre de´finies ainsi que leur covariance, et ce, a` partir d’une position,
vitesse et temps initiaux connus. Ces parame`tres sont alors calcule´s pour un intervalle de
temps ∆t fixe. En posant par exemple pour le processus XS(t) :
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mX = E[X
S(t+∆t)|x0, v0, t0] , (3.102a)
mVX = E[V
S
X (t+∆t)|v0, t0] , (3.102b)
σ2X = V AR[X
S(t+∆t)|x0, v0, t0] , (3.102c)
σ2VX = V AR[V
S
X (t+∆t)|v0, t0] , (3.102d)
κXVX = COV [X
S(t+∆t), V SX (t+∆t)|x0, v0, t0] , (3.102e)
les formules d’ite´ration simultane´es des processus sont (voir Gillespie, 1996) :
V SX (t+∆t) = mVX + σVX · n1 , (3.103a)
XS(t+∆t) = mX +
(
σ2VX −
κ2XVX
σ2X
)1/2
· n2 + κXVX
σX
· n1 . (3.103b)
Les deux parame`tres n1 et n2 sont deux nombres ale´atoires inde´pendants ge´ne´re´s selon
des normales centre´es re´duites. Les parame`tres des e´quations (3.102) doivent eˆtre alors de´finis
pour chaque mode`le de diffusion selon tous les processus.
La prise en charge des frontie`res en z = 0 et z = L doit se faire de fac¸on algorithmique.
La fac¸on de faire est simple, si le processus ZS(t) devient ne´gatif apre`s une ite´ration, alors
il est re´fle´chi selon sa valeur absolue a` cet instant. La diffusion s’effectue jusqu’a` l’ite´ration
ou` ZS(t) > L. A` cet instant la simulation de diffusion s’arreˆte, le temps et les positions X
et Y du moment sont enregistre´s. La pre´cision du temps est au mieux de ∆t. Voila` pourquoi
l’intervalle de temps entre chaque ite´ration doit eˆtre suffisamment court. D’ailleurs a` ce sujet,
conside´rant la puissance informatique de calcul disponible (Apple Macbook pro 5,1, ayant
comme syste`me d’exploitation, la distribution Linux Ubuntu 10.04), le choix de ∆t s’est arreˆte´
a` 10−10s, qui est un bon compromis entre pre´cision et temps de simulation raisonnables.
Enfin, au moment que la particule atteint la membrane postsynaptique, on applique une
condition sur les positions X et Y pour de´terminer si elle est a` l’inte´rieur de la ZA. Si elle
se trouve a` l’exte´rieur, le temps d’arrive´e de la particule a` la membrane postsynaptique est
rejete´. Il est ainsi assure´ qu’une particule ne rejoignant pas la ZA ne participera pas au PP.
Simulation du premier mode`le de diffusion
Pour le premier mode`le de diffusion, les trois processus e´voluent selon les meˆmes formules
ite´ratives. Dans ce cas, il ne reste qu’a` de´terminer les moyennes, variances et covariances.
Pour ce faire, il faut se re´fe´rer a` l’e´quation (3.19) pour de´velopper le processus V SX (t) et
l’e´quation (3.13) pour XS(t). Toutefois, les positions, vitesses et temps initiaux sont connus
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et non plus ale´atoires, il faut donc poser XS(t0) = x0 et V
S
X (t0) = v0. De plus, il faut supposer
qu’une impulsion ale´atoire a lieu dans l’intervalle t− t0.
Le processus V SX (t) est de´fini selon l’e´quation diffe´rentielle (3.19) dont la solution avec les
particularite´s e´nonce´es pre´ce´demment est :
V SX (t) = v0e
−γ(t−t0) +
1
m
∫ t
t0
ηX(τ)e
γ(τ−t)dτ . (3.104)
L’espe´rance et la variance conditionnelles de ce processus sont :
E[V SX (t)|v0, t0] = v0e−γ(t−t0) , (3.105)
V AR[V SX (t)|v0, t0] =
kBT
m
(
1− e−2γ(t−t0)) (3.106)
La solution pour X(t) avec les conditions initiales connues est :
XS(t) = x0 +
v0
γ
(
1− e−γt)+ 1
mγ
∫ t
t0
ηX(τ)
(
1− eγ(τ−t))dτ . (3.107)
Ensuite il faut e´tablir l’espe´rance et la variance conditionnelles pour X(t) :
E[XS(t)|v0, x0, t0] = x0 + v0
γ
(
1− e−γ(t−t0)) , (3.108)
V AR[XS(t)|v0, x0, t0] = kBT
mγ2
[
2γ(t− t0)− 3 + 4e−γ(t−t0) − e−2γ(t−t0)
]
. (3.109)
Finalement, il ne reste qu’a` de´finir la covariance conditionnelle telle que :
COV [XS(t), V SX (t)|v0, x0, t0] = E[XS(t)V SX (t)|v0, x0, t0]− E[XS(t)|v0, x0, t0]E[V SX (t)|v0, t0] ,
COV [XS(t), V SX (t)|v0, x0, t0] =
kBT
mγ
[
1− 2e−γ(t−t0) + e−2γ(t−t0)] . (3.110)
Afin d’eˆtre cohe´rent avec la notation des e´quations (3.102), il ne suffit que de remplacer
(t − t0) par ∆t et t par (t + ∆t) dans les e´quations (3.105), (3.106), (3.108), (3.109) et
(3.110). Ces dernie`res e´quations sont aussi valables pour les processus Y (t) et Z(t). D’apre`s
les e´quations (3.103) les formules d’ite´ration sont :
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V SX (t+∆t) = V
S
X (t)e
−γ∆t +
√
kBT
m
(
1− e−2γ∆t) · n1 , (3.111)
XS(t+∆t) = XS(t) +
V SX (t)
γ
(
1− e−γ∆t)
+
{
kBT
m
(
1− e−2γ∆t)− kBT
m
[ (
1− 2e−γ∆t + e−2γ∆t)2
2γ∆t− 3 + 4e−γ∆t − e−2γ∆t
]} 1
2
· n2
+
√
kBT
m
[
1− 2e−γ∆t + e−2γ∆t√
2γ∆t− 3 + 4e−γ∆t − e−2γ∆t
]
· n1 . (3.112)
Simulation du deuxie`me mode`le de diffusion
Le deuxie`me mode`le pre´sente deux cas distincts de diffusion radiale. Le premier cas est
celui de l’oscillateur harmonique sous-amorti et le second est suramorti. La simulation du
processus Z(t) se fera exactement tel qu’e´nonce´ aux e´quations (3.111) et (3.112).
Afin d’alle´ger le travail a` effectuer, certaines observations s’imposent. Le temps moyen de
premier passage du processus Z(t) a` la fente synaptique ainsi que son e´cart-type sont utiles
afin de de´terminer comment se comporte la variance des processusX(t) et Y (t) a` proximite´ de
la membrane postsynaptique. En conside´rant que l’espe´rance du processus TL(t) correspond
a` sa moyenne et que σTL =
√
V AR[TL(t)] est son e´cart-type, on obtient :
E[TL(t)] =
∫ ∞
0
tfTL(t)dt =
16L2
Dpi3
∞∑
j=0
(−1)j
(2j + 1)3
, (3.113)
σTL =
√∫ ∞
0
t2fTL(t)dt−
(
E[TL(t)]
)2
=
√√√√128L4
D2pi5
∞∑
j=0
(−1)j
(2j + 1)5
−
(
16L2
Dpi3
∞∑
j=0
(−1)j
(2j + 1)3
)2
. (3.114)
Sachant que :
∞∑
j=0
(−1)j
(2j + 1)3
=
pi3
32
,
∞∑
j=0
(−1)j
(2j + 1)5
=
5pi5
1536
,
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et selon les donne´es du Tableau 3.1 on obtient que E[TL(t)] = 2, 032 × 10−7 s et σTL =
1, 659× 10−7 s.
Les particules, sous l’action d’une force radiale attractive, seront en moyenne contraintes a`
des de´placement late´raux moindres. Une fois a` la membrane postsynaptique, elles seront donc
moins disperse´es et plus concentre´es sur la ZA. Cet argument est valable pour le cas sous-
amorti et le cas suramorti. Ainsi il devient inte´ressant d’e´valuer a` quel moment la variance
des processus X(t) et Y (t) est maximale et quelle est sa valeur autour de E[TL(t)].
En fait, dans les deux cas, la variance est maximale a` t = 0 et dans les deux cas elle vaut
a` cet instant :
V AR[X(0)] =
a2
xp
, (3.115)
soit sa valeur a` la sortie de la ve´sicule, et ce, peu importe la valeur du parame`tre K de Hooke.
En outre, a` t′ = 2, 032× 10−7 s elle vaut dans le cas sous-amorti :
V AR[X(t′)] ' 4kBT
mω2
− kBTγ
2
mω0ω2
, (3.116)
et dans le cas suramorti, elle vaut :
V AR[X(t′)] ' kBTγ
2
mω0ω′2
− 4kBT
mω′2
, (3.117)
Dans les deux cas, la variance de´croˆıt avec le parame`tre K. Dans le cas sous-amorti,
la variance atteint sa valeur maximale lorsque K est a` la limite entre les deux re´gime soit
K = mγ
2
4
. A` cette valeur, la variance vaut 2, 2124× 10−22m2, ce qui donne un e´cart-type de
seulement 1, 4874×10−11m, une valeur infe´rieure au rayon d’une mole´cule de glutamate (voir
deuxie`me chapitre).
Un valeur significative de la variance serait de l’ordre du nm2, ce qui signifie que K est
de l’ordre du 1× 10−3kg/s2. Cependant elle est assez petite pour qu’on puisse la conside´rer
comme e´tant nulle. Ce cas est similaire a` la simple diffusion selon un processus Ornstein-
Uhlenbeck inte´gre´.
Ceci e´tant dit, le cas de l’oscillateur harmonique stochastique applique´ spe´cifiquement a`
la diffusion de mole´cules de glutamate dans une fente synaptique telle que mode´lise´e dans
cette e´tude conduit a` une diffusion qui tend vers une variance nulle. De cette fac¸on il est alors
suppose´ qu’un tel mode`le de diffusion restreint le trajet des particules a` une seule dimension,
c’est-a`-dire le long de la fente synaptique. Donc le seul processus a` conside´rer est alors Z(t).
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Simulation du troisie`me mode`le de diffusion
Le cas de la diffusion soumise a` du bruit colore´ est particulier en ce qu’il ne conduit pas
a` un couple position et vitesse markovien. La cause e´tant la fonction d’autocorre´lation du
bruit qui impose un temps de corre´lation fini. Cependant, comme il le fut mentionne´ dans
la section 3.1.3, la largeur a` la mi-hauteur de la fonction d’autocorre´lation du bruit colore´
pour une particule de glutamate est minime (3, 89× 10−14s). En comparaison, l’intervalle de
temps d’ite´ration ∆t est environ 2570 fois plus grand. On peut alors suppose´e que la fonction
d’autocore´lation du bruit colore´ est une approximation de celle du bruit blanc tel que :
e−γ|t2−t1| → δ(t2 − t1) , (3.118)
ou` la fle`che → signifie une correspondance approximative.
L’hypothe`se suivante est alors e´mise : Conside´rant la re´alite´ physique des processus de
diffusion avec bruit colore´ e´nonce´e dans ce mode`le de synapse chimique, il est suppose´ que
ces processus se comportent de fac¸on markovienne. De cette fac¸on, les formules d’ite´ration
(3.103) sont applique´es.
Des tests statistiques seront pre´sente´s afin de de´terminer s’il y a lieu de rejeter cette
hypothe`se.
Afin d’e´tablir les e´quations d’e´volution pour le couple V SX (t) et X
S(t), il faut tout d’abord
trouver les moyennes, variances et covariance tout comme pour le premier mode`le de diffusion.
Tout d’abord, les solutions aux e´quations diffe´rentielles du mouvement avec bruit colore´ sont :
V SX (t) = v0e
−γ(t−t0) +
1
m
∫ t
t0
ζX(τ)e
γ(τ−t)dτ , (3.119)
XS(t) = x0 +
v0
γ
(
1− e−γ(t−t0))+ 1
mγ
∫ t
t0
ζX(τ)
(
1− eγ(τ−t))dτ . (3.120)
La moyenne et la variance conditionnelles pour VX(t) sont donc :
E[V SX (t)|v0, t0] = v0e−γ(t−t0) , (3.121)
V AR[V SX (t)|v0, t0] =
kBT
m
(
1− 2γ(t− t0)e−2γ(t−t0) − e−2γ(t−t0)
)
. (3.122)
Pour le processus X(t), on obtient :
E[XS(t)|v0, x0, t0] = x0 + v0
γ
(
1− e−γ(t−t0)) , (3.123)
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V AR[XS(t)|v0, x0, t0] =
kBT
mγ2
[
2γ(t− t0)
(
2 + 2e−γ(t−t0) − e−2γ(t−t0))− 9 + 12e−γ(t−t0) − 3e−2γ(t−t0)] . (3.124)
La covariance conditionnelle des deux processus est :
COV [XS(t), V SX (t)|v0, x0, t0] =
2kBT
mγ
[
1− γ(t− t0)
(
e−γ(t−t0) − e−2γ(t−t0))− 2e−γ(t−t0) + e−2γ(t−t0)] . (3.125)
Ce qui conduit aux e´quations d’e´volution pour VX(t) et X(t) :
V SX (t+∆t) = V
S
X (t)e
−γ∆t +
√
kBT
m
(
1− 2γ∆te−2γ∆t − e−2γ∆t) · n1 , (3.126)
XS(t+∆t) = XS(t) +
V SX (t)
γ
(
1− e−γ∆t)
+
{
kBT
m
(
1− 2γ∆te−2γ∆t − e−2γ∆t)
− 4kBT
m
[ (1 + γ∆t(e−2γ∆t − e−γ∆t)− 2e−γ∆t + e−2γ∆t)2
2γ∆t
(
2 + 2e−γ∆t − e−2γ∆t)− 9 + 12e−γ∆t − 3e−2γ∆t
]} 1
2
· n2
+ 2
√
kBT
m
[ (
1 + γ∆t
(
e−2γ∆t − e−γ∆t)− 2e−γ∆t + e−2γ∆t)√
2γ∆t
(
2 + 2e−γ∆t − e−2γ∆t)− 9 + 12e−γ∆t − 3e−2γ∆t
]
(3.127)
3.2.4 Simulation de la re´ception et de l’activation
Une fois que les instants d’arrive´es a` la ZA ont e´te´ enregistre´s, il faut de´terminer parmi
les M re´cepteurs, lequel rencontrera un neurotransmetteur.
Supposons que le nombre d’instants d’arrive´es enregistre´es est n. Alors pour de´terminer
a` quel re´cepteur est associe´ chacun des n neurotransmetteurs, il faut proce´der de la fac¸on
suivante :
indice = ceil(M rand(n)) , (3.128)
ou` indice indique l’e´tiquette du re´cepteur rencontre´ et ceil(.) est une fonction MATLAB R©
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retournant le plus grand entier de l’expression entre les parenthe`ses. De cette fac¸on, les
probabilite´s d’obtenir n’importe quelle e´tiquette sont e´quiprobables.
Ensuite, il faut savoir combien de particules ont rencontre´ chaque re´cepteur sur toute la
dure´e de la transmission synaptique. Ainsi pour le me re´cepteur, l’arrive´e d’une seconde par-
ticule est l’instant de la premie`re activation. Si une troisie`me particule s’y pre´sente pendant
l’activation, elle est absorbe´e. Sinon, si elle arrive apre`s, elle reste captive jusqu’a` l’arrive´e de
la prochaine qui enclenchera instantane´ment une seconde de´polarisation et ainsi de suite.
En proce´dant de cette fac¸on, les temps d’activations des canaux sont donc enregistre´s.
Il ne suffit que de les inte´grer dans les e´quations (3.93) et (3.94) et afficher le re´sultat pour
obtenir la courbe de la tension postsynaptique en fonction du temps.
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CHAPITRE 4
Re´sultats et Discussion
Ce chapitre pre´sente les re´sultats obtenus a` la suite des simulations pre´sente´es au chapitre
pre´ce´dent. Tout d’abord, l’espace de variabilite´ de certains parame`tres sera de´fini. Ensuite, des
tests statistiques seront pre´sente´s afin d’e´valuer si les algorithmes de diffusion sont ade´quats.
Par la suite, des analyses en fonction des parame`tres sur la variabilite´ des courbes seront
pratique´es. Enfin, avec ces informations, un mode`le analytique sera propose´.
4.1 Espace de variabilite´ des parame`tres
Voici les parame`tres qui n’ont pas encore d’espace de variabilite´ :
Tableau 4.1: Parame`tres
Symbole De´finition
N Nombre de neurotransmetteurs dans une ve´sicule
a Rayon de l’intersection circulaire entre la ve´sicule et la membrane pre´synaptique
λ Taux de se´cre´tion
c Rayon de la ZA
M Nombre de re´cepteurs a` la ZA
τ Temps d’activation d’un re´cepteur
I0 Intensite´ du courant injecte´ par un seul re´cepteur active´
R Re´sistance e´lectrique de la membrane postsynaptique
C Capacite´ e´lectrique de la membrane postsynaptique
Dans les mode`les mentionne´s en revue de litte´rature, quelques-uns e´voquent que le nombre
de neurotransmetteurs emmagasine´s dans une ve´sicule peut osciller entre 500 et 2000 (voir
Glavinovic, 1999; Ventriglia et Maio, 2000). Ce parame`tre variera donc a` l’inte´rieur de cet
espace.
Il n’existe pas de mesure pre´cise sur l’ouverture que forme la ve´sicule sur la membrane
pre´synaptique. La borne infe´rieure de a est choisie intuitivement a` 1nm, soit un peu moins
du double du diame`tre d’une mole´cule de glutamate. Quant a` la borne supe´rieure, elle est
pose´e a` 20nm, la meˆme valeur que la longueur de la fente synaptique, L.
Le taux de se´cre´tion λ n’est pas non plus un parame`tre bien e´tabli. Sachant que le temps
moyen entre l’e´chappement conse´cutif de deux neurotransmetteurs est 1/τ et que le temps
moyen de premier passage suite a` la diffusion est de 2, 032× 10−7s, on peut supposer qu’un
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temps moyen autour de 0, 1×10−7s pour l’intervalle d’e´chappement conse´cutif est raisonnable,
on a donc un λ = 10×106s−1. D’autre part, puisque le temps d’activite´ d’un re´cepteur est de
l’ordre de la ms, il serait inte´ressant de voir comment se comporte la transmission synaptique
si la se´cre´tion se fait beaucoup plus lentement. En posant λ = 0, 01× 106s−1 on suppose que
le temps moyen de se´cre´tion est de 0, 1ms. Ainsi le parame`tre de se´cre´tion variera entre ces
deux valeurs.
La dimension de la ZA est alors de´finie selon celle de l’ouverture de la ve´sicule. Ainsi il est
suppose´ que son rayon c variera entre 15 et 50nm. D’ailleurs le nombre de re´cepteurs pre´sents
a` la ZA variera entre 25 et 500. La borne infe´rieure est sciemment basse afin d’observer ce
qui peut arriver si tous les re´cepteurs sont active´s. La borne supe´rieure a e´te´ choisie selon le
nombre maximal de re´cepteurs pouvant eˆtre active´s par l’action de 1000 neurotransmetteurs
(2 particules pour activer un re´cepteur).
Du coˆte´ des re´cepteurs, puisque leurs caracte´ristiques sont grandement inspire´es des
re´cepteurs AMPA, leur temps d’activation τ est de 2ms et l’intensite´ du courant entrant
I0 est de 2pA (voir Vaithianathan et al., 2005). Quant a` la membrane postsynaptique, sa
re´sistance e´lectrique est de 100MΩ et sa capacite´ C de 100pF (voir Koch, 1999).
Ainsi, parmi les parame`tres du tableau 4.1, seulsN , a, λ, c etm ont un espace de variation.
A` cet effet, il est pose´ que le mode`le de re´fe´rence sera caracte´rise´ par la combinaison pre´sente´e
au tableau 4.2.
Tableau 4.2: Valeurs de re´fe´rence pour les variables du mode`le
Symbole Valeur de re´fe´rence
N 1000
a 5nm
λ 1× 106s−1
c 30nm
M 100
4.2 Tests statistiques
Des tests statistiques sont ne´cessaires pour ve´rifier s’il y a concordance entre les simu-
lations et les e´quations analytiques propose´es au dernier chapitre. Les processus qui seront
teste´s sont :
– le temps de premier passage a` la membrane postsynaptique TL(t),
– le couple X(t) et Y (t) du premier mode`le,
– le couple X(t) et Y (t) du troisie`me mode`le.
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Puisque les autres variables ale´atoires telles les positions, vitesses et temps initiaux sont
directement ge´ne´re´es avec des fonctions issues d’un logiciel commercial, ils ne seront pas
formellement teste´s.
4.2.1 Test sur TL(t)
Le processus qui serait le plus susceptible de ne pas concorder avec les expressions analy-
tiques est le temps de premier passage TL, a` cause du traitement algorithmique des frontie`res.
Le test a` prodiguer est un test de Pearson du χ2 permettant une comparaison quantitative
entre la distribution the´orique et celle obtenue par simulation.
Avant de de´buter, il faut e´mettre les hypothe`ses propres au test :
– H0 : La simulation propose´e pour les temps de premier passage respecte la distribution
analytique de l’e´quation (3.85),
– H1 : La simulation propose´e diverge de la distribution analytique.
Ce test est effectue´ sur un e´chantillon de N particules. On obtiendra alors le meˆme nombre
de temps de premier passage simule´s a` l’aide des formules d’e´volution (3.111) et (3.112). Les
positions initiales sont toutes mises a` Z = 0 et les vitesses initiales sont toutes nulles. Les
temps recueillis sont ensuite regroupe´s en J compartiments de largeur ∆t. Un de´compte des
particules dont le temps de premier passage e´choue a` l’inte´rieur de l’intervalle spe´cifique d’un
compartiment (qi) est effectue´, et ce, pour tous les intervalles.
Ensuite, un travail similaire est effectue´ avec la formule analytique. Le meˆme de´coupage en
compartiments est prodigue´, mais le de´compte the´orique des particules dans chaque intervalle
Qi se fait de la fac¸on suivante pour le i
e :
Qi = N
∫ i∆t
(i−1)∆t
fTL(τ)dτ , (4.1)
ou` fTL(t) est de´fini selon l’e´quation (3.85). Or, cette distribution contient une somme infinie
de termes. Afin de re´soudre l’inte´grale de l’e´quation (4.1), il faut faire une simplification en
ne gardant qu’un nombre restreint de termes. Pour se faire il faut voir comment se comporte
fTL(t) dans le temps selon le nombre de termes conside´re´s.
Il faut toutefois remarquer qu’a` t = 0, fTL(0) diverge. En effet on obtient alors :
fTL(0) =
Dpi
L2
∞∑
j=0
(−1)j(2j + 1) . (4.2)
Il faut d’ailleurs e´valuer a` quel instant l’erreur commise est maximale pour un nombre
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fixe de termes (n) dans la sommation. Puisque dans l’absolu, le terme exp
(
−D(2j+1)2pi2
4L2
t
)
de´croˆıt beaucoup plus vite que ne croˆıt le terme (2j + 1), l’erreur absolue commise est alors
le premier terme laisse´ de coˆte´ tel que :
En(t) =
∣∣∣∣DpiL2 (−1)n+1(2(n+ 1) + 1)exp
(−D(2(n+ 1) + 1)2pi2
4L2
t
)∣∣∣∣ . (4.3)
Comme elle de´croˆıt exponentiellement avec le temps, elle sera donc maximale autour de
t = . En choisissant  = 1ns, on obtient alors la courbe d’erreur absolue en fonction de
nombre de termes inclus dans la sommation de la figure 4.1. On remarque que l’erreur tend
tre`s rapidement vers 0. Toutefois, puisque la puissance de calcul disponible est plus que
suffisante, 5000 termes seront conside´re´s dans la somme.
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Figure 4.1: Erreur absolue de fTL()
Ensuite, on calcule le parame`tre suivant :
∆2 =
J∑
i=1
(qi −Qi)2
Qi
. (4.4)
L’hypothe`se H0 du test est rejete´e a` la faveur de H1, au seuil de confiance α si la condition
suivante est respecte´e :
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∆2 > χ2α,J−r−1 , (4.5)
ou` χ2α,J−r−1 est la valeur a` partir de laquelle une variable distribue´e selon une χ
2 a` (Jr −
1) degre´ de liberte´ atteint une valeur cumulative de (1 − α). J repre´sente le nombre de
compartiments utilise´s et r repre´sente le nombre de parame`tres a` estimer.
Puisque le nombre de particules contenues dans une ve´sicule est de 1000, le nombre ide´al
de compartiments a` utiliser afin d’avoir une haute re´solution est J = 100. De plus, puisqu’il
n’y a aucun parame`tres a` estimer, r = 0. Le seuil unilate´ral α typiquement choisi dans moult
analyses statistiques est de 5%, selon cette norme e´tablie, ce sera le seuil de confiance des
tests. Ceci e´tant dit, χ20,05,99 = 123, 23.
En effectuant 100 fois ce test avec 1000 particules, on obtient l’histogramme moyen de la
figure 4.2 et une valeur moyenne de ∆2 = 105, 11. Puisqu’elle est en dec¸a` de 123,23, on doit
conclure que ce test ne permet pas de rejeter H0 au seuil de 0,05.
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Figure 4.2: Histogramme moyen des temps de premier passage simule´s
4.2.2 Test sur le couple X(t) et Y (t) du premier mode`le
Pour tester le couple X(t) et Y (t) du premier mode`le, la proce´dure est semblable au test
pre´ce´dent. En effet, c’est un autre test de Pearson au meˆme seuil. Cependant, les particules
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diffuseront pendant un certain temps ts. Apre`s ce temps, une comparaison entre leur distri-
bution simule´e et celle the´orique sera effectue´e. Toutes les particules de´butent leur pe´riple a`
l’origine avec une e´nergie cine´tique nulle.
L’espace est divise´ en compartiments de disques concentriques. On sait que la probabilite´
the´orique pour que les processus X(t) et Y (t) se trouvent a` l’inte´rieur d’un cercle de rayon c
est donne´e par l’e´quation (3.88). Ainsi, la probabilite´ que le couple se retrouve a` l’inte´rieur
d’un disque de´limite´ par un cercle de rayon c1 et un cercle de rayon c2 tel que c2 > c1 est :
P [c21 < X
2(ts) + Y
2(ts) ≤ c22] = P [X2(ts) + Y 2(ts) ≤ c22]− P [X2(ts) + Y 2(ts) ≤ c21] . (4.6)
Ce qui donne :
P [c21 < X
2(ts) + Y
2(ts) ≤ c22] = exp
( −c22
2σ2(ts)
)
− exp
( −c21
2σ2(ts)
)
, (4.7)
ou` σ2(ts) =
kBT
mγ2
[
2γ(ts)− 3 + 4e−γ(ts) − e−2γ(ts)
]
.
En effectuant 100 fois le test sur 1000 particules et 100 compartiments sur une pe´riode
de 1µs, on obtient ∆2 = 87, 56. L’histogramme des distances radiales par rapport a` l’origine
est pre´sente´e a` la figure 4.3
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Figure 4.3: Histogramme des distances radiales simule´es
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Encore une fois, on ne peut rejeter la simulation selon ce test.
4.2.3 Test sur le tandem X(t) et Y (t) du troisie`me mode`le
A` la section 3.2.3, l’hypothe`se que les processus de diffusion avec bruit colore´ e´taient
conside´re´s comme markovien avait e´te´ propose´e. En effectuant un test de Pearson comparable
au test pre´ce´dent sur le tandem X(t) et Y (t), mais en utilisant les e´quations d’e´volutions
(3.126) et (3.127), il sera possible ou non de rejeter cette hypothe`se. Il faut noter que la
variance des processus avec bruit colore´ vaut apre`s un temps ts :
σ2(ts) =
kBT
mγ2
[
2γts
(
2 + 2e−γts − e−2γts)− 9 + 12e−γts − 3e−2γts] (4.8)
En ayant 1000 particules diffusant pendant 1µs a` partir de positions initiales a` l’origine et
de vitesses initiales nulles et en segmentant en 100 compartiments, en re´pe´tant l’expe´rience
100 fois, on obtient une moyenne de ∆2 = 98, 97. Donc, l’hypothe`se markovienne ne peut
eˆtre rejete´e selon ce test. Toutefois ce test n’est pas ide´al pour ce type d’hypothe`se. Il permet
cependant d’appre´cier une absence d’incohe´rence entre les simulations et l’hypothe`se propose´e
pour cette application spe´cifique. L’histogramme des distances radiales par rapport a` l’origine
est pre´sente´e a` la figure 4.4.
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Figure 4.4: Histogramme des distances radiales simule´es
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4.3 Tests sur les parame`tres
Maintenant qu’il a e´te´ de´montre´ que la simulation des processus de diffusion n’avait pas
a` eˆtre remise en cause suite aux diffe´rents tests de Pearson au seuil unilate´ral de 5%, il est
temps de visualiser les courbes d’un PP ge´ne´re´es par chacun des mode`les. Ces courbes sont
pre´sente´es aux figures 4.5 et 4.6. Les valeurs des variables ont e´te´ fixe´es a` celles pre´sente´es
au tableau 4.2. Dans ces simulations, les vitesses initiales en Z ont e´te´ incorpore´es.
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Figure 4.5: Courbes superpose´es des PP pour les trois mode`les
On remarque que les trois courbes sont tre`s semblables pour ces valeurs donne´es. La
rapide monte´e est caracte´rise´e par la se´cre´tion et la diffusion tandis que la lente descente
est plutoˆt caracte´rise´e par les spe´cificite´s e´lectriques de la membrane. Les courbes de la
figure 4.5 et les courbes de la figure 4.7 obtenues avec des mesures prises sur le nerf moteur
de l’e´crevisse sont comparables. Les hauteurs maximales sont comparables, les formes sont
similaires et les e´tendues temporelles concordent. Toutefois, le rayon de courbure au sommet
des courbes simule´es est infe´rieur a` celui des courbes mesure´es. Il faut noter que toutes les
diffe´rences peuvent s’expliquer de multiples fac¸ons (tempe´rature de l’e´crevisse diffe´rente de
celle de l’humain, diffe´rents types de neurotransmetteurs et re´cepteur, choix des valeurs des
parame`tres, etc.), mais dans l’ensemble, on remarque que les trois mode`les produisent des
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Figure 4.6: Courbes superpose´es des PP pour les trois mode`les, mises a` l’e´chelle
courbes biologiquement plausibles.
On ne peut examiner directement les effets des parame`tres sur les courbes de potentiels
postsynaptiques en absence de formules analytiques. Afin d’e´valuer comment se comportent
les courbes des mode`les en fonction des cinq parame`tres ajustables, il faut e´tablir quelles
mesures empiriques doivent eˆtre prises a` cet effet et effectuer une analyse statistique sur
ces mesures. Il en y a quatre pouvant tre`s bien de´crire le comportement des courbes. La
premie`re est la valeur maximale du potentiel Vmax choisie parce que le de´clenchement de
potentiel d’action est intimement lie´ a` cette valeur des PP. Dans le meˆme ordre d’ide´e, il
faut connaˆıtre a` quel instant tmax ce maximum est atteint. Ensuite, plus spe´cifiquement en
rapport a` la forme de la courbe, l’asyme´trie doit eˆtre mesure´e a` l’aide du troisie`me moment
standardise´, (la skewness en anglais) γ3. Enfin, un autre facteur de forme a` prendre en compte
est son aplatissement qui se mesure a` l’aide du coefficient d’aplatissement (kurtosis) β4.
Une question pertinente est de savoir a` quel point les facteurs ont une influence sur
ces quatre mesures et lesquels sont pre´ponde´rants. Pour ce faire, il faut d’abord dresser un
plan d’expe´rimentation. Puisqu’il est question de simulations, la variabilite´ expe´rimentale
n’est pas un facteur de´terminant dans l’analyse des courbes obtenues. De meˆme, il n’est pas
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Figure 4.7: Courbes de potentiels postsynaptiques tire´es de Furshpan et Potter (1959)
ne´cessaire d’effectuer des re´pe´titions sur une meˆme combinaison de parame`tres. Selon l’espace
de variabilite´ des variables pre´sente´ a` la section 4.1, il est plus aise´ d’adopter uniquement deux
modalite´s pour chacun des cinq facteurs. Ces modalite´s sont code´es selon deux valeurs, -1 et
+1, la premie`re e´quivaut a` la borne infe´rieure du domaine de variabilite´ et la seconde pour la
borne supe´rieure. Ensuite, il faut effectuer une analyse de la variance sur chacune des mesures.
Cette analyse permettra de filtrer les effets qui ne sont pas statistiquement significatifs. Un
effet n’est pas statistiquement significatif lorsque la probabilite´ que la variabilite´ de l’effet
n’explique pas la variabilite´ de la re´ponse (p− value) est supe´rieure au seuil α.
Si les ve´rifications usuelles sur la distribution des re´sidus ne pre´sentent aucune anomalies,
alors l’importance relative des effets statistiquement significatifs peut eˆtre pre´sente´e a` l’aide
d’un diagramme de Pareto. Dans un tel diagramme, l’importance des effets sur la re´ponse est
repre´sente´e sous forme de barres horizontales, l’effet le plus important posse`de la plus longue
barre et se trouve en teˆte de liste. L’importance de chaque effet est mesure´e dans un espace
standardise´ ce qui permet leur comparaison. Ensuite, l’e´quation du mode`le de re´gression sur
la re´ponse mesure´e est pre´sente´e, ainsi qu’une courte discussion sur les re´sultats obtenus.
On peut d’emble´e soupc¸onner que le nombre de neurotransmetteurs (N) et de neuro-
re´cepteurs (M) sont deux facteurs qui peuvent, en interaction, avoir de l’influence sur les
mesures. A` cet effet, il faut ge´ne´rer un plan d’expe´rimentation qui puisse tenir compte des
interactions entre les facteurs significatifs. Ayant a` la base cinq facteurs a` deux modalite´s,
un plan factoriel complet compte 32 essais inde´pendants. A` chaque essai, les quatre mesures
sont prises. Puisque la quantite´ d’essais a` effectuer semble raisonnable, il n’est pas ne´cessaire
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de fractionner le plan. Ce sera donc un plan factoriel complet qui sera ge´ne´re´ a` l’aide du
logiciel Statistica R©. Les plans et les re´sultats sont pre´sente´s en annexes.
4.3.1 Analyse statistique du premier mode`le
Au de´but de cette section, il a e´te´ question d’interactions entre les parame`tres. Afin
d’explorer leurs effets, il faut d’abord tester des mode`les de re´gression qui tiennent compte
du maximum d’interactions possibles, et ce, pour chaque mesure. Pour le plan propose´, il
peut y avoir jusqu’a` trois facteurs qui interagissent entre eux. Ce qui donne un total de 26
coefficients possibles (en tenant compte du coefficient d’ordre 0).
Dans le cas de Vmax, l’analyse de la variance (au seuil α = 5%) faite sur toutes ces
interactions montre que toutes celles qui incluent le parame`tre d’ouverture de la ve´sicule a
ne sont pas significatives. Elles sont alors toutes rejete´es. En reprenant l’analyse comprenant
uniquement les effets significatifs, on obtient un coefficient de de´termination R2 de 0,9883.
Ce coefficient est en fait la proportion de la variabilite´ explicable par les effets du mode`le sur
la re´ponse. Puisque les simulations ne ne´cessitaient aucune manipulation expe´rimentale, le
risque d’un surapprentissage sur la re´gression est re´duit.
Figure 4.8: Diagramme de Pareto pour Vmax du premier mode`le tire´ de Statistica
R©
Le diagramme de Pareto sur Vmax du premier mode`le est pre´sente´ a` la figure 4.8. On
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remarque que l’effet le plus important est l’interaction de λ avec M , suivi de tre`s pre`s par
M et λ pris individuellement. L’effet N les suit imme´diatement apre`s. Ce sont donc les effets
de´terminants a` la re´ponse Vmax.
Parce que les unite´s des diffe´rents facteurs varient avec des ordres de grandeur de 1×10−9
a` 1×106, une re´gression ne peut s’effectuer dans les unite´s propres aux variables. La re´gression
doit eˆtre faite a` l’aide du codage (-1,+1) des variables. Selon ce codage, les facteurs seront
note´s avec un ′ (ex. : M →M ′) Ce faisant, on obtient l’e´quation de re´gression suivante :
Vmax = 0, 002492 + 0, 001183N
′ + 0, 001430λ′ + 0, 001022c′ + 0, 001501M ′
+ 0, 001079N ′λ′ + 0, 000347N ′c′ + 0, 001165N ′M ′ + 0, 000520λ′c′ + 0, 001516λ′M ′
+ 0, 000822c′M ′ + 0, 000322N ′λ′c′ + 0, 001097N ′λ′M ′ + 0, 000352N ′c′M ′ + 0, 000720λ′c′M ′ .
(4.9)
Dans le cas de tmax, l’analyse de la variance sur tous les effets montre que seuls les facteurs
N et λ ainsi que leur interaction sont statistiquement significatifs. En ne retenant que ces
effets, on obtient un R2 = 0, 9383.
Figure 4.9: Diagramme de Pareto pour tmax du premier mode`le tire´ de Statistica
R©
D’apre`s le diagramme de Pareto pour cette re´ponse (voir figure 4.9), on remarque que le
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parame`tre λ est de loin le plus important a` l’instant ou` le potentiel postsynaptique est
maximal. Le fait qu’il soit beaucoup plus important que tout autre effet signifie que la
diffusion est accessoire comparativement a` la se´cre´tion.
L’e´quation de re´gression dans les unite´s du codage donne :
tmax = 0, 033115 + 0, 011022N
′ − 0, 031057λ′ − 0, 010993N ′λ′ . (4.10)
Dans le cas de l’asyme´trie de la courbe, γ3, l’analyse de la variance initiale montre en-
core une fois que le facteur a et toutes les interactions auxquelles il participe ne sont pas
statistiquement significatives, mais en plus, la seule interaction statistiquement significative
comprenant le facteur c est avec le facteur λ. Une fois les effets non significatifs filtre´s, on
obtient un R2 = 0, 9890.
D’apre`s le diagramme de Pareto de la figure 4.10, on remarque que l’effet qui a de loin le
plus grand impact sur la variabilite´ de l’asyme´trie de la courbe est le facteur λ. Il est suivi
par N et de l’interaction N avec λ.
L’e´quation de re´gression dans les unite´s du codage donne :
γ3 = 1, 011728− 0, 384207N ′ + 1, 354016λ′ − 0, 126758c′ + 0, 290282M ′
+ 0, 384072N ′λ′ + 0, 155064N ′M ′ + 0, 126768λ′c′ − 0, 290427λ′M ′ − 0, 155198N ′λ′M ′ .
(4.11)
Dans le cas de l’aplatissement de la courbe, β4, l’analyse de la variance montre que seuls
les facteurs N , λ et M sont statistiquement significatifs ainsi que quelques-unes de leurs
combinaisons, notamment la triple. En ne prenant que les effets statistiquement significatifs,
on obtient un R2 = 0, 9539.
D’apre`s le diagramme de Pareto de la figure 4.11, on remarque qu’une fois de plus le
parame`tre λ est de loin le plus important. Les autres effets restants ne se de´marquent que
peu les uns des autres.
L’e´quation de re´gression est alors :
β4 = 5, 484860 + 0, 634593N
′ + 2, 445072λ′ − 0, 487304M ′
− 0, 635638N ′λ′ − 0, 679228N ′M ′ + 0, 486183λ′M ′ + 0, 678201N ′λ′M ′ . (4.12)
Les constatations pre´ce´dentes sont tre`s re´ve´latrices sur l’importance des diffe´rents para-
me`tres du mode`le. En effet, pour les domaines de variabilite´ attribue´s aux facteurs a et c, on
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Figure 4.10: Diagramme de Pareto pour γ3 du premier mode`le tire´ de Statistica
R©
remarque que leur roˆle n’est que secondaire. D’ailleurs, a n’a e´te´ statistiquement significatif
dans aucune analyse. Par contre, c est significatif uniquement pour Vmax et γ3.
A` l’oppose´, le parame`tre λ est toujours dans le peloton de teˆte des effets statistiquement
significatifs. Toutefois, il faut remarquer que le domaine de variabilite´ du facteur de se´cre´tion
est tre`s vaste. Cela pourrait expliquer sa grande importance dans les analyses pre´ce´dentes.
La grande surprise est la performance du parame`tre N a` la variabilite´ des mesures. En
effet, il est tout a` fait intuitif de penser que le nombre de neurotransmetteurs se´cre´te´s soit le
facteur primordial a` la transmission synaptique. Dans les mesures de´finies, il est vrai que N
est souvent dans le peloton de teˆte (Vmax et γ3), mais il n’est jamais le facteur cle´.
Il semble que la se´cre´tion influence plus la forme de la courbe que la diffusion. Ensuite,
malgre´ un mode`le de synapse en trois dimensions, il semble que les composantes late´rales
n’aient qu’un effet limite´ sur la forme de la transmission synaptique. En conservant les meˆmes
caracte´ristiques du mode`le, le passage de trois a` une dimension serait une approximation
raisonnable. D’ailleurs elle s’impose d’elle-meˆme au second mode`le de diffusion.
Les diffe´rentes e´quations de re´gression peuvent eˆtre utilise´es pour ge´ne´rer des courbes
approximatives, par exemples, des courbes triangulaires, et les faire varier en faisant varier
les parame`tres dans l’espace du codage. Cette pratique peut eˆtre particulie`rement inte´ressante
pour des applications aux re´seaux de neurones artificiels.
74
Figure 4.11: Diagramme de Pareto pour β4 du premier mode`le tire´ de Statistica
R©
4.3.2 Analyse statistique du second mode`le
Il avait e´te´ justifie´ a` la section 3.2.3 que la diffusion selon ce mode`le ne s’effectue qu’en
une dimension, le long de la fente synaptique. A` cet e´gard, toutes les conditions initiales
concernant les dimensions X et Y sont inutiles, de meˆme que toutes les conditions impose´es
sur leur dispersion a` la membrane postsynaptique. En absence de diffusion radiale, les facteurs
a et c n’ont plus aucune signification et sont donc ne´glige´s. Ces parame`tres sont donc ventile´s
du plan d’expe´rimentation. On se retrouve alors avec un plan comprenant 3 facteurs a` deux
modalite´s, donc un total de huit essais a` effectuer afin qu’il soit complet.
A` l’aide de ce plan, l’analyse de la variance sur Vmax montre que les facteurs N , λ et M
ne sont pas significatifs, ni meˆme aucune de leurs interactions. Il faut cependant nuancer le
propos, il se peut aussi que le plan lui-meˆme ne soit pas ade´quat pour trouver les effets signi-
ficatifs. Il est possible que les points expe´rimentaux dans l’espace de variabilite´ ne peuvent
par leurs positions expliquer la variabilite´ de cette re´ponse. Au mieux, on peut affirmer que
l’existence de Vmax de´pend de celle de ces trois parame`tres.
Il faut donc proposer un autre test avec des positions diffe´rentes dans l’espace de vari-
abilite´. Le plan ne´cessite plus de modalite´s, a` cet effet le plan choisi a trois modalite´s : (-1,
0, +1). Il faut alors effectuer 27 simulations. Avec un tel plan, on peut inclure des termes
quadratiques dans le mode`le de re´gression.
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Avec ce plan et les re´sultats des expe´riences prescrites, les analyses de variances pour
chacune des mesures sont pre´sente´es au tableau 4.3. Les interactions sont note´es entre paren-
the`ses avec le symbole ∗. Les re´sultats des analyses de variances, les diagrammes de Pareto
et les e´quations de re´gression sont pre´sente´s en annexes.
Tableau 4.3: Re´sume´ des analyses de variances du deuxie`me mode`le
Mesures Effets significatifs en ordre d’importance Effets pre´ponde´rants R2 de la re´gression
Vmax M > λ > (λ ∗M) > N > (N ∗M) > λ2 M , λ 0,8551
tmax λ > λ
2 > (N ∗ λ) > N λ, λ2 0,9645
γ3 λ > λ
2 > (N ∗ λ) > N > (λ ∗M) > M λ, λ2 0,9589
β4 λ > λ
2 > (λ ∗M) λ 0,6861
On remarque que le coefficient de de´termination pour la re´ponse β4 est faible. Cette valeur
est nettement insuffisante. Le mode`le de re´gression sur cette mesure est donc faible.
Une fois de plus, le parame`tre λ est toujours tre`s important dans la variabilite´ des mesures
prises. Toutefois, afin d’aller chercher cette information, il a fallu s’ajuster et produire un plan
complet selon trois modalite´s. D’ailleurs pour la mesure Vmax, le R
2 est plus faible.
4.3.3 Analyse statistique du troisie`me mode`le
L’analyse statistique du troisie`me mode`le est calque´e sur celle du premier. Puisque le
nombre de parame`tres est le meˆme dans les deux cas, une comparaison sera possible. A` cet
effet, le meˆme plan d’expe´rimentation que pour le premier mode`le est utilise´. Un re´sume´ des
re´sultats est pre´sente´ au tableau 4.4. Les re´sultats des analyses de variances, les diagrammes
de Pareto et les e´quations de re´gression sont pre´sente´s en annexes.
Tableau 4.4: Re´sume´ des analyses de variances du troisie`me mode`le
Mesures Effets significatifs en ordre d’importance Effets R2 de la
pre´ponde´rants re´gression
Vmax M > (λ ∗M) > λ > N > (N ∗M) > M , (λ ∗M), λ 0,9824
c > (N ∗ λ ∗M) > (N ∗ λ) > (c ∗M) > (λ ∗ c ∗M) >
(λ ∗ c) > (N ∗ c) > (N ∗ c ∗M)
tmax λ > N > (N ∗ λ) λ 0,9478
γ3 λ > N > (N ∗ λ) > (λ ∗M) > M > λ 0,9984
(N ∗ λ ∗M) > N ∗M > (λ ∗ c) >
c > (N ∗ a) > (N ∗ a ∗ λ)
β4 λ > (λ ∗M) > (N ∗ λ ∗M) > λ 0,9799
N ∗ λ > N > M > (λ ∗M)
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L’analyse de la variance pour la mesure Vmax montre que le facteur a et toutes les inter-
actions auxquelles il participe ne sont pas significatives. De plus l’effet de l’interaction entre
N , λ et c n’est pas significative. Cet effet e´tait toutefois significatif dans le premier mode`le.
Le facteur a se trouve a` eˆtre significatif en interactions pour la mesure γ3 uniquement, ce
qui est une autre diffe´rence d’avec le premier mode`le. Toutefois, les interactions auxquelles il
participe n’ont que peu d’importance sur cette mesure. L’influence de ce parame`tre est donc
une fois de plus ne´gligeable.
Dans l’ensemble, le premier et le troisie`me mode`le se comportent de fac¸on tre`s similaire
par rapport a` la variation des parame`tres. Le deuxie`me mode`le est diffe´rent des deux autres
en ce que son e´tape de diffusion ne se de´roule qu’en une dimension. Toutefois, dans les trois
mode`les, ce sont N , λ et M qui jouent syste´matiquement un roˆle de´terminant a` la variabilite´
de chaque mesure. Dans tous les cas, le facteur a n’est pratiquement pas important et le
facteur c joue un roˆle secondaire. Ces observations seront utiles a` l’e´tablissement d’un mode`le
analytique.
4.4 Solution analytique
D’apre`s les observations de la section pre´ce´dente, force est de constater que la diffu-
sion selon les axes X et Y n’affecte que tre`s peu les courbes de PP dans chacun des
mode`les. De plus, la pre´dominance du facteur λ dans chacune des mesures indique que l’e´tape
de´terminante de la transmission synaptique telle que mode´lise´e dans cette recherche est la
se´cre´tion des particules.
Avec ces constatations, il est justifiable de faire quelques simplifications inte´ressantes
afin d’e´laborer un mode`le analytique. Le plus grand proble`me rencontre´ au premier chapitre
e´tait que les particules n’avaient pas des temps de premier passage a` la ZA identiquement
distribue´s. Afin de reme´dier a` cette difficulte´, il est propose´ que la diffusion entraˆıne au mieux
un de´lai identique de ∆t = E[TL(t)] pour toutes les particules. De cette fac¸on, le seul autre
de´lai sur l’atteinte de la zone est la se´cre´tion, un processus de Poisson de taux λ.
Une particule qui arrive a` la ZA a une chance e´gale de rencontrer n’importe quel re´cepteur.
La ZA dans son ensemble rec¸oit donc les N particules a` un taux λ. Puisqu’elle est se´pare´e
en M compartiments, chaque re´cepteur rec¸oit donc les particules au taux :
λ′ =
λ
M
. (4.13)
De plus, le temps moyen tm que prendront toutes les particules pour se rendre jusqu’a` la
membrane postsynaptique est :
77
tm =
N
λ
+ E[TL] (4.14)
Selon les donne´es du tableau 4.2, du mode`le de re´fe´rence, on obtient tm ' 1ms. Cepen-
dant le temps que les re´cepteurs restent occupe´s est τ = 2ms, donc supe´rieur a` tm. Ce qui
signifie que sous ces conditions, un canal ne s’active qu’une seule fois durant une transmission
synaptique.
Pour que s’active un canal, il doit s’eˆtre lie´ avec deux neurotransmetteurs. Puisque les
temps d’arrive´es entre deux messagers conse´cutifs a` un re´cepteur suit une loi exponentielle
de parame`tre λ′, alors l’instant d’activation Tactiv est distribue´ tel que :
Tactiv ∼ G(2, λ′) . (4.15)
Comme le courant injecte´ a` travers la membrane postsynaptique est directement pro-
portionnel au nombre de canaux actionne´s, il faut trouver comment cette proportion e´volue
dans le temps. Le nombre maximal de canaux ouverts Mmax doit alors eˆtre de´termine´. Il
peut se produire trois situations, soit N ≥ 2M et Mmax = M ou N < 2M et N > M alors
Mmax = N −M ou N ≤M et Mmax = 0. D’apre`s les donne´es de re´fe´rence, Mmax =M .
Un fois un canal active´, il le demeure pendant une pe´riode de τ . Apre`s cette pe´riode, il se
de´sactive. Pour une population de re´cepteurs, le courant aura trois phases, une de monte´e,
une phase constante et une phase de chute. L’intervalle de la phase constante de´pend de λ
par rapport a` τ . La chute de courant suit le meˆme rythme que la monte´e. L’e´quation de la
monte´e du courant Ih(t) e´tant :
Ih(t) = I0M · P [Tactiv ≤ t] = I0M
[
1− e−λ′t(λ′t+ 1)] , (4.16)
l’e´quation du courant I(t) est alors :
I(t) = I0M
{[
1− e−λ′t(λ′t+ 1)]− [1− e−λ′(t−τ)(λ′(t− τ) + 1)] ·H(t− τ)} . (4.17)
D’apre`s le circuit de la figure 3.5 repre´sentant la membrane e´lectrique, pour trouver la
tension entre ses bornes il faut noter que :
V (t) =
QC(t)
C
, (4.18)
ou` QC(t) est la charge aux bornes du condensateur et C est la capacite´ du condensateur.
Sachant que le courant est la de´rive´e de la charge par rapport au temps, on doit alors re´soudre
l’e´quation diffe´rentielle suivante :
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Figure 4.12: Courant injecte´
dQC(t)
dt
+
QC
RC
= I(t) . (4.19)
En supposant qu’initialement le condensateur n’est pas charge´, c’est-a`-dire Q(0) = 0, on
obtient l’e´quation de la de´polarisation :
V (t) =
1
C
∫ t
0
I(τ)e
(τ−t)
RC dτ . (4.20)
Ce qui conduit a` la solution analytique suivante :
V (t) = I0M
{
1
µ
(1− e−µt)− e−µt
[
λ′teβt
β
− (µ− 2λ
′)(1− eβt)
β2
]}
− I0M
{
1
µ
(1− e−µ(t−τ))− e−µt
[
λ′(t− τ)eβt
β
− (µ− 2λ
′)(eβt − eβτ )
β2
]}
·H(t− τ) ,
(4.21)
ou` µ = 1
RC
et β = µ− λ′. Le graphique de l’e´quation (4.21) est pre´sente´ a` la figure 4.13. En
le comparant a` ceux obtenus par simulation (voir figure 4.5), on constate du premier coup d’
œil la tre`s grande similitude entre les courbes. La seule diffe´rence e´tant les rayons de courbure
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Figure 4.13: Graphique de la courbe analytique de la de´polarisation postsynaptique
pre`s de l’origine et au sommet qui sont nuls pour la courbe ge´ne´re´e analytiquement.
L’erreur absolue entre la courbe obtenue par simulation et celle de la figure 4.13 est
pre´sente´e a` la figure 4.14. L’erreur atteint son maximum d’environ 0,8mV autour de 0,5ms.
L’objectif de cette recherche est d’e´tablir un mode`le mathe´matique d’une synapse chimi-
que afin de trouver quelle est la fonction du potentiel postsynaptique dans le temps. Bien
entendu, cette fonction doit coller a` la re´alite´ biologique d’un neurone humain. Cependant, il
est impossible de faire une comparaison ade´quatement quantitative entre le mode`le de´veloppe´
et la re´alite´. En effet, aucune expe´rience n’a e´te´ mene´e de quelconque fac¸on sur des neurones.
Aucun protocole d’expe´rimentation n’a e´te´ suivi. Ainsi la seule possibilite´ restant est la
comparaison avec ce que l’on trouve dans la litte´rature. D’ailleurs cette possibilite´ se re´sume
a` une comparaison qualitative, sans plus.
A` cet effet, on retrouve dans certains articles (voir Fetz et Gustafsson, 1983; Fricker et
Miles, 2000; Furshpan et Potter, 1959; Gonzalez-Burgos et Barrionuevo, 2001; Nettleton et
Spain, 2000) des courbes de potentiels postsynaptiques. En comparant avec le mode`le produit
dans cette recherche, les hauteurs et largeurs des courbes sont similaires. Dans l’ensemble le
mode`le parvient a` produire des courbes qui ont la meˆme apparence de ce que l’on trouve dans
la litte´rature. La diffe´rence majeure est la largeur au sommet. Par exemple, a` la figure 4.5,
la largeur au sommet est plutoˆt mince, du moins en comparaison avec la litte´rature. Il faut
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Figure 4.14: Graphique de l’erreur absolue entre la simulation et le mode`le analytique
noter que les instruments de mesures peuvent partiellement expliquer cette diffe´rence. Bref,
la seule conclusion possible est que dans l’ensemble, le mode`le semble eˆtre biologiquement
plausible.
Re´sume´ des simplifications :
1. Mode`le en une seule dimension,
2. absence de diffusion,
3. un re´cepteur ne peut s’activer qu’une seule fois pour une meˆme transmission
4. les temps d’activations sont distribue´s selon une loi gamma de parame`tres 2
et λ′,
5. la chute du courant suit le rythme inverse de la monte´e du courant et survient
apre`s un de´lai de τ .
Afin de mieux les comparer, les courbes mesure´es (Furshpan et Potter (1959)), simule´es
et analytiques sont pre´sente´es une dernie`re fois aux figures 4.15, 4.16 et 4.17 :
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Figure 4.15: Courbes de potentiels postsynaptiques tire´es de Furshpan et Potter (1959)
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Figure 4.16: Courbes superpose´es des PP pour les trois mode`les
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Figure 4.17: Graphique de la courbe analytique de la de´polarisation postsynaptique
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CHAPITRE 5
CONCLUSION
5.1 Synthe`se des travaux
Pour accomplir cette recherche, un grand nombre d’e´tapes ont duˆ eˆtre franchies. Tout
d’abord, il a fallu e´tudier le neurone afin de comprendre le roˆle central de la synapse au
sein de la transmission de l’information. Une fois ce fait e´tabli, les diffe´rents me´canismes
biologiques de la transmission synaptique connus a` ce jour ont e´te´ e´tudie´s minutieusement.
Ceux qui semblaient eˆtres moins de´terminants ont e´te´ mis de coˆte´.
Un univers de mode´lisation a e´te´ cre´e´ selon les caracte´ristiques ge´ome´triques et physiques
d’une synapse. Par la suite, des hypothe`ses mathe´matiques ont e´te´ pose´es en rapport avec les
diffe´rents me´canismes de transmission synaptique. Dans certains cas, ils ont e´te´ mode´lise´s a`
l’aide de processus stochastiques, autrement, une fonction de´terministe leur e´tait attribue´e.
Les processus de diffusion ont fait l’objet d’une attention particulie`re. Effectivement, trois
re´gimes de diffusion distincts ont e´te´ e´labore´s.
Cette de´marche ne pouvait de´boucher sur une solution analytique, il fallait donc e´laborer
une solution nume´rique afin d’e´tudier en de´tail le comportement de la transmission. Pour
ce faire, il a fallu e´tablir des algorithmes d’e´volution temporelle des processus stochastiques
respectant le cadre the´orique e´labore´ plus toˆt. Par la suite, il a fallu ve´rifier la concordance
entre ces algorithmes et les e´quations analytiques de certaines mesures.
Une fois la concordance de´montre´e, une liste de parame`tres variables a e´te´ propose´e. Il
fallait donc ve´rifier comment se comportait le mode`le en variant ces parame`tres. Pour se faire,
une liste de crite`res mesurables a e´te´ propose´e. Des plans d’expe´rimentation ont e´te´ e´labore´s
et mis en exe´cution afin d’e´tudier comment ces crite`res variaient dans l’espace expe´rimental.
Cette analyse permit de cerner quels parame`tres du mode`le n’e´taient pas statistiquement
significatifs a` la transmission synaptique.
Enfin, sachant quels e´taient les facteurs de´terminants, certaines simplifications ont pu
eˆtre faites, permettant alors l’e´tablissement d’un mode`le analytique. La comparaison entre
les re´sultats de simulation et le mode`le analytique permit de constater la concordance entre
les deux. Il a e´te´ possible de proposer pour la premie`re fois, une fonction analytique de la
de´polarisation de la membrane postsynaptique, base´e sur de simples principes physiques.
84
5.2 Limitations de la solution propose´e
Meˆme avant les simplifications effectue´es suite a` l’analyse statistique, le mode`le e´labore´
e´tait de´ja` une version simplifie´e d’une synapse chimique. La simplification la plus flagrance
est celle de la cine´tique d’activation des re´cepteurs en trois e´tapes. Il appert que les re´cepteurs
s’activent en plus d’e´tapes interme´diaires que ce qu’il fut propose´. De plus, une synapse ne
posse`de pas qu’un seul type de re´cepteur. Diffe´rents re´cepteurs avec diffe´rentes cine´tiques
d’activation influencent la forme de la transmission synaptique.
Une autre limitation possible est le choix des valeurs de certains parame`tres. Dans certains
cas, les domaines de variabilite´ ont e´te´ choisis par argumentation et non par re´fe´rence. C’est
le cas d’ailleurs du coefficient de diffusion qui fut baˆti de toutes pie`ces en conside´rant le
de´placement de sphe`res dans un fluide comparable a` l’eau a` la tempe´rature du corps humain.
Enfin, la multitude de me´canismes permettant l’e´vacuation des neurotransmetteurs de
la fente synaptique n’ont pas e´te´ formellement conside´re´s. La pre´sence de la membrane ab-
sorbante joue a` elle seule le roˆle de tous ces me´canismes. En re´alite´, les neurotransmetteurs
ne peuvent eˆtre absorbe´s du coˆte´ postsynaptique. Soit ils se fixent aux re´cepteurs, soit ils
sont re´fle´chis a` cette membrane. Leur fin de vie utile est dicte´e par d’autres me´canismes dont
l’action fut hautement simplifie´e par l’absorption a` la membrane postsynaptique.
5.3 Ame´liorations futures
Pour la premie`re fois, une fonction analytique du potentiel postsynaptique fut obtenue.
Elle pourra eˆtre utilise´e dans des re´seaux de neurones artificiels. Toutefois, on est encore loin
d’un mode`le de neurone parfaitement calque´ sur son homologue biologique.
En utilisant cette fonction sur un neurone artificiel, on ne peut que comparer son fonc-
tionnement a` celui d’un neurone biologique dont les synapses seraient directement colle´es sur
le coˆne d’e´mergence. En effet, il n’est jamais fait mention des dendrites ni de la propagation
d’une onde sur une membrane. Il serait inte´ressant de de´velopper un mode`le de membrane
conique ou` se propagent des ondes de tensions initie´es par l’impulsion de´crite dans cette
recherche. Ce serait alors le processus de superposition des ondes qui pourrait eˆtre e´tudie´ de
fac¸on non line´aire.
Plus en rapport avec le mode`le pre´sente´, il serait inte´ressant de travailler sur le coefficient
de diffusion en conside´rant le processus d’hydration des ions. L’inte´gration d’autres types de
re´cepteurs a` l’inte´rieur de la ZA serait une ame´lioration notoire a` la forme de la courbe, plus
spe´cifiquement a` son rayon de courbure au sommet. Un cine´tique d’activation plus re´aliste
pour chacun des types de re´cepteurs aurait vraisemblablement une incidence sur les courbes. Il
faudrait toutefois que cette cine´tique soit base´e sur l’arrive´e ponctuelle de neurotransmetteurs
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plutoˆt que sur leur concentration a` la membrane postsynaptique.
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ANNEXE A
Analyses statistiques
A.1 Premier mode`le
Tableau A.1: Plan expe´rimental et re´sultats pour le premier mode`le
N a λ c M Vmax tmax γ3 β4
-1 -1 1 1 -1 0,00091 0,00201 2,36590 7,93114
1 -1 1 1 -1 0,00091 0,00201 2,36590 7,93111
1 1 1 1 1 0,01579 0,00214 2,36538 7,92714
-1 1 1 -1 -1 0,00090 0,00202 2,36588 7,93100
1 1 -1 1 -1 0,00148 0,08995 -2,5090 8,836
1 1 -1 1 1 0,00189 0,09646 -0,8289 2,3537
-1 -1 1 -1 1 0,00087 0,00204 2,36587 7,93088
-1 1 1 -1 1 0,00047 0,00204 2,36587 7,93092
1 1 1 -1 1 0,00601 0,00218 2,36527 7,92630
1 -1 -1 -1 1 0,00058 0,07374 -0,0585 1,97597
-1 1 1 1 1 0,00405 0,00204 2,36586 7,93085
1 1 1 -1 -1 0,00090 0,00203 2,36587 7,93091
-1 1 -1 1 1 0,00128 0,04534 0,53460 1,76874
-1 1 -1 -1 1 0,00032 0,02959 0,67452 1,84143
-1 1 1 1 -1 0,00091 0,00201 2,36589 7,93109
1 1 1 1 -1 0,00091 0,00201 2,36590 7,93113
1 -1 -1 1 -1 0,00153 0,05151 -2,1473 7,15083
-1 1 -1 1 -1 0,00143 0,02805 0,17398 1,37376
-1 -1 -1 -1 1 0,00034 0,05222 1,03621 2,97471
1 -1 -1 1 1 0,00188 0,1 -0,5136 1,69130
-1 -1 -1 1 1 0,00156 0,04952 0,54042 2,02912
-1 -1 1 -1 -1 0,00091 0,00202 2,36589 7,93105
1 -1 1 1 1 0,01597 0,00214 2,36533 7,92672
1 -1 1 -1 1 0,00807 0,00217 2,36534 7,92680
1 1 -1 -1 -1 0,00075 0,09101 -1,4121 4,11726
-1 -1 1 1 1 0,00427 0,00205 2,36587 7,93088
1 -1 1 -1 -1 0,00090 0,00203 2,36588 7,93099
1 1 -1 -1 1 0,00053 0,08855 0,52264 1,89545
-1 -1 -1 1 -1 0,00148 0,05119 -0,0167 1,34715
1 -1 -1 -1 -1 0,00069 0,09828 -1,9378 6,45965
-1 -1 -1 -1 -1 0,00071 0,03410 0,27872 1,38802
-1 1 -1 -1 -1 0,00055 0,04725 0,18619 1,43354
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Figure A.1: ANOVA de tous les effets possibles sur Vmax du premier mode`le, tire´ de
Statistica R©
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Figure A.2: ANOVA de tous les effets statistiquement significatifs sur Vmax du premier
mode`le, tire´ de Statistica R©
Figure A.3: Tableau de re´gression sur Vmax du premier mode`le, tire´ de Statistica
R©
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Figure A.4: ANOVA de tous les effets possibles sur tmax du premier mode`le, tire´ de
Statistica R©
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Figure A.5: ANOVA de tous les effets statistiquement significatifs sur tmax du premier
mode`le, tire´ de Statistica R©
Figure A.6: Tableau de re´gression sur tmax du premier mode`le, tire´ de Statistica
R©
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Figure A.7: ANOVA de tous les effets possibles sur γ3 du premier mode`le, tire´ de
Statistica R©
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Figure A.8: ANOVA de tous les effets statistiquement significatifs sur γ3 du premier
mode`le, tire´ de Statistica R©
Figure A.9: Tableau de re´gression sur γ3 du premier mode`le, tire´ de Statistica
R©
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Figure A.10: ANOVA de tous les effets possibles sur β4 du premier mode`le, tire´ de
Statistica R©
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Figure A.11: ANOVA de tous les effets statistiquement significatifs sur β4 du premier
mode`le, tire´ de Statistica R©
Figure A.12: Tableau de re´gression sur β4 du premier mode`le, tire´ de Statistica
R©
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A.2 Deuxie`me mode`le
Tableau A.2: Plan expe´rimental et re´sultats pour le deuxie`me mode`le
N λ M Vmax tmax γ3 β4
0 0 0 0,00641 0,00321 2,31990 7,62906
-1 -1 1 0,00156 0,04634 0,45253 1,7863
1 1 0 0,00722 0,00206 2,36572 7,92977
-1 0 0 0,00516 0,00279 2,35254 7,83764
1 1 1 0,01636 0,00214 2,36528 7,92634
-1 -1 -1 0,00162 0,04872 0,00436 1,47476
1 -1 -1 0,00156 0,07315 -2,0863 6,74279
-1 1 1 0,00485 0,00204 2,36587 7,93091
1 -1 1 0,00187 0,05990 -0,8179 2,33498
0 1 -1 0,00091 0,00201 2,36590 7,93114
-1 0 -1 0,00090 0,00216 2,36446 7,92029
-1 1 0 0,00528 0,00204 2,36587 7,93088
1 -1 0 0,00216 0,07778 -1,3163 3,85069
0 0 1 0,00992 0,00365 2,31442 7,60403
-1 -1 0 0,00205 0,05106 0,32765 1,50702
1 1 -1 0,00091 0,00201 2,36590 7,93114
0 1 0 0,00708 0,00206 2,36577 7,93009
1 0 0 0,01059 0,00541 2,11467 6,53169
0 -1 0 0,00221 0,05083 -1,4119 3,80301
-1 0 1 0,00465 0,00285 2,35485 7,85300
0 -1 -1 0,00162 0,07739 -2,3831 9,31131
-1 1 -1 0,00091 0,00201 2,36590 7,93114
0 1 1 0,01098 0,00208 2,36574 7,92991
0 0 -1 0,00089 0,0022 2,36388 7,91596
0 -1 1 0,00215 0,05043 -0,6026 1,82182
1 0 -1 0,00162 0,00427 2,18759 6,95178
1 0 1 0,01632 0,00547 2,15544 6,70643
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Figure A.13: ANOVA de tous les effets possibles sur Vmax du deuxie`me mode`le, tire´ de
Statistica R©
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Figure A.14: ANOVA de tous les effets statistiquement significatifs sur Vmax du deuxie`me
mode`le, tire´ de Statistica R©
Figure A.15: Tableau de re´gression sur Vmax du deuxie`me mode`le, tire´ de Statistica
R©
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Figure A.16: Diagramme de Pareto pour Vmax du deuxie`me mode`le
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Figure A.17: ANOVA de tous les effets possibles sur tmax du deuxie`me mode`le, tire´ de
Statistica R©
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Figure A.18: ANOVA de tous les effets statistiquement significatifs sur tmax du deuxie`me
mode`le, tire´ de Statistica R©
Figure A.19: Tableau de re´gression sur tmax du deuxie`me mode`le, tire´ de Statistica
R©
Figure A.20: Diagramme de Pareto pour tmax du deuxie`me mode`le
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Figure A.21: ANOVA de tous les effets possibles sur γ3 du deuxie`me mode`le, tire´ de
Statistica R©
Figure A.22: ANOVA de tous les effets statistiquement significatifs sur γ3 du deuxie`me
mode`le, tire´ de Statistica R©
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Figure A.23: Tableau de re´gression sur γ3 du deuxie`me mode`le, tire´ de Statistica
R©
Figure A.24: Diagramme de Pareto pour γ3 du deuxie`me mode`le
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Figure A.25: ANOVA de tous les effets possibles sur β4 du deuxie`me mode`le, tire´ de
Statistica R©
Figure A.26: ANOVA de tous les effets statistiquement significatifs sur β4 du deuxie`me
mode`le, tire´ de Statistica R©
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Figure A.27: Tableau de re´gression sur β4 du deuxie`me mode`le, tire´ de Statistica
R©
Figure A.28: Diagramme de Pareto pour β4 du deuxie`me mode`le
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Les e´quations de re´gression sont :
Vmax = 0, 006272 + 0, 001757N
′ + 0, 002093λ′ − 0, 002311λ′2
+ 0, 003208M ′ + 0, 001903N ′M ′ + 0, 002390λ′M ′ , (A.1)
tmax = 0, 003558 + 0, 004009N
′ − 0, 028731λ′ + 0, 027222λ′2 − 0, 005382N ′λ′ , (A.2)
γ3 = 2, 28086− 0, 31222N ′ + 1, 61808λ′ − 1, 53317λ′2
+ 0, 18917M ′ + 0, 41702N ′λ′ − 0, 29149λ′M ′ , (A.3)
β4 = 7, 43887 + 2, 15215λ
′ − 1, 66087λ′2 + 0, 96496λ′M ′ . (A.4)
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A.3 Troisie`me mode`le
Tableau A.3: Plan expe´rimental et re´sultats pour le troisie`me mode`le
N a λ c M Vmax tmax γ3 β4
-1 -1 1 1 -1 0,00091 0,00201 2,36590 7,93112
1 -1 1 1 -1 0,00091 0,00201 2,36590 7,93114
1 1 1 1 1 0,01547 0,00213 2,36538 7,92711
-1 1 1 -1 -1 0,00090 0,00203 2,36587 7,93092
1 1 -1 1 -1 0,00144 0,07393 -2,2138 7,50360
1 1 -1 1 1 0,00208 0,09433 -0,5561 2,08625
-1 -1 1 -1 1 0,00065 0,00204 2,36587 7,93093
-1 1 1 -1 1 0,00054 0,00204 2,36588 7,93100
1 1 1 -1 1 0,00609 0,00218 2,36522 7,92588
1 -1 -1 -1 1 0,00064 0,09613 0,12987 2,08814
-1 1 1 1 1 0,00395 0,00204 2,36587 7,93089
1 1 1 -1 -1 0,00090 0,00202 2,36589 7,93102
-1 1 -1 1 1 0,00149 0,05142 0,62692 1,86793
-1 1 -1 -1 1 0,00025 0,04480 0,92270 2,63463
-1 1 1 1 -1 0,00091 0,00201 2,36590 7,93114
1 1 1 1 -1 0,00091 0,00201 2,3659 7,93114
1 -1 -1 1 -1 0,00150 0,08077 -2,0597 6,61335
-1 1 -1 1 -1 0,00142 0,04747 0,05849 1,34556
-1 -1 -1 -1 1 0,00036 0,04561 0,79336 2,44794
1 -1 -1 1 1 0,00208 0,09641 -0,2996 1,79035
-1 -1 -1 1 1 0,00134 0,05069 0,45965 1,78728
-1 -1 1 -1 -1 0,00087 0,00202 2,36588 7,93096
1 -1 1 1 1 0,01612 0,00214 2,36533 7,92675
1 -1 1 -1 1 0,00684 0,00216 2,36531 7,92661
1 1 -1 -1 -1 0,00068 0,1 -1,9944 6,60754
-1 -1 1 1 1 0,00416 0,00204 2,36587 7,93091
1 -1 1 -1 -1 0,00090 0,00203 2,36588 7,93099
1 1 -1 -1 1 0,00047 0,06565 -0,0821 1,99688
-1 -1 -1 1 -1 0,00135 0,02730 -0,0315 1,29373
1 -1 -1 -1 -1 0,00071 0,07715 -1,5306 4,54254
-1 -1 -1 -1 -1 0,00070 0,02801 0,25142 1,39303
-1 1 -1 -1 -1 0,00065 0,02332 0,16607 1,39892
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Figure A.29: ANOVA de tous les effets possibles sur Vmax du troisie`me mode`le, tire´ de
Statistica R©
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Figure A.30: ANOVA de tous les effets statistiquement significatifs sur Vmax du troisie`me
mode`le, tire´ de Statistica R©
Figure A.31: Tableau de re´gression sur Vmax du troisie`me mode`le, tire´ de Statistica
R©
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Figure A.32: Diagramme de Pareto pour Vmax du troisie`me mode`le
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Figure A.33: ANOVA de tous les effets possibles sur tmax du troisie`me mode`le, tire´ de
Statistica R©
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Figure A.34: ANOVA de tous les effets statistiquement significatifs sur tmax du troisie`me
mode`le, tire´ de Statistica R©
Figure A.35: Tableau de re´gression sur tmax du troisie`me mode`le, tire´ de Statistica
R©
Figure A.36: Diagramme de Pareto pour tmax du troisie`me mode`le
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Figure A.37: ANOVA de tous les effets possibles sur γ3 du troisie`me mode`le, tire´ de
Statistica R©
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Figure A.38: ANOVA de tous les effets statistiquement significatifs sur γ3 du troisie`me
mode`le, tire´ de Statistica R©
Figure A.39: Tableau de re´gression sur γ3 du troisie`me mode`le, tire´ de Statistica
R©
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Figure A.40: Diagramme de Pareto pour γ3 du troisie`me mode`le
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Figure A.41: ANOVA de tous les effets possibles sur β4 du troisie`me mode`le, tire´ de
Statistica R©
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Figure A.42: ANOVA de tous les effets statistiquement significatifs sur β4 du troisie`me
mode`le, tire´ de Statistica R©
Figure A.43: Tableau de re´gression sur β4 du troisie`me mode`le, tire´ de Statistica
R©
122
Figure A.44: Diagramme de Pareto pour β4 du troisie`me mode`le
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Les e´quations de re´gression sont :
Vmax = 0, 002443 + 0, 001166N
′ + 0, 001371λ′ + 0, 001058c′ + 0, 001465M ′
+ 0, 001038N ′λ′ + 0, 000395N ′c′ + 0, 001150N ′M ′ + 0, 000543λ′c′ + 0, 001449λ′M ′
+ 0, 000870c′M ′ + 0, 001049N ′λ′M ′ + 0, 000390N ′c′M ′ + 0, 000727λ′c′M ′ . (A.5)
tmax = 0, 032372 + 0, 011444N
′ − 0, 030315λ′ − 0, 011416N ′λ′ . (A.6)
γ3 = 1, 015392− 0, 370495N ′ + 1, 350349λ′ − 0, 083490c′ + 0, 292074M ′
− 0, 043366N ′a′ + 0, 370355N ′λ′ + 0, 144695N ′M ′ + 0, 083505λ′c′
− 0, 292223λ′M ′ + 0, 043362N ′a′λ′ − 0, 144837N ′λ′M ′ . (A.7)
β4 = 5, 446132 + 0, 595074N
′ + 2, 483776λ′ − 0, 438039M ′
− 0, 5961521N ′λ′ − 0, 644671N ′M ′ + 0, 436891λ′M ′ + 0, 643576N ′λ′M ′ . (A.8)
