In this work we extend previous analyses of linguistic networks by adopting a multi-layer network framework for modelling the human mental lexicon, i.e. an abstract mental repository where words and concepts are stored together with their linguistic patterns. Across a three-layer linguistic multiplex, we model English words as nodes and connect them according to (i) phonological similarities, (ii) synonym relationships and (iii) free word associations. Our main aim is to exploit this multilayered structure to explore the influence of phonological and semantic relationships on lexicon assembly over time. We propose a model of lexicon growth which is driven by the phonological layer: words are suggested according to different orderings of insertion (e.g. shorter word length, highest frequency, semantic multiplex features) and accepted or rejected subject to constraints. We then measure times of network assembly and compare these to empirical data about the age of acquisition of words. In agreement with empirical studies in psycholinguistics, our results provide quantitative evidence for the hypothesis that word acquisition is driven by features at multiple levels of organisation within language.
Introduction
Human language is a complex system: it relies on a hierarchical, multi-level combination of simple components (i.e. graphemes, phonemes, words, periods) where "each unit is defined by, and only by, its relations with the other ones" [1, 3] . This definition [1] might explain some of the success of complex network modelling of language for investigating the cognitive processes behind the so-called human mental lexicon (HML) [3] . Psycholinguists conjecture [1, 6, 25] that words and concepts are stored within the human mind in such mental repository, which allows word retrieval according to multiple relationships (i.e. semantic, phonological, etc.). One can imagine the HML as an extensive database, where words are stored together with their linguistic patterns (e.g. synonym relations, etc.) on which a distance metric can be imposed, allowing for comparisons across entries.
In the last fifteen years, different layers of the HML have been investigated using tools from network theory. Motter et al. [17] constructed a semantic network of synonyms, where words appearing as synonyms in a dictionary were connected. The resulting network exhibited small-worldness (i.e. higher clustering coefficient and similar mean shortest path length compared to random graphs). It also displayed a heavy-tailed degree distribution with scaling exponent γ ≃ 3.5. The authors attributed both the presence of network hubs and the small-world feature to polysemy, i.e. a given word having more meanings depending on context and thus gathering more links. Sigman and Cecchi [20] showed that polysemic links create shortcuts within semantic networks, thus reducing path lengths between semantically distant concepts. This is relevant to cognitive processing because the semantic topology correlates with performance in word retrieval in memory tasks [9, 10, 6, 1] . It is conjectured that words within the HML are recollected together with a set of additional properties (e.g. being animated,etc.) [9] . Empirical evidence supports the hypothesis that adjacent words in a semantic network inherit features from their neighborhood, so that words closer on the network topology can be processed in a correlated way, thus reducing memory effort [6, 1, 9] . Semantic networks were further analysed by Steyvers and Tenenbaum in [23] . By proposing a network growth model based on preferential attachment, the authors investigated the role of word learning variables (e.g. frequency and age of acquisition) on shaping the structure of semantic networks. They showed that higher frequency words tend to have more semantic connections and tend to be acquired at earlier stages of development , thus highlighting an interplay between network topology and language learning.
Complex networks were also proposed as a suitable tool for analysing the phonological layer of the HML. Vitevitch suggested phonological networks (PNs) [25] as complex networks in which words are connected if phonologically similar, i.e. if they differ by the addition, substitution or deletion of one phoneme. Experimental evidence showed that the resulting network degree and local clustering coefficient both correlated positively with speech errors and word identification times, indicating that also the topological properties of a word in the phonological network plays an important role in its cognitive processing [26] . In [22, 21] , we checked that artificial corpora, made of uncorrelated random words, could not reproduce specific features of the English phonological network. By means of percolation experiments we showed that the real PN actually inherits some features (e.g. a degree distribution with a heavy tail) from its embedding space, but it also displays some patterns that are extremely hard to match with random word models (e.g. the PN's empirical coreperiphery structure). By proposing a family of null models that respect the spatial embedding, we identified two constraints possibly acting on phoneme organisation: (i) a maximum size of phonological neighborhoods (above which word confusability [26, 25] becomes predominant) and (ii) a tendency to avoid local clustering (which correlates with word confusability [26] ).
To the best of our knowledge, until now there has been no theoretical framework modelling both the semantic and the phonological aspects of the mental lexicon in terms of a multiplex network. Multiplexes represent a novel and quite prolific research field [4, 7] : in a multiplex the same set of nodes can be connected differently in different layers of networks. Historically, the idea of context-dependent links originated from the social sciences [4] . However, it is only in the last five years that these multi-layered networks were successfully applied in a wide collection of different scenarios, such as robustness of infrastructure, science of science and gametheoretic dilemmas, among many others (for further references see [7] ).
Exploring the multiplexity of the English language to study lexicon formation is the main idea of this study. We specifically focus on the interplay between semantics and phonological factors in the assembly of the repertoire over time. In detail, we build a three-layer multiplex network, where each layer represents a given linguistic network and where the same set of nodes is replicated across all layers. We focus our analysis on a minimalistic network growth model where the lexicon is assembled over time and real words get inserted, one at a time, according to a given ordering, either based on exogenous features (e.g. word frequency) or multiplex features of the HML. Our main aim is to quantify the influence of each ordering in the assembly times of the empirical multiplex, in order to assess the impact of word features on lexicon growth. For this purpose, we test our experiments with empirical data of the age of acquisition of English words, obtained from [14] . Our results highlight the presence of an interplay between the phonological and the semantic layers in structuring the mental lexicon.
This paper is structured as following: in Sect. 2 we report on the dataset we adopted for the multiplex construction and we compare it to datasets of commonly spoken English; in Sect. 3 we introduce the model of lexicon growth; the results are discussed in Sect. 4, conclusions and future work directions are reported at the end.
Multiplex Construction
We build a linguistic multiplex of three unweighted, undirected graphs/layers, comprising an intersection of N = 4731 words and based on the following interactions: The thus constructed linguistic multiplex includes one phonological layer and two semantic layers. With synonym relationships and word associations we chose to include two semantic layers, mainly because of large structural differences in the topology of these networks. Free associations capture also those linguistic patterns that cannot be expressed in terms of other semantic relationships (e.g. opposites, synonyms, etc.). These relationships are still of primary importance for cognitive processes [13, 6] . In fact, experimental evidence indicates that such links act as Figure 1 : Left: Orthographic and phonetic word length distributions for our sample (blue dots and golden squares, respectively) and for roughly 29000 words phonetically transcribed within WordNet 3.0 (green diamonds and red triangles). Opensubtitles is not used in the word length distributions because it does not have phonological transcriptions. Right: Empirical probability distributions of word frequency within our data sample (blue dots), the Opensubtitles repository (golden squares) and a ranked subsample of the Opensubtitles list of the same size as our sample (green diamonds). The dashed black line gives a power-law with exponent γ = 1.83 ± 0.03.
pointers for word retrieval [1, 6] . Their greater generality is what differentiates associations from synonymy relationships, which have been extensively investigated in the linguistic literature [23, 6, 10] .
Representativeness of the Data
A network representation of language should be indicative of real patterns in the mental lexicon, therefore the linguistic multiplex should be based on commonly used words. Unfortunately WordNet 3.0 does not include frequency counts, therefore we tested our data through the word frequencies from the Opensubtitles dataset [2] , i.e. a lexicon based on more than 1.4 · 10 8 word counts from TV series subtitles.
The word length distributions reported in Fig. 1 indicate that our smaller-size word sample contains more shorter words when compared to WordNet. Furthermore, Fig. 1 shows that words contain less phonemes than orthographic characters, on average. For instance, a word in our sample contained 4.78 ± 0.03 phonemes and 5.39 ± 0.03 orthographic characters. Given this difference, we are using both phonetic and orthographic word lengths in our growth experiments in Sect. 4, as proxies for word acquisition through hearing and reading, respectively.
In Fig. 1 the word frequency distribution of our 4731 sampled words is compared against the whole Opensubtitles repository and against the 4731 words from Opensubtitles with the highest frequencies. Interestingly, the whole dataset exhibits a heavy tail behaviour. The cumulative probabilities P(F ≥ z) of finding a word with frequency F greater than or equal to z tell us that higher frequency words in our dataset are more likely than in the whole Opensubtitles but also less likely than in the frequency ranked subsample. Furthermore, excluding extremely frequent words, our sample reproduces the same power-law like behaviour of the whole Opensubtitles dataset, for mid-and high frequencies. Because of this over-representation of higher frequency words, we can reasonably assume that our data is a good representation of commonly used English words Figure 2 : Cumulative degree distribution P(K ≥ k) for the phonological network (blue dots), the synonym network (golden squares), the free association network (green diamonds), the semantic aggregate network associations+synonyms (red triangles) and the overlapping network (purple triangles).
Multiplex Network Structure
We begin the analysis of the multiplex by investigating the cumulative degree distributions P(K ≥ k) [18] of individual layers and of the multiplex, reported in Fig. 2 . The degree distributions span different orders of magnitudes and display different behaviors. There is a considerable fraction of hubs within the association network, which displays a heavy tail degree distribution. The phonological network displays a cut-off around degree k ≈ 30 while the synonym network shows a degree distribution that can be approximated by an exponential. We also investigate the multiplex overlapping degree o i [4] , i.e. the sum of degrees k [α] i of node i on each layer α:
Interestingly, the overlapping degree seems to have a more pronounced exponential decay compared to the degree of the aggregated semantic layers (i.e. a network where any link is present if it is present in at least one of the original layers). This reveals negative degree correlations on lower degrees, in our linguistic multiplex. A scatter plot highlights the presence of hub nodes in the semantic aggregate that have low degrees (k ≤ 15) in the phonological layer. For this reason, locally combining layer topologies is of interest for our assembly experiments, cf. Sect. 4. Table 1 reports some network metrics [18] for the individual layers and the aggregated semantic multiplex, compared to configuration models with the same degree distributions. All the three layers display the small-world feature, in agreement with previous results [17, 22] . The current literature suggests that small-worldness might be related to language robustness to individual word retrieval failure (e.g. in aphasia [6] ) while also enhancing network navigability [26] . It is noteworthy that the phonological layer displays a network diameter almost three times larger than the mean path distance. Since its configuration model (CM) counterpart does not reproduce such pattern, this is an indication of a strong core-periphery structure within the network [22] . Further, all the individual layers are disconnected and have a giant component (GC). The GC size is hardly matched by CMs for the phonological and synonym layers while there is good agreement for the association layer. Interestingly, the two semantic layers display different organisational features: the synonym layer is more disconnected but more clustered than the association one; and while synonyms display an assortative mixing by degree associations are disassortative [18] , instead. Therefore, in the association layer there are hub words surrounded by many poorly connected nodes while in the synonym layer large neighborhoods tend to be directly connected with each other. Indeed, because of these different topological features we will keep these layers distinct within our linguistic multiplex. Assortative mixing is also strongly present at the phonological level, but note that in this case high assortativity is a feature inherited from the embedding space of phonological networks [22, 21] . Configuration model aggregates are formed by aggregating the individual configuration model layers. Only 0.5% of the edges in the association layer overlap with the synonym layer. The empirical networks display a higher edge overlap when compared to the configuration models (4.5% of the edges overlap across the real layers versus the 0.1% of the CMs).
Simulated Network Assembly
In [22] , we suggested a network growth procedure as a null model for phonological networks (PNs), in which an artificial PN was built from randomly assembled strings of phonemes, satisfying some empirical constraints (e.g. phoneme frequencies). In this work, we extend that model by adopting a multiplex perspective. Let us model the mental lexicon as a network which grows over time. Our model is localist [23] , i.e. in it each concept is partially associated with an individual node/word in the network. Concepts are acquired to the lexicon by inserting sin-gle nodes/words. However, a given concept is represented in its full meaning by a word/node together with its links, since they retain further information about the concept itself (e.g. a neighborood can translate into a semantic context [23] or it can provide information about word confusability [25] ). In the following we will use "words" to identify single nodes and "concepts" to identify jointly a node and its local connectivity. We follow an approach similar to Steyvers and Tenenbaum [23] .
At each time step, a node/word is tentatively inserted into the lexicon. Then, we check for phonological similarities between the new word and the others already in the network, i.e. we check for links on the phonological level. If the new node/word receives at least one connection (i.e. it becomes active in the multiplex jargon [7] ) on the phonological network, then it is accepted to the lexicon. Otherwise, if the node/word does not receive any connection, we reject it with probability f , putting it back to the list of not yet included words. Words are suggested from this list according to a given multiplex or exogenous criterion and until all words have been accepted. We measure the average assembly time T , i.e. the time it takes until a full network comprising all 4731 words has been built. The rejection probability f is the only free parameter of the model, but acceptance/rejection of words also depends strongly on the ordering in which they are suggested. There are many possibilities of different orderings that could be considered. We tested several of them and then selected a sample of those experiments that provided a wide pool of different results:
1. random ordering as a baseline reference case (Rand. Order); 2. phonologically shorter words first (Short Pho., e.g. "a", "ad", "ash", ...) ; 3. orthographically shorter words first (Short Wor., e.g. "a", "ad", "be", ...) ; 4. more frequent words first (Freq., e.g. "a", "in", "have", ...); 5. higher degree words in the association layer first, where hubs are the most recollected words in semantic memory (Asso., e.g. "man", "water", "sex", ...);
6. higher degree words in the synonym layer first, notice the difference with the association layer in the ranking (Syno., e.g. "take", "hold", "get", ...);
7. higher degree words in the semantic multiplex aggregate first, association hubs prevail over the synonyms (As.+Sy., e.g. "man", "water", "sex", ...);
8. empirical age of acquisition [14] (AoA, e.g. "momma", "potty", "water", ...);
9. random phonological/random semantic neighbors, i.e. select a word at random on the phonological level, select one of its neighbors on the semantic aggregate at random, avoiding repetitions (R. Ph./Ag.);
10. random phonological/frequent semantic neighbors, i.e. select a phonological word at random, select one of its neighbors on the semantic aggregate at random but proportionally to its frequency (R. Ph./F. Ag.);
11. frequent phonological/frequent semantic neighbors, i.e. select a phonological word at random but proportionally to its frequency, similarly select one of its neighbors on the semantic aggregate (F. Ph./Ag.).
In our model the growth dynamics is driven by the phonological layer. Although this could be made more realistic, our choice is motivated by two empirical observations. Firstly, there is widely accepted empirical evidence showing that phonological memory (i.e. the growing set of phonological transcriptions that are checked for connections, in our model) plays a critical role in concept acquisition [11, 19, 24, 12, 27] . Furthermore, there are recent empirical studies in children that strongly emphasise that lexical acquisition is heavily influenced by the phonology of the words, at least at early stages of the lexicon's assembly [27] . Psycholinguists conjecture that this lead of phonology in the lexicon growth might occur because children could find it easier to produce and understand words containing phonemes already presented in their phonological inventory [19, 1] . This empirical bias is what our model tries to capture by checking for phonological similarities before word acceptance/rejection. However, it is also true that semantics and other external features do influence the lexicon's growth and our model does account for this interplay through the orderings of word insertion. In fact, there is also evidence that, after an initial state in which phonological learning is predominant, lexical learning lets children learn novel words whose sounds are not present in their inventories [27, 12] . Our model captures also this aspect, since even novel words that do not have phonological similarities can be probabilistically accepted. The second motivation behind adopting the phonological network as a check for linguistic relationships is that detecting phonological similarities is straightforward: it can be done on a quantitative basis (i.e. check for phoneme strings having edit distance one). Conversely, detecting semantic relationships (i.e. are two words synonyms?) can be extremely difficult without any external source of information (e.g. a dictionary or an experiment).
Beyond the type of links we check, another key element of our model is the "activation" requirement, i.e. the fact that a word has to receive at least one connection in order not to undergo the probabilistic rejection/acceptance stage. Being connected to any other node is the simplest requirement one can think of in terms of local connectivity, which is pivotal in the activation spread [9] . We have made this modelling choice mainly in the interests of meaningful parsimony. While we do not mean to preclude a possible role for other growth dynamics, we have to start from a simple, yet meaningful, dynamics that minimises the number of free parameters. It has to be underlined that our chosen model represents, at best, a highly simplified abstraction of the cognitive processes driving real lexicon growth. We chose to follow simplicity, mainly because of how little is known about the evolution of the real, large-scale human mental lexicon [23, 1] . Other viable approaches that might fall in the same simplicity category as our model should also be explored in the future.
Interestingly, the same word is used in both the multiplex and the psycholinguistics jargons: an "active" node in a multiplex is one having at least one link [7] , the "activation" in psycholinguistics is a theoretical stimulus signal that spreads through connections across the semantic and/or phonological layers of the mental lexicon when words are to be identified and retrieved [9, 6, 26] . Indeed, our model accepts preferentially "active" (in the multiplex jargon) and potentially "activable" words (in an activation spread model scenario). Our focus on local connectivity was inspired by previous models of lexicon growth [23, 5] , which conjecture that memory search processes might be sensitive to the local connectivity of concepts. 
Results and Discussion
In Fig. 3 we report the normalized assembly times T /T random for different orderings for several values of the rejection parameter f . These values are rescaled to the random case. Interestingly, such rescaling shows that inserting words with our selected orderings always decreases the assembly times compared to the random scenario. This effect becomes more evident when the rejection probability f is large. For instance, when the probability of rejecting each inactive word is f = 0.8, inserting words ordered according to their phonetic length (shorter first) fully assembles the network in roughly 78% of the time necessary in the random case and this distinction is statistically significant. Notice that a-priori, we chose orderings loosely inspired by a least memory effort principle [1] so that this general trend is expected. Nonetheless, there is an interesting variety of behaviors that need further analysis.
Intuitively, inserting shorter phonetic-length words first is the optimal case in terms of minimum assembly time. Orthographic word length gives slightly higher assembly times. Inserting words according to their frequency gives results that are very close to semantic measures such as the degree rankings in the semantic layers/aggregate and to multiplex features. All these orderings show a trend close to the one where words are inserted within the growing lexicon according to their age of acquisition. Since assembly times are the quantitative proxies of our model for the likelihood of the mechanisms underlying lexicon growth, we adopt the times based on the age of acquisition as another reference point for testing the influence of the other orderings.
We start from the distributions of the assembly time for each ordering, at several values of the rejection probability f . We then quantify the overlap of the interquartile range of the age of acquisition case with the other scenarios. We consider the overlap of interquartile ranges rather than the overlap of the whole distributions because interquartile ranges represent a more robust measure of scale against fluctuations on extreme values in small, skewed empirical distributions as ours [16] . Also, interquartile ranges are easy to compute and visualise by commonly used box plots [16] . An example is reported in Fig. 4 , where a box plot for the interquartile ranges of all our orderings are reported for f = 0.8. For instance, in that case the frequency ordering does not give results compatible with the empirical case (even though it is very close to the ordering with the degree in the semantic aggregate). Further, considering only the semantic degrees gives a slightly stronger overlap, but is not yet compatible with the age of acquisition case. Ordering words by their phonological and the semantic network degrees gives the closest results to the empirical age of acquisition scenario. We interpret this result as a quantitative proof of the importance of the multiplex structure of human language in shaping organisational features of the human mental lexicon. Locally navigating across the linguistic multiplex with a word frequency bias gives the best, highest overlapping results, within the framework of our theoretical model.
In Fig. 5 we checked the performance of the multiplex-based ordering versus f . Let us underline that during a given assembly f is kept fixed. However, when the probability of rejecting unconnected words is low, the orderings based only on either frequency or the semantic degrees perform relatively well. We can think of this stage as the real lexical learning phase [27, 6, 5, 24] , which happens later in language development and where novel words are inserted within the lexicon according to their semantic information and almost independent of phonological similarities. Larger values of the rejection probability f correspond to scenarios where the frequency and semantic degree orderings give results significantly different from the age of acquisition case. We can interpret this stage as a phonological learning phase [11, 19, 24] , where words are inserted to the lexicon strongly based on their phonological similarities and where the phonological and the semantic layers are strongly interdependent. Therefore, our model highlights an interesting shift from one strongly semantic to a strongly multiplex stage, depending on the f parameter. This is a first quantitative finding about the importance of a multiplex modelling of the human mental lexicon. In fact, partial knowledge as frequency or phonological information only is unable to reproduce the same patterns across the whole parameter space.
Conclusions and Future Work
Here we proposed a simplified model of lexicon growth which is based on a representation of the English HML on several levels via the framework of multiplex networks. Motivated by empirical evidence and technical advantages in checking for phonological links we focus on the phonological level for the growth dynamics.
Numerically estimated assembly times identify a higher likelihood of a lexicon growth encapsulating information from the multiplex structure of free associations, synonyms and phonologically similar words, compared to assembly based on information from single layers or only word frequencies or lengths. In fact, assembly times can be thought of as proxies for the likelihood of the mechanisms underlying lexicon growth. When words are acquired without strong phonological biases (as in later stages of children's linguistic development) then orderings based on frequency and on semantic local centralities (i.e. node degree) are in good agreement with the empirical case. On the other hand, when words are acquired with stronger biases, as it happens in earlier stages of children's linguistic development, orderings based on the multiplexity of the English language provide results closer to the real scenario.
There are many interesting questions that this preliminary work opens. The first is a more extensive investigation of the multiplex features of the English language, e.g. a more detailed structural investigation of multiplex reducibility, layer overlap, cartography, clustering, efficiency and robustness to word retrieval failure [7] . Another interesting research direction would be trying to generalize our model by basing acceptance on the formation of more than one connections, or rather on links created also on other multiplex layers different from the phonological one, possibly by using the empirical semantic connections as a reference. This generalisation would be more realistic but also more cumbersome in adding more parameters to a model, which, already in this simple version, is capable of displaying an interplay between lexical and phonological learning. From a complex systems perspective, it would be interesting to explore further the "multiplexity" of the English language, namely the interplay between phonological and semantic features, also by comparing the model against real data from children. Last but not least, a multiplex analysis for languages different from English could represent an interesting theoretical framework for testing both distinctive and universal features of human language.
