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Abstract
We presents the study the separability properties for differential-operator
equations in Morrey spaces. We prove that the corresponding differential oper-
ator is a generator of analytic semigroup in vector-valued Morrey spaces. More-
over, maximal regularity properties of corresponding parabolic equation ıs ob-
tained. In applications, the maximal regularity properties of Wentzell-Robin
type problem for elliptic equations and mixed value problem for degenerate
parabolic equations in Morrey spaces are derived.
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1. Introduction, notations and background
The goal of the present paper is to study the boundary value problems
(BVPs) for differential-operator equations (DOEs) with VMO top-order coeffi-
cients
Σnk=1ak (xk)
∂2u
∂x2k
+A (x) u+Σnk=1Ak (x)
∂u
∂xk
+ µu = f (x) , x ∈ Rn+, (1.1)
L1u =
σ∑
i=0
αiu
(i) (x′, 0) = 0, x′ = (x1, x2, ..., xn−1) , σ ∈ {0, 1} ,
where ak are complex-valued functions, αi are complex numbers, A = A (x) ,
Ak = Ak (x) are linear operators in a Banach space E and µ is a complex
parameter.
It is known that many classes of PDEs, pseudo DEs and integro DEs can be
expressed in the form of DOEs. Therefore, many researchers (see e.g. [1], [5-6],
[15] , [24-27] , [30]) investigated similar classes of PDEs under a single DOE.
Moreover, the maximal regularity properties of DOEs with continuous coef-
ficients were studied e.g. in [5], [24− 27] and [30] . Moreover, the regularity
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propertıes of elliptic and parabolic equations in Morrey spaces were defined e.g.
in [7− 9], [13− 14] , [19− 22] .
Here the equation with operator coefficients is considered in abstract Morrey
spaces. We shall prove separability of the problem (1), i.e. we show that for
each f ∈ Lp,λ
(
Rn+;E
)
there exists a unique strong solution u of the problem
(1.1) and a positive constant C depending only on p, E and A such that
2∑
i=0
Σnk=1 |µ|
1− i2
∥∥∥∥ ∂iu∂xk
∥∥∥∥
Lp,λ(Rn+;E)
+ ‖Au‖
Lp,λ(Rn+;E)
≤ C ‖f‖
Lp,λ(Rn+;E)
.
Then, the well-posedness of mixed problem for the parabolic equation
∂u
∂t
+Σnk=1ak (xk)
∂2u
∂x2k
+A (x) u = f (x, t) , x ∈ Rn+, t ∈ (0, T ) , (1.2)
σ∑
i=0
αiu
(i)
xn
(x′, 0, x) = 0, x′ = (x1, x2, ..., xn−1) , σ ∈ {0, 1} ,
u (x, 0) = 0
is derived in E-valued mixed Morrey space Lp,λ
(
Rn+ × (0, T ) ;E
)
.
Note that, the principal part of corresponding differential operator is non
selfadjoint. Nevertheless, the sharp uniform coercive estimate for the resolvent,
Fredholmness are established. In application, we study Wentzell-Robin type
problem for elliptic equations and mixed value problems for degenerate parabolic
equations with VMO coefficients in Morrey spaces.
Since (1) involves unbounded operators, it is not easy to get representa-
tion for Green function and estimate of solutions. Therefore we use the modern
harmonic analysis elements e.g. the Hilbert operator and the commutator esti-
mates in E-valued Lp spaces, embedding theorems of Sobolev-Lions spaces and
some semigroups estimates to overcome these difficulties. Moreover we also use
our previous results on equations with continuous leading coefficients and the
perturbation theory of linear operators to obtain our main assertions.
Since the Hilbert space E is arbitrary and A is a possible linear operator,
by choosing E and A we can obtain numerous classes of elliptic and parabolic
type equations and its systems which occur in the different processes. In appli-
cation, we put E = Lp1 (0, 1) and A to be differential operator with generalized
Wentzell-Robin boundary condition defined by
D (A) =
{
u ∈ W 2p1 (0, 1) , Bju = Au (j) , j = 0, 1
}
,
Au = au(2) + bu(1),
in (1.1)− (1.2), where a, b are complex-valued functions. Then, we obtain the
following Wentzell-Robin type mixed problem for elliptic equations
Σnk=1ak (xk)
∂2u
∂x2k
+A (x) u+ a
∂2u
∂y2
+ b
∂u
∂y
= f (x, y) , x ∈ Rn+, (1.3)
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σ∑
i=0
αi
∂iu
∂xin
(x′, 0) = 0, σ ∈ {0, 1} , u = u (x, y) , (1.4)
Au (x, j) = 0, j = 0, 1, u (x, 0) = a (x) , x′ ∈ Rn−1, y ∈ (0, 1) . (1.5)
Note that, the regularity properties of Wentzell-Robin type boundary value
problems (BVP) for elliptic equations were studied e.g. in [10, 11] and the
references therein. Here,
Ω˜ = Rn+ × (0, 1) , Ω¯ = R
n
+ × (0, b) , p =(p1, p) , p1, p ∈ (1,∞)
Lp,λ
(
Ω˜
)
denotes the space of all p-summable Morrey space with mixed norm
i.e., the space of all measurable functions f defined on Ω˜, for which
‖f‖
Lp,λ(Ω˜) =

∫
Rn+
sup
x0Rn+∈,r
r−λ

 1∫
0
|f (x, y)|
p1 dy


p
p1
dx


1
p
<∞, 0 < λ < n.
By using the general abstract result above, the existence, uniqueness and
maximal Lp,λ
(
Ω˜
)
regularity properties of the problem (1.3)− (1.5) is obtained.
Moreover, let we choose E = L
p1
(0, b) and A to be degenerated differential
operator in Lp1 (0, b) defined by
D (A) =
{
u ∈W [2],p1γ (0, 1) ,
νk∑
i=0
αkiu
[i] (0) + βkiu
[i] (b) = 0, k = 1, 2
}
,
A (x) u = b1 (x, y)u
[2] + b2 (x, y)u
[1], x ∈ Rn+, y ∈ (0, b) , νk ∈ {0, 1} , (1.6)
where u[i] =
(
yγ d
dy
)γ
u for 0 ≤ γ < 12 , b1 = b1 (x, y) is a contınous, b2 =
b2 (x, y) is a bounded functon on y ∈ [0, 1] for a.e. x ∈ Rn+, αki, βki are complex
numbers and W
[2],p1
γ (0, b) is a weighted Sobolev spase defined by
W [2],p1γ (0, b) = { u : u ∈ L
p1 (0, b) , u[2] ∈ Lp1 (0, b) ,
‖u‖
W
[2],p1
γ
= ‖u‖Lp1 +
∥∥∥u[2]∥∥∥
Lp1
<∞.
Then, from (1.2) we get the following mixed problem for degenerate parabolic
equation
∂u
∂t
+Σnk=1ak (xk)
∂2u
∂x2k
+
(
b1
∂[2]u
∂y2
+ b2
∂[1]u
∂y
)
= f (x, y, t) , (1.7)
y ∈ (0, b) , t ∈ (0, T ) , u = u (x, y, t) ,
3
σ∑
i=0
αi
∂iu
∂xin
(x′, 0, y, t) = 0, σ ∈ {0, 1} , u = u (x, y, t) , (1.8)
L1u =
νk∑
i=0
αkiu
[i] (x, 0, t) + βkiu
[i] (x, b, t) = 0, k = 1, 2,
u (x, y, 0) = a (x, y) . (1.9)
The existence, uniqueness and coercive Lp
(
Ω¯
)
estimates for solution of the
problem (1.7)− (1.9) is derived.
Let E be a Banach space and γ = γ (x) , x = (x1, x2, ..., xn) be a positive
measurable function on a on the measurable subset Ω ⊂ Rn. Let Lp,γ (Ω;E)
denote the space of strongly measurable E−valued functions that are defined
on Ω with the norm
‖f‖Lpγ(E) = ‖f‖Lpγ(Ω;E) =

∫
Ω
‖f (x)‖
p
E γ (x) dx


1
p
, 1 ≤ p <∞.
For γ (x) ≡ 1, the space Lpγ (Ω;E) will be denoted by L
p (E) = Lp (Ω;E) .
Let B(x, r) denote the ball of center x and radius r. Let 1 < p < ∞ and
0 < λ < n. By Lp,λ (Rn;E) we will denote E-valued Morrey space that is the
set of all functions f ∈ Lloc(Rn;E) for which
||f ||p
Lp,λ(Rn;E) = sup
x∈Rn,r
r−λ
∫
B(x,r)
‖f (y)‖
p
E dy <∞.
C(Ω, E) and Cm(Ω;E) will denote the spaces of E-valued bounded uniformly
strongly continuous and m-times continuously differentiable functions on Ω,
respectively. Cm0 (Ω;E)-denotes the class of E-valued functions from C
m(Ω;E)
with commpact supports on Ω.
Let E0 and E be two Banach spaces and E0 continuously and densely em-
bedded into E. Let m be a natural number and Ω ⊂ Rn.Let Ω be a domain
on Rn and. Here, Wm,p (Ω;E) denotes the abstract Sobolev space of func-
tions u ∈ Lp (Ω;E) which have generalized derivatives Dαu ∈ Lp (Ω;E) for
Dα = Dα1x1D
α2
x2
, ..., Dαnxn and α = (α1, α2, ..., αn) with norm
‖u‖Wm,p(Ω;E) =
∑
|α|≤m
‖Dαu‖Lp(Ω;E) <∞.
Wm,p (Ω;E0, E) denotes the Sobolev-Lions type space of functions u ∈
Lp (Ω;E0) which have generalized derivatives D
αu ∈ Lp (Ω;E) with norm
‖u‖Wm,p(Ω;E0,E) = ‖u‖Lp(Ω;E0) +
∑
|α|≤m
‖Dαu‖Lp(Ω;E) <∞.
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It is clear to see that
Wm,p (Ω;E0, E) = L
p (Ω;E0) ∩W
m,p (Ω;E) .
The Banach space E is called a UMD-space and written as E ∈ UMD if only
if the Hilbert operator
(Hf) (x) = lim
ε→0
∫
|x−y|>ε
f (y)
x− y
dy
is bounded in the space Lp (R,E) , p ∈ (1,∞) (see e.g. [3]). UMD spaces
include Lp, lp spaces, Lorentz spaces Lpq, p, q ∈ (1,∞) and Morrey spaces (see
e.g. [20]).
Here Lp,λ (
;E) wii denote E-valued Morrey space that is the set of all
functions f ∈ Lloc(
;E) for which
||f ||p
Lp,λ(
;E) = sup
x0∈Ω,r
r−λ
∫
B(x,r)∩Ω
‖f (y)‖
p
E dy <∞.
Let
S (ϕ) = {λ ∈ C, |argλ| ≤ ϕ} ∪ {0} , 0 ≤ ϕ < pi.
A linear operator A is said to be a ϕ-positive in a Banach space E with
bound M > 0 if D (A) is dense on E and
∥∥∥(A+ λI)−1∥∥∥
L(E)
≤ M (1 + |λ|)
−1
with λ ∈ S (ϕ) , ϕ ∈ (0, pi], I is an identity operator in E and L (E) is the space
of bounded linear operators in E. Sometimes instead of A+ λI will be written
A+λ and it denoted by Aλ. It is known [29, §1.15.1] that there exists fractional
powers Aθof the sectorial operator A. Let E
(
Aθ
)
denote the space D
(
Aθ
)
with
graphical norm
‖u‖E(Aθ) =
(
‖u‖p +
∥∥Aθu∥∥p) 1p , 1 ≤ p <∞, −∞ < θ <∞.
Let E1 and E2 be two Banach spaces. By (E1, E2)θ,p, 0 < θ < 1, 1 ≤ p ≤ ∞
will be denoted the interpolation spaces obtained from {E1, E2} by the K-
method [29, §1.3.1].
A setW ⊂ B (E) is called R-bounded (see e.g. [5, § 3.1] or [28] ) if there is a
positive constant C such that for all T1, T2, ..., Tm ∈ W and u1,u2, ..., um ∈ E1,
m ∈ N
1∫
0
∥∥∥∥∥∥
m∑
j=1
rj (y)Tjuj
∥∥∥∥∥∥
E
dy ≤ C
1∫
0
∥∥∥∥∥∥
m∑
j=1
rj (y)uj
∥∥∥∥∥∥
E
dy,
where {rj} is a sequence of independent symmetric {−1, 1}-valued random
variables on [0, 1].
Let S (Rn;E) denote the Schwartz class, i.e. the space of all E-valued rapidly
decreasing smooth functions on R. Let F denote the Fourier transformation. A
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function Ψ ∈ L∞ (Rn;B (E)) is called a Fourier multiplier from Lp (Rn;E) to
Lp (Rn;E) if the map u → ΛΨu = F−1Ψ(ξ)Fu, u ∈ S (Rn;E) is well defined
and extends to a bounded linear operator
ΛΨ : L
p (Rn;E)→ Lp (Rn;E) .
The set of all multipliers from Lp (Rn;E) to Lp (Rn;E) will be denoted by
Mpp (E) .
Definition 1.1. The ϕ-positive operator A is said to be an R-positive in a
Banach space E if there exists ϕ ∈ [0 pi) such that the set{
A (A+ λ)−1 : λ ∈ S (ϕ)
}
is R-bounded.
A linear operatorA (x) is said to be positive inE uniformly in x ifD (A (x)) is
independent of x, D (A (x)) is dense in E and
∥∥∥(A (x) + λ)−1∥∥∥ ≤M (1 + |λ|)−1
for all λ ∈ S (ϕ), ϕ ∈ [0 pi) .
Let σ∞ (E1, E2) denote the space of all compact operators from E1 to E2.
For E1 = E2 = E it is denoted by σ∞ (E) .
Let m be a natural number and Ω ⊂ Rn. Let Wm,p (Ω;E0, E) denote a
space of all functions u ∈ Lp (Ω;E0) possess the generalized derivatives D
αu
such that Dαu ∈ Lp (Ω;E) with the norm
‖u‖Wm,p(Ω;E0,E) = ‖u‖Lp(Ω;E0) +
∑
|α|≤m
‖Dαu‖Lp(Ω;E) <∞.
This called Sobolev-Lions type space. For E0 = E the space W
m,p (Ω;E0, E)
will denoted by Wm,p (Ω;E) . It is clear to see that
Wm,p (Ω;E0, E) =W
m,p (Ω;E) ∩ Lp (Ω;E0) .
Now, consider Sobolev- Morrey-Lions type spaceWm,p,λ (Ω;E0, E) that is a
space of all functions u ∈ Lp,γ (Ω;E0) possess the generalized derivatives D
αu
such that Dαu ∈ Lp,λ (Ω;E) with the norm
‖u‖Wm,p,λ(Ω;E0,E) = ‖u‖Lp,λ(Ω;E0) +
∑
|α|≤m
‖Dαu‖Lp,λ(Ω;E) <∞.
For E0 = E the space W
m,p,γ (Ω;E0, E) will denoted by W
m,p,λ (Ω;E) . It is
clear to see that
Wm,p,γ (Ω;E0, E) =W
m,p,λ (Ω;E) ∩ Lp,λ (Ω;E0) .
Function u ∈ W 2,p,λ (0, 1;E (A) , E) satisfying the equation (1.1) a.e. on
(0, 1) is said to be solution of the problem (1.1) .
From [24] we obtain:
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Theorem A1. Let the following conditions be satisfied:
(1) E is an UMD space, p ∈ (1,∞) and 0 < h ≤ h0 < ∞ are certain
parameters;
(2) m is a positive integer and α = (α1, α2, ..., αn) are n-tuples of nonnega-
tive integer such that
κ =
|α|
m
≤ 1, 0 ≤ µ ≤ 1− κ;
(3) A is an R-sectorial operator in E with 0 ≤ ϕ < pi;
Then, the embedding DαWm,p,γ
(
Rn+;E (A) , E
)
⊂ Lp,λ
(
Rn+;E
(
A1−κ−µ
))
is continuous and there exists a positive constant Cµ such that the following
uniform estimate holds for all h ∈ (0, h0 ]
‖Dαu‖
Lp,λ(Rn+;E(A1−κ−µ))
≤
Cµ
[
hµ ‖u‖
Wm,p,λ(Rn+;E(A),E)
+ h−(1−µ) ‖u‖
Lp,γ(Rn+;E)
]
.
Consider the the problem (1.1)− (1.2) .
The function u ∈ W 2,p
(
Rn+;E (A) , E
)
satisfying the equation (1.1) a.e. on
Rn+ is said to be solution of the problem (1.1) .
Let ωk1 = ωk1 (x), ωk2 = ωk2 (x) be roots of equations
ak (x)ω
2 + 1 = 0, k = 1, 2, ..., n. (1.10)
Let η1, η2, ..., ηn, η0 denotes VMO modulus of a1, a2,..., an and A (.)A
−1 (x0),
respectively.
Let Q0 denote the operator in L
p
(
Rn+;E
)
generated by problem (3.1) with
Ak = 0 and µ = 0, i.e.
D (Q0) =W
2,p
(
Rn+;E (A) , E, L1
)
, Q0u = Σ
n
k=1ak (xk)
∂2u
∂x2k
+A (x) u.
Condition 1. Assume the following conditions are satisfied:
(1) E is an UMD space, A (x) is an uniformly R-positive operator in E and
A (.)A−1 (x0) ∈ L∞
(
Rn+;L (E)
)
∩ VMO (L (E)) for some x0 ∈ Rn+;
(2) ak ∈ VMO∩L
∞ (R) , −ak (xk) ∈ S (ϕ) , ak (xk) 6= 0 for a.e. xk ∈ R and
αi 6= 0, i = 0, 1;
(3) Reωki 6= 0 and
λ
ωki
∈ S (ϕ) for λ ∈ S (ϕ), for a.e. xk ∈ R, 0 ≤ ϕ < pi,
i = 1, 2, k = 1, 2, ..., n and p ∈ (1,∞).
From [27, Theorems 6.1] we have the following result:
Theorem A2. Assume the Condition 1.1 holds. Then:
(a) for all f ∈ Lp
(
Rn+;E
)
, µ ∈ S (ϕ) and for large enough |λ| , problem
(3.1) has a unique solution u ∈ W 2,p
(
Rn+;E (A) , E
)
. Moreover, the following
coercive uniform estimate holds
n∑
k=1
2∑
i=0
|µ|
1− i2
∥∥∥∥ ∂iu∂xik
∥∥∥∥
Lp(Rn+;E)
+ ‖Au‖
Lp(Rn+;E)
≤ C ‖ f‖
Lp(Rn+;E)
;
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(b) the operator Q0 is R−positive in L
p
(
Rn+;E
)
.
Let
Ω = Rn+ × (0, T ) , L
p (
;E) = Y ,
Y 2,1,p (A) =W 2,1,p (
;E (A) , E) , p =(p, p1) ,
where
Y 2,1,p (A) = { u ∈ Y,
∂u
∂t
∈ Y,
∂2u
∂x2k
∈ Y,
‖u‖Y 2,1,p(A) +
∥∥∥∥∂u∂t
∥∥∥∥
Y
+
n∑
k=1
∥∥∥∥∂2u∂x2k
∥∥∥∥
Y
+ ‖Au‖Y <∞ } .
From [27, Theorems 7.1] we have
Theorem A3. Assume the Condition 1.1 holds for ϕ >
pi
2 . Then for all
f ∈ Lp (
;E) problem (1.4) has a unique solution u ∈ Y 2,1,p (A) . Moreover,
the following coercive estimate holds∥∥∥∥∂u∂t
∥∥∥∥
Y
+
n∑
k=1
∥∥∥∥∂2u∂x2k
∥∥∥∥
Y
+ ‖Au‖Y ≤ C ‖ f‖Y .
We need the abstract versions of Sobolev and Sobolev–Poincare´ inequal-
ities. Consider the abstract Sobolev space Wm,p0 (Ω;E) defined the following
seminorm
‖u‖Wm,p0 (Ω;E)
=
∑
|α|=m
‖Dαu‖Lp(Ω;E) <∞.
Let f ∈ Lloc(Rn;E). For a subset S ⊂ Rn with nonzero Lebesgue measure
denoted by |S|. We define∮
S
f (x) dx =
1
|S|
∫
S
f (x) dx, fB(x,r) =
1
|B(x, r)|
∫
B(x,r)
f (y) dy.
By resoning as in [31, § 2.4] and [12, § 4.5] we have the following results
Theorem B1( Sobolev inequality). Assume E is an UMD space. Let
n > mp and q = np (n−mp)
−1
. Then the following embedding holds
W
m,p
0 (R
n;E) ⊂ Lq (Rn;E) ,
i.e. there exists a finite constant C such that for every u ∈ C∞0 (R
n;E) the
following estimate holds
‖u‖Lq(Rn;E) ≤ C ‖u‖Wm,p0 (Rn;E)
.
Theorem B2( Sobolev–Poincare´ inequality). Assume E is an UMD
space. Let n > mp and q = np (n−mp)−1. Then there exists a finite constant
K such that for every u ∈ C∞0 (R
n;E) the following estimate holds∥∥u− uB(x,r)∥∥Lq(Rn;E) ≤ K ‖u‖Wm,p0 (Rn;E) .
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2. Abstract elliptic equations in half spaces
In this section we consider the problem (1.1)−(1.2) in Morrey space Lp,λ
(
Rn+;E
)
.
The unction u ∈W 2,p,λ
(
Rn+;E (A) , E
)
satisfying the equation (1.1) a.e. on
Rn+ is said to be solution of the problem (1.1) in Morrey space L
p,λ
(
Rn+;E
)
.
Let η1, η2, ..., ηn, η0 denotes VMOmodulus of a1, a2,..., an andA (.)A
−1 (x0),
respectively.
Let Q0 denote the operator in L
p,λ
(
Rn+;E
)
generated by problem (3.1) with
Ak = 0 and µ = 0, i.e.
D (Q0) =W
2,p,λ
(
Rn+;E (A) , E, L1
)
, Q0u = Σ
n
k=1ak (xk)
∂2u
∂x2k
+A (x)u. (2.1)
In this section we will prove the following result:
Theorem 2.1. Assume the Condition 1 holds. Then for all f ∈ Lp,λ
(
Rn+;E
)
,
µ ∈ S (ϕ) and for large enough |λ| , problem (1.1) has a unique solution u ∈
W 2,p,λ
(
Rn+;E (A) , E
)
. Moreover, the following coercive uniform estimate holds
n∑
k=1
2∑
i=0
|µ|
1− i2
∥∥∥∥ ∂iu∂xik
∥∥∥∥
Lp,λ(Rn+;E)
+ ‖Au‖
Lp,λ(Rn+;E)
≤ C ‖ f‖
Lp,λ(Rn+;E)
; (2.2)
To derive the coercive estimates (2.2) in E-valued abstact Morrey spaces, we
use the Lp estimates in a particular form. This section is devoted to stating and
deriving these estimates from known results for operators with VMO coefficients.
For proving this theorem we need some Sobolev type inequalities in abstract
Sobolev spaces.
For simplicity we will denote the ball of center 0 and radius r by B (r).
Consider a Lipschitz function Φ = (Φ1,Φ2, ...,Φn): B (1) → Rn, and we set
ΦB = Φ(B (1)), such that this function has a inverse Φ
−1 with Lipschitz inverse.
We write J (Φ) for the Jacobian determinant
J (Φ) = det
[
∂Φk
∂xj
]
, k, j = 1, 2, ..., n;
and we set
Φ0 = ‖J (Φ)‖L∞(B(1)) +
∥∥J (Φ−1)∥∥
L∞(B(1))
.
Finally, we define
ΦB (r) =
{
x :
x
r
∈ ΦB
}
for r > 0.
By reasoning as in [14, Lemma 1] and using Theorem B2, we obtain the
following simple variant of the usual Sobolev–Poincare´ inequality.
Lemma 2.1. Let E be an UMD space, 1 ≤ p < n, q = q = np (n−mp)
−1
and r > 0. Moreover, assume u ∈ W 1,p (ΦB (r) ;E) and suppose also that∫
ΦB(r)
u (x) dx = 0.
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Then there is a constant C, determined only by n, p, Φ0 and E such that
‖u‖Lq(ΦB(r);E) ≤ C ‖∇u‖Lp(ΦB(r);E) . (2.3)
Lemma 2.2. Let E be an UMD space, 1 ≤ p < n, q = q = np (n−mp)
−1
,
r > 0 and u ∈ W 1,p (ΦB (r) ;E) . Assume aso that there are constants σ, τ ∈
(0, 1) and a point x0 ∈ ∂ΦB (r) such that |B (x0, τr) ∩ΦB (r)| ≥ σr
n, u = 0
on B (x0, τr) ∩ ΦB (r), and every line parallel to the xn-axis which intersects
B (x0, τr)∩ΦB (r) does so at one point. Then there is a constant C, determined
only by n, p, Φ0, E and τ such that (2.3) holds.
Proof. Let ∆ = B (x0, τr) ∩ ΦB (r), w ∈ L (∆;E) and q =
np
n−p . Here,
w (∆) =
∮
∆
w (x) dx.
By reasoning as in [15, Lemma 2.2], for u ∈ Lp (∆;E) we show that
‖u (∆)‖E ≤ C (n, p, σ, E) r
p−n
p ‖∇u‖Lp(∆;E) .
So Ho¨lder’s inequality yields
‖u (∆)‖Lq(ΦB(r);E) ≤ C (n, p, σ, E) ‖∇u‖Lp(ΦB(r);E) . (2.4)
We observe that
u (∆) =
1
|ΦB (r)|
∫
ΦB(r)
u (x) f (x) dx
with f (x) = |ΦB(r)||∆| χ∆, where χ∆ denotes the characteristic function of ∆.
Then a similar way as in [16, Lemma 6.13] with f and η ≡ 1|B(1)| we get that
‖u− u (∆)‖Lq(ΦB(r);E) ≤ C (n, p, σ, E) ‖u− u (ΦB (r))‖Lp(ΦB(r);E) . (2.5)
So, Lemma 2.1 applied to υ = u− u (∆) implies that
‖u− u (ΦB (r))‖Lq(ΦB(r);E) ≤ C (n, p, σ, E) ‖∇u‖Lp(ΦB(r);E) . (2.6)
If p < n2 , then we also have
Then the inequalities (2.4)−(2.6) and Minkowski’s inequality gives us (2.3) .
Remark 2.1. If u vanishes on all of ∂ΦB (r), then Theorem B1 implies
(2.4) with C determined only by n, p and E.
Lemma 2.3. Let E be an UMD space, 1 ≤ p < n, q = np (n− p)
−1
, r > 0
and u ∈W 2,p (ΦB (r) ;E) . If∫
ΦB(r)
u (x) dx = 0,
∫
ΦB(r)
∇u (x) dx,
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then there is a constant C, determined only by n, p, Φ0 and E such that
1
r
‖u‖Lq(ΦB(r);E) + ‖∇u‖Lq(ΦB(r);E) ≤ C (n, p, σ, E)
∥∥∇2u∥∥
Lp(ΦB(r);E)
. (2.7)
I˙f p < n2 , then we also have
‖u‖Lq1 (ΦB(r);E) ≤ C (n, p, σ, E)
∥∥∇2u∥∥
Lp(ΦB(r);E)
, (2.8)
with
q1 =
np
n− 2p
.
Proof. The estimate for ‖∇u‖Lq(ΦB(r);E) follows from Lemma 2.1 and the
estimate on ‖u‖Lq(ΦB(r);E) in (2.7) follows from Theorem B2. If p <
n
2 , then
q < n and Lemma 3.1 yields (2.8) .
Lemma 2.4. Let E be an UMD space, 1 ≤ p < n, q = np (n−mp)
−1
,
r > 0 and u ∈ W 2,p (ΦB (r) ;E) . Suppose also that there are constants σ, τ ∈
(0, 1) and a point x0 ∈ ∂ΦB (r) such that |B (x0, τr) ∩ΦB (r)| ≥ σr
n, u = 0
and ∇u = 0 on B (x0, τr) ∩ΦB (r), and every line parallel to the xn-axis which
intersects B (x0, τr) ∩ΦB (r) does so at one point. Then there is a constant C,
determined only by n, p, Φ0, E and τ such that (2.3) holds. If p <
n
2 , then (2.8)
holds with C determined only by n, p, Φ0, σ and E.
Proof. We argue as in Lemma 2.3 but using Lemma 2.2 in place of Lemma
2.1.
For our next study, let
B+ (r) = {x: x ∈ B (r) , xn > 0} , Φ
0
B (r) = {x: x ∈ ∂ΦB (r) , xn = 0} ,
B0 (r) = {x: x ∈ B (r) , xn = 0} .
Corollary 2.1. Let E be an UMD space, 1 ≤ p < n, q = np (n−mp)−1,
r > 0 and assume
B+
(
1
2
)
⊂ ΦB (1) ⊂ B
+ (1) .
If u ∈W 2,p (ΦB (r) ;E) , u = 0 on Φ
0
B (r) , and
∫
ΦB(r)
∂
∂xn
u (x) dx = 0, then (2.7)
holds. If p < n2 , then (2.8) holds with C determined only by n, p, Φ0, σ and E.
Proof. We apply here, Lemma 2.2 to ∂u
∂x1
, ∂u
∂x2
, ..., ∂u
∂xn−1
and Lemma 2.1
to ∂u
∂xn
to deduce the estimate on ∇u. From this estimate, we infer the estimate
on u by applying Lemma 2.2 and by applying Theorem B2 in general.
Corollary 2.2. Let E be an UMD space, 1 ≤ p < n, q = np (n−mp)−1,
r > 0. Assume
B+
(
1
2
)
⊂ ΦB (1) ⊂ B
+ (1) .
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Suppose β = (β1, β2, ..., βn) , where βi are constant with βn > 0 that β.∇u = 0
on Φ0B (r). Moreover, for u ∈W
2,p (ΦB (r) ;E) ,∫
ΦB(r)
∂
∂xn
u (x) dx = 0,
∫
ΦB(r)
[∇u− (β.∇u)β] dx = 0,
then (2.7) holds, if p < n2 , then (2.8) holds with C determined also by χ.
Proof. This time we use Lemma 2.1 and on the components of ∇u which
are perpendicular to β and Lemma 2.2 on β.∇u.
Consider the problem
Σnk=1ak (xk)
∂2u
∂x2k
+A (x) u = f (x) , x ∈ B (r) , (2.9)
L1u =
σ∑
i=0
αiu
(i) (x) = 0, for x ∈ ∂B,
where σ ∈ {0, 1}, ak are complex-valued functions and A = A (x) is a linear
operator in a Banach space E. Let
Q0u = Σ
n
k=1ak (xk)
∂2u
∂x2k
+A (x) u for W 2,p (B (r) ;E (A) , E) .
Let η1, η2, ..., ηn, η0 denotes VMO modulus of a1, a2,..., an, A (.)A
−1 (x0),
respectively and η = (η1, η2, ..., ηn, η0) . By resoning as in the proof of Theorem
A2 we obtain the following result
Theorem 2.2. Assume the Condition 1 holds. Let p ∈ (1,∞) and f ∈
Lp (B (r) ;E). Then there is a unique solution
υ ∈W 1,p0 (B (r) ;E) ∩W
2,p (B (r) ;E (A) , E)
of the problem (2.9) such that
‖υ‖W 2,p(B(r);E(A),E) ≤ C (n, η, p, λ, E,A) ‖ f‖Lp(B(r);,E) . (2.10)
Remark 2.2. By [23, Theorem 4.2] we get that for all u ∈W 2,p (B (r) ;E)
or u ∈ W 2,p (B (r) ;E (A) , E) we have, respectively,
‖u‖W 2,p(B(r);E) ∼
∥∥∇2u∥∥
Lp(B(r);E)
+ ‖u‖Lp(B(r);E)
‖u‖W 2,p(B(r);E(A),E) ∼
∥∥∇2u∥∥
Lp(B(r);E)
+ ‖Au‖Lp(B(r);E) .
By following [16, Theorem 8], by using Lemmas 2.1, 2.3, 2.4, Remark 2.2
and Theorem 2.2 we obtain the following
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Theorem 2.3. Assume the Condition 1 holds. Let 1 ≤ p < q < ∞
and suppose that w ∈ W 2,p (B (r) ; , E) satisfies Q0w = 0 in B (r) .Then w ∈
W 2,p
(
B
(
r
2
)
;E
)
and, if r ≤ 1, then there is C (η, p, q, λ, E) such that
∥∥∇2w∥∥
Lq(B( r2 );E)
≤ C (η, p, q, λ, E,A) rn(
1
q
− 1
p)
∥∥ ∇2w∥∥
Lp(B(r);E)
. (2.11)
Proof. I˙ndeed, let ζ be a nonnegative, compactly supported C(2) (B (r))
function with ζ ≡ 1 in B
(
r
2
)
and r |∇ζ|+ r2
∣∣∇2ζ∣∣ ≤ C (n). We then define
w¯ = w (x)− x
∮
B(r)
∇w (x) dx−
∮
B(r)
w (x) dx
and set wk = ζ
kw¯. First we show∥∥∇2wk∥∥Lq(k)(E) ≤ Cr−k ∥∥∇2w∥∥L1(E) ,
here
q (k) = n (n− k)
−1
, k = 0, 1, 2, ...n− 1.
Then by reasoning as in [16, Theorem 8] we obtain the assertion.
We can now, give the interier Morrey space esimates for solution of abstract
elliptic equation (2.9) . By following [16, Theorem 9] we show the following:
Theorem 2.4. Let the assumptions (1)-(3) of Condition 1 be satisfied. As-
sume u ∈W 2,p (B (r) ;E (A) , E) is a solution of the problem (2.9) in Lp,λ (B (r) ;E).
Then ∇2u ∈ Lp,λ
(
B
(
r
2
)
;E
)
and there is a constant C = C (η, p, r, λ, E,A) such
that ∥∥∇2u∥∥
Lp,λ(B( r2 );E)
+ ‖Au‖
Lp,λ(B( r2 );E)
≤ (2.12)
C
(
‖Q0u‖Lp,λ(B(r);E) +
∥∥ ∇2u∥∥
Lp(B(r);E)
+ ‖Au‖Lp(B(r);E)
)
.
Proof. Let x0 ∈ B
(
r
2
)
and let ρ ∈ (0.r − |x0|) . Assume υ ∈W
1,p
0 (B (r) ;E)∩
W 2,p (B (r) ;E (A) , E) is the solution of (2.9) given by Theorem 2.2. Choose
q > p
(
1− λ
n
)−1
and set w = u− υ. It follows from Theorem 2.3 that
∥∥∇2w∥∥
Lq(B(x0, ρ2 );E)
≤ Cρn(
1
q
− 1
p )
∥∥ ∇2w∥∥
Lp(B(x0,ρ);E)
.
Therefore, if τ ∈
(
0, 12
)
, then by Ho¨lder’s inequality and (2.11) we have
∥∥∇2w∥∥
Lp(B(x0,τρ);E)
≤ C (τρ)
n( 1p−
1
q )
∥∥ ∇2w∥∥
Lq(B(x0,τρ);E)
≤
C (τρ)
n( 1p−
1
q )
∥∥ ∇2w∥∥
Lq(B(x0, ρ2 );E)
≤ Cτn(
1
p
− 1
q )
∥∥ ∇2w∥∥
Lp(B(x0,ρ);E)
.
In addition, the estimate (2.10), Theorem A2 and Remark 2.1 implies that∥∥∇2υ∥∥
Lp(B(x0,τρ);E)
+ ‖Aυ‖Lp(B(x0,τρ);E) ≤
13
∥∥ ∇2υ∥∥
Lp(B(x0,ρ);E)
+ ‖ Aυ‖Lp(B(x0,ρ);E) ≤ ‖f‖Lp(B(x0,ρ);E) ≤
ρ
λ
p ‖f‖Lp(B(x0,r);E) .
Hence,∥∥∇2u∥∥
Lp(B(x0,τρ);E)
+ ‖Au‖Lp(B(x0,τρ);E) ≤ C
[
τn(
1
p
− 1
q )
∥∥ ∇2u∥∥
Lp(B(x0,ρ);E)
+
ρ
λ
p ‖f‖Lp(B(x0,r);E) ] .
The standard iteration scheme then implies that∥∥∇2u∥∥
Lp(B(x0,r);E)
+ ‖Au‖Lp(B(x0,r);E) ≤
C
(
ρr−1
)λ
p
∥∥ ∇2u∥∥
Lp(B(x0, r2 );E)
+ +ρ
λ
p ‖f‖Lp(B(x0,r);E) . (2.13)
From (2.13) we obtain (2.12) .
Let
O+ (r) = B (r, x) ∩ Rn+.
Define W 2,pL (O
+ (r) ;E (A) , E) to be the closure in W 2,p (O+ (r) ;E (A) , E) of
the subspace CL (E) = { u: u is the restriction to Rn+ of a function belonging to
C∞0 (Br;E) with Lu =
σ∑
i=0
αiu
(i) (x′, 0) = 0, x′ = (x1, x2, ..., xn−1) , σ ∈ {0, 1}} .
Here, we obtain the following variation of Theorem 2.4, i.e. we give boundary
estimates in E-valued Morrey space for solution of (2.9).
Theorem 2.5. Let the Condition 1 holds. Assume u ∈ W 2,p (B+ (r) ;E (A) , E)
andQ0u ∈ L
p,λ (B (r) ;E). If also L1u = 0 onB
0 (r), then∇2u ∈ Lp,λ
(
B
(
r
2
)
;E
)
and there is a constant C = C (η, p, r, λ, E,A) such that∥∥∇2u∥∥
Lp,λ(B+( r2 );E)
+ ‖Au‖
Lp,λ(B+( r2 );E)
≤ (2.14)
C
(
‖Q0u‖Lp,λ(B+(r);E) +
∥∥ ∇2u∥∥
Lp(B+(r);E)
+ ‖Au‖Lp(B+(r);E)
)
.
Proof. Let B+
(
3
4
)
⊂ ΦB ⊂ B
+ (1) and such that ΦB is C
2-diffeomorphic
to B (1). Then for r > 0 and x0 ∈ Rn with x0n = 0, we define
ΦB (x0, r) =
{
x: (x− x0) r
−1 ∈ ΦB
}
.
Again we write ΦB (r) for ΦB (0, r). For the Dirichlet problem we see that
Theorem 2.2 holds with ΦB (r) in place of B (r) with the same proof. Theorem
2.3 holds with the same changes in the statement but the proof must be modified
somewhat. We take the support of ζ to be a subset of B
(
3r
4
)
, and we define
w¯ (∆) by
w¯ (∆) = w (x) − xn
∮
∆
∂
∂xn
w (x) dx.
Then we use the Sobolev inequality Corollary 2.1 in place of Lemma 2.4 and by
reasonins as in [16, Theorem 10], we obtain the assertion.
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Theorem 2.6. Let the Condition 1 holds. Let r > 0, p ∈ (1,∞) and f ∈
Lp (ΦB (r) ;E) . Then there is υ ∈ W
2,p (ΦB (r) ;E (A) , E) such that Q0υ = f
in ΦB (r) and Lu = 0 in ∂ΦB (r) . Moreover, if r ≤ 1, then∥∥∇2υ∥∥
Lp(ΦB(r);E)
+ ‖Aυ‖Lp(ΦB(r);E) ≤ (2.15)
C (n, η, p, λ, E,A) ‖f‖Lp(ΦB(r);E) .
Proof. Now the existence and regularity results, as well as the estimate in
ΦB (r), is obtained by reasonins as [18, Lemma 3] and [14, Theorem 3.2] .
Proof of Theorem 2.1. Indeed, the prove Theorem 2.1 is obtained from
Theorems 2.5, 2.6 by localizasion and perturbation argument.
Consider now the problem (1.1). Let Q is operator in X = Lp,λ
(
Rn+;E
)
generated by problem (1.1)− (1.2) and Y =W 2,p,λ
(
Rn+;E (A) , E
)
.
Now, we will show the following main theorem of this section
Theorem 2.7. Assume the Condition 1 holds and supposeAj (.)A
−( 12−ν) (x0)
for ν ∈
(
0, 12
)
and some x0 ∈ Rn+. Then for all f ∈ X , µ ∈ S (ϕ) and for large
enough |λ| , problem (1.1) − (1.2) has a unique solution u ∈ Y. Moreover, the
following coercive uniform estimate holds
n∑
k=1
2∑
i=0
|µ|
1− i2
∥∥∥∥ ∂iu∂xik
∥∥∥∥
X
+ ‖Au‖X ≤ C ‖ f‖X . (2.16.)
Proof. It sufficient to show that the operator Q+λ has a bounded inverse
from X to Y. Put Qu = Q0u+Q1u, where
Q1u = Σ
n
k=1Ak (x)
∂u
∂xk
, u ∈ Y.
By Theorem A1, for all ε > 0 there is a continuous function C (ε) > 0 such that∥∥∥∥Ak ∂u∂xk
∥∥∥∥
X
≤ C
∥∥∥∥A 12−µ ∂u∂xk
∥∥∥∥
X
≤ ε ‖u‖Y + C (ε) ‖u‖X (2.17)
for 0 < µ < 12 . Since ‖u‖X =
1
|λ| ‖(Q0 + λ)u−Q0u‖X , by definition of the
space X and by Theorem 2.1, we have
‖u‖X ≤
1
|λ|
[‖(Q0 + λ)u‖X + ‖Q0u‖X ] ≤
C
|λ|
‖(Q0 + λ)u‖X ,
In view (2.17) then for sufficientli large |λ| again by applying Theorem 2.1
we get ∥∥∥∥Ak ∂u∂xk
∥∥∥∥
Lp(Rn;E)
< δ ‖(Q0 + λ) u‖Lp(Rn;E) , (2.18)
for u ∈ Y with δ < 1. By Theorem 2.1, the operator Q0 + λ has a bounded
inverse (Q0 + λ)
−1 from X to Y for sufficiently large |λ| . So, (2.2) and (2.18)
implies the following estimate∥∥∥Q1 (Q0 + λ)−1∥∥∥
L(X)
< 1. (2.19)
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Then, by (2.19) and in view of Theorem 2.1 we get the assertion.
3. Abstract Cauchy problem for parabolic equation in Morrey
spaces
Consider the mixed problem for abstract parabolic equation (1.4) in the
Morrey space Lp,q,λ,µ (Ω;E) , where Ω = Rn+ × (0, T ). Now, let
Q (r) =
{
Z = (x, t) ∈ Rn+1, |x− x0| < r, − r
2 < t− t0 < 0
}
,
Q+ (r) =
{
(x, t) ∈ Rn+1, |x− x0| < r, xn > 0,−r
2 < t− t0 < 0
}
,
Q0 (r) =
{
(x, t) ∈ Rn+1, |x− x0| < r, xn = 0,−r
2 < t− t0 < 0
}
for Z0 = (x0, t0) and Q (r) = Q (0, r). In addition, we define BMO with respect
to the abstract parabolic metric, so we say that f ∈ BMO if
∮
Q(Z0,r)
∥∥∥∥∥∥∥f (x)−
∮
Q(Z0,r)
f (y)dy
∥∥∥∥∥∥∥
E
dx
is bounded independent of Z0 and r.
Let
Lp (
;E) = Y , Y 2,1,p =W 2,1,p (
;E) ,
where
Y 2,1,p = { u ∈ Y,
∂u
∂t
∈ Y,
∂2u
∂x2k
∈ Y, k = 1, 2, ..., n,
‖u‖Y 2,1,p +
∥∥∥∥∂u∂t
∥∥∥∥
Y
+
n∑
k=1
∥∥∥∥∂2u∂x2k
∥∥∥∥
Y
<∞ } .
Here, Φ = Lp,λ (
;E) denotes the space of all E-valued Morrey space. Anal-
ogously, Φ1,2 (A) = W 1,2,p,λ (Ω;E (A) , E) denotes the Sobolev-Morrey space
with the following mixed norm
‖u‖Φ1,2(A) =
∥∥∥∥∂u∂t
∥∥∥∥
Φ
+Σnk=1
∥∥∥∥∂2u∂x2k
∥∥∥∥
Φ
+ ‖Au‖Φ <∞.
We then by resoning as in Lemma 2.3, have the following parabolic version
of the Lemma 2.3.
Lemma 3.1. Let E be an UMD space,
1 ≤ p < n+ 2, q = p (n+ 2) (n+ 2− p)
−1
, r > 0
and u ∈W 2,1,p (Q (r) ;E) . If∫
Q(r)
u (x) dx = 0,
∫
Q(r)
∇u (x) dx,
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then there is a constant C, determined only by n, p, Φ0 and E such that
1
r
‖u‖Lq(Q(r);E) + ‖∇u‖Lq(Q(r);E) ≤ C (n, p, σ, E)
∥∥∇2u∥∥
Lp(Q(r);E)
. (3.1)
I˙f p < n+22 , then we also have
‖u‖Lq1(Q(r);E) ≤ C (n, p, σ, E)
∥∥∇2u∥∥
Lp(Q(r);E)
, (3.2)
with
q1 = p (n+ 2) (n+ 2− 2p)
−1
.
Proof. Indeed, by combine [9, Lemmas 2, 11] with [15, Lemma 2. 3.3] and
by replacing Banach space valued function with complex-valued funtion we get
the assertion.
Let
G (r) = ΦB (r) ×
(
−r2, 0
)
.
With the above estimates in hand, we can modify the arguments of Section
1 to prove the parabolic analogs of the Lemma 2.4:
Lemma 3.2. Let E be an UMD space and let
1 ≤ p < n+ 2, q = p (n+ 2) (n+ 2− p)
−1
, r > 0.
Assume u ∈W 2,1,p (G (r) ;E) , u = 0 and ∇u = 0 on
B (x0r, τr) ∩ ΦB (r) ∩ ΦB (r)×
(
−r2, 0
)
.
Suppose also that there are positive constants σ and τ along with x0 ∈ ∂ΦB (r)
such that |B (x0, τ) ∩ ∂ΦB (r)| ≥ σ. Moreover, every line parallel to the xn-axis
which intersects B (x0, τ ) ∩ ΦB (r) does so in exactly at one point. Then there
is a constant C, determined only by n, p, Φ0, E and τ such that (3.1) holds. If
p < n+22 , then (3.2) holds with C determined only by n, p, Φ0, σ and E.
For the Cauchy–Dirichlet problem, we have the following analog of Corollary
2.1.
Corollary 3.1. Let E be an UMD space and let
1 ≤ p < n+ 2, q = p (n+ 2) (n+ 2− p)
−1
, r > 0.
Assume
B+
(
1
2
)
⊂ ΦB (1) ⊂ B
+ (1) .
If u ∈ W 2,1,p (G (r) ;E) , u = 0 on Φ0B (r)×
(
−r2, 0
)
, and
∫
ΦB(r)
∂
∂xn
u (x) dx = 0,
then (2.7) holds. If p < n+22 , then (2.8) holds with C determined only by n, p,
Φ0, σ and E.
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In a similar parabolic analog of Corollary 2.2 holds:
Corollary 3.2. Let E be an UMD space and let
1 ≤ p < n+ 2, q = p (n+ 2) (n+ 2− p)−1 , r > 0.
Assume
B+
(
1
2
)
⊂ ΦB (1) ⊂ B
+ (1) .
Suppose β = (β1, β2, ..., βn) , where βi are constant with βn > 0 that β.∇u = 0
on Φ0B (r) ×
(
−r2, 0
)
. Moreover, for u ∈ W 2,1,p (G (r) ;E) ,∫
ΦB(r)
∂
∂xn
u (x) dx = 0,
∫
ΦB(r)
[∇u− (β.∇u)β] dx = 0,
then (2.7) holds, if p < n+22 , then (2.8) holds with C determined also by χ.
The analog of bootstrap estimate takes the following form in the abstract
parabolic case.
Theorem 3.1. Assume the Condition 1 holds. Let 1 ≤ p < q < ∞ and
suppose that w ∈W 2,p (Q (r) ;E) satisfies
Lw =
∂w
∂t
+Σnk=1ak (xk)
∂2w
∂x2k
= 0 on Q (r) .
Then w ∈ W 2,p
(
Q
(
r
2
)
;E
)
and, if r ≤ 1, then there is C (η, p, q, λ, E) such
that
‖w‖
W 2,q(Q( r2 );E)
≤ C (η, p, q, λ, E,A) rn(
1
q
− 1
p ) ‖ w‖W 2,p(Q(r);E) . (3.3)
Proof. Now we use ‖w‖2,η to denote ‖w‖W 2,η(Q(r);E) norm ofw ∈W
2,η (Q (r) ;E)
and we set q (k) = (n+ 2) (n+ 2− k)
−1
. Now ζ is a nonnegative, compactly
supported C2,1 (Q (r)) function with ζ ≡ 1 in Q
(
r
2
)
and
r |∇ζ|+ r2
∣∣∇2ζ∣∣+ r |ζt| ≤ C (n) .
We then define
Q (w) =
∮
Q(r)
w (x, t) dxdt, Q (∇w) =
∮
Q(r)
∇w (x, t) dxdt,
w¯ = w (x, t)− xQ (∇w)−Q (w)
and set wk = ζ
kw¯. By resoning as in proof of Theorem 2.3 we get
‖wk‖2,q ≤ Cr
−k ‖w‖2,1
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as long as kon s¸ 2 and the proof is completed by using Ho¨ lder’s inequality as
before.
From this estimate, we obtain the interior coercive estimate in Morrey space.
Theorem 3.2. Let the assumptions (1)-(3) of Condition 1 be satisfied.
Assume u ∈ W 2,1,p (Q (r) ;E (A) , E) is a solution of the problem (1.4) and
f ∈ Lp,λ (Q (r) ;E) for some λ ∈ (0, n+ 2). Then ∇2u ∈ Lp,λ
(
B
(
r
2
)
;E
)
,
∂u
∂t
∈ Lp,λ
(
B
(
r
2
)
;E
)
and there is a constant C = C (η, p, r, λ, E,A) such that∥∥∥∥∂u∂t
∥∥∥∥
Lp,λ(Q( r2 );E)
+
∥∥∇2u∥∥
Lp,λ(Q( r2 );E)
+ ‖Au‖
Lp,λ(Q( r2 );E)
≤
C
(
‖Q0u‖Lp,λ(Q(r);E) +
∥∥ ∇2u∥∥
Lp(Q(r);E)
+ ‖Au‖Lp(Q(r);E)
)
. (3.4)
Proof. Let (x0, t0) ∈ Q
(
r
2
)
and let ρ > 0 be so small that Q (x0, t0, ρ) ⊂
Q (r). Let q > p
[
1− λ
n(n+2)
]−1
, let υ ∈ W 2,1,q (Q (x0, t0, ρ) ;E) be solution
of the equation (1.4) in Q (x0, t0, ρ) and L1υ = 0 in ∂Q (x0, t0, ρ). Finally, set
w = u− υ It follows from Theorem 3.1 that
‖w‖W 2,q(Q(x0,t0,ρ);E) ≤ (3.5)
C (η, p, q, λ, E,A) ρ(n+2)(
1
q
− 1
p) ‖ w‖W 2,p(Q(x0,t0,ρ);E) .
The by reasoning as in the proof of Theorem 2.4 and by using Theorem A3 we
obtain the estimate (3.4) .
By reasoning as the above we obtain the corresponding boundary estimate:
Theorem 3.3. Let the Condition 1 holds. Assume u ∈ W 2,1,p (Q+ (r) ;E (A) , E)
and Lu ∈ Lp,λ (Q (r) ;E). If also L1u = 0 on ∂Q (r), then∇
2u ∈ Lp,λ
(
Q
(
r
2
)
;E
)
and there is a constant C = C (η, p, r, λ, E,A) such that∥∥∥∥∂u∂t
∥∥∥∥
Lp,λ(Q+( r2 );E)
+
∥∥∇2u∥∥
Lp,λ(Q+( r2 );E)
+ ‖Au‖
Lp,λ(Q+( r2 );E)
≤
C
(
‖Lu‖Lp,λ(Q+(r);E) +
∥∥ ∇2u∥∥
Lp(Q+(r);E)
+ ‖Au‖Lp(Q+(r);E)
)
. (3.6)
Theorem 3.4. Let the Condition 1 holds for ϕ > pi2 and 0 < λ < 1 and
. Then for all f ∈ Φ problem (1.2) has a unique solution belonging to Φ1,2 (A)
and the following coercive estimate holds∥∥∥∥∂u∂t
∥∥∥∥
Φ
+
∥∥∥∥∂2u∂x2
∥∥∥∥
Φ
+ ‖Au‖Φ ≤ C ‖f‖Φ .
Proof. Indeed, the prove Theorem 3.4 is obtained from Theorems 3.1- 3.2
by localizasion and perturbation argument.
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4. Application
4.1. Wentzell-Robin type mixed problem for elliptic equations
Consider the problem (1.3)− (1.5) in Morrey space Lp,λ
(
Ω˜
)
. Let
Ω˜ = Rn+ × (0, 1) , Xp = L
p,λ
(
Ω˜
)
, X2,λ
p
=W 2,2,λ,p
((
Ω˜
))
.
p =(p1, p) , p1, p ∈ (1,∞) .
Theorem 4.1. Suppose a is positive, b is a real-valued functions on Ω˜.
Moreover, a (x, .) ∈ C [0, 1] for all x ∈ Rn+, a (., y) ∈ Cb
(
Rn+
)
for all y ∈ [0, 1]
and b (x, y) is a bounded function on Ω˜ with
exp

−
x∫
1
2
b (x, y) a−1 (x, y) dy

 ∈ L1 (0, 1) , for x ∈ Rn+;
(2) ak ∈ VMO∩L
∞ (R) , −ak (xk) ∈ S (ϕ) , ak (xk) 6= 0 for a.e. xk ∈ R and
αi 6= 0, i = 0, 1;
(3) Reωki 6= 0 and
λ
ωki
∈ S (ϕ) for λ ∈ S (ϕ), for a.e. xk ∈ R, 0 ≤ ϕ < pi,
i = 1, 2, k = 1, 2, ..., n, where ωki are roots of the equation (1.10) .
Then Then for all f ∈ Xp, µ ∈ S (ϕ) and for large enough |λ| , problem
(1.3) − (1.5) has a unique solution u ∈ X2,λ
p
. Moreover, the following coercive
uniform estimate holds
n∑
k=1
2∑
i=0
|µ|
1− i2
∥∥∥∥ ∂iu∂xik
∥∥∥∥
Xp
+ ‖u‖Xp ≤ C ‖ f‖Xp . (4.1)
Proof. Let E = Lp1 (0, 1). It is known [2] that Lp1 (0, 1) is an UMD space
for p1 ∈ (1,∞) . Consider the operator A defined by
D (A) =W 2,p1
(
Ω˜;Bju = 0
)
, Au = a
∂2u
∂y2
+ b
∂u
∂y
.
Therefore, the problem (1.3) − (1.5) can be rewritten in the form of (1.1),
where u (x) = u (x, .) , f (x) = f (x, .) are functions with values in E = Lp1 (0, 1) .
From [10, 11] we get that the operatorA generates analytic semigroup in Lp1 (0, 1) .
Moreover, we obtain that the operator A is R-positive in Lp1 . Then from The-
orem 2.1 we obtain the assertion.
4.2. The mixed problem for degenerate parabolic equation
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Consider the N-S problem (1.7)− (1.9) in Morrey space Lp,λ
(
Ω˜
)
, where
Ω¯ = Rn+ × (0, b) , Yp = L
p,λ
(
Ω¯
)
, Y 2,1,λ
p
=W 2,[2],1,λ,p
((
Ω¯
))
.
The main aim of this section is to prove the following result:
Theorem 4.2. Assume b1 (., y) ∈ C
(
Rn+
)
for all y ∈ [0, b] , b1 (x, .) ∈
C ([0, b]) for all x ∈ Rn+, b1 (., ) ∈ C [0, 1] and b2 (x, y) is a bounded function on
Ω¯. Assume also 0 ≤ γ < 12 and α10β20−α20β10 6= 0, α20β11+α21β10−α10β21−
α11β20 6= 0, α11β21 + α21β11 6= 0, α11β21 − α11α21 6= 0, α11 6= β11 for νk = 1
and |αk0|+ |βk0| > 0, α10α20 + β10β20 6= 0 for νk = 0. Moreover, suppose:
(1) ak ∈ VMO ∩ L
∞ (R) , −ak (xk) ∈ S (ϕ) , ak (xk) 6= 0 for a.e. xk ∈ R
and αi 6= 0, i = 0, 1;
(2) Reωki 6= 0 and
λ
ωki
∈ S (ϕ) for λ ∈ S (ϕ), for a.e. xk ∈ R, 0 ≤ ϕ < pi,
i = 1, 2, k = 1, 2, ..., n, where ωki are roots of the equation (1.10) .
Then Then for all f ∈ Yp, µ ∈ S (ϕ) and for large enough |λ| , problem
(1.7)− (1.9) has a unique solution u ∈ Y 2,1,λ
p
. Moreover, the following coercive
uniform estimate holds
n∑
k=1
2∑
i=0
|µ|
1− i2
∥∥∥∥ ∂iu∂xik
∥∥∥∥
Yp
+ ‖u‖Yp ≤ C ‖ f‖Yp . (4.2)
Proof. Let E = Lp1 (0, b). It is known [3] that Lp1 (0, b) is an UMD space
for p1 ∈ (1,∞) . Consider the operator A defined by
D (A) =W [2],p1 (Ω;Lku = 0) , Au = b1
∂[2]u
∂y2
+ b2
∂[1]u
∂y
.
Therefore, the problem (1.7) − (1.9) can be rewritten in the form of (1.4),
where u (x) = u (x, .) , f (x) = f (x, .) are functions with values in E = Lp1 (0, b) .
From [26] we get that the operator A generates analytic semigroup in Lp1 (0, b) .
Moreover, we obtain that the operator A is R-positive in Lp1 . Then from
Theorem 3.4 we obtain the assertion.
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