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 
Abstract— Previous research has shown that user features like 
affect, personality traits, user gender, technology commitment, 
perceived ease of technology use, and the feeling of being ob-
served impact human-technology interaction (e.g., [1], [2]). To 
date, most studies have focused on the influence of user charac-
teristics while interacting with single technical devices such as 
smart phones, audio players (e.g., [3]), or computers (e.g., [1]). 
To extend this work, we investigated the influence of individual 
user characteristics, the perceived ease of task completion, and 
the feeling of being observed on human-technology interaction 
and human-robot interaction (HRI) in particular. We explored 
how participants would solve seven tasks within a smart labora-
tory apartment. To do so, we collected video data and comple-
mented this analysis with survey data to investigate naïve users’ 
attitudes towards the smart home and the robot. User character-
istics such as agreeableness, low negative affect, technology ac-
ceptance, low perceived competence regarding technology use, 
and the perceived ease of task were predictors of positive user 
experiences within the intelligent robotics apartment. Regres-
sion analyses revealed that a positive evaluation of the robot was 
predicted by positive affect and, to a lesser extent, by technology 
acceptance. Actual interactions with the robot were predicted by 
a positive evaluation of the robot and, to a lesser degree, by tech-
nology acceptance. Moreover, our findings show that user char-
acteristics and, by tendency, the ease of task impact HRI within 
an intelligent apartment. Implications for future research on 
how to investigate the interplay of user and further task charac-
teristics to improve HRI are discussed. 
I. INTRODUCTION 
Studying HRI within smart home environments has be-
come an increasingly important research topic in recent years 
[4], [5], [6]. Psychological aspects such as individual user 
characteristics as well as context factors like task characteris-
tics determine positive and efficient human-robot interaction: 
For instance, person variables like user gender [2], affect [7], 
technology commitment (see [3]), and personality traits [8] 
clearly improve human-technology interaction. Similarly, the 
ease of use leads to more positive user experiences (e.g., [1]). 
Perceived ease of use is based on individual characteristics, 
such as people’s general confidence in performing a task using 
technology. Nevertheless, it is also related to characteristics of 
a specific system, like perceptions of external control and ob-
jective usability of technology [9]. Moreover, [3] have de-
scribed the impact of emotions, user attributes, and the given 
task on user experiences and intentions to use technology. 
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These authors have asked participants to solve tasks with di-
verse technical devices (e.g., to handle a smart phone, a porta-
ble audio player). They found that user attributes (e.g., experi-
ence and skills), system properties (e.g., functionality and in-
terface design), and the task characteristics determined the 
quality of user experience, and therefore, the appraisal of the 
respective technical device. This, in turn determines the inten-
tions to use the technical devices. 
Previous research on user experience has shed light on the 
impact of user (e.g., [2], [3], [8]), system, and context-related 
characteristics [2], [3] on human-technology interaction to-
wards single technical systems, but not towards a complex sys-
tem like an intelligent robotics apartment. For instance, [7] 
found that high positive affect leads to a positive perception of 
technology use. The same was found for high endorsement of 
technology commitment [10], the perceived ease of a given 
task, and male gender [2]. Likewise, high endorsement of the 
Big Five personality traits extraversion, conscientiousness 
[11], [12], agreeableness [11], openness to experience [11, 13], 
and low endorsement of neuroticism (see [11], [12]) had an 
effect on human-technology interaction. As a context-related 
factor, feeling observed had an impact on human-technology 
interaction (see [14]). Furthermore, only few of these studies 
have focused on user, system, and context-related characteris-
tics and their influence on HRI within an intelligent apartment. 
In the smart home context, so far, the technical aspect of inte-
grating various sensors and interfaces have been in the focus 
rather than examining in depth the psychological aspects of 
human-system interaction [15]. 
To fill this research gap, we investigated user characteris-
tics as well as factors related to the system and the context 
within an intelligent robotics apartment. We expected user 
characteristics, namely, high positive affect (and low negative 
affect, respectively) [7], high endorsement of technology com-
mitment (i.e., acceptance, competence, and control) [9], high 
endorsement of the Big Five factors (BFI-10, [16]) extraver-
sion, conscientiousness [11], [12], agreeableness [15], open-
ness to experience [13], low scores endorsement of neuroti-
cism (see [11], [12]), male gender [2], a high perceived ease of 
task, and a low feeling of being observed (see [14]) to predict 
a positive evaluation of the interaction with the intelligent ro-
botics apartment in general (H1) and with the robot in particu-
lar (H2). Moreover, we expected the same factors to predict 
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the actual use of the robot during the study (H3). Furthermore, 
a positive evaluation of the interaction with the intelligent ro-
botics apartment (H4) and the robot in particular (H5) were 
expected to predict the actual use of the robot during the study. 
II. METHODS 
A. Participants 
63 participants were recruited at a German university cam-
pus to take part in this study. 16 individuals had to be excluded 
from data analysis due to technical problems or because they 
did not follow the instructions. All participants in the final 
sample (n = 47; 26 females, 21 males; Mage = 25.26,                  
SDage = 5.69; age range: 18-50 years) were unfamiliar with the 
intelligent robotics apartment. 
B. Procedure 
Firstly, participants gave consent to having their audio and 
video data recorded. After welcoming them to the intelligent 
robotics apartment, the experimenter briefly pointed to the ro-
bot [17] and the assistant who stayed in the experimental set-
ting for legal reasons and in case the robot needed to be con-
trolled manually (see section robot platform for detailed infor-
mation about the robot). The intelligent robotics apartment 
consists of four rooms: a kitchen, a living-room, a private 
gym, and a bathroom. Subsequently, participants received 
written information describing seven everyday tasks that had 
to be solved within the intelligent robotics apartment (see Ta-
ble 1 for the complete list of tasks). We deliberately selected 
tasks that are common in everyday life and thus were presum-
ably familiar to our participants and easy to complete. To keep 
conditions constant, the tasks had to be solved in a given order. 
Except for Task 7, which had to be solved without using 
speech, participants were invited to intuitively and freely uti-
lize various approaches to complete the given tasks. For in-
stance, participants were instructed to turn on the light in the 
hallway of the intelligent robotics apartment (see Table 1, Task 
1). They could use speech and gestures to complete the task. 
However, they were not allowed to operate a light switch to 
complete the task successfully. Furthermore, participants were 
told not to use their mobile phones or wrist watches for refer-
ence (see Table 1, Tasks 5 and 6). No additional details were 
given about the available interfaces of the intelligent robotics 
apartment, functionalities, and how to operate the smart tech-
nologies. Using a Wizard-of-Oz approach [18], an experi-
menter observed participants’ behavior from the control room 
next to the laboratory apartment. When a participant showed 
‘valid’ attempts to solve a given task, the experimenter simu-
lated allegedly autonomous responses of the respective sys-
tem. Prior to the experiment, we had defined an attempt as 
‘valid’ when participants followed the instructions to show 
intuitive, but at the same time innovative approaches to solve 
a given task. That means, when participants showed any goal-
directed behavior to complete a task, except using switches 
(and speech regarding Task 7). For instance, a hand gesture 
towards the light as a signal to switch it on or off accounted as 
a valid attempt to complete Task 1 or Task 2, respectively   
(Table 1). 
After completing all tasks, participants filled in a paper-
pencil survey that assessed their overall experience during the 
interaction with the apartment and the robot, respectively. 
Participants were debriefed in oral and written form and fi-
nally received €6 or research credits for participation. 
TABLE I.  INTERACTIVE TASKS PERFORMED BY THE PARTICIPANTS. 
No. Tasks 
1 Turn the hallway light on 
2 Turn the hallway light off 
3 Listen to music 
4 Find out whether a mail has been delivered 
5 Find out whether there was a missed phone call 
6 Find out the current time 
7 Alter the brightness of a floor lamp 
 
C.  Materials 
Survey: The positive and negative affect scale [19] encom-
passes two subscales to measure positive (PA) and negative 
affect (NA). Participants were provided with 20 adjectives and 
were asked to rate for each of the emotional states how they 
felt during their stay in the intelligent robotics apartment. 
Therefore, a list of ten positive (PA: e.g., “active”, “inter-
ested”, a = .84) and ten negative adjectives (NA: e.g., “afraid”, 
“nervous”, a = .79) was administered and participants’ re-
sponses were used to compute mean scores of positive and 
negative affect, respectively. Technology commitment [20] 
comprises three subscales that assess the extent to which par-
ticipants accept new technology (Acceptance: e.g., “I am al-
ways interested in using new technology”, a = .82), their per-
ceived competence in using technology (Competence: e.g., 
“To use technical devices is difficult for me. – I just can’t han-
dle it.”, a = .83), and their ability to control technical devices 
(Control: e.g., “I can control technical devices.”, a = .66). Fur-
thermore, participants completed a 10-item short version of the 
Big Five Inventory (BFI-10, [21]) which is based on the (BFI-
44, [16]). The BFI-10 [21] assesses the five core dimensions 
of personality: To illustrate, extraversion describes an individ-
ual’s level of gregariousness and activity. Agreeableness en-
compasses how trustful and tender-minded a person is. Con-
scientiousness describes the trait of being reliable and self-dis-
ciplined, whereas neurotic people come across as anxious and 
vulnerable. Openness to experience reflects a person’s sense 
of aesthetics and openness for ideas [16]. We measured all five 
dimensions using two items per personality factor: extraver-
sion (“I am reserved.”, “I am outgoing and sociable.”, a = .79), 
agreeableness (“I am generally trusting.”, “I tend to find faults 
with others.”, a = .46), conscientiousness (“I tend to be lazy.”, 
“I do a thorough job.”, a = .46), neuroticism (“I am relaxed and 
handle stress well.”, “I get nervous easily.”; a = .59), and open-
ness (“I have few artistic interests.”, “I have an active imagi-
nation.”, a = .53). 
To assess participants’ evaluation of their stay in the intel-
ligent robotics apartment, they had to answer two items indi-
cating how pleasant they felt during the interaction with the 
apartment and while interacting with the robot. Finally, partic-
ipants had to indicate whether they had difficulties to fulfill the 
tasks using the technical devices implemented in the intelligent 
robotics apartment and whether they felt observed by the         
assistant. All survey items were answered on Likert scales 
ranging from 1 to 7 (except for PANAS, for which responses 
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could range from 1 to 5 and demographics for which open 
questions were used). High scores indicate a high endorsement 
of the respective concept. 
Robot Platform: The robot used in the current research 
was a bi-manual robot based on the model “Meka Mobile Ma-
nipulator M1” [17]. It is a humanoid system with two dexter-
ous arms and hands, an exchangeable sensor head equipped 
with camera eyes, and an omnidirectional wheel base. The 
arms have 7 Degrees of freedom (DOF), the end-effectors are 
5 DOF hands, and Meka’s torso has 2 DOF [22] (Fig. 1). So, 
the robot could move its head towards the participants while 
welcoming them. The robot was programmed to provide as-
sistance in solving the given tasks, e.g., by pointing to objects 
or by uttering short sentences. To illustrate, when participants 
asked for the robot’s assistance to ask for a mail delivery, it 
either pointed to the kitchen cupboard or told participants ver-
bally that a mail had been delivered and was placed in the 
kitchen cupboard (Table 1). The robot was stationed near the 
kitchen and the living room. It did not navigate within the 
apartment for safety concerns. An assistant stayed nearby to 
operate the emergency stop button in case needed. 
 
Video and Audio Data Analysis: To measure and interpret 
participants’ intuitive behavior in the intelligent robotics apart-
ment, audio and video materials were analyzed. This gave us 
the opportunity to relate participants’ behavior to their evalua-
tion of the interaction with the apartment and with the robot. 
Each of the interactive locations of the apartment were cap-
tured, namely kitchen, hallway, and living room. Bathroom 
and private gym were not captured due to privacy concerns. 
Thus, task completion did not require to enter these rooms. The 
first 31 datasets were captured from three different camera per-
spectives. However, detailed gestures and facial expressions 
that might reflect user intentions and emotions could not be 
tracked adequately with this setup. Therefore, a fourth camera 
was installed for the remaining 32 participants (Fig. 1). System 
data, such as the Wizard’s actions were available with each 
event being temporally aligned (see [18]). To explain, the Wiz-
ard’s actions served to identify what was considered as a suit-
able task solution. The temporal alignment recorded which 
system was triggered and when it was triggered. Moreover, 
two raters annotated the video and audio materials manually. 
They created a coding system to classify participants’ ap-
proaches during the interaction with the intelligent robotics 
apartment. These annotations were realized using EUDICO 
Linguistic Annotator (ELAN 4.9.1, [23], [24]) and enabled sta-
tistical data analysis. The coding system contained tiers to as-
sess participants’ behavior during the study. One annotation 
tier documented the course of the study. That means, partici-
pants’ progress during the study was described (e.g., whether 
task completion was merely initiated or whether a task was 
solved successfully) along all the sessions. Participants’ meth-
ods to approach a task were coded, for example, whether they 
used speech or gestures to fulfill a given task. For instance, an 
annotation tier called focus of attention classified which inter-
faces participants addressed before they completed a task suc-
cessfully (e.g., first they addressed the robot, but then decided 
to use a touch screen). Another annotation tier was used to de-
scribe which interface participants finally used to complete a 
given task. Furthermore, some annotation tiers served to doc-
ument participants’ use of speech to control the environment. 
For instance, whether they asked for advice or whether they 
addressed an interface to ask for the current time in order to 
complete the given task (Table 1, Task 6). To validate the cod-
ing system and to ensure consistency between raters, eight vid-
eos were annotated by both of them. Inter-rater reliabilities in-
dicate high agreements (Cohen’s 𝜅 ranged between .66 and 
1.00, p < .001). Fig. 1 shows the experimental setup and the 
Meka robot after a participant completed all tasks successfully 
(indicated by the floor lamp that is turned on, Task 7, Table 1). 
       
Figure 1.   The intelligent robotics apartment from four camera 
perspectives including the Meka robot (also depicted on the right). 
III. RESULTS 
A. Statistical Analyses 
To test whether user characteristics (i.e., participants’ 
scores on PA, NA, the BFI factors, technology commitment 
subscales acceptance, competence, control, gender), the 
perceived ease of task which is related to user and system 
features, and as a context factor, the subjective feeling of being 
observed by the assistant would influence the evaluation of the 
interaction with the apartment and the robot, standard multiple 
regression analyses were performed. In the first regression 
analysis, we examined these characteristics and the context 
factor as predictors for the evaluation of the interaction with 
the apartment (H1). In the second regression analysis, the same 
predictors were used to indicate a positive evaluation of the 
interaction with the robot (H2). To investigate which factors 
lead to the use of the robot (H3), a binary logistic regression 
analysis was run with the use of the robot during the study as 
a dichotomous variable predicted by PA, NA, BFI factors, 
technology commitment subscales acceptance, competence, 
control, gender, perceived ease of task, the feeling of being 
observed by the assistant, and participants’ evaluations of the 
interaction with the apartment (H4) and with the robot (H5). 
Whether participants used the robot during the study was 
analyzed according to the video annotations. The actual use of 
the robot was dummy-coded with 0 representing participants 
who did not actually use the robot and 1 representing 
participants who used the robot during the study. In all 
analyses, gender was dummy-coded with 0 representing male 
participants and 1 representing female participants. 
T-tests against the neutral scale midpoint were performed to 
identify whether participants’ endorsements of the respective 
constructs were different from the neutral scale midpoint. This 
allowed an interpretation whether participants’ endorsement of 
a respective construct was relative high or low. 
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B. Descriptive Statistics 
Preliminary Analyses: Table 2 shows that participants felt 
rather good during their stay in the apartment, as indicated by 
PA and NA. They scored significantly higher on positive    
(MPA = 3.26, SDPA = 0.64) than on negative affect (MNA = 1.50, 
SDNA = 0.42), t(46) = 13.66, p < .001, d = 3.25 Analyzing par-
ticipants’ attitudes towards technology, we found high average 
scores on the three subscales of technology commitment. The 
exploration of participants’ BFI personality traits showed that 
participants’ scores on openness to experience, agreeableness, 
and conscientiousness were significantly above scale mid-
point. Means on extraversion and neuroticism did not differ 
from scale midpoint. Participants perceived the given tasks as 
easy to fulfill and felt marginally observed by the assistant dur-
ing the study. On average, participants perceived the interac-
tion with the apartment positively. However, the contact with 
the robot was rated as rather neutral. 
TABLE II.  MEANS AND STANDARD DEVIATIONS OF THE MEASURES 
TESTED AGAINST SCALE MIDPOINTS. 
Construct M SD t p 
PA 3.26 0.64   2.82    .007 
NA 1.50 0.42 -24.74    .001 
Acceptance 5.04 1.29   5.51 < .001 
Competence 5.80 1.15   10.71 < .001 
Control 5.34 0.97   9.41 < .001 
Extraversion 4.48 1.65   1.99    .052 
Agreeableness 4.63 1.31   3.29    .002 
Openness 5.06 1.28   5.70 < .001 
Conscientiousness 4.47 1.19   2.71    .010 
Neuroticism 4.05 1.40   0.26    .796 
Ease of task 5.26 1.34   6.41 < .001 
Feeling observed 4.49 1.98   1.70    .096 
Evaluation apartment 5.64 1.55   7.24 < .001 
Evaluation robot 4.48 1.75   1.86    .070 
Note. M = mean, SD = standard deviation, t = t-value, degrees of freedom (df) = 46, p = probability, 
scale midpoints: PANAS = 3, all other constructs = 4. 
 
Frequency of participants who used the robot: Analyses 
of the video annotations revealed that a total of 16 (5 male us-
ers, 11 female users) participants interacted with the robot dur-
ing the study. On average, these participants contacted it about 
four times during the study (Mrobot-interaction = 3.69,                        
SDrobot-interaction = 1.76). 
C. Users’ Evaluation of the Apartment 
To test whether user characteristics and system and con-
text related factors would influence participants’ evaluation 
of the interaction with the apartment (H1), a standard multiple 
regression analysis with PA, NA, technology commitment 
subscales, BFI factors, and participants’ gender, ease of task, 
and feeling observed as predictors was conducted. The pre-
diction model was statistically significant, F(13, 33) = 9.60,  
p < .001, and accounted for about 79% of the variance of the 
evaluation of the interaction with the apartment, R2 = .79,           
Adjusted R2 = .71, f = 1.95. A positive evaluation of the inter-
action with the apartment was predicted by lower levels of 
NA and higher levels of acceptance, competence, agreeable-
ness, and by tendency ease of task. All other predictors were 
not statistically significant (Table 3). 
 
 
TABLE III.  RESULTS OF A STANDARD MULTIPLE REGRESSION. 
Model B SE B β r 
Constant  4.43† 2.39   
PA  0.41 0.25  0.17  .54*** 
NA -1.33* 0.50 -0.36 -.55*** 
Acceptance  0.55*** 0.14  0.45  .43* 
Competence -0.56** 0.16 -0.41 -.07 
Control  0.07 0.16  0.04  .13 
Extraversion -0.08 0.10 -0.81  .16 
Agreeableness  0.27* 0.11  0.22  .15 
Conscientiousness -0.21 0.14 -0.16 -.04 
Neuroticism  0.05 0.11  0.05 -.06 
Openness  0.10 0.14  0.08 -.05 
Gender  0.32 0.39  0.10  .01 
Ease of task  0.33† 0.17  0.28  .65*** 
Feeling observed -0.13 0.08 -0.17 -.44* 
Note. B = unstandardized beta, SE B = standard error in beta, β = standardized coefficient,                   
r = Pearson correlation with the dependent variable. †p < .10. *p < .05. ***p < .001. 
 
D. User’s Evaluation of the Robot 
To test whether user and task characteristics would predict 
a positive user experience while interacting with the robot 
(H2), we performed a standard multiple regression analysis in 
the same manner as in section C, but with the evaluation of the 
interaction with the robot as a dependent variable. The 
prediction model was statistically significant, F(13,32) = 2.30, 
p = .027, and accounted for about 48% of the variance of the 
evaluation of the interaction with the robot, R2 = .48, Adjusted 
R2 = .27, f  = .97. Interestingly, the prediction model revealed 
that PA was the only statistically significant predictor, while 
technology commitment subscale acceptance was a marginally 
significant predictor. All other predictors were not statistically 
significant (Table 4). 
TABLE IV.  RESULTS OF A STANDARD MULTIPLE REGRESSION. 
Model B SE B β r 
Constant -2.71 4.27   
PA  1.25* 0.47  0.46  .51*** 
NA -1.33 0.88 -0.32 -.38* 
Acceptance  0.44† 0.24  0.32  .17 
Competence -0.12 0.28 -0.08 -.06 
Control  0.25 0.29  0.14  .22† 
Extraversion  0.15 0.18  0.14  .25* 
Agreeableness  0.11 0.19  0.08  .07 
Conscientiousness  0.19 0.25  0.13  .14 
Neuroticism  0.11 0.20  0.09 -.01 
Openness  0.04 0.26  0.03  .13 
Gender  1.10 0.69  0.32  .19 
Ease of task -0.24 0.31 -0.18  .38* 
Feeling observed  0.04 0.15  0.05 -.27* 
Note. B = unstandardized beta, SE B = standard error in beta, β = standardized coefficient,                   
r = Pearson correlation with the dependent variable. †p < .10. *p < .05. ***p < .001. 
 
E. Actual interactions with the robot 
Some participants directly addressed the robot during their 
stay in the apartment. The actual use of the robot during the 
apartment stay was used as a dichotomous dependent variable 
with PA, NA, technology commitment subscales, BFI-factors, 
gender, the perceived ease of tasks, the feeling of being 
observed (H3), the evaluation of the interaction with the 
apartment (H4) and with the robot (H5) as predictors. Hence, 
a binary logistic regression analysis was run. The overall 
model was not statistically significant, χ2(15) = 20.92, p = .139, 
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Nagelkerke’s R2 = .50. However, tests of model effects 
displayed that the evaluation of the robot was a statistically 
significant predictor of actual use of the robot,                        
Wald’s χ2(1) = 4.56, p = .033. Moreover, technology 
commitment subscale acceptance was a marginally significant 
predictor, Wald’s χ2(1) = 3.43, p = .064 (Table 5). 
TABLE V.  RESULTS OF A BINARY LOGISTIC REGRESSION. 
            Model B   SE B 
Exp    
(B) 
CI for Exp (B) 
LL UL 
Constant -8.03 11.18 0.00   
Gender -2.15 1.56 0.12 0.01 2.50 
PA  1.21 1.12 3.36 0.38 30.01 
NA  0.66 2.16 1.94 0.03 133.52 
Acceptance† -1.40 0.76 0.25 0.06 1.09 
Competence -0.10 0.74 0.90 0.21 3.88 
Control  0.45 0.57 1.57 0.52 4.75 
Extraversion  0.22 0.36 1.24 0.62 2.50 
Agreeableness  0.18 0.43 1.20 0.51 2.80 
Conscientiousness  -0.19 0.63 0.83 0.24 2.85 
Neuroticism  0.03 0.45 1.03 0.42 2.48 
Openness  0.13 0.68 1.14 0.30 4.36 
Ease of task  0.39 0.62 1.48 0.44 4.93 
Feeling observed  0.46 0.36 1.58 0.79 3.18 
Evaluation apartment -0.28 0.64 0.76 0.22 2.67 
Evaluation robot*  0.92 0.43 2.52 1.08 5.88 
Note. B = regression coefficient, SE B = standard error in beta, Exp (B) = odds ratio, CI = confidence 
interval, LL = lower limit, UL = upper limit. †p < .10. *p < .05. 
 
IV. DISCUSSION 
In the current study, we investigated whether user charac-
teristics and system and context related factors influence par-
ticipants’ experience with an intelligent robotics apartment in 
general and with a robot in particular. Furthermore, we ex-
plored whether these factors would positively predict the use 
of the robot during the study. Participants had to solve seven 
mundane tasks in the apartment (Table 1). They were free to 
choose any interface they considered suitable to complete 
those tasks. That is, participants could use the robot or any 
other available device in the apartment. The interaction with 
the intelligent environment was followed by a questionnaire. 
In this questionnaire, we assessed user characteristics, 
namely, positive and negative affect, BFI factors, technology 
commitment as well as the perceived ease of a task which is 
related to user and system characteristics and, as a context 
factor, whether participants felt observed by the assistant dur-
ing the study. Furthermore, participants had to indicate how 
comfortable they felt during the interaction with the apart-
ment and with the robot. Our results show that participants 
were rather high in positive affect and low in negative affect, 
respectively. On average, participants reported high technol-
ogy commitment on all three subscales technology ac-
ceptance, competence in its use, and control over technology. 
Participants scored relatively high on openness to experience, 
agreeableness, and conscientiousness. However, the technol-
ogy commitment subscale control and the Big Five factors 
showed only moderate to low Cronbach’s alphas which indi-
cate the reliabilities of the scales. Despite this, we kept using 
the technology commitment subscales instead of analyzing 
technology commitment in general because they provide 
more detailed information [25]. Regarding the Big Five per-
sonality traits, future studies should consider the BFI-44 [16] 
full list of items. Furthermore, participants experienced the 
interaction with the apartment positively and the contact with 
the robot was evaluated rather neutrally. Participants had no 
difficulty to solve the given tasks and felt only slightly ob-
served by the assistant during the study. 
One of our main concerns was to investigate user, system, 
and context-related factors as predictors for a positive experi-
ence with the apartment. The results partly confirmed our hy-
potheses. Low negative affect, high technology acceptance 
and low competence in technology use, high agreeableness, 
and marginally the ease of task were predictors for a positive 
evaluation of the interaction with the apartment. However, 
PA, self-reported control over technology, the BFI factors 
openness to experience, extraversion, conscientiousness, and 
neuroticism as well as the impression of being observed by 
the assistant during the study did not predict a positive evalu-
ation of the interaction with the intelligent robotics apartment. 
Similarly, some previous studies found no effects of openness 
to experience on the perceived usefulness and the intention to 
use a technical system [11], [12]. Hence, this might empha-
size the need for usefulness of technology. Due to the lack of 
an introduction to the intelligent robotics apartment, people 
might not have seen any benefit of interacting with the apart-
ment and the robot. The finding that low NA, but not PA pre-
dicted a positive evaluation of the interaction with the apart-
ment is surprising. Previous research pointed to the role of 
positive affect and positive emotions in the use of technology 
[7]. However, it was not pointed to the absence of negative 
affect. The influence of the technology commitment subscales 
acceptance and competence on a positive experience with the 
apartment is similar to [7] who state that computer-self-effi-
cacy, which is related to competence in technology use, leads 
to higher positive affect, more outcome expectations, and 
consequently to the use of a computer. Accordingly, the ease 
of task was a marginally significant predictor of a positive ex-
perience with the apartment (see also [2]). Thus, the perceived 
ease of task completion might have been the reason why those 
who rated themselves low on competence of technology eval-
uated the apartment positively. The finding, that agreeable-
ness influenced participants’ evaluation of the interaction 
with the apartment might be explained by [16]. The authors 
found that people high on agreeableness are trusting. Hence, 
the relation between agreeableness and trust might have 
played a role within the intelligent robotics apartment. [26] 
has pointed out that trust leads to a decrease in perceived risk, 
an increase in perceived usefulness of technical systems, en-
hanced ease of use, and higher intentions to use a technical 
system. Thus, future studies should consider the role of trust 
on user experience in an intelligent robotics apartment further. 
Moreover, we investigated whether user, system, and con-
text-related factors would indicate a positive evaluation of the 
interaction with the robot and predict the use of the robot 
within the intelligent robotics apartment. Only partly in line 
with our hypotheses, positive affect and marginally, the tech-
nology commitment subscale acceptance, predicted a positive 
645
  
experience with the robot during the study. Further, partici-
pants who evaluated the robot positively and, interestingly 
those who showed a lesser technology acceptance, tended to 
use the robot during the study. Noteworthy, only a minority 
of participants interacted with the robot to solve a given task. 
However, those who had contacted the robot once kept using 
it. Others stated they did not use the robot because they did 
not know what it was capable to do. This might again have 
caused a lack of perceived usefulness of (and trust in) the ro-
bot’s assistance. This could explain why some participants 
failed to fulfill the tasks. Maybe they did not consider the ro-
bot as a suitable interface. Nevertheless, the results of the cur-
rent study emphasize the importance of negative and positive 
affect and technology acceptance, especially towards robots 
during human-robot interaction. Our results imply that people 
ideally need an introduction to technical systems to allow an 
appropriate estimation of whether a task can be solved easily, 
effectively, and without risks by using the respective system. 
This is again in line with [26]. The author points to the role of 
trust towards technical devices to enhance users’ acceptance 
and intention to use technological systems. 
In conclusion, our results show that user characteristics and 
system and context-related factors influence people’s behav-
ior and their evaluation of an intelligent robotics apartment 
and a robot. Importantly, these results demonstrate which fac-
tors lead to the actual use of a robot. These findings also em-
phasize the importance of understanding intelligent environ-
ments as systems of technical devices. At the same time, re-
searchers and developers should be aware that user experi-
ence and behavior are determined by different factors depend-
ing on the device they are exposed to. 
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