INTRODUCTION
In an open shop problem we have m machines 1, 2, ..., m, and n jobs 1, 2, ..., n. Each job i consists of m opérations 0%j where 0%j has to be performed on machine j for p^ time units without préemption. We assume that each machine can process at most one opération at a time and each job can be processed by at most one machine at a time. Both, the machine and the job orders, can be chosen arbitrarily. In this paper we consider problems where precedence constraints among the jobs are given. Such a constraint i -> k means that the first opération of job k can only start with processig when the last opération of job i has been complétée. The problem is to détermine a feasible combination of the machine and job orders which minimizes a certain criterion.
We follow the classification scheme a\/3\j of scheduling problems suggested by Graham et al [7] where a describes the machine environment, P gives some job characteristics and additional requirements and 7 is the optimality criterion.
In the case of arbitrary processing times most of the open shop problems are NP-hard. If the makespan C max has to be minimized, the 2-machine problem O 2||C max can be solved in polynonüal time. Ho wever, the problem O2|tree|C max (Le. the precedence constraints forai a tree) is already NP-hard.
A variety of polynomial algorithms has been given for the special case of unit processing times indicated by p^ -1. (cf. Gonzalez and Sahni [8] , Liu and Bulfin [10] , Tanaev et al. [12] , Bràsel [1] , Bràsel and Kleinau [2] , Tautenhahn [13] and Brucker et al [5] and so on). Complexity results are given in [9] . In [5] and [13] it has been proven, that in order to solve open shop problems with unit processing times, it is sufficient to solve a corresponding preemptive problem on m identical parallel machines where all jobs have the processing time m and préemptions are allowed at integer times. If a schedule for this parallel machine problem has been determined, a machine assignment procedure constructs a schedule for the open shop problem.
Because this assignment procedure has in the case of a fixed number of machines a complexity of O (n 2 ) or in a more refined version, where ideas from edge coloring are used, a complexity of O (n log n), each algorithm for a unit time open shop problem which uses a known algorithm for the preemptive parallel machine problem mentioned above has at least this complexity. A survey is given in [5] . However, by determining an optimal schedule for special unit time open shop problems directly, we can possibly obtain algorithms with a lower complexity. For instance, in [3] and [4] algorithms are given for the problems O\pij -1, tree|C max anc * O\pij -1, outtree)\] Ci, which have a complexity of O (nm).
In this paper we consider special open shop problems with unit processing times and precedence constraints among the jobs. The paper is organized as follows. In Section 2 we consider the problem O2\pij = 1, prec|C max . For this problem we dérive an algorithm without solving the corresponding parallel machine problem and, consequently, we do not need the above mentioned machine assignment procedure. The complexity of problem O\pij -1, intree|y^Ci was open up to now. In Section 3 we give a polynomial time algorithm for this problem with two machines. Ho wever, the complexity status of the gênerai O\pij -1, intree|y^Cj problem remains open.
2. THE PROBLEM O2\ Pij = 1, prec|C max We consider the open shop problem with n jobs, 2 machines and unit processing times. Let the graph G = [I', E f ] of precedence constraints between the jobs be given. The set of vertices V is the set of jobs and each are (i, k) G E' corresponds to a precedence constraint % -» k. We introducé a sink s representing a fictitious job which leads to the graph
Hence, all jobs are ancestors of the fictitious job s which also consists of 2 unit time opérations. Let C^a x (I) dénote the optimal objective function value for the set I of jobs. Then we have
Cmax(/)-2 = C£ ax a')-(2-1)
We dénote by rk (i) and rk* (i) the ranks of vertex i, Le. the number of vertices on a longest path from a source to the vertex i and from the vertex i to the sink 5, respectively. Let rkmax := rk(s). Now we form sets Sk and Z/fc that contain the jobs with the same rank, Le. For the schedules described above we obtain rkfnax r=l where hi is equal to the number of sets S k , 1 < k < rkmax, with |Sfc| = 1. rkmax r=l where f12 is equal to the number of sets L^, 1 < k < rkmax with |L&| = 1. In an optimal schedule, we must have a minimal number h of unavoidable idle times on each machine, Le, C max -n + h. Clearly, the first constructed schedule is optimal if there does not exist a set S&, 1 < k < rkmax -1, with |Sfc| = 1 and the second schedule is optimal if these conditions hold for the sets L&.
The following lemma gives the possibility to describe the existence of unavoidable idle times. The above condition is easy to formulate but hard to handle because the détermination of C^a x (PCi) is an optimization problem, too. Now we will divide the problem into subproblems by means of the existence of unavoidable idles times. Proof: Again let PC% dénote the set of all ancestors of job i G L k ,
Because |i fc | = 1, we obtain PC % = (Ji r (cf. Property 2). Since \L r \ > 2 for 1 < r < k the optimal objective value for the set PCi of jobs is equal to the cardinality of this set. Moreover, \PCi\ is the earliest starting time for job i E L k . and this idle time is avoidable.
• By means of Lemma 2 we can design an algorithm for solving the problem as a partition into ji subproblems P r , 1 < r < fi. We dénote the set of jobs of problem P r by I r . Each set I r has one of the following properties:
1. there exists a job i G I r with the property that all other jobs of I r are ancestors of job i, 2. there exist two jobs i, j G I r with the property that job j is not an ancestors of job i and all other jobs of I r are ancestors of job i.
The first case stands for the occurence of an unavoidable idle time when the processing of the job i G I r begins and in the second case an idle time is avoidable in this situation by scheduling job i and j in parallel. We obtain f* max (-0 -y^l^l -n+-h and h is the number of unavoidable idle times.
r=l
In the following Algorithm 1 we construct a schedule by inserting each job i into a block B k of jobs, 1 < k < rkmax, such that the resulting schedule contains only unavoidable idle times. 
job i critical if k(i) = k(i).
In Algorithm 1 we first insert all critical jobs into the blocks. If after this insertion there exists an index k with \Bk\ = 1 we détermine exactly one job i in the set of unscheduled jobs which can be inserted in B^. If this set of possible jobs is not empty, we choose the job % with minimal Now we détermine the corresponding schedule by means of the sets Bj~, 1 < k < rkmax and the corresponding values of t k and t^ (which can be calculated by 2.2) as shown in Figure 1 and Figure 2 .
Note that Algorithm 1 does not successively détermine the individual subproblems. Nevertheless, these subproblems have been obtained when Algorithm 1 stops. Also the number // of subproblems has only been determined at the end of Algorithm 1. We still have to prove that Algorithm 1 works correctly. 
Ui)
= ^2 max (l^l' 2}. Clearly, for the further considérations we r=l have to delete the job j G B& from the set L^^y Now we can separately consider the remaining blocks B r with k < r < rkmax. We repeat the above argument, which proves the theorem.
• To illustrate the above algorithm, we consider the following example. Let n = 18 and the graph G p is given in Figure 3 . The jobs are numbered according to the required order. Therefore, the optimal objective function values is C = 21.
THE PROBLEM O2\ Pij = 1, i
In this section we give a polynomial time algorithm for the problem 0 2\pij = 1, intree\S^ Ci. G p dénotes àgain the graph of precedence constraints including the fictitious sink. The above problem will be solved by partitioning the original problem into two subproblems Pi and P2 with the following properties:
• the set I\ of jobs of the first subproblem Pi is the larges t subset that can be processed without any idle time on the machines, Le. the last job is completed at time |/i| and • the set of jobs 1% of the second problem P2 forms a chain in the graph of precedence constraints.
Notice that it is possible that all jobs form a chain. Let Sfc, L& and rkmax be defined as in Section 2. We use the considérations about unavoidable idle times in Section 2 for determining the subproblems, Clearly, Algorithm 1 constructs also an optimal schedule for the problem O 2\pij = 1, intree|C ma x such that there exists an index k with \B r \ > 2 for 1 < r < k and |J3 r | = 1 for k < r < rkmax. Therefore, we obtain the above described partition Let us now return to the solution of the first subproblem with the set /1 of jobs. This problem will be solved by transforming the intree problem into an outtree problem by reversing the direction of all arcs between jobs of II and applying an algorithm, which has been given in [4] for the problem O\pij -1, outtree|^ Ci. However, if ni is odd the above schedule is not optimal for the C max criterion. But it is easy to see that this can be obtained by forming one block containing 3 jobs without changing the value of Y^ Ci. For the further considérations we only need such an assertion for the following types of blocks in this case: Proof: Assume that we have a precedence constraint between two jobs u G Bj max and v G Bj max +i-Let job r G B w be an ancestor of job v such that any two adjacent blocks in the chain C from r to v have been inserted into adjacent blocks and w is as small as possible (see Figure 4 ). 
V
Then we consider two cases: 1. w = 1: Due to the définition of k when determining both subproblems, it is impossible that a job of h has the rank jmax + 1.
2. w > 1: Then B w -\ must contain two jobs from which a chain exists in the graph of precedence constraints {Le. the graph of outtree constraints among the jobs of the set 7i) with at least as many jobs as in the chain C. Because of the outtree constraints these 3 chains are disjoint. However, this constradicts the fact that we have altogether only 2 jmax + 1 jobs.
Hence, we get the assertion of the lemma.
• Thus, using the above modification we obtain a schedule that is optimal for both criteria 2_. C% an< l Cmax with respect to I\ and outtree constraints. Now, processing the blocks of jobs in reversed order we get an optimal schedule for the intree constraints and both criteria (note that, if n is odd, now the first block contains 3 jobs, which does not change the value of 2 Ci due to case a), Le. f 2 = ƒ2). To evaluate the complexity of the above algorithm, note that the détermination of the sets S& and L^ can be done in O (n) time for the intree constraints. At the same time the required ordering to non-decreasing k(i) values is automatically generated. Because we use Algorithm 1 to détermine the set of jobs for problem Pi, the above algorithm has the same complexity. However, because we have only to détermine the first unavoidable idle time, we only note here, that in the case of intree constraints algorithm 1 can be modified to run in O (n) time. hence we obtain the following result:
To illustrate the above algorithm, we consider the following example. Let n = 12 and the intree graph G be as in Figure 5 . For simplicity we avoid to add a fictitous sink because we have only one intree component.
Here we have Si = {1, 2, 3, 4, 5}, S 2 = {6, 7, 8}, S 3 = {9}, S 4 = {10}, 5 5 = {11} and 5 6 = {12}. Moreover we obtain L x = {1, 2, 3, 4}, L 2 = {6,7, 8}, L 3 = {5, 9}, L 4 = {10}, L 5 = {11} and L 6 = {12}. Applying Algorithm 1, we get I\ = {1, 2, 3, 4, 5, 6, 7, 8, 9} and I 2 = {10, 11, 12}. Transforming the precedence constraints among the jobs 7i into an outtree, using the algorithm for O 2\pij = 1, outtree|V^ Ci, Cmax and processing the blocks of jobs in reversed order, we get the following blocks for the intree problem: B\ = {1, 2, 3}, B 2 = {4, 6}, Ö3 = {7, 8} and B4 = {5, 9} with the makespan value C max = 9. Thus, the jobs 10, 11, 12 are processed consecutively in [9, 15] and we obtain the optimal objective value ^C ? = 89.
CONCLUDING REMARKS
In this paper we gave polynonüal time algorithms for two 2-machine open shop problems with unit processing times and different types of precedence constraints. The presented algorithms can also be used for solving the corresponding parallel machine problems with a simple straightforward modification. Whereas for the problem P 2\pij -1, prec|C max there already exist some algorithms mentioned in the introduction, for the problem P 2\pij -1, intree|y^ Ci there is no known algorithm from the literature.
However, the algorithm presented in Section 3 for the problem O2\pij = 1, intree|V^Cï does not necessarily lead to an optimal solution for thie case of an arbitrary number of machines. To illustrate, we consider the following instance of this problem. We have to process 16 jobs on 3 machines and the graph of intree constraints is given in Figure 6 . If we apply Algorithm 2 to this problem, we obtain B\ = {1, 2. 3}, B 2 = {4, 7, 8}, B s = {9, 10, 5} and 5 4 = {6,11, 13}, S 5 = {12, 14}, = {15} and Bj = {16}. The corresponding objective function value is Y Ci = 159. However, if we choose Bi = {1, 2, 3, 4}, B 2 = {7, 8, 9, 10}, B 3 = {13, 5, 6}, B 4 = {14,11, 12}, B h = {15} and B 6 = {16} we can construct a schedule with \^ Ci = 158. In this case the optimal schedule has the property that for B\ one job is finished at time 3 and the other three jobs are finished at time 4, for B 2 one job is finished at time 7 and the other tree jobs are finished at time 8 and so on.
However, some polynomially solvable cases of both problems O\pi 3 -1, prec|C max and O\p t j = 1, int ree |^ Ci can easily be given. Hère we mention only two cases: 1) for ail k with 1 < k < rkmax the condition |Sfc| < m hold or 2) for ail k with 1 < k < rkmax the condition S^ -L& holds.
In both cases it is easy to see that one can form blocks B 3 consisting of the jobs of the set Sj and process each block Bj within max {\B 3 ; |, m} time units to détermine an optimal solution. Therefore, the complexity status of the problem O\pij = 1, intree|V^Ci is still open.
