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Resumo
Os recentes avanços da tecnologia da informação e da capacidade de processamento têm
favorecido o desenvolvimentos de novas técnicas de processamento de sinais e extração de
informações no âmbito da escuta e aprendizado por máquina. Este ambiente favoreceu o
surgimento da ciência multidisciplinar conhecida por recuperação de informação musical
(MIR), que busca estudar e desenvolver técnicas de analise automática de sinais musi-
cais. Uma das mais importantes ferramentas desenvolvidas pela MIR são os chamados
descritores sonoros, que são conjuntos de informações passíveis de serem extraídas auto-
maticamente e com significados objetivos a respeito de determinadas características de
sinais sonoros.
Este trabalho visa o estudo da relação entre certos descritores sonoros e algumas carac-
terísticas perceptuais relacionadas ao timbre de instrumentos musicais. Como suporte a
esta análise, optou-se por utilizar uma técnica ainda pouco estudada chamada de sín-
tese aditiva fractal (FAS), que possibilita codificar sinais sonoros de altura definida a
partir de uma reduzida quantidade de parâmetros ao separar o conteúdo determinístico
(que compreende as informações periódicas puras) e o conteúdo estocástico (relacionado a
elementos da pseudo-periodicidade e do ruído presente). Diferentemente de técnicas tradi-
cionais, a FAS não se fundamenta na transformada de Fourier, mas sim na transformada
wavelet de banda harmônica, que tem como princípio a codificação das bandas laterais de
cada harmônico como um processo de perfil 1/f, a partir da transformada wavelet.
Por possibilitar uma análise de cada banda lateral de cada harmônico, a FAS fornece uma
codificação intra-harmônico, garantindo um nível de detalhamento de sinais tonais, ou
seja, de altura definida, não encontrado em técnicas tradicionais.
Este trabalho tem como objetivo a implementação de um sistema fundamentado na FAS
capaz de codificar sinais tonais musicais para a extração e manipulação de descritores
sonoros a fim de estudar sua relação com características perceptuais. Ao longo deste
trabalho foi desenvolvido um novo descritor focado na codificação da seção estocástica do
som, o coeficiente de correlação de banda harmônica (CCBH).
Palavras-chaves: Síntese Aditiva Fractal; Descritores Sonoros; Timbre.
Abstract
Recent advances in information technology and processing power of modern computers
lead the development of new signal processing techniques and information extraction for
machine listening and learning. This environment favoured the development of the mul-
tidisciplinary science called music information retrieval (MIR), that aim the study and
development of musical signals automatic analysis techniques. Some of the most impor-
tant MIR tools are sound features, that are information sets capable of been automatic
extracted and with objective meaning on some perceptual aspects of sound signals.
This research aims the study of the relation between sound features and perceptual as-
pects related with the timbre of musical instruments. As framework for this analysis, a
still poorly studied technique called fractal additive synthesis (FAS) has been chosen, ca-
pable of coding pitched sound signals by a small set of parameters, by splitting its content
into a deterministic set (composed by its pure periodic information) and a stochastic set
(related to its pseudo-periodicity and background noise). As a difference from traditional
techniques, FAS is not based on Fourier transform, but on harmonic band wavelet trans-
form, which is based on the idea of coding each harmonic side-band as a 1/𝑓 process with
the wavelet transform.
By enabling an analysis of each harmonic side-band, FAS is capable of an intra-harmonic
coding, ensuring a high level of detail for pitched sound signals not found in traditional
techniques.
This research has the development of a FAS based system capable of encoding pitched
sound signals for extraction and manipulation of sound features as objective, in order to
study its relation with perceptual attributes. Throughout this work a new sound feature
was developed aiming the encode of the stochastic section of sound, the harmonic band
correlation coefficient (CCBH).
Keywords: Fractal Additive Synthesis; Sound Features; Timbre.
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1 Introdução
O ato de compor, como forma de expressão através de sons, possui uma intrínseca
relação à compreensão do fenômeno sonoro. Quanto maior o domínio do artista sobre
sua ferramenta, maiores são suas possibilidades criativas. O compositor alemão Helmut
Lachenmann apresenta o compor como resultado de uma reflexão sobre os meios acerca
do próprio ato de compor (LACHENMANN, 2009). Segundo esta premissa, a
compreensão do som se torna algo essencial ao compositor, na medida em que um maior
conhecimento dos meios possibilita reflexões proporcionalmente mais profundas e,
consequentemente, composições mais interessantes.
É na busca pela compreensão do fenômeno sonoro que se encontra a motivação principal
deste trabalho. A partir dos avanços tecnológicos das últimas décadas, o aumento da
capacidade de processamento e de armazenagem de informação possibilitou o
desenvolvimento de novas técnicas de análise e manipulação de sinais sonoros. A
tecnologia da informação trouxe novos paradigmas à teoria de processamento de sinais
com o surgimento da escuta de máquina, onde uma combinação de hardware e software
se torna capaz de extrair, automaticamente, informações significantes de um sinal
sonoro de forma análoga ao realizado pelos seres humanos. Neste mesmo contexto,
consolidou-se a ciência multidisciplinar de Recuperação de Informação Musical (MIR; do
inglês Music Information Retrieval) e uma de suas principais ferramentas, os descritores
sonoros. Descritores sonoros são conjuntos de informações que buscam quantificar
aspectos de diversas naturezas de um determinado sinal, constituindo uma ferramenta
que possibilitou o desenvolvimento de diversas técnicas de escuta de máquina, como por
exemplo o reconhecimento e a classificação automática de instrumentos musicais.
Este trabalho se utilizará de uma moderna técnica de análise/síntese de sinais musicais
chamada Síntese Aditiva Fractal (POLOTTI, 2003) para codificar amostras sonoras de
instrumentos musicais. A partir desta codificação, serão extraídos parâmetros de
descritores sonoros que possam auxiliar na compreensão do fenômeno do timbre destes
instrumentos. Para avaliar a significância destes descritores sobre o timbre,
manipulações serão realizadas em alguns dos parâmetros fornecidos pelos descritores
durante o processo de síntese, gerando sons com novas características e, idealmente, com
novas propriedades timbrais.
Devido a certas propriedades intrínsecas da Síntese Aditiva Fractal, será dado um
enfoque no conteúdo estocástico dos sinais musicais, dado que a literatura apresenta
relativamente poucos estudos acerca deste aspecto.
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1.1 Uma visão histórica
Desde o surgimento da música ocidental, tal como conhecemos hoje, até as mais recentes
composições de artistas como Giacinto Scelsi e Tristan Murail, a evolução do discurso
musical se deu principalmente pela incorporação gradativa de novos elementos, como
dissonâncias, texturas e timbres, expandindo assim o universo de possibilidades na arte
dos sons.
Segundo o musicologista Walter Gieseler (GIESELER et al., 1985), o desenvolvimento
histórico da música apresenta uma relação intrínseca com os avanços tecnológicos de
cada época, dado que tais avanços influenciam diretamente o desenvolvimentos dos
instrumentos musicais que são, por sua vez, o meio de materialização do pensamento
sobre a música. A apropriação de tecnologias como forma de incorporação de novos
elementos artísticos representa uma importante ferramenta de avanço do discurso
musical.
No final do século XIX, ao mesmo tempo em que a tradição tonal dava indícios de seu
esgotamento, uma nova tecnologia foi surgindo e, em poucas décadas, revolucionaria o
modo de vida da sociedade ao trazer a possibilidade de luz e movimento sem a
necessidade de combustão ou força animal. A parir deste momento, a energia elétrica e,
posteriormente, a eletrônica, entram no cotidiano da sociedade moderna.
Os meios musicais rapidamente absorveram esta tecnologia emergente, e junto com ela,
suas ferramentas criativas, caracterizadas por sua capacidade tanto de
gravação/reprodução quanto de criação e manipulação de material sonoro. Uma nova
forma de fazer música surgiu, uma música livre dos sistemas mecânicos e
termodinâmicos quase imutáveis dos instrumentos musicais tradicionais. Até então, a
palheta de sons e timbres disponíveis aos compositores eram determinadas pelas
estruturas físicas dos instrumentos musicais existentes.
Um dos primeiros a experimentar o uso de equipamentos eletrônicos com o intuito de
criar um discurso musical foi o engenheiro e músico Pierre Schaeffer. Ao trabalhar na
rádio nacional francesa (RTF), Schaeffer se habituou a lidar com o mais diverso material
sonoro que a rádio mantinha em seu acervo através de equipamentos de gravação e
reprodução. A partir de experimentos envolvendo a manipulação desse material, o
engenheiro francês cria seu primeiro concerto intitulado Concert de Bruits (concerto de
ruídos) que, ao invés de ser estreado em uma sala de concerto, foi primeiramente
transmitido via rádio pela própria RTF. Isto porque Concert de Bruits não necessitava
exatamente um músico para executar a peça, ou mesmo um instrumento a ser tocado,
suas músicas consistiam de gravações das mais diversas fontes sonoras, como de trens ou
brinquedos, e manipulados através de cortes, velocidades de reprodução, ordenação,
reprodução inversa ou reprodução em anel (loop). Nascia assim a música concreta
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(FENERICH, 2005). A possibilidade de capturar e armazenar material sonoros resultou
no desenvolvimento de diversas técnicas de estudo e análise desse material. O que
possibilitou um maior entendimento acerca das propriedades do som.
A partir da segunda metade do século XX, a eletrônica digital ganhou espaço através do
surgimento dos primeiros computadores. A discretização dos sinais possibilitou uma
maior capacidade de armazenamento e processamento, nascia assim o processamento
digital de sinais (NEBEKER, 1998). Nas últimas décadas do século, com o avanço da
tecnologia da informação e o início da era da informação, a computação e o
processamento digital se desenvolveram de forma a englobar e modificar todas as áreas
da atividade humana, incluindo a música. No final da década de 1990, a partir da fusão
entre diversas ciências envolvidas com o som, a manipulação de informação e com
processamentos de sinais, nasceu a ciência multidisciplinar da Recuperação de
Informação Musical (MIR) (FINGERHUT, 2004), que consiste no desenvolvimento de
técnicas de organização e classificação de conteúdos sonoros. Para tal, a MIR propôs a
elaboração de um conjunto de ferramentas capazes de extrair atributos sonoros a partir
dos chamados descritores sonoros que possibilitam a quantificação de aspectos físicos e
psicoacústicos de um determinado sinal. Ou seja, através dos descritores sonoros têm-se
a capacidade de descrever certas características de um sinal de forma objetiva.
Ao longo dos últimos anos, diversas técnicas para a extração de diferentes atributos
sonoros foram desenvolvidas através de descritores sonoros. Como resultado deste
processo, inúmeros toolboxes foram desenvolvidos (MATHIEU et al., 2010) (BULLOCK;
CONSERVATOIRE, 2007) (PEETERS et al., 2011) e duas grandes bibliotecas com
detalhes de implementação dos algoritmos de extração dos descritores foram elaboradas,
uma realizada no âmbito da padronização MPEG-7 (KIM et al., 2005) e outra realizada
por pesquisadores do IRCAM (PEETERS, 2004).
Uma das grandes contribuições dos descritores sonoros, foi a expansão de ferramentas
para melhor compreender certas propriedades do som, em especial das relacionadas ao
timbre.
O timbre
Foi ao longo do século XX que o timbre emergiu como função central e elemento de
linguagem na música, a princípio pela busca de novas sonoridades no meio orquestral
(CADOZ, 1991) e posteriormente pela expansão de possibilidades e pela investigação
das propriedades intrínsecas do material promovida pela eletroacústica, tanto através da
musique concrète francesa quanto pela elektronische musik alemã (GUBERNIKOFF,
2007).
Uma das primeiras obras visando um melhor entendimento do timbre foi feita em 1885
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por Hermann Ludwig Ferdinand Von Helmholtz em “On the Sensations of Tone”.
Através de experimentos com cordas simpáticas e corpos ressonantes, Helmholtz, a
partir das ideias de Fourier, verificou a influência das parciais harmônicas no timbre de
instrumentos musicais, que ele denominou de qualidade do som (HELMHOLTZ, 2007).
Anos mais tarde, a partir de experimentos com sons gravados, Pierre Schaeffer notou a
importância do desenvolvimento temporal do som no reconhecimento de instrumentos
musicais, em especial sobre o primeiro instante do desenvolvimento, denominado ataque
(CHION, 2009). A partir do reconhecimento da interdependência entre aspectos
temporais e frequenciais no timbre, diversas teorias e propostas foram desenvolvidas,
entre estas, merece destaque o trabalho de Dennis Smalley na elaboração da
espectromorfologia.
A teoria espectromorfológica é uma ferramenta de descrição e análise do fenômeno
sonoro baseada e direcionada a seus aspectos perceptuais (PEREZ, 2011). Seus
fundamentos estão na ideia da indissociabilidade entre dinâmica temporal (morfológica)
e espectral (espectro). Segundo Smalley não existe espectro sem um perfil dinâmico nem
desenvolvimento temporal sem conteúdo frequencial (SMALLEY, 1997).
O timbre é um dos fenômenos sonoros de mais difícil compreensão. Apesar de todo
esforço aplicado em diversas pesquisas ao longo do último século, uma definição
suficientemente satisfatória ainda não foi alcançada. Seu caráter multidimensional, como
apontado por Schaeffer, eleva o grau de dificuldade de seu tratamento.
A maioria dos dicionários se limita a definir o timbre pela característica sonora que
possibilita a distinção entre sons diferentes porém de mesma altura e intensidade
(CAMPBELL, 2017) (RANDEL, 1978). Claramente vaga, esta definição explicita, na
verdade, o que não é timbre, ao descrever uma das consequências desta característica na
nossa percepção. Carol Lynne Krumhansl produziu um extenso trabalho a respeito da
percepção do som e do timbre a partir da psicologia cognitiva. Seus experimentos
forneceram importantes resultados sobre as características sonoras que mais afetam a
percepção do timbre em instrumentos musicais, possibilitando uma maior compreensão
da conexão entre o fenômeno sonoro físico e o fenômeno sonoro cognitivo
(KRUMHANSL, 1989) (KRUMHANSL; IVERSON, 1992) (IVERSON; KRUMHANSL,
1993).
Na busca por uma definição mais profunda, Pierre Schaeffer estabeleceu, no contexto da
escuta reduzida 1 , uma estrutura de critérios morfológicos que compõe qualquer objeto
sonoro (SCHAEFFER, 1966), com o objetivo de possibilitar uma classificação e
categorização. Teoricamente infinitos em quantidade, Schaeffer define, inicialmente, sete
critérios morfológicos principais, baseados em aspectos da percepção sonora, tratando
1 Para uma conceitução do termo, vide (REYNER, 2011)
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tanto de elementos temporais quanto espectrais. Seriam estes os critérios:
∙ Massa
∙ Timbre harmônico
∙ Grão
∙ Vibração (Allure)
∙ Dinâmica
∙ Perfil melódico
∙ Perfil de massa
Apesar da complexidade e difícil abstração do timbre, o século XX presenciou diversas
tentativas de realizar um discurso musical baseado em variações timbrais, de forma
análoga como é feito através da melodia. Em 1909, Arnold Schoenberg, com a obra
Farben, op. 16 n. 3, inaugurou o que ficaria conhecido como klangfarbenmusik (musica
de timbres). Esta se tornaria as bases da klangfarbenmelodie (melodia dos timbres),
amplamente utilizada por Anton Webern, como uma tentativa de estruturar uma
linguagem a partir do timbre (MAIA, 2013).
Porém, para que o timbre possa ser usado deliberadamente como um parâmetro
estrutural no âmbito da música tradicional (abstrata), o compositor deve ter a
capacidade de abstrair elementos do timbre e manipulá-los através de elementos
suficientemente discretos, de forma similar ao feito para os parâmetros perceptuais
altura, intensidade e duração. Segundo Schaeffer, este processo de abstração é chamado
de calibração, onde é dada a possibilidade de calibração dos critérios morfológicos para a
criação de um novo discurso musical.
Rafael Mendes nota que estes três parâmetros (altura, intensidade e duração) possuem
em semelhança três características pertinentes que possibilitam sua abstração
(MENDES, 2011)
∙ Unidimensionalidade
∙ Previsibilidade
∙ Reconhecibilidade
Ao unir estas características com a discretização de seus parâmetros de manipulação
(respectivamente frequência, potência sonora e tempo), estes parâmetros perceptuais se
tornam os traços relevantes (pertinent traits) do discurso musical abstrato (CHION,
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2009). Mendes denomina tais parâmetros como parâmetros intrínsecos, dado que
refletem a regularidade intrínseca do material sonoro e possibilitam sua abstração e
notação (MENDES, 2011).
Pelo fato do timbre ser composto por um conjunto de sub-parâmetros, que podem ser
relacionados aos critérios morfológicos de Schaeffer, Mendes reconhece a possibilidade de
ao menos alguns dos elementos deste conjunto serem novos parâmetros intrínsecos ainda
não denominados. Para que tal possibilidade seja validada, estes sub-parâmetros devem
conter necessariamente as três características pertinentes supracitadas
(unidimensionalidade, previsibilidade e reconhecibilidade).
O reconhecimento destes sub-parâmetros como novos parâmetros intrínsecos
possibilitaria a elaboração de uma nova compreensão do som, o que, possivelmente,
resultaria em novas formas de se pensar a música e criação musical. A partir de um
estudo profundo dos descritores sonoros, reconhece-se a possibilidade da utilização
destes como novos parâmetros intrínsecos, caso seja validado que, necessariamente,
obedeçam às três características pertinentes (unidimensionalidade, previsibilidade e
reconhecibilidade).
De Fourier às wavelets
O estudo científico do som sofreu grande impulso a partir do trabalho de Jean-Baptiste
Joseph Fourier. Aluno de Laplace, Lagrange e Monge, Fourier buscou a resolução da
equação da onda de d’Alembert através de séries trigonométricas convergentes. Apesar
da pesquisa de Fourier se focar na transmissão de calor, sua aplicação em sinais
periódicos genéricos seria reconhecida com a consolidação da série de Fourier e, mais
tarde, da transformada de Fourier (TF) (FIGUEIREDO, 2000). Através dessas duas
últimas, se tornou possível decompor matematicamente sinais periódicos em séries de
exponenciais complexas, representando o conteúdo frequencial do sinal.
Após cerca de 150 anos, se dava início à era digital. A discretização de sinais possibilitou
um grande aumento na capacidade de armazenamento e processamento de informações.
Nesta nova realidade, a TF ganhou sua versão discreta a partir da transformada discreta
de Fourier (TDF). Porém, dado o alto custo computacional do cálculo direto da TDF,
sua utilização prática pelos computadores da época só se tornou possível a partir do
desenvolvimento do algoritmo da transformada rápida de Fourier (FFT) por Cooley e
Tukey (1965). Assim, a decomposição de Fourier deixou de ser somente uma descrição
teórica e se transformou em uma ferramenta eficiente para análise de sinais. Finalmente
se tornou possível observar e manipular sinais, não somente no domínio temporal como
também no domínio frequencial.
Contudo, sinais naturais se desenvolvem ao longo do tempo, podendo variar tanto sua
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intensidade quanto seu conteúdo espectral. A TF possui a capacidade de transformar
um sinal por inteiro, do domínio temporal ao frequencial, fornecendo assim uma
“imagem” do espectro correspondente a todo o desenvolvimento temporal.
Impossibilitando uma análise de como este conteúdo frequencial se desenvolve
temporalmente. Em 1946, Dennis Gabor propôs uma maneira de analisar as variações
temporais ao segmentar o sinal de interesse através de janelas gaussianas e aplicar a TF
separadamente para cada segmento, extraindo assim somente as informações locais do
sinal em cada instante temporal. Este conceito proposto por Gabor se tornaria a
transformada de Fourier janelada (STFT) a partir da generalização da janela utilizada.
A STFT consiste em uma representação tempo-frequencial de sinais, possibilitando uma
análise do desenvolvimento espectral ao longo do tempo. Porém, por utilizar janelas de
tamanho fixo para a segmentação do sinal, surge um problema de incerteza na
localização tempo-frequencial de seus coeficientes. A utilização de janelas mais longas
propicia uma maior resolução frequencial para baixas frequências ao custo de maior
incerteza na localização temporal de eventos de alta frequência. Já o inverso ocorre com
janelas mais curtas, que fornecem melhor precisão temporal, porém com um prejuízo na
resolução de frequências mais baixas. Este fato pode ser observado como análogo ao
principio de incerteza de Heisenberg, de modo que a precisão 𝑡𝑒𝑚𝑝𝑜 𝑥 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑖𝑎 é
constante. O aumento na resolução de um item implica redução do outro.
Para sinais compostos tanto por alta quanto baixa frequência, a janela fixa da STFT se
torna um problema pelo compromisso de resolução. Uma alternativa foi sugerida por
Jean Morlet ao janelar não o sinal a ser analisado, mas as próprias funções seno e
cosseno. Esta nova base de decomposição, compostas for funções finitas, se tornaria o
fundamento da transformada wavelet (TW). A partir de deslocamentos e dilatações
(Figura 1), estas funções são capazes de decompor um sinal qualquer tanto no domínio
temporal (através dos deslocamentos) quanto no domínio frequencial (através da
dilatação).
Pelo fato da função wavelet variar sua frequência a partir de dilatações, seu
comprimento é variado inversamente na mesma proporção. Funções de frequência mais
baixa correspondem a janelas mais longas, enquanto funções de alta frequência são mais
curtas, correspondendo a janelas menores. Esta característica resolve o principal
deficiência da STFT na medida que garante uma relação de precisão
𝑡𝑒𝑚𝑝𝑜 𝑥 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑖𝑎 otimizada para toda a extensão frequencial.
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(a) Wavelet original (b) Wavelet deslocada (c) Wavelet dilatada
Figura 1 – Exemplificação da dilatação e deslocamento de funções wavelets
1.2 Motivação
Síntese Aditiva Fractal
Pela ampla faixa frequencial coberta por sinais de áudio e a importância do
desenvolvimento temporal nos sinais musicais, a transformada wavelet apresenta
diversas vantagens sobre a tradicional transformada de Fourier. Foi pela busca de uma
ferramenta de processamento e síntese de sinais musicais baseada na transformada
wavelet que se iniciaram as pesquisas deste presente trabalho.
Ao contrário da TF, a manipulação dos coeficientes da TW não propicia uma relação de
fácil compreensão com o resultado sonoro. Por esta razão, a utilização direta da TW
como ferramenta de síntese sonora se torna difícil. Por volta do ano 2000, Pietro Polotti
e Gianpaolo Evangelista desenvolveram a transformada wavelet de banda harmônica
(HBWT). Esta transformada tem a capacidade de decompor sinais periódicos e
pseudo-periódicos em nível intra-harmônico, realizando uma codificação de propriedades
intrínsecas a cada parcial harmônica do sinal, codificando inclusive elementos não
determinísticos, como será visto com detalhes na seção 2.
Ao propor uma codificação específica aos coeficientes da HBWT, Polotti criou a Síntese
Aditiva Fractal (FAS) de forma a, tanto possibilitar uma técnica de codificação e
compressão de sinais, quanto facilitar a manipulação de seus coeficientes, vislumbrando
sua aplicação em re-síntese.
A partir das interessantes características apresentadas pela FAS e das inúmeras
possibilidades que esta técnica apresenta para os estudos sobre o timbre, decidiu-se por
utilizar esta técnica como base para esta pesquisa, contribuindo assim com o
desenvolvimento de pesquisas de aplicações da transformada wavelet para sinais de áudio
Descritores sonoros e timbre
Conforme citado anteriormente, o desenvolvimento de descritores sonoros representou
um importante passo na compreensão de certas propriedades do som. Porém,
recentemente, pesquisas têm utilizado o conceito de descritor sonoro não somente para
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extrair informações, mas também para manipular parâmetros e alterar características
timbrais de forma controlada. Tal conceito se baseia na ideia de modulação dos
descritores a partir da alteração de parâmetros do som. Esta ideia foi apresentada pela
primeira vez por Xavier Serra em 1998 (SERRA; BONADA, 1998) porém sem se
fundamentar diretamente nos descritores sonoros. Trabalhos subsequentes de outros
pesquisadores, como de Tae Hong Park (2007), Matt Hoffman (2006), Diemo Schwarz
(2007) e Daniel Mintz (2007), aprofundaram este conceito e passaram a utilizar os
descritores sonoros como forma de avaliação/controle do resultado sonoro.
Park propôs um interessante sistema de análise/manipulação/síntese de descritores
sonoros fundamentada na transformada de Fourier discreta janelada, capaz de controlar
uma grande variedade de descritores tanto temporais quanto espectrais. Um problema
apresentado por sua técnica está no fato de que a manipulação de determinado descritor
influencia diretamente o valor de outros descritores, dificultando seu uso de uma forma
previsível.
Hoffman, por sua vez, adotou uma abordagem onde o usuário define um vetor de valores
de descritores e o sistema se encarrega de encontrar uma solução ótima de manipulação
a fim de aproximar um som original neste som idealizado definido pelos valores
pré-definidos.
Schwars propôs a síntese concatenativa baseada em corpúsculos sonoros (CBCS), onde
pequenas amostras sonoras são previamente analisadas a partir de descritores sonoros e
armazenadas em um grande repositório. Neste sistema o usuário define um conjunto
ideal de parâmetros sonoros e o algoritmo se encarrega de encontrar o conjunto ideal de
amostras sonoras que, concatenadas, resultam em um som com as características mais
próximas o possível do conjunto previamente definido.
Mintz assume um modelo similar ao de Hoffman, em que o usuário define um vetor de
parâmetros ideais, baseados dos descritores timbrais do padrão MPEG-7, e o sistema se
encarrega de controlar uma síntese aditiva a partir da otimização linear da relação entre
os parâmetros definidos pelo usuário e os parâmetros de controle da síntese.
A utilização dos descritores na síntese sonora apresenta uma possível solução para o
problema de mapeamento entre os parâmetros de controle e o resultado sonoro nas
técnicas tradicionais de síntese (HUNT; KIRK, 2000).
Técnicas como a síntese subtrativa, aditiva e modulação por frequência, apesar de
estarem amplamente difundidas, fornecem uma baixa capacidade de abstração e
previsibilidade do resultado sonoro. Ao se basearem na manipulação direta de
parâmetros de baixo nível, tais arquiteturas exigem que o usuário se aprofunde em
questões técnicas para um uso consciente do processo de manipulação timbral, ocupando
seu tempo com tarefas externas ao trabalho musical. Já a modelagem física, apesar de
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trabalhar com parâmetros de alto nível, também não possui uma clara relação entre seus
parâmetros de controle e o resultado sonoro, além de se limitar às possibilidades das leis
termodinâmicas.
Reconhecendo a capacidade dos descritores sonoros em auxiliar o processo de síntese,
decidiu-se por explorar tanto a capacidade de utilização dos descritores para realização
de alterações timbrais a partir da FAS quanto de verificar quão relacionados estão os
descritores sonoros de seus aspectos perceptuais associados.
1.3 Objetivo
Neste trabalho, é proposto um modelo de análise/manipulação/síntese de sinais musicais
tonais fundamentado na FAS e capaz de realizar extrações e manipulações de descritores
sonoros. Tal proposta tem como objetivo estudar novas técnicas de síntese sonora
baseadas na transformada wavelet e avaliar a relação entre descritores sonoros e o
timbre de instrumentos musicais. Para cumprir tais propostas, estabeleceram-se os
seguintes objetivos específicos:
∙ Implementar e avaliar a FAS
∙ Implementar uma técnica de extração para cada descritor sonoro a partir dos
coeficientes da FAS
∙ Elaborar um método de manipulação dos descritores a partir dos coeficientes da
FAS
∙ Avaliar os resultados obtidos, tanto da extração quanto da modulação dos
descritores.
A fim de reduzir a complexidade deste trabalho, optou-se por analisar somente trechos
de sustentação dos sons, onde não há variação temporal significativa. Portanto, somente
serão tratados descritores frequenciais. Descritores temporais poderão ser estudados em
trabalhos futuros.
Dentre os descritores espectrais já conhecidos da literatura, foram escolhidos quatro
para este trabalho: centroide espectral, espalhamento espectral, razão de energia entre
harmônicos ímpares e pares e o tristimulus sonoro. Como complemento, outros dois
descritores foram adicionados: expoente Hurst de banda harmônica (EHBH) e o
coeficiente de correlação de banda harmônica (CCBH).
O EHBH é um recente descritor proposto por Aldo Díaz (DÍAZ, 2015) que possibilita
caracterizar o nível de pseudo-periodicidade do sinal e foi desenvolvido diretamente a
partir dos coeficientes da HBWT. Já o CCBH é proposto neste trabalho com o objetivo
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de explorar as características únicas da FAS no que diz respeito a codificação das
componentes estocásticas e pretende avaliar justamente o grau de aleatoriedade destas
componentes.
1.4 Estrutura da dissertação
Neste primeiro capítulo foi dada uma introdução aos assuntos envolvidos nessa
dissertação e, dado o contexto de inserção, foram expostas a motivação, os objetivos
gerais e os específicos deste trabalho.
No capítulo seguinte serão fornecidos os fundamentos teóricos necessários para o
desenvolvimento de cada etapa deste trabalho. Suas seções abordarão os seguintes
tópicos: transformada wavelet de banda harmônica, síntese aditiva fractal, transformada
cosseno discreta modificada, teoria wavelet, ruído 1/𝑓 , os descritores sonoros centroide
espectral, espalhamento espectral, expoente Hurst de banda harmônica, coeficiente de
correlação de banda harmônica, razão de energia dos harmônicos ímpares e pares e o
tristimulus.
O terceiro capítulo abordará a metodologia adotada. Será feita uma explanação acerca
da implementação da FAS e das etapas de extração e modulação dos descritores sonoros
adotados. Suas duas últimas seções abordarão a metodologia de análise da
implementação do sistema de síntese e modulação timbral.
O quarto capítulo apresentará os resultados experimentais obtidos na implementação do
sistema proposto, envolvendo tanto a extração dos descritores como suas modulações.
O quinto capítulo fornecerá uma análise resultados obtidos pela modulação dos
descritores. Esta análise terá como base a proposta de avaliar o nível de abstração
possível aos descritores sonoros dentro do conceito de parâmetros intrínsecos.
O último capitulo compreende a conclusão deste trabalho, onde será feita uma reflexão
sobre os resultados obtidos e será discutido possíveis extensões, melhorias e trabalhos
futuros.
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2 Fundamentos Teóricos
Neste capítulo serão fornecidas as bases teóricas necessárias para o desenvolvimento
desse trabalho.
Inicialmente, será dada uma contextualização da HBWT e uma explanação de seus
fundamentos para, então, ser apresentada a codificação dos coeficientes da HBWT que
contempla a FAS. Em seguida haverá um aprofundamento teórico das técnicas
envolvidas na FAS e na HBWT, iniciando pela transformada cosseno modificada, seguida
pela teoria e transformada wavelet, e finalizando pelo conceito do ruído de perfil 1/𝑓 .
Ao final deste capítulo, serão abordados os descritores sonoros, com enfoque nos que
serão utilizados neste trabalho: centroide espectral, espalhamento espectral, razão entre
a energia dos harmônicos ímpares e pares, tristimulus, expoente Hurst de banda
harmônica e o coeficiente de correlação de banda harmônica.
2.1 A Transformada Wavelet de Banda Harmônica
2.1.1 Modelagem espectral
Concebida por Pietro Polotti e Gianpaolo Evangelista (POLOTTI; EVANGELISTA,
2001), a transformada wavelet de banda harmônica (HBWT) representa um importante
avanço entre as técnicas de modelagem espectral, onde um sinal é decomposto em
componentes determinísticas, representando o conteúdo periódico e sintetizável a partir
de funções senoidais, e em componentes estocásticas, representando elementos não
periódicos e ruidosos.
A ideia de codificar sinais musicais a partir da soma de senoides não é nova. Este
conceito surgiu ao longo das décadas de 1970 e 1980 a partir de técnicas de phase vocoder
e da transformada rápida de Fourier inversa (MCAULAY; QUATIERI, 1986) (SMITH;
SERRA, 1987). Porém, até então, somente o conteúdo periódico era codificado,
ignorando os elementos estocásticos sempre presentes em sinais sonoros e musicais.
A primeira técnica consistente visando a codificação tanto de um conteúdo periódico
quanto de um conteúdo de ruído, foi a síntese por modelagem espectral (SMS),
desenvolvida em 1989 por Xavier Serra em sua tese de doutorado (SERRA, 1989). Na
SMS o conteúdo determinístico, representado pelos harmônicos do sinal musical, é
codificado e representado por uma soma de cossenoides puras, de forma similar às
técnicas de síntese aditiva. Já o conteúdo estocástico do sinal é obtido pela diferença
entre o modelo determinístico, fruto da síntese aditiva, e o sinal original. Desta forma,
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um sinal tonais pode ser representado pela soma de suas componentes determinísticas
𝐴𝑘(𝑡)𝑐𝑜𝑠(Θ𝑘(𝑡)), para cada harmônico 𝑘, adicionadas a uma componente estocástica
𝑒(𝑡), conforme descrito na equação 2.1, sendo 𝐴𝑘(𝑡) e Θ𝑘(𝑡), respectivamente, a
amplitude e fase instantâneas da k-ésima parcial.
𝑠(𝑡) =
𝐻∑︁
ℎ=1
𝐴ℎ(𝑡)𝑐𝑜𝑠[Θℎ(𝑡)] + 𝑒(𝑡) (2.1)
A componente estocástica 𝑒(𝑡) pode ser observada como um ruído branco colorido por
um filtro variante no tempo, conforme equação 2.2, sendo 𝑢(𝑡) um ruído branco e ℎ(𝑡, 𝜏)
a resposta ao impulso do filtro.
𝑒(𝑡) =
∫︁ 𝑡
0
ℎ(𝑡, 𝜏)𝑢(𝜏) 𝑑𝜏 (2.2)
Apesar de obter resultados sonoros interessantes para uma técnica de baixa
complexidade computacional e com uma codificação enxuta, a SMS não leva em conta o
caráter pseudo-periódico dos sistemas vibrantes naturais, resultado de microflutuações
frequenciais ao longo do tempo. A presença de uma certa pseudo-periodicidade em sinais
naturais faz com que as parciais harmônicas não sejam retratadas como impulsos
perfeitos no domínio frequencial. Conforme é exemplificado na Figura 2, e será
detalhado nas seções seguintes, cada parcial de um sinal musical real apresenta bandas
laterais não nulas e com um específico perfil de decaimento, facilmente modelável por
uma função exponencial de caráter 1/𝑓𝛾.
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Figura 2 – Espectro de um oboé com foco em seus sete primeiros harmônicos
Ao remover o caráter estocástico das microflutuação frequenciais, a SMS deixa de
codificar um importante aspecto do sinal, artificializando-o.
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2.1.2 Fundamentos
Com o objetivo de suprir as deficiências das técnicas antecessoras, Polotti e Evangelista
propuseram a transformada wavelet de banda harmônica a partir da ideia de realizar
uma modelagem espectral mais profunda, codificando o perfil de cada parcial harmônica
e suas bandas laterais, de forma que a pseudo-periodicidade intrínseca do material
sonoro pudesse ser codificado.
Dado o fato da série harmônica progredir linearmente, o espaçamento entre as
componentes harmônicas de sinais periódicos e pseudo-periódicos ao longo do eixo
frequencial se dá de forma linear. Desta forma, o perfil de cada componente harmônica
pode ser analisado a partir da separação de cada banda lateral de cada harmônico. Uma
simples realização desta separação pode ser feita através de um banco de filtros
linearmente espaçados, conforme exemplificado na Figura 3.
Figura 3 – Exemplo de banco de filtros para análise de bandas laterais harmônica
Uma implementação eficiente de um banco de filtros com estas características pode ser
feita através da transformada discreta cosseno modificada (MDCT). Detalhes sobre esta
transformada são apresentados na seção 2.3.
Atenção especial deve ser dada ao projeto do banco de filtros de forma a “afiná-lo” de
acordo com a frequência fundamental do sinal analisado. Considerando um sinal de
período médio 𝑇𝑝 que possua suas parciais harmônicas ℎ𝑘 centralizadas nas frequências
𝑓𝑘−1 definidas pela equação 2.3, é necessário projetar o banco de filtros de forma cada
canal possua largura de banda Δ𝜔 = 𝜋/𝑇𝑝, ou seja, metade da frequência fundamental
do som em análise. Desta forma cada canal do banco de filtros receberá apenas uma
única banda lateral (com exeção do canal 0 que não recebe componente harmônica
alguma), sendo que os canais ímpares receberão as bandas laterais esquerdas e os canais
pares receberão as bandas laterais direitas de cada componente harmônica.
𝑓𝑘−1 = 2𝜋𝑘/𝑇𝑝 𝑘 = 1, 2..., 𝐾 (2.3)
Uma das vantagens ao utilizar a MDCT na realização deste banco de filtros é a
amostragem crítica. Considerando uma frequência de amostragem 𝑓𝑠, a faixa espectral
útil de 𝑓𝑠/2 é dividida em 𝑀 canais com uma mesma largura de banda 𝑓𝑠/2𝑀 . Desta
forma, de acordo com o teorema de Nyquist, o sinal contido em cada canal pode ser
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reamostrado por dizimação a um mesmo fator 𝑀 , sem que haja perda de informação.
Além de remover a informação redundante, esta reamostragem acaba por demodular o
sinal passa-faixa, transformando-o em banda base (LYONS, 2010). Esta demodulação
através da reamostragem é esquematizada nas Figuras 4 e 5, e será essencial para
possibilitar a análise das bandas laterais a partir da transformada wavelet.
Se tratando de sinais reais, é conveniente que as frequências positivas e negativas sejam
combinadas, de forma que o sinal resultante se mantenha real.
Figura 4 – Exemplo de demodulação da banda lateral esquerda de um harmônico através
da dizimação
Figura 5 – Exemplo de demodulação da banda lateral direita de um harmônico através
da dizimação
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Com cada banda separada e demodulada, se inicia a segunda etapa do processo. Wornell
(1993) demonstra a semelhança entre a decomposição resultante da transformada
wavelet discreta e processos 1/𝑓 . Sua demonstração prova que um processo estocástico
𝑥(𝑡) de média temporal espectral 𝑆𝑥(𝑤), caracterizado pela equação 2.4, e variância
0 < 𝜎2𝑥 <∞ pode ser sintetizado através de uma base wavelet ortonormal 𝜓𝑛,𝑚(𝑡) e
coeficientes 𝑥𝑛(𝑚) mutuamente descorrelacionados de média nula e variância 𝜎22−𝛾𝑚,
conforme descrito pela equação 2.5.
𝑆𝑥(𝜔) ≈ 𝜎
2
𝑥
|𝜔|𝛾 (2.4)
𝑥(𝑡) =
∞∑︁
𝑛=−∞
∞∑︁
𝑚=−∞
𝑥𝑛(𝑚)𝜓𝑛,𝑚(𝑡) (2.5)
Polotti e Evangelista (POLOTTI; EVANGELISTA, 2001) expandiram a dedução
formulada na equação 2.5 para sinais discretos ciclo estacionários em sentido amplo
(WSCS) com período 2𝑁 , conforme expresso pela equação 2.6, sendo 𝜙(𝑘) a função
escala relativa a função wavelet 𝜓(𝑘), componentes da transformada wavelet discreta
(TWD).
𝑥(𝑘) =
𝑁∑︁
𝑛=1
∞∑︁
𝑚=−∞
𝑏𝑛(𝑚)𝜓𝑛,𝑚(𝑘) +
∞∑︁
𝑚=−∞
𝑎𝑁(𝑚)𝜙𝑁,𝑚(𝑘) (2.6)
A partir da formulação 2.6, a energia espectral média de 𝑥(𝑘) é dada pela equação 2.7,
onde Ψ(𝜔) e Φ(𝜔) são as transformadas de Fourier das funções wavelet 𝜓 e escala 𝜙
respectivamente, 𝛾 é o expoente que determina o decaimento do perfil 1/𝑓 através de
1/𝑓𝛾 e 𝜎2 é a variância do sinal e controla sua energia média.
𝑆𝑁(𝜔) = 𝜎2
𝑁∑︁
𝑛=1
2𝑛𝛾 |Ψ𝑛,0(𝜔)|
2
2𝑛 + 2
𝑁𝛾 |Φ𝑁,0(𝜔)|2
2𝑁 (2.7)
Ao escolher valores apropriados para 𝜎2 e 2𝑛𝛾 na equação 2.7, a representação gráfica de
𝑆𝑁(𝜔) pode tomar a forma da Figura 6, onde nota-se a semelhança com o decaimento
1/𝑓 , (observado em referencia a figura da banda lateral), da banda lateral de um
harmônico extraído da amostra do sinal de análise.
Conforme pode ser deduzido através da Figura 6, e será detalhado na seção 2.4, os
coeficientes de aproximação resultantes da função 𝜙𝑁 codificam a componente
determinística do sinal, enquanto os coeficientes de análise decorrentes da função 𝜓𝑛
armazenam o conteúdo estocástico presente na banda lateral.
Ao unir as etapas acima descritas da MDCT e da TWD, a HBWT assume a forma
esquematizada na Figura 7.
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Figura 6 – Ilustração da decomposição de um sinal 1/𝑓 a partir da transformada wavelet
discreta
Figura 7 – Diagrama da transformada wavelet de banda harmônica
O sinal de interesse 𝑥(𝑡) é inicialmente inserido em um banco de filtros MDCT de 𝑃
canais afinados pela frequência fundamental 𝑓0 de 𝑥(𝑡). Cada canal 𝑝, composto pelo
filtro de análise 𝐻𝑝 e seu dizimador de taxa 𝑃 , codificará uma das bandas laterais do
harmônico ℎ𝑘, de forma que o canal 2𝑘 − 1 codificará a banda lateral esquerda e o canal
2𝑘 codificará a banda direita de um mesmo harmônico . O resultado de cada canal é
então analisado pela TWD que, por sua vez, codificará as bandas laterais nos
coeficientes de análise 𝑏𝑛,𝑝 e nos coeficientes de aproximação 𝑎𝑁,𝑝, separando assim os
conteúdos estocásticos e determinísticos do sinal.
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2.1.3 A transformada wavelet de banda harmônica inversa
Uma importante vantagem da HBWT é o fato dela ser composta por duas
transformadas que satisfazem os requisitos necessários para uma reconstrução perfeita
do sinal analisado, garantindo assim um sistema de análise/síntese sem perda de
informação (VAIDYANATHAN, 1993).
A transformada wavelet de banda harmônica inversa (IHBWT) é realizada pelo processo
inverso ao esquematizado na Figura 7. Os coeficientes 𝑎𝑁,𝑝 e 𝑏𝑛,𝑝 da HBWT são
primeiramente inseridos na transformada wavelet discreta inversa correspondente ao seu
canal 𝑝, de forma a se recuperar o sinal representante da banda lateral de cada
harmônico. Em seguida, se inicia a etapa da transformada cosseno discreta modificada
inversa (IMDCT).
Durante a IMDCT, o sinal é inicialmente reamostrado e interpolado a um fator 𝑃 . Tal
reamostragem é necessária para modular as bandas laterais de volta a sua frequência
original, este processo é ilustrado na Figura 8. O sinal re-modulado passa então pelos
filtros de síntese 𝐹𝑝 da MDCT e os sinais resultantes de cada canal são somados,
finalizando assim o processo de síntese da HBWT. Este processo está demonstrado na
Figura 9.
Figura 8 – Ilustração do processo de modulação da banda lateral através da reamostragem
da IMDCT
Pela eficiência do processo de análise/síntese que a HBWT fornece, tanto do ponto de
vista computacional como de codificação dos parâmetros de interesse do sinal, esta
transformada se demonstra uma interessante ferramenta não somente para codificação e
extração de parâmetros sonoros, mas também para manipulação e síntese. Tais
características justificam a escolha da HBWT para este trabalho, onde se objetiva um
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Figura 9 – Diagrama da transformada wavelet de banda harmônica inversa
estudo da extração e da modulação de descritores sonoros. A seguir, será apresenta a
técnica de codificação dos coeficientes da HBWT que compreendem a síntese aditiva
fractal.
2.2 A Síntese Aditiva Fractal
Também idealizada e concebida por Polotti e Evangelista (POLOTTI, 2003), a síntese
aditiva fractal (FAS) compreende uma eficiente forma de codificação dos coeficientes
gerados pela HBWT. Novamente inspirado pelos trabalhos de Wornell, Polotti notou
que não é necessário armazenar diretamente o conteúdo estocástico de um sinal, dado
que estes poderiam ser sintetizados através de ruídos descorrelacionados (WORNELL,
1993). A única informação necessária seria um parâmetro que codificasse o perfil 1/𝑓 de
cada banda lateral.
De forma a melhorar a fidelidade do sinal sintetizado, Polotti propôs recriar os
coeficientes wavelets 𝑏𝑛,𝑝 não mais simplesmente a partir de um sinal com correlação
nula, mas de um ruído filtrado que reproduza a fraca correlação encontrada nos
coeficientes wavelets. Tal processo é feito através de uma codificação linear preditiva
(LPC) destes coeficientes, gerando assim filtros autorregresivos (AR) que possam
transformar um ruído branco, fruto de um processo pseudo-aleatório, em um ruído que
tenha o mesmo perfil espectral encontrado nos coeficientes wavelet. A partir desta ideia,
Polotti conseguiu trazer o conceito teórico criado por Wornell para a realidade da síntese
sonora, aumentando consideravelmente a proximidade entre o sinal original e o sinal
sintetizado. Além do parâmetro que codifica o perfil 1/𝑓 , armazena-se também os
coeficientes dos filtros autoregressivos.
A codificação do perfil 1/𝑓 é feita através de uma regressão linear do logaritmo da
variância dos coeficientes 𝑏𝑛,𝑝. Seu cálculo pode ser expresso pela equação 2.8.
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𝑙𝑜𝑔2(𝑉 𝑎𝑟(𝑏𝑛,𝑝)) = 𝛾𝑝𝑛+ 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 (2.8)
Pelo fato de cada parcial harmônica ℎ𝑘 ser separado a cada dois canais consecutivos, a
informação a respeito do conteúdo determinístico se encontra separada nos coeficientes
𝑎𝑁,𝑝 de dois canais consecutivos. Visando preservar as informações de amplitude e fase,
uma forma apropriada de armazenar e unir os coeficientes 𝑎𝑁,2𝑝−1 e 𝑎𝑁,2𝑝 de um mesmo
harmônico é através da criação de um novo coeficiente complexo 𝑐𝑁,𝑘, onde a amplitude
e fase de cada componente harmônica pode ser representada e tratada
independentemente através das variáveis 𝐴𝑐(𝑘,𝑚) e 𝜑𝑐(𝑘,𝑚)
𝑐𝑁,𝑘 = 𝑎𝑁,2𝑝−1 + 𝑗𝑎𝑁,2𝑝 = 𝐴𝑐(𝑘,𝑚)𝑒𝑗𝜑𝑐(𝑘,𝑚) (2.9)
Assim obtém-se uma representação completa do sinal através do modelo determinístico,
composto pelos coeficientes de aproximação 𝑎𝑁,𝑝, integrados em 𝑐𝑁,𝑘, e do modelo
estocástico através dos coeficientes LPC e 𝛾𝑝, para cada componente harmônica do sinal.
Desta forma é possível reduzir consideravelmente a quantidade de informação necessária
para representar o trecho de sustentação de um sinal tonal. Estudos preliminares
indicaram taxas de compressão de cerca de 90% para sinais deste tipo, portanto a FAS
tem se mostrado uma interessante ferramenta tanto para compressão de sinais tonais
quanto para uma codificação direcionada a extração de parâmetros e re-síntese. Uma
representação gráfica dos processos de, respectivamente, codificação e síntese da FAS
podem ser observados nas Figuras 10 e 11.
Figura 10 – Diagrama do processo de codificação da FAS
Os detalhes de cada etapa da HBWT e da FAS serão dados a seguir, através de uma
explicação teórica da MDCT, da teoria wavalet e dos processos 1/𝑓 .
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Figura 11 – Diagrama do processo de síntese da FAS
2.3 A Transformada Cosseno Discreta Modificada
2.3.1 Origem
Na década de 1980 grandes avanços foram alcançados na área de processamento de
sinais. Dentre as diversas pesquisas e teorias que foram desenvolvidas nesse período uma
delas foi de particular importância no âmbito deste trabalho, a Transformada Cosseno
Discreta Modificada (MDCT). Fundamentada nos trabalhos de John Peter Prince e
Alan Bernard Bradley (PRINCEN; BRADLEY, 1986), a MDCT foi proposta como uma
nova forma de sistema de análise/síntese de amostragem crítica com possibilidade de
reconstrução perfeita. Até o momento da pesquisa de Princen e Bradley, todos os
sistemas de análise/síntese existentes introduziam alguma distorção no sinal durante o
processo, seja distorção em frequência, fase ou em amplitude.
2.3.2 Fundamentos
A MDCT é baseada na transformada cosseno discreta de tipo IV (DCT-IV), porém com
a propriedade adicional de cancelamento de aliasing temporal (TDAC) (PRINCEN;
BRADLEY, 1986). Esta transformada pode ser observada como um banco de filtros
pseudo-QMF de 𝑀 canais porém com a possibilidade de reconstrução perfeita, tal
propriedade pode ser atingida através de uma escolha adequada do comprimento do
filtro de análise/síntese (MALVAR, 1992).
Aliada à propriedade de reconstrução perfeita, a MDCT se consolidou como uma
poderosa ferramenta de processamento de sinais pela sua baixa complexidade de
implementação. Todos os filtros do banco que compõe a transformada podem ser
calculados a partir de um único filtro protótipo ℎ0 e de sua modulação a partir da
função cosseno. Este processo é expresso nas equações 2.10 e 2.11, sendo a primeira para
Capítulo 2. Fundamentos Teóricos 36
obter os filtros ℎ𝑝 que compõe o banco de análise e a segunda equação para obter os
filtros 𝑓𝑝 de síntese.
ℎ𝑝(𝑛) = 2ℎ0(𝑛)𝑐𝑜𝑠[
(2𝑝+ 1)𝜋
2𝑃 (𝑛−
𝑁 − 1
2 ) +
−1𝑝𝜋
4 ] (2.10)
𝑓𝑝(𝑛) = 2ℎ0(𝑛)𝑐𝑜𝑠[
(2𝑝+ 1)𝜋
2𝑃 (𝑛−
𝑁 − 1
2 )−
−1𝑝𝜋
4 ] (2.11)
Um esquema ilustrativo da MDCT é apresentado na Figura 12. Dado que o sinal
resultante do processo de filtragem possui largura de banda 𝜋/2𝑃 , este pode ser
dizimado a um fator 𝑃 a fim de atingir amostragem crítica, respeitando o teorema de
Nyquist e eliminando informação redundante (VAIDYANATHAN, 1992).
Figura 12 – Diagrama do processo de análise da MDCT
O processo de síntese ocorre de maneira similar, porém inversa. Os coeficientes 𝑦𝑝 são
primeiramente interpolados, de forma a remodulá-los, e então filtrados pelo banco de
síntese composto pelos filtros 𝑓𝑝, conforme esquematizado em 13.
Tradicionalmente, o filtro protótipo ℎ0 é projetado através da metodologia de
janelamento. Esta técnica consiste em “janelar” a resposta ao impulso de um filtro ideal
passa-baixas representado pela equação 2.12 de sua resposta frequencial.
𝐻𝑑(𝑒𝑗𝑤) =
⎧⎪⎨⎪⎩𝑒
−𝑗𝑤𝑛𝑑 , |𝑤| 6 𝑤𝑐
0, 𝑤𝑐 < |𝑤| 6 𝜋
(2.12)
A resposta ao impulso deste filtro ideal é representado pela equação 2.13. Por ter uma
duração infinita e não ser causal, este filtro não é realizável praticamente. Para tanto, a
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Figura 13 – Diagrama do processo de síntese da MDCT
metodologia de janelamento constituí em limitar os coeficientes desse filtro ideal através
de seu janelamento utilizando uma determinada função de duração finita 𝑤[𝑛].
ℎ𝑑[𝑛] =
𝑠𝑒𝑛(𝑤𝑐(𝑛− 𝑛𝑑))
𝜋(𝑛− 𝑛𝑑) , −∞ < 𝑛 <∞ (2.13)
ℎ[𝑛] = ℎ𝑑[𝑛] · 𝑤[𝑛] (2.14)
Comumente, o filtro protótipo ℎ0 é obtido a partir de uma janela senoidal, representada
pela equação 2.15, pelo fato desta função facilmente garantir a reconstrução perfeita na
MDCT a baixos custos computacionais. Porém, ao custo de algum grau de erro de
reconstrução, é possível implementar o filtro protótipo a partir de outras funções de
modo a garantir melhores respostas frequenciais, principalmente na faixa de transição
dos filtros que compõe o banco. Como será justificado na seção 3, neste trabalho
utilizou-se a função Kaiser-Bessel como base de projeto do filtro protótipo, seu cálculo é
expresso na equação 2.16.
𝑤𝑠𝑒𝑛𝑜(𝑛) = 𝑠𝑒𝑛[(𝑘 +
1
2)
𝜋
2𝑃 ] (2.15)
𝑤𝑘𝑎𝑖𝑠𝑒𝑟(𝑛) =
𝐼0(𝜋𝛼
√︁
1− ( 2𝑛
𝑁−1 − 1)2)
𝐼0(𝜋𝛼)
(2.16)
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2.4 A Teoria Wavelet
2.4.1 Origem
Ao contrario da maioria das transformadas matemáticas largamente utilizadas, a teoria
em torno da transformada wavelet (TW) não surgiu através de um único grupo de
pesquisadores, muito menos de um único pesquisador. Ao longo do século XX, diversas
pesquisas, independentes umas das outras, propuseram alternativas aos problemas
inerentes à transformada de Fourier.
Um dos primeiros relatos das ideias que culminariam na teoria wavelet está na tese de
doutoramento de Alfred Haar de 1909, intitulada “On the theory of orthogonal function
systems” (HAAR, 1910), que propôs uma função retangular como base ortogonal para
decomposição de funções mais complexas. Mais tarde, essa teoria desenvolvida por Haar
seria vista como um caso particular da transformada wavelet, e esta função retangular
seria conhecida como wavelet Haar.
A partir da década de 1930, a necessidade de analisar sinais não-estacionários finitos
resultaria em diversas pesquisas a fim de transpor os problemas da TF. Notável foi o
trabalho de Dennis Gabor publicado em 1946, onde apresentou a tranformada de
Fourier janelada (STFT), que parte do princípio de segmentar o sinal temporal em
janelas e aplicar a TF em cada janela, possibilitando assim uma análise espectral
variante no tempo (GABOR, 1947). A principal deficiência da STFT está no
janelamento temporal que, por ser fixo, não garante uma relação ideal entre resolução
frequencial e temporal para sinais de amplo espectro.
Por volta de 1970, o geofísico Jean Morlet buscava formas mais eficientes de analisar os
sinais de sonares na busca por petróleo subterrâneo. Ao se deparar com sinais compostos
tanto por sinais de curta duração e alta frequência quanto sinais longos e de baixa
frequência, as limitações da STFT se tornaram mais aparentes. Assim teve a ideia de
janelar não o sinal temporal, mas a função cosseno que, ao ser comprimida ou dilatada,
varia seu conteúdo frequencial em uma proporção inversa ao seu comprimento temporal.
Ao varrer o sinal a ser analisado por essa função cosseno em diversos níveis de
compressão e calcular o produto interno para cada deslocamento da função cosseno,
Morlet obteve uma análise mais apropriada para sinais sísmicos obtendo resultados
muito satisfatórios, porém ainda lhe faltava formalidade matemática para validar seus
resultados. Já na década de 1980, Morlet se juntou ao físico Alex Grossmann e, na busca
pela formalização desta teoria, cunharam o termo ondelette que, em francês, significa
pequena onda e se tornou a ideia central da TW. Com o passar do tempo o termo
ondelette foi anglicizado e tomou sua forma pela qual é conhecida hoje em dia, wavelet.
Em 1984 Morlet e Grossmann provaram que, matematicamente, esta nova transformada
poderia ser revertida gerando uma transformada inversa com a possibilidade de
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reconstrução perfeita, garantindo assim a validade matemática da TW.
Em 1985, o matemático Yves Meyer ficou sabendo das pesquisas de Morlet e Grossmann
e associou tais estudos com uma linha de pesquisa iniciada poucas décadas antes por
Alberto Calderón chamada “Análise Harmônica”. Meyer percebeu que ambas teorias
tratavam do mesmo assunto a partir de abordagens distintas. Ao unir as duas
abordagens o matemático verificou que a transformada desenvolvida por Morlet e
Grossmann se baseava, fundamentalmente, em uma função específica geradora de uma
base ortogonal. A parir da generalização desta função geradora, abriu-se a possibilidade
de criação de novas funções e, consequentemente, novas bases ortogonais distintas
daquela criada por Meyer alguns anos antes (DAUBECHIES, 1996).
Logo em 1986, Stéphane Mallat, que trabalhava com visão computacional e análise de
imagens, tomou contato com as pesquisas de Meyer e logo as associou com seu campo de
pesquisa. Interessado por essa nova teoria que estava surgindo, e prevendo os possíveis
avanços na área de processamento de sinais, Mallat se encontrou com Meyer e, juntos,
formalizaram os detalhes matemáticos da Análise em Multiresolução (AMR). A partir
da AMR pôde-se provar diversas características intrigantes da transformada wavelet que
ainda não tinham sido justificadas. A AMR possibilitou também que novas funções com
propriedades wavelets fossem criadas, gerando assim novas transformadas wavelets
específicas para diferentes aplicações.
De forma concomitante ao desenvolvimento da teoria wavelet, houve,
independentemente, o amadurecimento da teoria de bancos de filtros. Até que trabalhos
de Ingrid Daubechies e Mallat correlacionaram os processos de filtragem por bancos de
filtros em quadratura conjugada com as decomposições wavelet (BARBOSA, 2008). A
partir destas pesquisas, um eficiente método computacional foi desenvolvido para o
cálculo da transformada wavelet fundamentado basicamente por processos de filtragem.
Com este novo método, a aplicação da TW foi facilitada e difundida para análise,
manipulação e síntese de sinais discretos. Esta técnica ficaria conhecida como
transformada wavelet rápida.
2.4.2 A transformada wavelet contínua
A tranformada wavelet contínua (TWC) consiste na decomposição de um sinal a partir
de uma série de funções de curta duração obtidas por meio de dilatações e deslocamentos
temporais de uma mesma função protótipo, comumente chamada de wavelet mãe. Para
que uma função protótipo real possa ser efetivamente uma função wavelet, esta deve
respeitar duas premissas fundamentais (MERRY; STEINBUCH, 2005):
∙ A função Wavelet deve ser absolutamente integrável, portanto conter energia finita
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𝐸 =
∫︁ ∞
−∞
|𝜓(𝑡)|2𝑑𝑡 <∞ (2.17)
∙ A função wavelet não pode conter energia de frequência nula
∫︁ ∞
−∞
𝜓(𝑡) = 0 (2.18)
Esta última condição é uma decorrência da condição de admissibilidade, que garante a
reconstrução perfeita do sinal analisado a partir dos coeficientes obtidos no processo de
análise. 𝜓(𝑡).
Sendo 𝜓(𝑡) uma função wavelet que respeita as condições acima citadas, 𝜓(𝑡) pode gerar
uma família de funções a partir de deslocamentos e escalonamentos, conforme
demonstrado na equação 2.19. Nestas condições, a função wavelet geradora 𝜓(𝑡) é
chamada de wavelet mãe, e as funções geradas 𝜓𝑎,𝑏(𝑡) são chamadas de wavelets filhas.
𝜓𝑎,𝑏(𝑡) =
1√︁
|𝑎|
𝜓(𝑡− 𝑏
𝑎
) (2.19)
Nota-se que o parâmetro de escala 𝑎 é responsável pelo escalonamento da função
wavelet. Ao comprimir ou dilatar a função, além de variar sua duração (seu
comprimento), varia-se também sua frequência fundamental, de forma inversamente
proporcional. Quanto maior for o fator de escala 𝑎, mais baixa será sua frequência
correspondente, porém maior será o comprimento da janela (duração da função
wavelet), possibilitando análises de características mais globais do sinal. O parâmetro 𝑏
determina o deslocamento da função e é usado para que a função wavelet percorra o
sinal a ser analisado.
Ao ser calculado o produto interno entre o sinal de interesse e a função wavelet,
obtém-se um coeficiente wavelet. Ao variar os parâmetros 𝑎 e 𝑏, obtém-se uma sequência
de coeficientes, possibilitando a representação de uma função contínua 𝑓(𝑡) ∈ 𝑅𝑛 em
coeficientes 𝑊𝑓 ∈ 𝑅2𝑛. Tal característica é proporcionada pela propriedade
multidimensional da transformada wavelet, que possibilita a análise tanto temporal
quanto frequencial. O cálculo da transformada wavelet contínua é expresso na equação
2.20.
𝑊𝑓 (𝑎, 𝑏) =< 𝑓, 𝜓𝑎,𝑏 >=
1√︁
|𝑎|
∫︁ ∞
−∞
𝑓(𝑡)𝜓*(𝑡− 𝑏
𝑎
) (2.20)
Para o caso de funções wavelet complexas, é necessário utilizar seu complexo conjugado
durante o cálculo da transformada. O fator 1√|𝑎| garante a normalização da energia da
função wavelet para qualquer nível de escala.
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A partir dos coeficientes 𝑊𝑓 , o sinal original pode ser recuperado através da
transformada wavelet contínua inversa expressa pela equação 2.21. Uma condição para
que a reconstrução ocorra de forma perfeita é a constante de Calderón, 𝐶, ser finita.
Esta é a condição de admissibilidade, dada pela equação 2.22. Ψ(𝜔) é a transformada de
Fourier da função wavelet 𝜓.
𝑓(𝑡) = 1
𝐶
∫︁ ∞
−∞
∫︁ ∞
−∞
1
|𝑎|2𝑊 (𝑎, 𝑏)𝜓𝑎,𝑏 𝑑𝑎 𝑑𝑏 (2.21)
𝐶 =
∫︁ ∞
−∞
|Ψ(𝜔)|2
𝜔
𝑑𝜔 (2.22)
Ao contrário da grande maioria das transformadas matemáticas aplicadas a
processamento de sinais, incluindo a TF, a TW não se fundamenta em uma única
função base, mas apenas especifica as características que essas funções devem ter, e isso
possibilita que novas bases sejam criadas conforme novas necessidades apareçam. Na
Figura 14 vemos algumas funções wavelets criadas com diferentes objetivos e para
diferentes aplicações.
Figura 14 – Algumas funções wavelets
2.4.3 Multiresolução
Uma importante característica da teoria wavelet é a multiresolução (BURRUS et al.,
1998). Considerando uma função 𝜙(𝑡) ∈ 𝐿2(R) arbitrária, que será chamada de função
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escala, e 𝑉0 o subespaço gerado pelo conjunto das funções escala 𝜙(𝑡− 𝑘), pode-se obter
uma série de funções 𝑓0(𝑡) ∈ 𝑉0 através da expansão 2.23
𝑓0(𝑡) =
∑︁
𝑘
𝑎𝑘𝜙(𝑡− 𝑘) (2.23)
A partir de uma mudança de escala da função 𝜙(𝑡), expressa por 𝜙(2𝑡− 𝑘), obtém-se um
novo subespaço 𝑉1 que compreende todas as funções 𝑓1(𝑡) ∈ 𝑉1 expressas pela equação
2.24
𝑓1(𝑡) =
∑︁
𝑘
𝑎𝑘𝜙(2𝑡− 𝑘) (2.24)
Pode se notar que as funções compreendidas por 𝑉0 podem ser também obtidas pela
equação 2.24, o que significa que o subespaço 𝑉1 compreende o subespaço 𝑉0. Este
mesmo processo pode ser feito para sucessivos graus de refinamento da função escala,
dada por 𝜙(2𝑗𝑡), contemplando assim sucessivos subespaços 𝑉𝑗 aninhados.
...𝑉−2 ⊂ 𝑉−1 ⊂ 𝑉0 ⊂ 𝑉1 ⊂ 𝑉2... ⊂ 𝐿2 (2.25)
Este aninhamento de subespaços requer que as funções de escala em graus mais
grosseiros de refinamento possam sempre ser obtidas através das mesmas funções em
graus mais finos, de forma a contemplar todo o espaço 𝐿2 de funções quadrado
integráveis. Obtém-se assim a equação de análise multiresolução 2.26.
𝜙(𝑡) =
∑︁
𝑘
(ℎ0(𝑛)
√
2)𝜙(2𝑡− 𝑛), 𝑛 ∈ Z (2.26)
Na teoria wavelet, ao invés de descrevermos a relação entre subespaços somente a partir
da função 𝜙(𝑡), e suas variações através do fator de escala 𝑗 e seus subespaços 𝑉𝑗, é mais
interessante utilizarmos uma função 𝜓(𝑡) que descreva a diferença entre os subespaços
de diferentes níveis de escala. Sendo 𝑊0 um subespaço, ortogonal a 𝑉0, representado por
essa nova função, este pode ser definido por:
𝑉1 = 𝑉0 ⊕𝑊0 (2.27)
e consequentemente,
𝑉2 = 𝑉0 ⊕𝑊0 ⊕𝑊1. (2.28)
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onde ⊕ representa a soma direta dos conjuntos. Em um formato genérico, esta relação
assume a forma
𝐿2 = 𝑉𝑛 ⊕𝑊𝑛 ⊕𝑊𝑛+1 ⊕𝑊𝑛+2 ⊕ ... (2.29)
As funções 𝜓(𝑡) e 𝜙(𝑡) podem ser relacionadas pela equação 2.30 e, sendo elas
ortogonais, os conjuntos ℎ1 e ℎ0 de coeficientes finitos satisfazem a relação dada pela
equação 2.31, sendo 𝑁 o comprimento dos conjuntos ℎ1 e ℎ0.
𝜓(𝑡) =
∑︁
𝑛
ℎ1
√
2𝜙(2𝑡− 𝑛), 𝑛 ∈ Z (2.30)
ℎ1(𝑛) = (−1)𝑛ℎ0(𝑁 − 1− 𝑛) (2.31)
A partir da função 𝜓(𝑡), obtida pela equação 2.30, podemos gerar uma série de
expansões dessa função pelo formato
𝜓𝑗,𝑘(𝑡) = 2𝑗/2𝜓(2𝑗𝑡− 𝑘), 𝑗, 𝑘 ∈ Z (2.32)
análogo ao apresentado na equação 2.19, sendo que agora o fator de escala é dado por 2𝑗
e o fator de deslocamento é dado por 2−𝑗𝑘. O fator 2 𝑗2 fornece a normalização para
qualquer grau de escala.
2.4.4 A transformada wavelet discreta
A partir da função wavelet 𝜓𝑗,𝑘(𝑡), da função de escala 𝜙(𝑡) e dos fatores de escala e
deslocamento 𝑗 e 𝑘, agora discretos, podemos definir a transformada wavelet discreta
(TWD) como a decomposição de um sinal 𝑔(𝑡) em coeficientes wavelet discretos 𝑐𝑗0,𝑘 e
𝑑𝑗,𝑘.
𝑔(𝑡) =
∑︁
𝑘
𝑐𝑗0(𝑘)𝜙𝑗0,𝑘(𝑡) +
∑︁
𝑘
∑︁
𝑗
𝑑𝑗(𝑘)𝜓𝑗,𝑘(𝑡) (2.33)
De forma que os coeficientes possam ser obtidos através do produto interno entre o sinal
𝑔(𝑡) e as funções 𝜓𝑗,𝑘(𝑡) e 𝜙𝑗,𝑘(𝑡).
𝑐𝑗(𝑘) =< 𝑔(𝑡), 𝜙𝑗,𝑘 >=
∫︁
𝑔(𝑡)𝜙𝑗,𝑘(𝑡)𝑑𝑡 (2.34)
𝑑𝑗(𝑘) =< 𝑔(𝑡), 𝜓𝑗,𝑘 >=
∫︁
𝑔(𝑡)𝜓𝑗,𝑘(𝑡)𝑑𝑡 (2.35)
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Ao combinarmos as equações 2.34 e 2.35 e a condição de ortogonalidade entre as funções
𝜙(𝑡) e 𝜓(𝑡), é possível deduzir as relações
𝑐𝑗(𝑘) =
∑︁
𝑚
ℎ0(𝑚− 2𝑘)𝑐𝑗+1 (2.36)
𝑑𝑗(𝑘) =
∑︁
𝑚
ℎ1(𝑚− 2𝑘)𝑐𝑗+1. (2.37)
Como pode-se observar, é possível extrair tanto os coeficientes 𝑐𝑗 quanto 𝑑𝑗 a partir
somente de coeficientes 𝑐𝑗+1 e das sequências ℎ0 e ℎ1.
Uma característica importante se dá no fato de que, para altos níveis de escala, a função
𝜙𝑗,𝑘(𝑡) se aproxima da função delta de Dirac, fazendo com que os coeficientes 𝑐𝑗 se
aproximem das amostras do próprio sinal 𝑔(𝑡). Aliando essa propriedade com as
equações 2.36 e 2.37, pode-se chegar a conclusão de que todos os coeficientes 𝑐𝑗 e 𝑑𝑗
podem ser obtidos somente através das sequências ℎ0 e ℎ1 e das amostras do sinal 𝑔(𝑡).
Assim a TWD pode ser obtida simplesmente pela convolução entre o sinal de interesse
em sua forma discreta e as sequências ℎ0 e ℎ1.
Sob o ponto de vista de processamento de sinais, a convolução entre um sinal e uma
sequência finita pode ser enxergada como um processo de filtragem, onde essa sequência
representa a resposta ao impulso de um filtro.
Essa abordagem possibilita implementar a TWD como um processo de sucessivas
filtragens diádicas, possibilitando um cálculo eficiente e prático de baixa complexidade
algorítmica. Este processo está esquematizado na Figura 15 e a resposta em frequência
dos filtros ℎ0 e ℎ1, para uma determinada função wavelet, estão esquematizados na
Figura 16. Nota-se que os filtros resultantes das sequências ℎ0 e ℎ1 são, respectivamente,
filtros passa-baixas e passa-altas, de forma que o espectro resultante dos níveis interiores
é sempre dividido em 2 pelos filtros ℎ0 e ℎ1. Uma representação gráfica da resposta em
frequência dos filtros deste processo é dada na Figura 17.
Figura 15 – Diagrama de realização da transformada wavelet discreta a partir de bancos
de filtros
Nota-se que, de forma análoga ao visto na TWC, níveis menos profundos da
transformada são dados por menor quantidade de filtragem e consequentemente de
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Figura 16 – Exemplo da resposta em frequência de dois filtros QMF
Figura 17 – Exemplo da resposta em frequência dos filtros finais de uma transformada
wavelet com cinco níveis de profundidade
dizimações, portanto fornecem melhor localização temporal e faixas frequenciais mais
largas. Já resoluções mais baixas são obtidas em níveis mais profundos, ocasionadas por
sucessivas filtragens, resultando em melhor localização frequencial em detrimento da
localização temporal. Tal característica faz com que a relação entre a frequência central
dos filtros ℎ0 e ℎ1 e sua largura de banda de passagem se mantenha aproximadamente
constante. Esta relação é chamada de fator 𝑄. Ao manter o 𝑄 constante, a largura dos
filtros cresce dos níveis mais baixos aos mais altos. É fundamentada nesta característica
que a TWD se torna uma boa ferramenta para análise de sinais com perfil 1/𝑓 ,
conforme foi observado por Wornell (1993).
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2.5 O Ruído 1/𝑓 pseudo-periódico
Desde sua primeira observação, em meados da década de 1920, por John Bertrand
Johnson, em seus estudos sobre ruídos nas válvulas termoiônicas (JOHNSON, 1925), o
ruído de perfil 1/𝑓 têm intrigado muitos pesquisadores ao ser encontrado nas mais
diversas áreas, como por exemplo: eletrônica (JOHNSON, 1925), biologia (MUSHA;
YAMAMOTO, 1997), astrofísica (PRESS, 1978), psicologia (ORDEN et al., 2005),
economia (BAILLIE, 1996) e música (VOSS; CLARKE, 1978). Este tipo específico de
ruído se refere aos processos estocásticos que possuem densidade espectral 𝑆(𝑓) definida
pela equação 2.38. São processos onde os valores atuais são influenciados por valores
passados, geralmente a partir de uma memória de longo prazo.
𝑆(𝑓) = 𝑐𝑡𝑒|𝑓 |𝛼 (2.38)
O expoente 𝛼 determina o quão dependente os valores atuais são dos valores passados, e
este índice costuma se encontrar na faixa 0.5 < 𝛼 < 1.5 (WARD; GREENWOOD,
2007). Diferentemente do ruído branco, que não possui correlação temporal alguma, e do
movimento Browniano, o ruído de perfil 1/𝑓 não pode ser gerado por simples equações
diferenciais lineares estocásticas. Até o momento nenhuma explicação generalizada foi
reconhecida sobre a razão física deste intrigante fenômeno aparentemente onipresente.
Na Figura 18 são demonstrados alguns exemplos do aparecimento do ruído 1/𝑓 em
diversas áreas.
Uma propriedade importante do ruído 1/𝑓 é ele ser estatisticamente auto-similar, ou
seja, considerando o ruído 1/𝑓 um processo aleatório 𝑥(𝑡), ele satisfaz a condição dada
pela equação 2.39.
𝑥(𝑡) =𝑝 𝑎−𝐻𝑥(𝑎𝑡) (2.39)
Nesta equação acima, 𝑎 representa qualquer número real, 𝐻 o expoente Hurst, que
determina o grau de homogeneidade do processo e =𝑝 representa a identidade no sentido
estatístico. Sendo 𝑥(𝑡) um processo estacionário em sentido amplo com espectro de
potência dado pela equação 2.38, sua autocorrelação pode ser dada pela equação 2.40.
𝑅𝑥(𝜏) = 𝑎−2𝐻𝑅𝑥(𝑎𝜏) ∀𝑎 ∈ R (2.40)
Curiosamente, a condição dada na equação 2.39 é justamente a definição de processos
fractais. Portanto o ruído 1/𝑓 pode ser observado como um processo fractal. Apesar da
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Figura 18 – Cada curva são ilustrações baseadas nos dados fornecidos por cada fonte
indicada. Marcas adjacentes no eixo horizontal representam salto de uma
década de frequência. Imagem extraída de <http://www.scholarpedia.org/
article/1/f_noise>
teoria envolvendo esses dois fenômenos terem se desenvolvido de forma independente
durante vários anos, as semelhanças entre eles pode justificar o fato de que ambos
aparentam reger inúmeros fenômenos não somente naturais como gerados
conscientemente pelo homem.
2.5.1 O expoente Hurst e a dimensão fractal
Todo processo fractal pode ser definido pela sua dimensão fractal 𝐷. Esta medida indica
o nível de complexidade de uma superfície fractal através da razão entre a variação do
detalhe e a variação na escala. A dimensão fractal esta relacionado com o expoente
Hurst de acordo com a equação 2.41 portando, este pode ser observado tanto como uma
medida da homogeneidade de uma superfície como uma medida de sua
auto-similaridade.
𝐷 = 2−𝐻 (2.41)
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Um processo 𝑥(𝑡) que possui perfil 1/𝑓 , quando filtrado por um filtro passa-banda 𝐵(𝜔)
que tenha uma resposta em frequência como definida pela equação 2.42, para qualquer
0 < 𝜔𝐿 < 𝜔𝑈 <∞, gera um novo processo estocástico 𝑦(𝑡) estacionário em sentido amplo
de variância finita e potência espectral 𝑆𝑦(𝜔), conforme definido pela equação 2.43.
𝐵(𝜔) =
⎧⎪⎨⎪⎩1, 𝜔𝐿 < |𝜔| < 𝜔𝑈0, caso contrário (2.42)
𝑆𝑦(𝜔 =
⎧⎪⎨⎪⎩𝜎
2/|𝜔|𝛾, 𝜔𝐿 < |𝜔| < 𝜔𝑈
0, caso contrário
(2.43)
Onde o parâmetro 𝛾 se relaciona com o expoente Hurst através de 𝛾 = 2𝐻 + 1 e
determina a autosimilaridade do processo. Considerando o caso particular das bandas
laterais dos harmônicos aqui estudado, este parâmetro determina o nível de decaimento
do conteúdo estocástico dos harmônicos e consequentemente sua energia.
2.6 Descritores Sonoros
Nas últimas décadas, observou-se um aumento considerável na capacidade de
armazenamento de informação dos dispositivos digitais. Com este fenômeno, surgiram
enormes repositórios de informação digitalizada, porém isto resultou em um novo
problema: como organizar esta vasta quantidade de informação de forma a garantir fácil
acesso a conteúdos específicos? Para transpor este problema, diversas técnicas de análise
e classificação automatizada de informação foram desenvolvidas. Com o áudio não foi
diferente.
Ao final da década de 1990, estas técnicas de análise e classificação se consolidaram na
ciência multidisciplinar conhecida como recuperação de informação musical (MIR)
(FINGERHUT, 2004). Os descritores sonoros são uma importante ferramenta da MIR,
dado que se constituem em conjuntos de informações passíveis de serem extraídas
automaticamente de sinais de áudio e possibilitam descrever e quantizar diversas
características de forma objetiva. São os descritores sonoros que fornecem as
informações necessárias para catalogar e diferenciar conteúdos de áudio digital.
Grandes esforços têm sido feitos para criação de novos descritores a fim de tornar
possível a quantificação dos mais diversos aspectos dos sinais de áudio. Atualmente
existe uma vasta gama de descritores sonoros desenvolvidos; uma extensa lista
categorizada destes descritores foi feita por Geoffroy Peeters durante o projeto
CUIDADO (PEETERS, 2004), que buscou expandir a padronização do uso dos
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descritores feita pelo Moving Picture Experts Group através do padrão MPEG-7 (KIM
et al., 2005).
Ao selecionar um determinado conjunto de descritores, é possivel extrair parâmetros
suficientes que possibilite a uma máquina o reconhecimento automático de instrumentos
musicais (PARK, 2004).
Com o objetivo de compreender melhor o fenômeno do timbre, encontrou-se nos
descritores uma interessante ferramenta pela sua capacidade de parametrizar e
quantificar características de sinais musicais que podem ser correlacionadas a aspectos
timbrísticos.
Os descritores de áudio podem ser divididos em dois principais grupos: descritores
temporais e descritores espectrais. Descritores temporais têm como objetivo avaliar
aspectos do desenvolvimento temporal de um sinal, ou seja, observar como um sinal se
comporta ao longo do tempo. Já os descritores espectrais buscam avaliar o sinal no
domínio da frequência, como por exemplo avaliar a relação de amplitude entre os
harmônicos.
Mesmo sabendo da importância do desenvolvimento temporal no reconhecimento e
identificação timbral, este trabalho irá se focar nos descritores espectrais. Tal decisão foi
tomada com o objetivo de reduzir a complexidade da pesquisa realizada. Com isso, as
amostras sonoras que serão utilizadas são compostas apenas pelo trecho de sustentação
dos sinais, garantindo que não haja variações temporais significativas.
Para esta pesquisa, foram selecionados ao todo seis descritores sonoros, sendo quatro
deles já tradicionais pela literatura e dois deles propostos e desenvolvidos neste trabalho.
Os descritores tradicionais são: centroide espectral, espalhamento espectral, razão entre
harmônicos impares e pares e tristimulus. Os novos descritores aqui propostos se baseiam
em elementos exclusivos da HBWT e da FAS e buscam uma melhor compreensão das
componentes estocásticas. Nota-se um baixo enfoque da literatura tradicional no estudo
da componente estocástica dos sinais musicais. Para suprir esta demanda, foram
desenvolvidos o expoente Hurst de banda harmônica médio (EHM) e o coeficiente de
correlação de banda harmônica (CCBH). O EHM foi baseado no expoente Hurst de
banda harmônica (EHBH), proposto por Aldo Díaz (DÍAZ, 2015) e pretende avaliar o
perfil de decaimento das bandas laterais de cada harmônico, esta medida tem como
objetivo avaliar o nível de pseudo-harmonicidade dos sinais. O CCBH pretende avaliar o
nível de autossimilaridade dos coeficientes wavelet que compõem as componentes
estocásticas do sinal e seria uma medida da estocasticidade destes coeficientes.
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2.6.1 O centroide espectral
O centroide espectral (CE) é utilizado para caracterizar a envoltória do espectro do
sinal. Seu cálculo se baseia na busca por uma frequência média do sinal ponderada pela
amplitude de cada componente espectral. Este descritor é análogo ao primeiro momento
estatístico de uma dada função densidade de probabilidade. Estabelece-se assim uma
analogia entre uma densidade espectral e uma densidade de probabilidade (PEETERS,
2004) que possibilita caracterizar o centroide espectral como o primeiro momento
estatístico espectral. Tradicionalmente o cálculo do centroide espectral é feito através da
STFT. Recentemente novas propostas foram feitas para calcular o descritor a partir de
outras transformadas, como a wavelet packet (ROQUE; MENDES, 2013). O cálculo do
centroide espectral está expresso na fórmula 2.44. Onde 𝑥(𝑛) representa a potência
espectral associada ao índice 𝑛 da TF e 𝑓(𝑛) a respectiva frequência para este índice.
𝐶𝐸 =
∑︀𝑁
𝑛=1 𝑓(𝑛)𝑥(𝑛)∑︀𝑁
𝑛=1 𝑥(𝑛)
(2.44)
Pelo fato da grande maioria dos sinais de áudio ter energia concentrada em baixas
frequências, o centroide espectral se torna uma boa medida da presença significativa de
harmônicos de ordem elevada no sinal analisado, o que está diretamente ligado à
sensação de brilho em um som. Quanto mais intensa for a presença destes harmônicos de
alta ordem, maior será a medida do centroide espectral e resultará em sensações mais
“brilhantes” deste som quando escutado (GREY; GORDON, 05/1978).
2.6.2 O espalhamento espectral
O espalhamento espectral (EE) é a medida de quão concentrado o espectro se encontra
ao redor do CE. Quanto mais dispersa estiver a energia ao longo do espectro, maior será
o valor deste descritor. Juntamente com o CE, o EE representa um dos descritores mais
importantes para descrever o perfil espectral de um sinal.
Segundo Peeters (2004), o cálculo do EE é feito a partir da variância do CE, assumindo
assim o segundo momento espectral. Neste trabalho, o cálculo do EE foi realizado a
partir do desvio padrão conforme proposto em “MPEG-7 Audio and Beyond: Audio
Content Indexing and Retrieval” por Kim et al. (2005). Neste formato o cálculo do EE
assume a forma apresentada pela equação 2.45, sendo 𝑥(𝑛) e 𝑓(𝑛) os mesmos índices
apresentados na equação 2.44 e CE o valor do centroide espectral.
𝐸𝐸 =
⎯⎸⎸⎷∑︀𝑁𝑛=1(𝑓(𝑛)− 𝐶𝐸)2𝑥(𝑛)∑︀𝑁
𝑛=1 𝑥(𝑛)
(2.45)
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2.6.3 A razão entre a energia dos harmônicos ímpares e pares
A razão entre a energia dos harmônicos ímpares e pares (RHIP) busca medir a
proporção entre a energia do sinal contida nos harmônicos ímpares com relação aos
harmônicos pares. Seu cálculo é dado pela equação 2.46 (PEETERS, 2004).
𝑅𝐻𝐼𝑃 =
∑︀
𝑛=2:2:𝐻 𝑎
2(ℎ)∑︀
𝑛=1:2:𝐻 𝑎2(ℎ)
(2.46)
A importância desse descritor se dá no fato de que a física de certos instrumentos
favorecem o cancelamento de harmônicos pares, em especial aerofones de tubo
aberto-fechado, como é o caso do clarinete (HENRIQUE, 2009). Outro caso típico do
efeito da relação entre os harmônicos ímpares e pares no timbre são os amplificadores de
guitarra elétrica. Devido a suas características não-lineares, estes equipamentos
introduzem distorções harmônicas ao sinal original que são, muitas vezes, apreciadas e
utilizadas como elemento expressivo. Porém diferentes topologias de amplificadores
costumam resultar em diferentes funções de transferência e, consequentemente,
distorções distintas. Amplificadores que operam em classe AB tendem a ter uma função
de transferência ímpar, o que resulta em um cancelamento dos harmônicos pares
(LÄHDEVAARA, 2012), fornecendo uma distorção harmônica bem característica e
muitas vezes desejada.
2.6.4 O expoente Hurst de banda harmônica
Extraído da matemática estatística, o expoente Hurst caracteriza o grau de
auto-similaridade de um processo, é uma medida de autocorrelação e persistência de
seus valores. Tal medida surgiu a partir dos estudos de Harold Edwin Hurst na
estimação do volume ideal de reservatórios de água no rio Nilo (HURST; DIVISION,
1950) porém, alguns anos mais tarde, foi expandido para as mais diversas áreas que
envolvem estudos estatísticos de processos de memória de longo prazo pelo matemático
polonês Benoit Mandelbrot.
Mandelbrot, em seus estudos sobre fractais, observou na metodologia que Hurst
desenvolveu, uma potencial ferramenta para analisar processos de memórias de longo
termo, inicialmente aplicando tais conceitos no mercado financeiro e em geometrias
fractais. Posteriormente expandiu seus estudos para diversas áreas que apresentam
movimentos Brownianos. O movimento fracional Browniano (mfB) é uma generalização
do movimento Browniano (MöRTERS; PERES, 2010), onde os incrementos possuem
uma determinada dependência. Em processos regidos pelo mfB, a medida da
interdependência entre valores futuros e passados é dada pelo expoente Hurst, que pode
ser extraído a partir da densidade espectral do processo Browniano conforme
apresentado nas equações 2.47 e 2.48.
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𝑆𝑚𝑓𝐵(𝜔) =
1
|𝜔|𝛾 (2.47)
𝛾 = 2𝐻 + 1 (2.48)
Como pode-se notar, o comportamento das bandas laterais dos harmônicos presentes em
sinais pseudo-periódicos se assemelham ao espectro de processos mfB, e o expoente
Hurst pode ser utilizado para caracterizar o perfil das bandas laterais dos harmônicos
como uma forma de medida de sua pseudo-periodicidade. A partir de tais observações, a
utilização do expoente Hurst para caracterização de instrumentos musicais foi
recentemente introduzida por Aldo André Díaz Salazar a partir do expoente Hurst de
banda hamônica (EHBH) (DÍAZ; MENDES, 2015). A partir da codificação da FAS,
apresentada na seção 2.2, o EHBH é calculado a partir do parâmetro 𝛾𝑝 (apresentado na
equação 2.8) e da equação 2.49.
𝐻𝑝 =
𝛾𝑝 − 1
2 (2.49)
O EHBH define um valor do descritor para cada canal da transformada HBWT, tal
medida fornece uma interessante informação de como o EHBH varia ao longo dos
harmônicos de um determinado sinal. Porém, no âmbito deste trabalho, são de interesse
descritores unidimensionais, em que um único valor possa caracterizar o sinal como um
todo.
Para isso, define-se aqui uma variação do EHBH a partir de seu valor médio ao longo
dos canais 𝑝, o expoente Hurst de banda harmônica médio (EHM), calculado a partir do
valor médio de 𝛾𝑝 conforme a equação 2.50.
𝐻𝑝 =
𝛾 − 1
2 (2.50)
Através de experimentos, constatou-se que harmônicos com baixa energia possuem
tendências a apresentar valores de 𝛾 próximos a zero na medida que sua energia se
aproxima da energia do ruído de fundo. Tal efeito tende a trazer o valor médio de 𝛾 para
baixo dos valores esperados, causando uma distorção na medida do descritor ?¯?. Este
problema foi solucionado pela inclusão de um expoente em 𝛾𝑝 no cálculo de 𝛾, reduzindo
o peso dos 𝛾 relacionados a harmônicos de baixa energia, conforme dado pela equação
2.51. O valor desta ponderação foi obtido empiricamente através de testes e medidas,
resultando no valor 1, 2 do expoente de 𝛾𝑝 .
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𝛾 = 1
𝑃
𝑃∑︁
𝑝=0
𝛾1,2𝑝 , (2.51)
2.6.5 O coeficiente de correlação de banda harmônica
Conforme exposto nas seções 2.1.2 e 2.2, a HBWT se fundamenta na ideia proposta por
Wornell de que a transformada wavelet é capaz de sintetizar sinais com perfil 1/𝑓 a
partir de coeficientes descorrelacionados. Porém, conforme observado por Polotti e
Evangelista, tais coeficientes estocásticos da HBWT não possuem uma correlação nula,
mas sim uma baixa correlação que deve ser preservada. A partir da consideração de que
estes coeficientes se comportam como uma série temporal modelável por filtros
autoregressivo, estes são analisados por um processo de codificação linear preditiva
(LPC) capaz de gerar os coeficientes do filtro autoregressivo.
No âmbito da estatística descritiva, os conceitos de regressão e correlação formam
importantes ferramentas de análise de dados, pois possibilitam a extração de
informações importantes a respeito de séries temporais estocásticas.
O coeficiente de correlação de banda harmônica (CCBH) baseia-se no cálculo do
coeficiente de correlação dos coeficientes estocásticos da HBWT e pretende fornecer
indícios do nível de estocasticidade destes coeficientes.
Considerando os coeficientes estocásticos como uma série temporal 𝑋𝑡, mede-se a
covariância destes coeficientes com eles próprios defasados por um fator 𝑛 e
normalizados por sua variância, obtendo o coeficiente de correlação 𝜌𝑛, conforme
expresso pela equação 2.52.
𝜌𝑛 =
𝐶𝑜𝑣(𝑋𝑡, 𝑋𝑡+𝑛)
𝜎2
(2.52)
O conceito do coeficiente de correlação representa um escalonamento da covariância de
uma série temporal entre −1 e 1, sendo que valores mais próximos a zero indicam uma
baixa correlação entre seus elementos e valores negativos indicam uma correlação
negativa (FRANCO, ). A partir deste coeficiente, pode-se obter informações a respeito
do nível de auto-dependência dos coeficientes estocásticos pela persistência da correlação
para deslocamentos 𝑛 não nulos.
Nota-se que para o caso de um sinal completamente descorrelacionado, o valor deste
coeficiente de correlação é, teoricamente, nulo para qualquer deslocamento. Para o caso
dos coeficientes estocásticos da HBWT, pode-se observar que o coeficiente de correlação
não é nulo, indicando algum nível de interdependência de seus elementos. Observa-se
também que, ao longo de diversos valores de 𝑛, os valores do coeficiente de correlação
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assumem um perfil típico de séries de modelos autoregressivos, decaindo
exponencialmente com o caráter de uma senoide amortecida.
Detalhes da realização do CCBH serão apresentados na seção3.
2.6.6 O tristimulus
O tristimulus auditivo foi desenvolvido como um análogo ao funcionamento da visão,
onde somente três cores primárias são combinadas de forma a gerar qualquer cor do
espectro visual. No universo sonoro, este descritor foi proposto por Pollard e Jansson
(1982) onde as componentes harmônicas são agrupadas em três grupo:
∙ A fundamental
∙ Os harmônicos dois, três e quatro
∙ Todos os outros harmônicos a partir do quinto
Ao medir a proporção de energia entre cada um desses grupos com relação a energia
espectral total, se tem uma importante descrição da sensação auditiva desse som. O
cálculo do tristimulus está representado pelas equações 2.53, 2.54 e 2.55, onde são
calculadas as proporções para, respectivamente, o primeiro, segundo e terceiro grupo de
harmônicos, sendo 𝑎(𝑘) a amplitude do harmônico de índice 𝑘.
𝑡𝑟1 = 𝑎(1)∑︀𝐾
𝑘=1 𝑎(𝑘)
(2.53)
𝑡𝑟2 =
∑︀4
2 𝑎(𝑘)∑︀𝐾
𝑘=1 𝑎(𝑘)
(2.54)
𝑡𝑟3 =
∑︀𝐾
5 𝑎(𝑘)∑︀𝐾
𝑘=1 𝑎(𝑘)
(2.55)
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3 Metodologia
3.1 Introdução
Este capítulo fornecerá detalhes do sistema implementado neste trabalho.
A seção 3.2 introduzirá o modelo proposto, contextualizando-o perante pesquisas
similares e justificando a escolha das técnicas e dos descritores sonoros adotados.
Em sequência, a seção 3.4 abordará os detalhes da implementação realizada para a
HBWT e para a FAS, juntamente com a apresentação de alguns resultados que
comprovam a funcionalidade da realização feita.
A seção 3.5 abordará o método de implementação das técnicas de extração e modulação
dos descritores sonoros a partir dos parâmetros da FAS.
A última seção deste capítulo, seção 3.3, irá definir a metodologia adotada para avaliar
os resultados obtidos acerca da extração e da modulação destes descritores.
3.2 Descrição do modelo proposto
Na busca por novas técnicas de síntese sonora baseada na modulação de descritores
sonoros, encontrou-se na HBWT e na FAS uma boa base para, não somente a extração
dos parâmetros de diversos descritores sonoros, mas também para alterar tais
parâmetros de forma controlada e recriar sons com novas características timbrais. Tal
característica decorre do fato da FAS conseguir codificar sinais tonais com uma
quantidade mínima de parâmetros, facilitando a possível manipulação de seus elementos
e, consequentemente, das características sonoras do sinal codificado.
Um dos problemas ainda não completamente solucionados no campo da síntese sonora é
a questão do mapeamento entre os parâmetros de controle e o resultado sonoro (HUNT;
KIRK, 2000). Somente nas últimas décadas, com uma maior integração entre a
eletroacústica e a teoria da informação, novos conceitos de síntese sonora puderam ser
desenvolvidos de forma a fornecer ao usuário um mais alto nível de abstração nos
parâmetros de controle. Desta forma, o usuário não precisa se preocupar com aspectos
técnicos da síntese e é capaz de ter um controle mais direto sobre características
perceptuais do som. As técnicas mais usuais de síntese sonora se baseiam na
manipulação direta de parâmetros de baixo nível, como frequência de osciladores e
faixas de corte e ressonância de filtros, técnicas que dificilmente fornecem uma
experiência amigável e uma clara previsibilidade dos resultados ao usuário.
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Como forma de auxiliar o desenvolvimento de novas técnicas de síntese sonora,
fundamentadas na manipulação de aspectos de alto nível de abstração, objetivou-se
neste trabalho o estudo da relação entre certos parâmetros sonoros, extraídos a partir
dos descritores, e o timbre de instrumentos musicais, idealizando-se assim um sistema de
análise/manipulação/síntese composto por cinco etapas, esquematizadas a seguir:
1. Análise da amostra de um som tonal de referência
2. Extração de descritores sonoros desta amostra
3. Definição de novos valores para os descritores
4. Alteração dos parâmetros sonoros
5. Re-síntese
Inicialmente o sinal é analisado e, a partir da codificação FAS, são extraídos parâmetros
perceptuais através de descritores sonoros. Em sequência, o usuário define valores de
modulação para cada descritor a fim de modificá-los e alterar as características timbrais
que lhe interessar. O algoritmo se encarrega de alterar o som codificado a partir dos
parâmetros de modulação e, por último, o som é re-sintetizado com estas novas
características. Este processo completo de análise/manipulação/síntese está
esquematizado na Figura 19.
Figura 19 – Diagrama de blocos do sistema completo de análise/manipulação/síntese
A partir deste modelo apresentado acima, pode-se imaginar um sistema composto por
uma grande variedade de descritores sonoros capaz de descrever todo o desenvolvimento
temporal e espectral do sinal. Uma questão de fundamental importância neste sistema
hipotético seria: até que ponto uma maior capacidade de descrição sonora leva a uma
maior liberdade de manipulação timbral? Devido a alta complexidade deste sistema,
optou-se neste trabalho a se limitar somente a manipulação de alguns descritores, a fim
de iniciar e incentivar pesquisas futuras nesta direção. Mesmo reconhecendo a
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importância dos descritores temporal na composição do timbre, este trabalho irá tratar
somente dos descritores espectrais.
Como incentivo a futuras pesquisas, a partir dos resultados apresentados por Polotti
acerca da detecção de transientes a partir da FAS (POLOTTI, 2003), estima-se que
descritores temporais possam ser facilmente extraídos e manipulados a partir desta
técnica.
Para uma representação mínima e suficiente dos aspectos espectrais determinísticos do
sinal, decidiu-se por escolher ao menos um descritor que pudesse fornecer informações a
respeito da envoltória espectral e um para a proporção entre harmônicos ímpares e
pares. Para isto, foram escolhidos os descritores centroide espectral (CE) e o razão entre
a energia dos harmônicos impares e pares (RHIP). Como complemento a esses dois
descritores, foram incluídos os descritores espalhamento espectral (EE) e tristimulus
(TR).
Com relação às componentes estocásticas, a literatura tradicional apresenta poucas
pesquisas voltadas a parametrização e codificação destas componentes em sinais tonais.
Porém, especula-se que é justamente nas imperfeições dos sinais, apresentadas pelo
conteúdo estocástico, que se encontram as características que garantem a naturalidade
do som. Exemplo disto é dado pela pseudo-periodicidade dos sinais naturais, que pode
ser observada através da existência de bandas laterais em torno dos harmônicos. Para
contemplar esta demanda de compreensão a respeito das componentes estocásticas, dois
novos descritores são propostos neste trabalho.
A partir da codificação FAS, dois elementos foram considerados fundamentais para a
representação das componentes estocásticas.
Uma delas é o coeficiente 𝛾𝑝 que codifica o decaimento da banda lateral 𝑝. Como uma
forma de representar este elemento, Díaz (2015) propôs o descritor EHBH a partir da
relação de 𝛾 com o expoente Hurst, de fenômenos auto-similares. Neste trabalho é
proposto uma variação do EHBH a partir do valor médio de 𝛾 com o objetivo de obter
uma medida unidimensional para o sinal como um todo.
Outro elemento de grande importância para a representação das componentes
estocásticas são os coeficientes da análise LPC, que codificam os coeficientes estocásticos
wavelets. Sem esta análise, o processo de síntese da FAS ocorre com coeficientes
genéricos descorrelacionados, o que não garante uma boa fidelidade ao resultado sonoro
das componentes estocásticas. Para isto, a análise LPC fornece os coeficientes de um
filtro AR capaz de “colorir” coeficientes descorrelacionados ao processo de síntese,
garantindo assim uma grande semelhança ao perfil espectral e correlação com os
coeficientes originalmente extraídos pela HBWT.
Como uma forma de mensurar o nível de correlação entre os coeficientes wavelets
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utilizados na síntese, é proposto neste trabalho um novo descritor baseado na medida da
autocorrelação destes coeficientes. Este descritor foi batizado de coeficiente de correlação
de banda harmônica (CCBH).
Uma conceituação teórica de todos os descritores adotados neste trabalho é dada na
seção 2.6. Detalhes da implementação destes descritores serão dados na seção 3.5,
envolvendo tanto ao processo de extração quanto de modulação.
Todos o descritores aqui apresentados serão extraídos de diversas amostras sonoras e
seus valores serão analisados. O objetivo desta análise é possibilitar o estabelecimento de
alguma relação entre estes valores e certas características timbrais.
Como complemento, alguns descritores foram selecionados para que, além de terem seus
valores extraídos e analisados, seja feito uma modulação destes valores durante o
processo de síntese da FAS. Com isso, será possível estabelecer uma melhor relação entre
entre cada descritor e um certo aspecto trimbral. Os descritores escolhidos para esta
análise são: CE, RHIP. EHM e CCBH.
3.3 Metodologia de análise
Inicialmente, serão escolhidas amostras de quatro instrumentos musicais de distintas
características timbrais, de onde serão extraídos todos os descritores para cada amostra.
A partir dos valores obtidos, pretende-se estabelecer algumas relações entre certos
descritores e características sonoras atribuídas às amostras. Para validar o método de
extração dos descritores desenvolvidos neste trabalho, os valores obtidos pela FAS para
o CE e EE serão confrontados com os obtidos a partir da ferramenta disponibilizada
pela Technische Universität Berlin, disponível no website
<http://mpeg7lld.nue.tu-berlin.de/> (SAMOUR et al., 2003). O valor do RHIP será
confrontado com seus cálculos tradicionais a partir de sua implementação no MATLAB.
Em um segundo momento, será feita uma análise similar, porém o resultado de cada
amostra será comparado com outras amostras do mesmo instrumento, executando
diferentes notas musicais. Este processo será feito com os mesmos quatro instrumentos
da etapa anterior. Este processo visa analisar como cada descritor se comporta para sons
de mesma característica timbral porém ao longo de diversas frequências fundamentais.
A terceira etapa da análise contemplará a modulação dos descritores. Nesse momento,
serão utilizadas as mesmas amostras da primeira etapa, porém os descritores serão
modulados.. Pretende-se observar dois aspectos nesta análise. Primeiramente
pretende-se observar alterações significativas em determinados aspectos timbrais,
associados a cada descritor. Em um segundo momento, pretende-se observar como estes
elementos, codificados pelos valores dos descritores, são variados a partir dos índices de
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modulação de cada descritor. Idealmente, espera-se encontrar relações monotônicas
entre os índices de modulação e o valores obtidos para cada descritor. Esta relação
monotônica forneceria indícios da possibilidade de uma previsibilidade a cerca da
utilização destes descritores, o que poderia classificar estes descritores como parâmetros
intrínsecos do som, conforme apresentado na seção 1.1.
Para estas análises, foram escolhidas amostras dos seguintes instrumentos: clarinete,
violoncelo, trompete e oboé. Todas as amostras utilizadas neste trabalho foram obtidas
pelo website do Electronic Music Studios da Universidade de Iowa, dos EUA (FRITTS,
1997).
3.4 Implementação das etapas de análise e síntese da HBWT e
FAS
O sistema foi concebido inteiramente na ferramenta de cálculo computacional
MATLAB, devido a sua facilidade de programação e validação dos algoritmos.
Conforme exposto na seção 2.3, o projeto do banco de filtros da MDCT foi desenvolvido
a partir de um filtro protótipo obtido através da técnica de janelamento (PHUONG,
2009). Para garantir uma melhor separação das bandas laterais de cada harmônico
foram feitos testes com o filtro protótipo sendo gerado tanto por janelas seno como
Kaiser-Bessel.
Apesar dos filtros gerados pela janela Kaiser-Bessel garantir somente uma reconstrução
quase-perfeita (BERGEN; ANTONIOU, 2007), este resultou em uma melhor separação
das bandas laterais e consequentemente uma melhor análise dos sinais. Pôde-se notar
também que os possíveis erros gerados pelos filtros Kaiser-Bessel foram
consideravelmente inferiores aos erros inseridos pela codificação FAS, portanto
desprezíveis perante o modelo aqui apresentado. Um exemplo do banco de filtros
implementado neste sistema, a partir da janela Kaiser-Bessel, é apresentado na Figura
20.
A etapa de análise das bandas laterais dos harmônicos foi realizada a partir da TWD
utilizando a função wavelet Daubechies 12 (db12). Tal escolha se justifica pela
regularidade apresentada por esta função, devido ao alto número de momentos nulos
apresentados, garantindo filtros de faixas mais localizadas e menor faixa de transição.
Estudos demonstram que funções wavelets mais regulares são preferíveis para análise de
sinais de áudio, recomendando, em especial, funções da família Daubechies (FARIA,
2007). Com relação à quantidade de níveis de profundidade da TWD, após testes
experimentais, foi decidida utilização de 5 níveis, garantindo uma suficiente separação
entre os conteúdos determinísticos e estocásticos do sinal.
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Figura 20 – Os quatro primeiros canais do banco de filtros gerado através da janelaKaiser-
Bessel
A etapa de codificação da FAS foi realizada de acordo com a explanação dada na seção
2.2. A análise LPC dos coeficientes wavelet estocásticos foi realizada com 20 coeficientes,
garantindo uma aproximação suficientemente grande entre os coeficientes wavelet
originais e os sintetizados pelos filtros autoregressivos.
Para validar a implementação do sistema, tanto da etapa da HBWT quanto da FAS,
foram utilizados dois sinais distintos. Em primeira instância, foi utilizado um sinal
gerado artificialmente pelo MATLAB composto por cinco senoides de frequências
harmônicas, com fundamental em 440 Hz, somado com um ruído branco com 20% da
energia da frequência fundamental. Após a obtenção dos resultados obtidos com este
sinal artificial, foi utilizada uma amostra de um violoncelo (nota A2, mezzoforte),
possibilitando a verificação do funcionamento do sistema com um som real e
pseudo-periódico. A amostra do violoncelo foi obtida a partir do banco de amostras do
Electronic Music Studios da Universidade de Iowa (FRITTS, 1997).
Nas imagens a seguir são apresentados os resultados dessa avaliação. A Figura 21
representa o espectro original do sinal artificial composto por senoides perfeitamente
harmônicas e, em sequência, estão representados, respectivamente, o espectro deste sinal
codificado e sintetizado somente pela HBWT (Figura 22), o espectro somente da
componente estocástica deste mesmo sinal (Figura 23), o espectro somente da
componente determinística deste sinal (Figura 24) e, por último, o espectro completo
deste sinal artificial sintetizado pela FAS (Figura 25).
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Figura 21 – Espectro do sinal harmônico artificial original
Figura 22 – Espectro do sinal harmônico artificial decomposto e sintetizado pela HBWT
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Figura 23 – Espectro da componente estocástica do sinal artificial
Figura 24 – Espectro da componente determinística do sinal artificial
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Figura 25 – Espectro do sinal artificial após a codificação FAS
Em sequência, estão apresentadas as imagens resultantes da avaliação com a amostra de
violoncelo. Primeiramente é apresentado o espectro do sinal original, através da Figura
26. A Figura 27 representa o espectro deste sinal decomposto e sintetizado através da
HBWT. A Figura 28 contém o espectro da componente estocástica da amostra e a
Figura 29 contém o conteúdo determinístico. A Figura 30 apresenta o sinal sintetizado
pela codificação FAS.
Figura 26 – Espectro da amostra original do violoncelo
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Figura 27 – Espectro da amostra do violoncelo decomposta e sintetizada pela HBWT
Figura 28 – Espectro da componente estocástica da amostra do violoncelo
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Figura 29 – Espectro da componente determinística da amostra do violoncelo
Figura 30 – Espectro da amostra de violoncelo após a codificação FAS
A partir das Figuras 23 e 28 pode-se observar o comportamento do conteúdo estocástico
comparando sinais reais, pseudo-periódicos, com sinais artificiais puramente periódicos.
Na Figura 23, praticamente nenhum resquício das componentes harmônicas é observado
porém, na Figura 28, nota-se uma presença considerável do perfil harmônico, decorrente
das bandas laterais não ideais, típicas de sinais pseudo-periódicos. Estes resultados
possibilitam validar a separação entre os conteúdos determinísticos e estocásticos,
conforme proposto por Polotti e Evangelista.
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3.5 Extração e modulação dos descritores a partir da FAS
Uma das principais vantagens da FAS, sobre outras técnicas de codificação de sinais
periódicos, está em sua capacidade de codificar e parametrizar não somente os aspectos
determinísticos de sinais periódicos, mas também de suas componentes estocásticas. Esta
característica permite uma análise mais profunda dos elementos não ideais dos sinais
sonoros, tão importantes para uma representação mais realista e natural desses eventos.
Com o objetivo de aproveitar tais propriedades, foram incluídos os descritores EHM,
baseado no EHBH e que tem como objetivo quantizar o nível de pseudo-periodicidade
de sinais a partir de uma análise das bandas laterais dos harmônicos, e o CCBH,
fundamentado na medida da persistência da autocorrelação dos coeficientes estocásticos.
Conforme já citado anteriormente, além do EHM e do CCBH, outros descritores sonoros
tradicionais também serão utilizados neste trabalho. Estes seriam o CE, o EE, o RHIP e
o TR.
Dado que todos estes descritores, com exceção do EHM e do CCBH, já são
tradicionalmente utilizados a partir de cálculos fundamentados na TF, será necessário
uma adaptação de seus cálculos para o modelo sonoro da FAS. Detalhes da
implementação da extração e modulação de cada um desses descritores serão dados a
seguir.
3.5.1 Expoente Hurst de banda harmônica médio
Conforme visto na seção 2.6.4, o expoente Hurst de banda harmônica é um recente
descritor proposto por Díaz a partir de seus estudos sobre a HBWT (DÍAZ; MENDES,
2015). Em seu principal trabalho, Díaz observou o comportamento do EHBH ao longo
dos harmôncos em diferentes instrumentos de sopro (DÍAZ, 2015). Com o objetivo de
utilizar um descritor com um único parâmetro, propõe-se aqui uma variação do
expoente Hurst de banda harmônica a partir de seu valor médio, definindo assim o
expoente Hurst de banda harmônica médio (EHM)
O EHM é extraído a partir do valor médio entre os coeficientes 𝛾𝑝 da FAS, representado
pelo parâmetro 𝛾, conforme foi apresentado no capítulo 2 e revisto aqui nas equações 3.1
e 3.2.
𝛾 = 1
𝑃
𝑃∑︁
𝑝=0
𝛾1,2𝑝 (3.1)
𝐻𝑝 =
𝛾 − 1
2 (3.2)
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Através da inversão da equação 3.2, pode-se obter 𝛾 através de 𝐻, e assim modular o
descritor. A partir do valor de 𝐻 que se deseja obter na síntese, encontra-se um 𝛾
associado a este valor. Através da razão entre o valor de 𝛾 desejado (Γ𝑠) e o Γ observado
na análise (Γ𝑎), obtém-se o índice 𝜂 que irá modular o valor de todos 𝛾𝑝 conforme
descrito pela equação 3.5, obtendo-se assim o coeficiente 𝛾′𝑝 necessário para sintetizar o
som com as características desejadas.
Γ𝑠 = 2𝐻𝑠 + 1 (3.3)
𝜂 = Γ𝑠Γ𝑎
(3.4)
𝛾′𝑝 = 𝜂𝛾𝑝, 𝑝 = 1, 2, ...𝑃 (3.5)
3.5.2 Coeficiente de correlação de banda harmônica
Com o objetivo de extrair informações a respeito das componentes estocásticas da FAS,
decidiu-se por desenvolver um descritor que pudesse parametrizar algum aspecto destas
componentes. A partir do conceito estabelecido por Polotti e Evangelista a respeito da
codificação dos coeficientes estocásticos da HBWT a partir de filtros AR, é proposta
aqui uma análise da estocasticidade destes coeficientes. Para a realização desta análise, é
proposto o CCBH, que, conforme exposto na seção 2.6.5, se fundamenta na medida do
coeficiente de correlação dos coeficientes estocásticos gerados a partir do modelo AR da
FAS.
Durante o processo de síntese da FAS, os coeficientes estocásticos 𝑏′𝑛,𝑝 são gerados a
partir do modelo autoregressivo. Considerando estes coeficientes como uma série
temporal 𝑋𝑡, pode-se obter o coeficiente de correlação desta série a partir da medida da
covariância destes elementos com eles próprios, defasados por um fator 𝑖 e normalizados
por sua variância. Este coeficiente de correlação 𝜌𝑖 é obtido através da equação 3.6.
𝜌𝑖 =
𝐶𝑜𝑣(𝑋𝑡, 𝑋𝑡+𝑖)
𝜎2
(3.6)
Para sinais descorrelacionados, como um ruído brando, o coeficiente de correlação é,
teoricamente, zero para qualquer deslocamento não nulo. Já para sinais de baixa
correlação, este valor costuma estar entre −0, 35 < 𝜌𝑖 < 0, 35 (TAYLOR, 1990) e é nesta
faixa que se espera encontrar o CCBH.
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É importante destacar que, no âmbito da estatística descritiva, a informação presente no
coeficiente de correlação não trás significado a respeito de como esta correlação é
estabelecida, o que pode ocasionar em uma má interpretação a respeito da relação de
causa e efeito entre os elementos analisados. No caso do CCBH, pretende-se obter um
dado apenas comparativo, que possibilite classificar amostras com relação a outras
amostras, a partir de uma medida relativa a este espaço amostral.
Ao ser variado o índice de deslocamento 𝑖, com sinais AR, o valor do coeficiente de
correlação tende a apresentar um decaimento exponencial oscilatório, similar a uma
senoide amortecida. Quanto mais fraca for a relação de auto-correlação deste sinal, mais
acentuado será este decaimento.
A função de auto-correlação, obtida pelo cálculo do coeficiente de correlação para
diferentes índices de deslocamento, é um descritor frequentemente utilizado para análise
temporal como uma medida temporal da energia espectral. Neste âmbito, o coeficiente
de correlação é armazenado apenas para os 12 primeiros índices de deslocamento
(PEETERS, 2004).
Para o cálculo do CCBH, este foi realizado pela medida do valor quadrático médio do
coeficiente de correlação para os 12 primeiros índices de deslocamento, obtendo-se assim
o coeficiente 𝜌𝐹𝐴𝑆, a partir das equações 3.6 e 3.7.
𝜌𝐹𝐴𝑆 =
∑︀12
𝑖=1
√︁
𝜌2𝑖
𝐼
(3.7)
Nota-se que o coeficiente de correlação 𝜌𝐹𝐴𝑆 é obtido para cada banda lateral da FAS.
Para que seja obtido um único parâmetro capaz de descrever o sinal como um todo, o
CCBH é calculado pela média do valor quadrático de 𝜌𝐹𝐴𝑆 ao longo de todos os canais
𝑝, conforme apresentado pela equação 3.8. O valor quadrático é utilizado para
normalizar os índices para somente valores positivos.
𝐶𝐶𝐵𝐻 =
∑︀𝑃
𝑝=0
√︁
𝜌𝐹𝐴𝑆(𝑝)2
𝑃
(3.8)
A modulação deste descritor será feita a partir da manipulação dos coeficientes do filtro
AR. Considerando o processo de síntese dos coeficientes estocásticos 𝑏′𝑛,𝑝 como um
processo de filtragem exemplificado na Figura 31, são os coeficientes do filtro AR que
controlam quão próximo do ruído branco serão os coeficientes estocásticos 𝑏′𝑛,𝑝.
Ao manipular os coeficientes do filtro AR pode-se, por consequência, manipular o
coeficiente de correlação das componentes estocásticas sintetizadas, aproximando-as do
ruído branco descorrelacionado. Um exemplo dos coeficientes do filtro AR é dado na
Figura 32.
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Figura 31 – Exemplo da síntese dos coeficientes 𝑏′𝑛,𝑝 através de um filtro AR
Figura 32 – Exemplo dos coeficientes de um filtro AR
Este processo de atenuação dos coeficientes do filtro AR é realizado através de uma
função exponencial normalizada 𝑒−𝛼𝑛, sendo 𝛼 o índice de atenuação dos coeficientes e 𝑛
o índice de cada coeficiente do filtro AR. Para 𝛼 suficientemente grande, os coeficientes
do filtro resultante se aproximam de um único impulso unitário, o que garante a
manutenção do ruído branco e um coeficiente de correlação nulo aos coeficientes
estocásticos 𝑏′𝑛,𝑝.
3.5.3 Centroide espectral
Conforme visto na seção 2.6.1, o CE se fundamenta no cálculo de uma frequência média
do sinal ponderada pela energia de suas componentes espectrais, de forma análoga a um
centro de massa espectral. Devido ao formato com que a FAS realiza a codificação de
suas componentes, a extração do CE foi realizada somente a partir das componentes
determinísticas, se baseando no conceito do centroide espectral harmônico (CEH). O
CEH possui o mesmo princípio do CE, porém somente os picos harmônicos são
considerados no seu cálculo.
Durante a codificação FAS, as componente determinísticas 𝑎𝑁,𝑝 são agrupadas nos
coeficientes complexos 𝑐𝑁,𝑘 = 𝐴𝑐(𝑘,𝑚)𝑒𝑗𝜑𝑐(𝑘,𝑚) , representando a magnitude e a fase do
desenvolvimento de cada pico harmônico. A partir de 𝑐𝑁,𝑘, o CEH é obtido de acordo
com a equação 3.10. Sendo 𝐴𝑘 a raiz do valor quadrático médio de 𝐴𝑐(𝑘,𝑚), que é a
magnitude do harmônico de índice 𝑘, e 𝑓(𝑘) é a frequência correspondente a este
Capítulo 3. Metodologia 70
harmônico.
𝐴𝑘 =
⎯⎸⎸⎷ 1
𝑀
𝑀∑︁
𝑚=1
𝐴2𝑐(𝑘,𝑚) (3.9)
𝐶𝐸𝐻𝐹𝐴𝑆 =
∑︀𝐾
𝑘=1𝐴𝑘𝑓(𝑘)∑︀𝐾
𝑘=1𝐴𝑘
(3.10)
A modulação do CE é feita a partir de uma alteração na energia relativa de cada canal.
O conceito foi baseado na Feature Modulation Synthesis desenvolvida por Tae Hong
Park (2007), que tem sua abordagem inspirada no funcionamento de uma gangorra.
Neste método é utilizada uma reta de modulação 𝑉 (𝑝) com um coeficiente angular
variável, onde cada ponto desta reta é associado a um canal 𝐵(𝑝) da HBWT. Esta
relação entre 𝑉 (𝑝) e 𝐵(𝑝) resultará em uma nova ponderação de energia tanto para os
coeficientes 𝑎𝑁,𝑝 quanto para os coeficientes 𝑏𝑛,𝑝 codificados pela FAS. Valores de 𝑉 (𝑝)
de maior magnitude darão maior peso a seus coeficientes correspondentes, aumentando
sua energia.
Através da variação do coeficiente angular, varia-se a inclinação da reta de modulação
de forma semelhante a uma gangorra. Coeficientes angulares positivos resultarão em um
maior peso energético à frequências mais altas, enquanto que coeficientes angulares
negativos resultarão em um reforço das componentes de mais baixa frequência. Esta
variação do coeficiente angular possibilita um deslocamento gradativo do centroide
espectral tanto para frequências mais altas quanto mais baixas, sendo que quanto maior
for a magnitude do coeficiente angular, maior será o deslocamento do centroide.
Um exemplo do processo de modulação do centroide espectral é dado na Figura 33, onde
pode-se ver o espectro original em tom mais claro e o espectro após a modulação pela
reta 𝑉 (𝑝) em tom mais escuro.
O cálculo de modulação do CE é apresentado na equação 3.11, sendo 𝐵(𝑝) os
coeficientes da HBWT correspondentes ao canal 𝑝 original, 𝑉 (𝑝) a reta de modulação e
𝐵′(𝑝) os coeficientes modulados.
𝐵′(𝑝) = 𝐵(𝑝)𝑉 (𝑝), 𝑝 = 1 : 𝑃 (3.11)
Conforme apresentado por Park (2007), para intensificar o efeito de modulação do
centroide, a reta 𝑉 (𝑝) pode ser implementada através de um polinômio que garanta a
ela uma certa curvatura. Após experimentos, adotou-se a equação 3.12 como modelo de
geração da curva de modulação 𝑉 (𝑝), garantindo uma leve curvatura dependente do
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Figura 33 – Ilustração do processo de modulação do centroide espectral. Em tom claro, o
espetro original, e em tom mais escuro o espectro após a modulação
coeficiente angular 𝑐.
𝑉 = (0, 009|𝑐|) * 𝑥2 + 𝑐 * 𝑥 (3.12)
3.5.4 Espalhamento Espectral
Diferentemente do CE, o EE foi extraído a partir de todo o espectro, não somente do
conteúdo determinístico. Desta forma, a energia espectral é calculada a partir da
variância dos coeficientes contidos em cada canal da HBWT, e cada canal é associado a
frequência de seu harmônico equivalente.
O cálculo completo do EE a partir da FAS está expresso na equação 3.13, sendo 𝐶𝐸 o
valor do centroide espectral, 𝐵(𝑝) a energia estimada para o canal 𝑝 e 𝑓(𝑝) a frequência
associada ao canal.
𝐸𝐸𝐹𝐴𝑆 =
⎯⎸⎸⎷∑︀𝑃𝑝=1(𝑓(𝑝)− 𝐶𝐸)2𝐵(𝑝)∑︀𝑃
𝑝=1𝐵(𝑝)
(3.13)
Uma representação comum do EE é sua versão normalizada através do CE, que pode ser
obtida através da equação 3.14.
𝐸𝐸𝑛𝑜𝑟𝑚 =
𝐸𝐸
𝐶𝐸
(3.14)
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3.5.5 Razão entre a energia de harmônicos ímpares e pares
Para o cálculo da RHIP, tradicionalmente, os picos harmônicos são encontrados a partir
da TF, conforme visto na seção 2.6.3. No caso da FAS, os picos harmônicos já se
encontram devidamente separados e codificados através dos coeficientes complexos 𝑐𝑁,𝑘.
Inicialmente é extraída a raiz do valor quadrático médio da magnitude de 𝑐𝑁,𝑘 seguindo
o mesmo procedimento adotado na extração do CEH, conforme apresentado pela
equação 3.9, onde é obtido 𝐴𝑘. Conforme exposto na seção 2.6.3, a proporção entre a
energia de 𝐴𝑘 para índices pares e ímpares é calculada a partir da equação 3.15. Nota-se
o uso do logaritmo para fornecer um maior peso para harmônicos de maior magnitude.
𝑅𝐻𝐼𝑃𝐹𝐴𝑆 =
∑︀
𝑘=2:2:𝐾 log𝐴𝑘∑︀
𝑘=1:2:𝐾 log𝐴𝑘
(3.15)
A modulação desse descritor é realizada a partir da criação de dois multiplicadores, 𝛼𝑖 e
𝛼𝑝, sendo o primeiro para as componentes ímpares e o segundo para as componentes
pares, de forma que o produto entre estes multiplicadores seja sempre unitário.
𝛼𝑖𝛼𝑝 = 1 (3.16)
Ao se variar um desses multiplicadores varia-se a energia das componentes harmônicas
ímpares e pares em proporções inversas, controlando-se assim a relação entre os
harmônicos ímpares e pares sem alterar a energia total do sinal. O controle da
modulação é feito através de um parâmetro 𝜆 relacionado a 𝛼𝑖 pela equação 3.17. A
nova componente determinística da FAS, 𝐴′𝑐(𝑘,𝑚), é obtida a através da equação 3.18.
𝛼𝑖 =
√
𝜆 (3.17)
𝐴′𝑐(𝑘,𝑚) =
⎧⎪⎨⎪⎩𝛼𝑖𝐴𝑐(𝑘,𝑚), 𝑗 = 1 : 2 : 𝐽1
𝛼𝑖
𝐴𝑐(𝑘,𝑚), 𝑗 = 2 : 2 : 𝐽
(3.18)
3.5.6 Tristimulus
Conforme apresentado na seção 2.6.6, o TR se fundamenta na proporção energética de
três agrupamentos de componentes harmônica com relação a todos os outros
harmônicos. Pelo fato da FAS já possuir cada componente harmônica separada e
devidamente codificada em seu conteúdo determinístico, o cálculo deste descritor se
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fundamenta na medida da energia das componentes determinísticas a partir do cálculo
da raiz de seu valor médio quadrático, conforme apresentado pelas equações 3.19, 3.20 e
3.21, onde é calculada a proporção energética, respectivamente, entre os agrupamentos
harmônicos 1, 2 e 3 e todo o resto dos harmônicos.
𝑡𝑟1 = 𝐴1∑︀𝐾
𝑘=1𝐴𝑘
(3.19)
𝑡𝑟2 =
∑︀4
𝑘=2𝐴𝑘∑︀𝐾
𝑘=1𝐴𝑘
(3.20)
𝑡𝑟3 =
∑︀𝐾
𝑘=5𝐴𝑘∑︀𝐾
𝑘=1𝐴𝑘
(3.21)
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4 Resultados
Conforme exposto na seção 3.3 os resultados serão apresentados em três etapas. A
primeira contemplará a extração dos descritores e a comparação de seus valores perante
amostras de diferentes instrumentos musicais. Nesta etapa também será feita uma
validação dos algoritmos adotados para a extração dos descritores a partir da
comparação dos resultados obtidos neste trabalho com os obtidos a partir de técnicas já
consagradas pela literatura.
A segunda etapa também será acerca da extração dos descritores, porém os valores
obtidos serão comparados entre amostras de um mesmo instrumento musical para
diferentes frequências fundamentais.
A terceira etapa será a respeito da modulação dos descritores. Nesta etapa, cada
amostra terá os descritores CE, RHIP, EHM e CCBH modulados e, então novamente
extraídos, um de cada vez. Após cada processo de modulação, será feita uma análise
objetiva, a partir dos novos valores de cada descritor, e uma análise subjetiva através da
escuta de cada amostra re-sintetizada, após a modulação. Além de buscar a percepção
de novas características timbrais nos sinais modulados, pretende-se observar como tais
características variam para os diferentes graus de modulação dos descritores.
As duas primeiras etapas serão apresentadas na seção 4.1, enquanto a última etapa será
apresentada na seção 4.2.
4.1 Extração dos descritores sonoros
4.1.1 Comparação dos descritores para diferentes instrumentos
Para a primeira etapa dos resultados obtidos, foram escolhidas amostras dos seguintes
instrumentos musicais: violoncelo (A3, sul D,mezzoforte, posição natural do arco),
trompete (B3, fortissimo), clarinete (A3, mezzoforte) e oboé (B3, piano). Buscou-se
utilizar amostras de notas próximas, a fim de facilitar o processo de análise e
comparação dos dados obtidos.
As Figuras 34, 36, 38 e 40 apresentam o espectro das quatro amostras originais,
enquanto as Figuras 35, 37, 39 e 41 apresentam o espectro das mesmas amostras
re-sintetizadas pela FAS.
Capítulo 4. Resultados 75
0 1000 2000 3000 4000 5000 6000 7000 8000
Frequência (Hz)
-60
-40
-20
0
20
40
60
M
ag
ni
tu
de
 (d
B)
Figura 34 – Espectro da amostra original do violoncelo
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Figura 35 – Espectro da amostra do violoncelo sintetizada pela FAS
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Figura 36 – Espectro da amostra original do trompete
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Figura 37 – Espectro da amostra do trompete sintetizada pela FAS
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Figura 38 – Espectro da amostra original do clarinete
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Figura 39 – Espectro da amostra do clarinete sintetizada pela FAS
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Figura 40 – Espectro da amostra original do oboé
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Figura 41 – Espectro da amostra do oboé sintetizada pela FAS
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Já as Figuras 35, 37, 39 e 41 apresentam o espectro das mesmas amostras, porém após a
re-síntese FAS.
As Tabelas 1, 2, 3 e 4 apresentam os valores de cada descritor extraído pela FAS,
respectivamente, para as amostras do violoncelo, trompete, clarinete e oboé.
Tabela 1 – Valores dos descritores extraídos pela FAS para a amostra do violoncelo
Violoncelo
CE 853 Hz
EE 0,638
RHIP 0,851
TR 0,28 0,40 0,32
EHM 0,793
CCBH 0,166
Tabela 2 – Valores dos descritores extraídos pela FAS para a amostra do trompete
Trompete
CE 1684 Hz
EE 0,365
RHIP 0,962
TR 0,014 0,266 0,721
EHM 1,011
CCBH 0,080
Tabela 3 – Valores dos descritores extraídos pela FAS para a amostra do clarinete
Clarinete
CE 690 Hz
EE 0,618
RHIP 0,532
TR 0,435 0,284 0,281
EHM 0,227
CCBH 0,204
Para fins de validação, os descritores CE, EE e RHIP foram extraídos também a partir
de técnicas convencionais fundamentadas na TF para as mesmas amostras. Para o CE e
EE, foi utilizada a ferramenta on-line desenvolvida pela Technische Universität Berlin,
disponível no website <http://mpeg7lld.nue.tu-berlin.de/> (SAMOUR et al., 2003). Já
para o RHIP, sua extração foi realizada na plataforma computacional MATLAB.
O resultado da extração do CE, EE e RHIP através de técnicas convencionais está
expresso nas Tabelas 5, 6, 7 e 8.
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Tabela 4 – Valores dos descritores extraídos pela FAS para a amostra do oboé
Oboé
CE 989 Hz
EE 0,426
RHIP 0,913
TR 0,115 0,446 0,439
EHM 0,5169
CCBH 0,1785
Tabela 5 – Valores dos descritores extraídos pela TF para a amostra do violoncelo
Violoncelo
CE 959 Hz
EE 0,630
RHIP 0,737
Tabela 6 – Valores dos descritores extraídos pela TF para a amostra do trompete
Trompete
CE 1662 Hz
EE 0,357
RHIP 0,945
4.1.2 Comparação dos descritores para diferentes notas
Esta segunda etapa visa analisar o comportamento dos descritores para amostras de um
mesmo instrumento musical a partir de diferentes notas. As amostras foram escolhidas
de forma a contemplar toda a tessitura de cada instrumento, ou ao menos a faixa mais
usual. Optou-se por utilizar amostras dos mesmos instrumentos escolhidos para a análise
anterior. As Tabelas 9, 10, 11 e 12 apresentam os resultados desta etapa.
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Tabela 7 – Valores dos descritores extraídos pela TF para a amostra do clarinete
Clarinete
CE 705 Hz
EE 0,621
RHIP 0,349
Tabela 8 – Valores dos descritores extraídos pela TF para a amostra do oboé
Oboé
CE 1013 Hz
EE 0,419
RHIP 0,844
Tabela 9 – Valores dos descritores extraídos pela FAS para as amostras do violoncelo
Cello
Nota D2, sul C G2, sul C D3, sul G G3, sul D D4, sul A
𝑓0 74,17 Hz 99 Hz 149,2 Hz 197,6 Hz 293,4 Hz
CE 534 Hz 396 Hz 617 Hz 743 Hz 856 Hz
EE 0,642 0,74 0,73 0,82 1,16
RHIP 0,95 0,78 0,76 0,89 0,77
TR 0,013 0,645 0,742 0,508 0,465
0,679 0,331 0,226 0,462 0,514
0,308 0,023 0,032 0,03 0,02
EHM 0,88 0,49 1,00 0,95 1,09
CCBH 0,19 0,23 0,19 0,25 0,28
Tabela 10 – Valores dos descritores extraídos pela FAS para as amostras do trompete
Trompete
Nota B3 D4 G4 D5 G5
𝑓0 247,9 Hz 295 Hz 393,8 Hz 591,6 Hz 786,5 Hz
CE 1686 Hz 1802 Hz 1779 Hz 2005 Hz 2338 Hz
EE 0,39 0,37 0,38 0,38 0,40
RHIP 0,97 0,98 0,94 0,94 0,94
TR 0,002 0,003 0,030 0,065 0,179
0,262 0,504 0,750 0,874 0,674
0,736 0,493 0,220 0,061 0,148
EHM 1,06 0,98 0,82 0,40 0,67
CCBH 0,15 0,24 0,08 0,21 0,18
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Tabela 11 – Valores dos descritores extraídos pela FAS para as amostras do clarinete
Clarinete
Nota D3 G3 D4 G4 D5
𝑓0 146,5 Hz 196,3 Hz 292,3 Hz 392,1 Hz 585,8 Hz
CE 797 Hz 842 Hz 1049 Hz 1207 Hz 1188 Hz
EE 0,66 0,58 0,52 0,33 0,52
RHIP 0,55 0,47 0,61 0,54 0,66
TR 0,455 0,462 0,414 0,218 0,913
0,205 0,424 0,545 0,774 0,082
0,340 0,114 0,041 0,009 0,005
EHM 1,34 0,61 0,74 0,42 0,70
CCBH 0,11 0,10 0,09 0,09 0,09
Tabela 12 – Valores dos descritores extraídos pela FAS para as amostras do oboé
Oboé
Nota D4 G4 D5 G5 D6
𝑓0 293,7 Hz 391,5 Hz 589,9 Hz 788,6 Hz 1179 Hz
CE 1456 Hz 2094 Hz 1644 Hz 2344 Hz 1884 Hz
EE 0,35 0,50 0,40 0,61 0,38
RHIP 0,87 0,82 0,84 0,79 0,71
TR 0,044 0,056 0,177 0,701 0,892
0,578 0,795 0,796 0,240 0,107
0,378 0,150 0,027 0,059 0,001
EHM 1,20 0,85 0,56 0,34 0,07
CCBH 0,09 0,09 0,09 0,09 0,18
4.2 Modulação dos descritores sonoros
A seguir serão apresentados os resultados obtidos no processo de modulação dos
descritores. Nesta seção serão utilizadas as mesmas amostras da primeira etapa:
violoncelo (A3, mezzoforte), trompete (B3, fortissimo), clarinete (A3, mezzoforte) e
oboé (B3, piano).
Os resultados serão apresentados por descritor.
4.2.1 Centroide Espectral
Para o CE, buscou-se variar o índice de modulação 𝑐, relativo ao coeficiente angular da
curva de modulação 𝑉 , tanto para valores positivos quanto para valores negativos, a fim
de deslocar o CE nos dois sentidos. O índice de modulação de valor 0 representa o
processo sem modulação.
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Os resultados para as quatro amostras estão representados nas Tabelas 13, 14, 15 e 16.
Tabela 13 – Resultados da modulação do CE para o violoncelo
Índice de modulação CE
0, 7 1815𝐻𝑧
0, 5 1756𝐻𝑧
0, 3 1642𝐻𝑧
0, 1 1335𝐻𝑧
0 848𝐻𝑧
−0, 1 688𝐻𝑧
−0, 3 637𝐻𝑧
−0, 5 628𝐻𝑧
Tabela 14 – Resultados da modulação do CE para o trompete
Índice de modulação CE
0, 7 2347𝐻𝑧
0, 5 2324𝐻𝑧
0, 3 2275𝐻𝑧
0, 1 2112𝐻𝑧
0 1684𝐻𝑧
−0, 1 1486𝐻𝑧
−0, 3 1414𝐻𝑧
−0, 5 1393𝐻𝑧
Tabela 15 – Resultados da modulação do CE para o clarinete
Índice de modulação CE
0, 7 1246𝐻𝑧
0, 5 1203𝐻𝑧
0, 3 1124𝐻𝑧
0, 1 934𝐻𝑧
0 690𝐻𝑧
−0, 1 608𝐻𝑧
−0, 3 585𝐻𝑧
−0, 5 579𝐻𝑧
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Tabela 16 – Resultados da modulação do CE para o oboé
Índice de modulação CE
0, 7 1404𝐻𝑧
0, 5 1379𝐻𝑧
0, 3 1332𝐻𝑧
0, 1 1204𝐻𝑧
0 989𝐻𝑧
−0, 1 920𝐻𝑧
−0, 3 899𝐻𝑧
−0, 5 893𝐻𝑧
As Figuras 42 e 43 exemplificam a modulação do CE através do espectro das amostras
moduladas do trompete e do oboé, respectivamente.
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Figura 42 – Espectro da amostra do trompete sintetizado pela FAS após uma modulação
do CE por um índice 𝑐 = 0, 5
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Figura 43 – Espectro da amostra do oboé sintetizado pela FAS após uma modulação do
CE por um índice 𝑐 = −0, 5
4.2.2 Razão entre energia de harmônicos ímpares e pares
De forma similar ao que foi feito para o CE, também buscou-se variar o índice de
modulação 𝜆 de forma a variar o RHIP tanto para valores maiores quanto menores. Um
índice de modulação de valor 1 representa o processo sem modulação do descritor.
Os resultados acerca da modulação do RHIP são expressos nas Tabelas 19, 17, 18 e 20.
Tabela 17 – Resultados da modulação do RHIP para o violoncelo
Índice de modulação RHIP
7 0, 62
5 0, 69
3 0, 8
1 1, 04
1/3 1, 28
1/5 1, 39
1/7 1, 46
1/10 1, 54
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Tabela 18 – Resultados da modulação do RHIP para o trompete
Índice de modulação RHIP
7 0, 58
5 0, 65
3 0, 75
1 0, 97
1/3 1, 17
1/5 1, 27
1/7 1, 34
1/10 1, 41
Tabela 19 – Resultados da modulação do RHIP para o clarinete
Índice de modulação RHIP
7 0, 01
5 0, 02
3 0, 18
1 0, 53
1/3 0, 88
1/5 1, 04
1/7 1, 15
1/10 1, 26
Tabela 20 – Resultados da modulação do RHIP para o oboé
Índice de modulação RHIP
7 0, 40
5 0, 54
3 0, 66
1 0, 91
1/3 1, 21
1/5 1, 34
1/7 1, 42
1/10 1, 51
As Figuras 44 e 45 apresentam o espectro das amostras do violoncelo e do clarinete após
a modulação do RHIP para, respectivamente, um índice de modulação de 5 e 1/7.
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Figura 44 – Espectro da amostra do violoncelo sintetizado pela FAS com 𝛼𝑖 = 5
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Figura 45 – Espectro da amostra do clarinete sintetizado pela FAS com 𝛼𝑖 = 1/7
4.2.3 Expoente Hurst de banda harmônica médio
Os resultados obtidos para o EHM são apresentados nas Tabelas 21, 23, 22 e 24. O
índice de modulação 0 representa o valor do descritor para o sinal sem modulação.
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Tabela 21 – Resultados da modulação do EHM para o violoncelo
Índice de modulação EHM
0, 5 1, 02
0, 3 0, 82
0, 1 0, 62
0 0, 52
−0, 1 0, 42
−0, 3 0, 26
−0, 5 0, 15
Tabela 22 – Resultados da modulação do EHM para o trompete
Índice de modulação EHM
0, 1 1, 23
0 1, 05
−0, 1 1, 03
−0, 3 0, 83
−0, 5 0, 63
−0, 7 0, 43
−0, 9 0, 24
Tabela 23 – Resultados da modulação do EHM para o clarinete
Índice de modulação EHM
0, 7 0, 77
0, 5 0, 57
0, 3 0, 39
0, 1 0, 26
0 0, 23
−0, 1 0, 19
−0, 3 0, 17
Nas Figuras 46 e 47 pode ser observado o efeito da modulação do EHM no entorno dos
harmônicos. A Figura 46 apresenta uma visão detalhada do espectro do violoncelo
sintetizado pela FAS sem modulação alguma. Já a Figura 47 retrata os detalhes dos
mesmos harmônicos da Figura 46, porém após a modulação do EHM para um índice de
−0, 5.
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Tabela 24 – Resultados da modulação do EHM para o oboé
Índice de modulação EHM
0, 3 1, 13
0, 1 0, 93
0 0, 79
−0, 1 0, 73
−0, 3 0, 58
−0, 5 0, 55
−0, 7 0, 47
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Figura 46 – Espectro do violoncelo sintetizado pela FAS, sem modulação de descritores
4.2.4 Coeficiente de correlação de banda harmônica
As Tabelas 25, 26, 27 e 28 apresentam os resultados da modulação do CCBH para as
quatro amostras. O índice de modulação 0 representa o valor do descritor para o sinal
sem modulação.
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Figura 47 – Espectro do violoncelo sintetizado pela FAS com modulação do EHM por um
índice de −0, 5
Tabela 25 – Resultados da modulação do CCBH para o violoncelo
Índice de modulação CCBH
0 0, 197
0, 01 0, 194
0, 05 0, 181
0, 1 0, 167
0, 25 0, 141
0, 5 0, 117
1 0, 093
2 0, 073
5 0, 064
Tabela 26 – Resultados da modulação do CCBH para o trompete
Índice de modulação CCBH
0 0, 084
0, 01 0, 081
0, 05 0, 073
0, 1 0, 068
0, 25 0, 059
0, 5 0, 053
1 0, 048
2 0, 046
5 0, 045
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Tabela 27 – Resultados da modulação do CCBH para o clarinete
Índice de modulação CCBH
0 0, 176
0, 01 0, 167
0, 05 0, 143
0, 1 0, 123
0, 25 0, 090
0, 5 0, 075
1 0, 070
2 0, 067
5 0, 067
Tabela 28 – Resultados da modulação do CCBH para o oboé
Índice de modulação CCBH
0 0, 146
0, 01 0, 143
0, 05 0, 134
0, 1 0, 126
0, 25 0, 112
0, 5 0, 099
1 0, 087
2 0, 078
5 0, 075
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5 Análise dos Resultados
5.1 Codificação FAS
Conforme exposto na seção 4.1, a codificação FAS apresentou resultados satisfatórios
com relação a semelhança sonora entre a amostra original e a sintetizada, dado que
nenhuma diferença sonora relevante pode ser percebida. Para a maior parte das
amostras analisadas, pouca diferença pôde ser notada entre os dois sons.
Um aspecto importante da utilização da FAS, que afeta o resultado da síntese, é a
precisão no momento de estabelecer a largura do filtro protótipo da MDCT, na
construção da HBWT. Pequenos desvios entre a frequência da fundamental do sinal
analisado e a frequência da banda de transição entre os canais da HBWT resultam
distorções significativas no resultado sonoro sintetizado pela FAS.
Um problema decorrente desta característica da FAS está com a sua utilização para
sinais pseudo-harmônicos, em que a frequência das parciais apresenta desvios com
relação a progressão harmônica ideal (GOLDEMBERG, 2011). Para sinais com estas
características, pode-se notar resultados não satisfatórios, devido ao posicionamento
destas parciais pseudo-harmônicas fora do ponto de transição entre os canais da HBWT,
o que resulta em uma codificação errônea dos conteúdos determinísticos e estocásticos.
5.2 Extração dos descritores
Primeiramente, foram comparados os valores do CE, EE e RHIP extraídos pela FAS e
pela TF. A proximidade entre os valores obtidos foi considerada muito satisfatória,
garantindo a validade da técnica apresentada.
Com relação a primeira etapa da apresentação dos resultados, que trata da comparação
dos descritores para amostras de diferentes instrumentos musicais, obteve-se resultados
interessantes. A análise dos resultados foi baseada na comparação dos resultados tanto
com relação as imagens de seus espectros apresentados nas Figuras 35, 37, 39 e 41,
quanto pela escuta das amostras.
A respeito do CE, a amostra do trompete apresentou uma grande quantidade de
harmônicos de alta ordem que, aliado a um pico formante ao redor de 1300 Hz,
contribuiu para um alto valor de CE. O espectro do violoncelo apresenta uma
quantidade considerável de harmônicos de alta ordem, porém o decaimento de energia
destes harmônicos é progressivo, garantindo uma concentração de energia entorno das
primeiras parciais harmônicas, deslocando o CE para baixas frequências. No caso do
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oboé, nota-se uma energia aproximadamente constante entre a primeira e a sétima
parcial harmônica, porém uma redução considerável de energia a partir de sua oitava
parcial, resultando em um CE próximo da frequência média destas sete primeiras
parciais. O clarinete apresentou um espectro composto basicamente por parciais ímpares
de baixa ordem, com pouca energia a partir do décimo sexto harmônico, além de um
decaimento progressivo ao longo de suas componentes, resultando em um CE bem
baixo, próximo de sua terceira parcial harmônica.
Pode-se notar uma correlação suficientemente boa entre a sensação de brilho fornecida
por cada amostra e o valor do CE extraído, confirmando o posicionamento recorrente da
literatura a respeito desta relação. Inclusive a graduação entre a distância dos valores
dos descritores pôde ser associada à sensação de cada som.
A análise do perfil harmônico também pode ser observado através dos descritores EE e
TR. O EE, que classifica a concentração de energia em torno do CE, resultou em valores
mais altos para o violoncelo e para o clarinete, porém valores inferiores para o oboé e, de
forma mais acentuada, para o trompete, em concordância com o que pode ser observado
pelas imagens do espectro destas amostras.
Com relação ao TR, este acusou uma maior concentração (cerca de 40%) de energia nas
parciais intermediárias (parciais 2, 3 e 4) para o violoncelo e para o oboé. O trompete
apresentou pouco mais de 70% de sua energia nas parciais superiores e menos de 2% de
sua energia em sua frequência fundamental, acusando sua envoltória espectral baseada
em harmônicos de alta ordem, conforme já apresentado quando tratado do CE. Já o
clarinete apresentou mais de 40% de sua energia em sua fundamental e uma mesma
proporção (pouco menos de 30%) entre as parciais intermediárias e altas.
Apesar destes descritores apresentarem informações importantes a respeito da envoltória
espectral, perceptualmente eles apresentaram uma mais difícil relação com aspectos
timbrais. Pouco pode-se especular a respeito da sensação fornecida pelas amostras a
partir dos valores do EE e do TR.
A amostra do clarinete também se destacou das restantes com relação ao RHIP. A
predominância de harmônicas ímpares foi claramente expressa neste descritor, que
acusou, aproximadamente, o dobro de energia nas parciais ímpares com relação as pares.
Para as outras amostras, quase não houve distinção entre harmônicas pares e ímpares.
Perceptualmente, o clarinete apresentou uma sonoridade bem distinta das outras
amostras, porém torna-se difícil afirmar o quanto desta distinção está relacionada
unicamente à divergência de seu valor do RHIP com relação as outras amostras a partir
somente desta análise.
Com relação aos descritores estocásticos, pôde-se notar claramente a relação entre o
valor do EHM e a sensação de ruído de fundo para as amostras do trompete e do
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clarinete. Devido a alta intensidade do som determinístico do trompete, quase não se
ouve ruído de fundo, o que pôde ser traduzido pelo alto valor do EHM. Já o oposto é
observado para o clarinete, onde é claramente presente o ruído típico de instrumentos de
sopro da família das madeiras, e resultou em um valor bem baixo do EHM, indicando
alta presença de conteúdo estocástico. Perceptivamente, pouco pôde ser inferido a
respeito da pseudo-periodicidade nesta análise.
Sobre o CCBH, todas amostras apresentaram valores dentro da faixa esperada, abaixo
de 0, 35 e acima de 0, 1, sendo o valor mais alto obtido com o violoncelo (0, 19) e o mais
baixo com o trompete (0, 10). Devido ao valor obtido pelo trompete, supõe-se que os
coeficientes estocásticos dessa amostra poderiam ser substituídos por ruído branco com
pouco prejuízo de qualidade sonora.
Devido as múltiplas características distintas entre as amostras, isolar perceptualmente a
influência de cada descritor sobre a sonoridade de cada amostra se torna uma tarefa
difícil e altamente subjetiva. Porém aspectos de alguns descritores, como o CE e o EHM,
se tornaram mais evidentes.
A relação entre o CE e a característica de “brilho” das amostras pode ser notada através
da escuta das amostras e da observação dos valores extraídos e da imagem do espectro.
Claramente o trompete apresentou uma sonoridade mais brilhante, beirando o
estridente, enquanto o clarinete apresentou uma sonoridade mais sombria, acusada pelo
seu baixo valor do CE e baixa presença de harmônicos superiores.
A segunda etapa dos resultados apresenta a comparação entre os valores dos descritores
para amostras de um mesmo instrumento musical porém executando diferentes notas
musicais. A análise destes resultados é de grande importância, pois, teoricamente, por se
tratar de um mesmo instrumento, espera-se observar características bem próximas e,
consequentemente, valores dos descritores que traduzam estas mesmas características.
Para quase todos instrumentos musicais, notou-se um aumento do CE conforme o
aumento da frequência fundamental das amostras. Exceções foram observadas para o
oboé, que, apesar de apresentar variações do CE, não apresentou um aumento
progressivo, e a nota 𝐺2 do violoncelo, que apresentou uma redução do CE com relação
a nota 𝐷2.
Com relação ao EE, as amostras do trompete e do clarinete apresentaram uma certa
constância em seus valores. Já as amostras do oboé e do violoncelo apresentaram um
crescimento do EE de acordo com o aumento da altura das notas.
Variações interessantes foram observadas no TR, onde pôde-se notar o deslocamento de
energia entre cada agrupamento de parciais de acordo com a frequência fundamental.
Um caso notável é do trompete que, inicialmente, contém mais de 70% de sua energia
nas parciais mais altas, para a nota 𝐵3, porém apresenta um deslocamento progressivo
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de energia entre este agrupamento e o intermediário, passando a cerca de 87% de sua
energia somente nas 2𝑎, 3𝑎 e 4𝑎 parciais para a nota 𝐷5. Este comportamento pode ser
explicado pela forte presença de um pico formante em cerca de 1300 Hz, observado na
Figura 37.
A presença de picos formantes explica também o comportamento de quase todos os
descritores associados a envoltória espectral, como o CE, EE e TR. Portanto, pode-se
afirmar que com uma combinação entre CE, EE e TR, muita informação a respeito da
envoltória espectral e dos picos formantes pode ser induzida.
O RHIP se apresentou praticamente constante nas amostras do violoncelo, oboé e
trompete. Para o clarinete, observou-se uma tendência de aumento da energia das
harmônicas pares para notas mais altas.
A análise dos descritores estocásticos se apresentou menos intuitiva. Em geral, notou-se
uma tendência de decaimento do EHM com o aumento da altura das notas nas amostras
do trompete, oboé e clarinete. Para o violoncelo, observou-se uma certa constância no
valor do EHM, com exceção da nota 𝐺2, que apresentou um ponto fora do padrão,
provavelmente associado a alguma diferença de execução.
Observou-se uma certa flutuação do valor do CCBH com a variação da altura das
amostras, porém para as amostras do clarinete, pode-se observar um progressivo
decaimento do CCBH, inciando com 0,174 para a nota 𝐷3, e atingindo 0,074 com o 𝐷5.
5.3 Modulação dos descritores
A etapa de modulação dos descritores corresponde a seção mais importante dos
resultados desse trabalho, pois através da variação de um elemento do som pode-se mais
facilmente notar a sua influência no resultado sonoro.
Conforme já exposto, para esta seção foram utilizadas as mesmas amostras da primeira
etapa dos resultados e modulou-se os descritores CE, RHIP, EHM e CCBH. Para
facilitar a análise destes resultados, foram traçados gráficos relacionando o índice de
modulação com o novo valor obtido para cada descritor. Estes gráficos estão
apresentados através das Figuras 48, 49, 50 e 51.
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Figura 48 – Representação gráfica dos resultados obtidos para a modulação do CE para
as quatro amostras sonoros utilizadas
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Figura 49 – Representação gráfica dos resultados obtidos para a modulação RHIP para
as quatro amostras sonoros utilizadas
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Figura 50 – Representação gráfica dos resultados obtidos para a modulação do EHM para
as quatro amostras sonoros utilizadas
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Figura 51 – Representação gráfica dos resultados obtidos para a modulação do CCBH
para as quatro amostras sonoros utilizadas
Capítulo 5. Análise dos Resultados 98
A respeito do CE, observa-se, através da Figura 48, que as curvas resultantes do
processo de modulação deste descritor apresentam assíntotas horizontais, limitando a
capacidade de deslocamento do CE a uma certa faixa de valores. Para modulações no
sentido de aumentar a frequência do descritor, esta capacidade de deslocamento foi
considerada suficiente para todas as amostras, porém considera-se interessante
aprimorar a técnica para obter um maior deslocamento em direção a frequências mais
baixas. A amostra mais interessante, nesse quesito, foi a do violoncelo, que possibilitou
uma variação do CE entre, aproximadamente, 600 Hz e 1800 Hz.
A escuta das amostras moduladas apresentou resultados muito satisfatórios. Além de ser
possível notar uma suficiente correlação entre os valores modulados do CE e a sensação
de brilho nas amostras, notou-se uma suficiente preservação de outros elementos que
caracterizam a sonoridade dos instrumentos. Outra importante característica observada
foi a capacidade de reconhecimento da direção de modulação para o CE. Ao se comparar
o processo de modulação executado em duas amostras diferentes, pôde-se reconhecer se
o processo de modulação foi realizado no sentido de aumentar ou diminuir o valor do
CE, característica esta que favorece a indicação deste descritor ao seu reconhecimento
como parâmetro intrínseco.
Uma questão importante para ser aprimorada nesta técnica é a realização de uma
linearização da curva caracterizada pelo índice de modulação e os novos valores do CE.
Pequenas variações para baixos valores de modulação implicam em grandes variações do
CE, dificultando um uso previsível e direcionado desta técnica.
Com relação ao RHIP, considerou-se muito boa a capacidade de modulação do descritor
a partir da técnica adotada. Notou-se um bom deslocamento do RHIP tanto para valores
superiores quanto inferiores ao original, destaca-se somente caso do clarinete, que atingiu
um valor limitante ao apresentar uma redução máxima da energia das parciais pares.
A curva obtida neste processo de modulação do RHIP apresentou um perfil de
exponencial negativa. Caso a escala do índice de modulação seja modificado para uma
progressão logarítmica, é possível obter um processo linear de modulação deste
descritor. Um exemplo desta linearização pode ser visto na Figura 52, que apresenta o
mesmo gráfico da Figura 49, porém com seu eixo 𝑥, que representa o índice de
modulação, alterado para uma escala logarítmica.
Conforme já exposto, uma progressão linear da modulação do descritor contribuiria para
sua capacidade de previsibilidade e reconhecibilidade, facilitando seu uso como recurso
estético.
Através da escuta das amostras moduladas, pode-se notar clara diferença entre cada
etapa de modulação do RHIP sem que as características de envoltória espectral fossem
significativamente afetadas. Ao comparar os diferentes sons obtidos, pode-se confirmar a
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Figura 52 – Exemplo de linearização do processo de modulação do RHIP
importância deste descritor no resultado sonoro final, porém o reconhecimento da
modulação não se apresentou de forma tão aparente como o observado para o CE. Esta
reconhecibilidade não óbvia representa uma característica não favorável a classificação
deste descritor como parâmetro intrínseco, mesmo sendo clara a importância desta
característica para a composição do timbre.
As curvas obtidas através da modulação do EHM são apresentadas na Figura 50. A
partir da teoria apresentada na seção 2.6.4, era de se esperar que o valor obtido com esse
descritor fosse mantido entre os valores 1 e 0, porém, através da modulação, pode-se
obter valores significativamente maiores do que 1, para o caso do trompete, e também
atingir o valor 0 para o caso do clarinete. Um valor 0 de EHM, e consequentemente de
EHBH, significaria uma banda lateral sem decaimento, onde a componente estocástica
teria praticamente a mesma energia da componente determinística. Enquanto valores
acima de 1 para o EHBH resultam em um decaimento muito acentuado, onde o sinal
final se aproxima de suas componentes determinísticas somente.
Ao analisar as curvas obtidas, pode-se observar alguns pontos de uma leve
descontinuidade. Para o caso do oboé e do violoncelo, nota-se ainda uma certa não
linearidade decorrente do fato destas curvas apresentarem dois pontos de cruzamento.
Esta não-linearidade, variante de acordo com cada instrumento, dificulta o uso da
modulação deste descritor de forma previsível, algo que seria de grande importância
para o uso consciente desta ferramenta.
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A escuta dos resultados apresentou uma clara modulação da intensidade das
componentes estocásticas. A modulação para valores mais próximos de 0 apresentaram
um notável aumento da intensidade do ruído nas amostras, porém torna-se difícil a
distinção do quanto desta componente estocástica está relacionada com o aspecto de
pseudo-periodicidade ou é decorrente do ruído de fundo presente nas amostras originais.
Diferentemente dos outros descritores, a técnica adotada para a modulação do CCBH
permite apenas variar seu valor em direção a valores mais baixos, aproximando-os de 0,
que correspondem a uma correlação nula.
As curvas obtidas apresentam assintotas horizontais com o aumento do índice de
modulação, que implicam em uma redução do coeficiente de correlação. Nota-se que a
capacidade de modulação deste descritor está relacionada com os coeficientes dos filtros
AR. Quanto menor for o valor original do CCBH, menor será sua capacidade de
modulação devido a menor intensidade dos coeficientes do filtro AR.
Diferentemente dos outros descritores apresentados, a escuta das amostras resultou em
diferenças muito sutis entre os sinais modulados e o original. Somente a partir de uma
escuta atenta pode-se perceber diferença para as amostras do violoncelo e do clarinete,
utilizando valores altos de modulação. Para as amostras de trompete e oboé nenhuma
diferença pode ser notada.
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6 Conclusão
Este trabalho teve como base dois objetivos principais. O primeiro foi realizar um estudo
a respeito da FAS como uma técnica fundamentada na teoria wavelet capaz de codificar
e parametrizar sinais tonais e o segundo foi analisar a relação entre os descritores
sonoros e as qualidades timbrais de instrumentos. A união destes objetivos resultou na
elaboração de um sistema de análise/manipulação/síntese fundamentado na codificação
FAS capaz de realizar tanto a extração de descritores sonoros como sua manipulação. Os
descritores sonoros estudados nesse trabalho foram centroide espectral (CE),
espalhamento espectral (EE), razão entre a energia de harmônicos impares e pares
(RHIP), tristimulus (TR), expoente Hurst de banda harmônica médio (EHM) e
coeficiente de correlação de banda harmônica (CCBH), sendo o CCBH um novo
descritor proposto por este trabalho.
Para a realização deste sistema, o capítulo 2 apresentou a fundamentação teórica
necessária, em especial as envolvidas com a FAS e com os descritores sonoros estudados.
No capítulo 3 foi apresentado o sistema completo de análise/manipulação/síntese das
amostras sonoras e a metodologia adotada para a validação do sistema. Os capítulos 4 e
5 apresentaram, respectivamente, os resultados obtidos com este sistema e a análise
destes resultados, envolvendo tanto a extração quanto a manipulação dos descritores.
Com relação aos descritores sonoros, os algoritmos aqui apresentados para a extração se
mostraram muito eficientes e com resultados muito próximos aos obtidos através de
técnicas tradicionais.
A respeito dos descritores estocásticos, os conceitos envolvidos tanto no EHM quanto no
CCBH são muito instigantes. A baixa quantidade de pesquisas acerca das componentes
estocásticas de sinais tonais foi a principal motivação para a adoção do EHBH e para o
desenvolvimento do CCBH.
Apesar da teoria do EHBH predizer seus valores dentro da faixa entre 0 e 1, notou-se
que algumas das amostras apresentaram valores do EHM bem próximos, ou mesmo além
destes limites teóricos. Este fato indica a necessidade de um aprofundamento no estudo
deste descritor. Com relação ao CCBH, os valores obtidos se encontraram dentro da
faixa esperada, confirmando a teoria exposta por Polotti (2003) de que os coeficientes
estocásticos de sinais musicais possuem uma baixa correlação, porém não nula. Em
contrapartida, durante a etapa de modulação, pouca diferença pode ser notada ao
modular este descritor no sentido de aproximar os coeficientes de um ruído branco.
Através deste experimento, chegou-se a conclusão de que, para determinadas amostras,
não há diferença em utilizar diretamente coeficientes descorrelacionados na etapa de
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síntese das componente estocásticas na FAS. Mesmo para as amostras em que alguma
diferença pode ser notada, esta diferença representou um alto nível de sutileza, sendo
notada apenas em uma escuta atenta e através de transdutores de boa qualidade.
A etapa de modulação forneceu resultados interessantes. Através da manipulação de
cada descritor, foi possível obter uma melhor compreensão de a qual aspecto perceptual
o descritor está relacionado. Os resultados obtidos com o CE e com o RHIP superaram
as expectativas, principalmente devido a capacidade que demostraram de alterar a
sonoridade da amostra sem impactar significativamente em outros aspectos timbrísticos.
A modulação do EHM apresentou um considerável controle sobre o aspecto ruidoso das
amostras, possibilitando tanto seu aumento quanto diminuição, porém pouco pôde ser
inferido a respeito da percepção de pseudo-periodicidade. De forma subjetiva, foi notado
que após a modulação do EHM para valores altos, indicando uma anulação das
componentes estocásticas, os resultados sonoros apresentaram uma certa esterilidade,
porém se torna difícil averiguar se este fenômeno está relacionado a
pseudo-periodicidade ou a anulação dos elementos ruidosos, sempre presentes nos sons
naturais, em algum grau.
6.1 Considerações finais e propostas de pesquisas futuras
Nas últimas décadas, diversas pesquisas vêm sendo realizadas acerca da extração de
descritores sonoros no contexto da escuta de máquina e do aprendizado de máquinas,
principalmente com foco em classificação e reconhecimento automático de material
sonoro. Neste mesmo período, grande parte das pesquisas visando compreender o
fenômeno do timbre foram motivadas pelos recentes avanços da psicoacústica e da
neurociência cognitiva.
Nesta pesquisa, optou-se por utilizar técnicas ainda pouco exploradas de processamento
de sinais com o objetivo de extrair informações relevantes do fenômeno sonoro que
influenciam a nossa noção de timbre. Aproveitando as propriedades particulares da FAS,
optou-se por desenvolver algumas técnicas específicas para análise das componentes
estocásticas dos sinais, dado que pouco enfoque foi dado a estas componentes através
das técnicas tradicionais. A HBWT e a FAS estão entre as poucas técnicas presentes na
literatura com uma preocupação em analisar e codificar o aspecto da
pseudo-periodicidade do som. Considera-se que é justamente nos elementos estocásticos,
de difícil previsão, que se encontra uma parte principal das características que garantem
o aspecto natural dos sons.
Apesar de ter sido desenvolvida a mais de dez anos, a síntese aditiva fractal ainda é uma
técnica pouco explorada. Seu interessante potencial de codificação de sinais musicais foi
um dos fatores que motivou a escolha desta técnica. Ressalta-se aqui ainda a
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necessidade de estudos mais profundos, principalmente referente as possíveis expansões
da FAS para sinais não tonais através da transformada wavelet de banda harmônica
sincronizada em altura (PS-HBWT) (POLOTTI, 2003), que possibilita a codificação de
sinais não tonais ou com tom variante.
Nota-se que por sua grande capacidade de parametrização e compressão de sinais
musicais, a FAS representa uma excelente opção para utilização em técnicas de síntese
concatenativa fundamentadas em grandes bancos de amostras já parametrizadas, como
o caso da síntese concatenativa baseada em corpúsculos sonoros (CBCS) (SCHWARZ,
2007).
Considera-se interessante, para trabalhos futuros, a implementação das técnicas aqui
apresentadas em novas plataformas, como Pure Data, para facilitar sua utilização por
músicos e pesquisadores interessados da relação entre timbre e descritores sonoros.
A modulação de descritores sonoros se apresentou como uma interessante ferramenta
tanto para auxiliar na compreensão da percepção do timbre como para possibilitar
manipulações de alto nível de abstração de aspectos perceptuais. Deseja-se que futuras
pesquisas ampliem as técnicas aqui apresentadas na direção da criação e implementação
de novos descritores significativos a percepção do timbre, incluindo os descritores
temporais que não foram abordados neste trabalho.
A partir dos resultados obtidos, é possível vislumbrar a possibilidade de uma técnica de
síntese sonora com alto nível de abstração de seus parâmetros de controle ao utilizar um
amplo conjunto de descritores sonoros, tanto de domínio espectral quanto temporal. A
compreensão da relação entre os descritores sonoros e aspectos perceptuais do som se
torna um elemento fundamental para a elaboração de tal técnica, além da necessidade
de um estudo acerca de qual conjunto de descritores compreenderia um maior grau de
manipulações possíveis e independentes entre si.
Nota-se que o método de extração e manipulação dos descritores sonoros adotados neste
trabalho segue uma estrutura analítica, dado que fornecem ao usuário um controle
direto dos parâmetros de modulação. Porém, devido aos avanços em técnicas de
aprendizagem profunda (deep learning), reconhece-se uma recente possibilidade na
utilização destas técnicas emergentes de forma a automatizar o processo de extração e
modulação dos descritores, o que possibilitaria ao usuário mais um grau de abstração no
processo de utilização. Pesquisas recentes demonstram um interessante potencial de
manipulação timbral a partir de autoencoders gerados por redes neurais artificiais
(SINCLAIR, 2017). A partir deste conceito, pode-se prever um sistema idealizado onde
o usuário poderia inserir apenas os “valores metas” de descritores e o sistema se
encarregaria, automaticamente, em obter o melhor modelo de manipulação de
parâmetros. Tal sistema poderia garantir resultados sonoros mais próximos ao idealizado
pelo usuário, com um menor esforço de aprendizado acerca das técnicas empregadas.
Capítulo 6. Conclusão 104
Através de sistemas como estes, utilizando tanto a abordagem analítica quanto por
aprendizado de máquina, talvez se torne possível o desenvolvimento de um modelo de
solfejo timbral, onde elementos perceptuais do timbre possam ser identificados e
trabalhados de forma previsível e reconhecível, tal como a música tem utilizado a altura,
a intensidade e a duração ao longo de mais de três séculos de aprimoramento da arte dos
sons.
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