Abstract. We provide sufficient optimality conditions for optimal control problems with bangbang controls. Building on a structural assumption on the adjoint state, we additionally need a weak second-order condition. This second-order condition is formulated with functions from an extended critical cone, and it is equivalent to a formulation posed on measures supported on the set where the adjoint state vanishes. If our sufficient optimality condition is satisfied, we obtain a local quadratic growth condition in L 1 (Ω).
1. Introduction. The aim of the present paper is to provide second-order sufficient conditions for bang-bang optimal control problems with nonlinear partial differential equations (PDEs). In particular, we consider the case that the control variable does not appear explicitly in the objective. The control problem we are interested in is given as follows: Ay + a(·, y) = u in Ω, y = 0 on Γ.
The assumptions on the various ingredients are specified below in section 2. Under these assumptions, solutions of our problem (P) exist. Ifū is a locally optimal control with associated stateȳ := yū, then there exists an adjoint stateφ such that u(x) = α(x) ifφ(x) > 0, β(x) ifφ(x) < 0.
In the case thatφ = 0 holds a.e. in Ω, the controlū attains the control bounds a.e. Hence,ū is a bang-bang control. Naturally, we arrive at the question of whether we can find sufficient optimality conditions, i.e., conditions which imply that a certain control is locally optimal. As the objective functional J depends only implicitly through y u on the control u, standard sufficient second-order conditions, which require the coercivity of J in L 2 (Ω), cannot be satisfied. Hence, second-order conditions tailored towards the special problem structure need to be devised.
The only contribution which deals with this situation in the PDE constrained case is [6] . Therein, the author provided second-order conditions involving coercivity w.r.t. the linearized state. It is shown that these conditions imply local quadratic growth of J w.r.t. the linearized state in a neighborhood ofū.
In the literature on control problems governed by ordinary differential equations (ODEs) there are many contributions dealing with second-order conditions in the bang-bang case; see, e.g., [11, 13, 14, 17, 18, 19, 20] . In these contributions one typically assumes that the (differentiable) switching function σ : [0, T ] → R possesses only finitely many zeros and that |σ(t)| > 0 is satisfied for all zeros t of σ. This condition cannot be transferred to the PDE constrained case, in which the role of the switching function is played by the distributed adjoint stateφ : Ω → R. It is not hard to check that this condition on the switching implies the existence of K > 0 such that {t ∈ [0, T ] : |σ(t)| ≤ ε} ≤ K ε holds for all ε > 0. Here, | · | denotes the Lebesgue measure. This latter condition easily generalizes to the PDE constrained case; namely, one assumes that (1.2) {x ∈ Ω : |φ(x)| ≤ ε} ≤ K ε is satisfied, whereφ : Ω → R is the adjoint state associated with a fixed control u. In the PDE constrained case, the condition (1.2) was already successfully used in [8] to study the discretization error in the bang-bang case and in [26] to obtain regularization error estimates for bang-bang controls. The regularity condition (1.2) on the adjoint state is our starting point to derive second-order sufficient conditions for bang-bang controls. In Proposition 2.7, we show the existence of κ > 0 such that
Due to this quadratic growth estimate, it turns out that we can prove local optimality ofū if J is bounded from below on certain critical cones. We show that the condition
with κ < κ and τ > 0 yields local optimality ofū in L 1 (Ω) (see Theorem 2.8) , and this is a main result of this work. The support of functions from C τ u is contained in {x ∈ Ω : |φ(x)| ≤ τ }. Remarkably, it is impossible to allow τ = 0, as C 0 u = {0} is just the trivial cone for bang-bangū. To circumvent this difficulty we consider cones of measures with support on the set {x ∈ Ω :φ(x) = 0}; see subsection 2.5. We prove the following. Suppose that
holds for all measures µ supported on {x ∈ Ω :φ(x) = 0} and satisfying certain sign conditions. Then,ū is locally optimal and satisfies a quadratic growth condition w.r.t. L 1 (Ω); see Corollary 2.15.
We expected that condition (1.4) involving measures with support on {x ∈ Ω : ϕ(x) = 0} is weaker than condition (1.3), which involves L 1 -functions supported on the larger set {x ∈ Ω : |φ(x)| ≤ τ }. However, it turns out that both conditions are equivalent (see Theorem 2.14), which can be regarded as one of the main results of our article.
We emphasize that the second-order conditions (1.3) and (1.4) are rather weak, as they allow for some negative curvature of the reduced objective.
Naturally, these considerations can be transferred to different situations. We discuss them in an abstract setting in section 3.
2. An elliptic bang-bang control problem.
Preliminary results.
Let us first state the standing assumptions on the data of the control problem (P) and in particular of the state equation (2.1). We assume Ω ⊂ R n , n ∈ {1, 2, 3}, α, β ∈ L ∞ (Ω), α ≤ β, and α ≡ β. Moreover, L, a : Ω × R −→ R are Carathéodory functions of class C 2 w.r.t. the second variable such that the following assumptions are satisfied:
(A1) a(·, 0) ∈ Lp(Ω), withp > n/2, ∂a ∂y (x, y) ≥ 0 for a.a. x ∈ Ω and ∀y ∈ R, and for all M > 0 there exists a constant C a,M > 0 such that
e. x ∈ Ω and ∀|y| ≤ M.
For every M > 0 and ε > 0 there exists δ > 0, depending on M and ε, such that
, and for all M > 0 there are a constant C L,M > 0 and a function ψ M ∈ Lp(Ω) such that for every |y| ≤ M and almost all x ∈ Ω ∂L ∂y
and for a.e. x ∈ Ω.
(A3) We also assume that Ω is an open and bounded domain in R n , n ≤ 3, with a Lipschitz boundary Γ =Ω \ Ω, and A denotes a second-order elliptic operator of the form
a ij (x)ξ i ξ j ∀ξ ∈ R n for a.e. x ∈ Ω for some λ A > 0.
Hereafter, we will denote the set of admissible controls by
The reader is referred to [23, Chapter 4] for the proofs of the following theorems.
Theorem 2.1. Under assumptions (A1) and (A3), the following statements hold:
, with p > n/2, there exists a unique (weak) solution y u ∈ H 1 0 (Ω) of the state equation (1.1). This solution satisfies y u ∈ Y := H 1 0 (Ω) ∩ C(Ω). Moreover, there exists a constant M α,β such that
and given
is the unique weak solution of
As a consequence of this theorem and assumption (A2), we get by an application of the chain rule the following result.
2 and the first and second derivatives are given by
where z vi = G (u) v i , i = 1, 2, and ϕ u ∈ Y is the adjoint state defined as the unique weak solution of
where A * is the adjoint operator of A.
Since the control problem (P) is not convex, we distinguish between local and global solutions. Moreover, due to the different possible norms on the control space, there are different notions of local solutions. Let us give a precise definition.
By B p ε (ū), we denote a closed ball w.r.t. the norm in L p (Ω), i.e.,
Definition 2.
3. An elementū ∈ U ad is said to be a solution of (P) or, equivalently, a global minimum, if J(ū) ≤ J(u) for all u ∈ U ad . We will say thatū is a local minimum of (P) in the
. The elementū will be called a strict local minimum if the inequality
However, ifū is a local minimum in the L ∞ (Ω) sense, it is not necessarily a local minimum in the L p (Ω) sense for any p ∈ [1, ∞). The following result on first-order optimality conditions is classical; see, e.g., [23, Chapter 4] .
Theorem 2.4. The control problem (P) has at least one global minimum. Moreover, ifū is a local minimum of (P) in the L p (Ω) sense, for some p ∈ [1, ∞], then there exist a unique stateȳ ∈ Y and a unique adjoint stateφ ∈ Y such that the following relationships hold:
2.2. Discussion of second-order conditions for bang-bang controls. Let nowū be locally optimal for (P) in the L p (Ω) sense, p ∈ [1, ∞]. From the inequality (2.9), we deduce as usual
In this paper we are interested in the case where
Here, | · | denotes the Lebesgue measure. In this case, (2.10) implies thatū(x) ∈ {α(x), β(x)} for almost all points x ∈ Ω. Hence,ū is called a bang-bang control. Our goal is to give sufficient optimality conditions for local optimality of a bang-bang control satisfying the first-order optimality conditions. For nonconvex optimization problems (such as (P)), sufficient conditions for optimality are established in terms of the second derivative of the objective functional J. To this end, a cone of critical directions is defined. The natural critical cone for a pointū ∈ U ad satisfying the conditions (2.7)-(2.9) is given by
Note that the set of functions v ∈ L 2 (Ω) satisfying (2.12) is just the tangent cone to the admissible set U ad in L 2 (Ω). An immediate consequence of (2.10), (2.12) is thatφ(x)v(x) ≥ 0 for almost all x ∈ Ω, and hence J (ū)v ≥ 0. Therefore, if v ∈ Cū, then the identityφ(x)v(x) = 0 a.e. in Ω holds. Thus, ifū is a bang-bang control, this implies Cū = {0}.
Since the admissible set U ad is polyhedric in L p (Ω), we obtain Obviously, a sufficient optimality condition cannot be posed on this trivial cone Cū. Several authors have suggested to increase the cone of critical directions and to formulate the second-order condition on this extended cone; see [9, 15] . Pursuing these ideas, the following extended cone was suggested in [6] : for every τ > 0 we define
It is clear that Cū ⊂ C τ u . Indeed, an element v ∈ Cū has to vanish at a.e. point x for whichφ(x) = 0. However, an element v ∈ C τ u is only required to vanish at a.e. point x for which |φ(x)| > τ . Now, one can pose the following sufficient second-order condition on this extended cone:
However, it is proved in [6] that this condition cannot be fulfilled for the problem (P). The main reason is that the control is not contained explicitly in the objective and, in particular, no L 2 (Ω) regularization term is present in (P). Instead of the above condition, the following one was proved to be a sufficient second-order condition for optimality:
where z v = G (ū)v is the solution of (2.2) associated to the stateȳ = G(ū). Looking at the expression for the second derivative
the condition (2.14) makes sense. Actually, it was proved in [6] that ifū ∈ U ad satisfies (2.7)-(2.9) and (2.14), then
In the present paper we perform a different approach. First, we assume thatū is a bang-bang control. Additionally, we make a structural assumption on the adjoint stateφ:
This assumption and some variants of it have been made in some other mathematical contexts; see [1, 8, 11, 24, 26] . Property (2.16) holds ifφ ∈ C 1 (Ω) and there exists a constant C > 0 satisfying |∇φ(x)| ≥ C for all x ∈Ω such thatφ(x) = 0; see [8] .
In the rest of this section we make the following assumption. (A4) We assume thatū ∈ U ad and it satisfies the first-order optimality conditions (2.7)-(2.9) and the assumption (2.16).
As a consequence of (2.16) we have that (2.11) holds. Hence,ū is a bang-bang control. In the next two subsections we analyze the local optimality ofū.
Local optimality in L
∞ (Ω). The goal of this subsection is to prove the following theorem.
This theorem claims that the first-order optimality conditions along with the structural assumption (2.16) implies thatū is a strict local minimum of (P) in the L ∞ (Ω) sense. It is quite remarkable that no condition on the second derivative of J is necessary.
However, one should bear in mind that the notion of a local minimizer in L ∞ (Ω) is quite weak. Indeed, if the radius of optimality ε in L ∞ (Ω) satisfies ε ≤ β − α a.e. in Ω, the set U ad ∩ B ∞ ε (ū) does not contain any other bang-bang control besidesū. Hence, (2.17) does not allow one to compareū with other bang-bang controls.
In order to prove this theorem we first establish the following lemma.
Lemma 2.6. There exists a constant C α,β > 0 such that
where ϕ u andφ are the solutions of (2.6) and (2.8), respectively.
Proof. Let u ∈ U ad be given, and we denote the associated state with y u . First, we show a measurable mean value theorem for the Carathéodory function a. We consider the Carathéodory function 
Then, we subtract the state equations satisfied by y u andȳ and obtain
. This is achieved by using results for PDEs with measures on the right-hand side. We note that (A1) and (2.1) imply that 0 ≤ ∂a/∂y(·, y θ ) ∈ L ∞ (Ω). Thus, we can employ the technique of [16, Theorem 2.12] (see also the classical work [22, Théorème 9.1]), and we obtain the existence of a constant D α,β such that
Now, subtracting (2.6) and (2.8) we obtain
is estimated by the L 2 (Ω) norm of the right-hand side of the equation. To this end we first observe that (2.1) implies that the solution of (2.6) satisfies ϕ u C(Ω) ≤ C for some constant C and for all u ∈ U ad . Moreover, assumptions (A1) and (A2) along with the mean value theorem imply
which yields with (2.19)
From this inequality (2.18) follows. Now, we are in position to prove Theorem 2.5.
Proof of Theorem 2.5. Let us set (2.20)
where K and C α,β satisfy the structural assumption (2.16) and the Lipschitz estimate (2.18), respectively. Now, we take u ∈ U ad ∩ B ∞ ε (ū). With the mean value theorem we get
Let ϕ θ denote the adjoint state associated with u θ , and set
From (2.10) and the fact that α ≤ u ≤ β a.e. in Ω, we know thatφ(x)(u(x)−ū(x)) ≥ 0 for almost all x ∈ Ω. Moreover, sign ϕ θ (x) = signφ(x) holds for all x ∈ E. Let us check this claim. If
Analogously, we proceed if ϕ θ (x) < 0 for some x ∈ E. Combining these two observations we infer
Let us prove that
To this end, we first definē
From the definition of F and (2.18) we obtain
Hence, (2.23) follows from the inclusion F ⊂F and the structural assumption (2.16). Now, using (2.22) and (2.23) we get
From here and (2.21) we deduce
Finally, from (2.20) and the fact that u −ū L ∞ (Ω) < ε we conclude (2.17).
Local optimality in L 1 (Ω).
In this section we provide a condition for u to be a strict local minimum of (P) in the sense of L 1 (Ω), and consequently in the L p (Ω) sense for every p ∈ [1, ∞]. This optimality condition is based on a weak second-order condition. Before establishing the main result, let us prove the following proposition.
Proposition 2.7. Let us assume that (A1)-(A4) hold; then there exists κ > 0 such that
Note that U ad is a bounded subset of L ∞ (Ω). In particular, U ad is not a cone. The proof below will reveal that κ can be chosen proportional to u −ū
, and the scaling of u −ū in (2.24) is indeed correct. Proof of Proposition 2.7. Given u ∈ U ad , we set
Then, we have
Since |Ω \ E ε | ≤ Kε due to the structural assumption (2.16), we find
Hence we get
Now, we formulate a second-order condition on the extended cone C τ u , defined in (2.13).
Here, we allow for some negative curvature of the second derivative on critical directions. Hence, the assumption on J (ū) is very weak when compared to standard second-order conditions, which require positive definiteness of J (ū). This weakening is possible due to the structural assumption (2.16) and its consequence, Proposition 2.7, which gives second-order growth from a first-order expression.
Theorem 2.8. Suppose that assumptions (A1)-(A4) hold. Further, we assume that
where the constant κ is given in Proposition 2.7. Then, there exists ε > 0 such that
where
2)), we deduce the existence of
On the other hand, from assumptions (A1) and (A2), (2.1), and the expression (2.5) we get
with C = C 2 1 C 2 . We define the set Ω τ = {x ∈ Ω : |φ(x)| > τ }. Let us observe that (2.10) and (2.24) imply that
Then we have that u = u 1 + u 2 , (u 1 −ū) ∈ C τ u , and |u 1 −ū| ≤ |u −ū|. By making a Taylor expansion and using (2.25), (2.27), (2.28), (2.29), and Young's inequality we obtain for some u θ =ū + θ (u −ū) with 0 ≤ θ ≤ 1
Finally, we take
Then (2.26) follows from the above inequality just by noting that the sum of the last two terms is nonnegative if u −ū L 1 (Ω) < ε.
Remark 2.9. Let us observe that in the proof of Theorem 2.8 the assumption (2.25) was used to deduce that
The reader could think that the assumption (2.25) is too strong and it could be relaxed by assuming that
However, it is not difficult to prove that this assumption is equivalent to (2.25).
2.5. Second-order condition involving measures concentrated on the set {φ(x) = 0}. Let us now discuss a second-order condition that involves measures that are concentrated on the set of discontinuities ofū. Let us denote Zφ := {x ∈ Ω :φ(x) = 0}.
On this set we consider the space M(Zφ) formed by the real-valued and regular Borel measures in Zφ. Looking for an extension of the results well established for finitedimensional optimization problems, we should check the second derivative J (ū) on elements defined on the set of points where the derivative J (ū) =φ vanishes. This set Zφ has a zero Lebesgue measure, and hence it is quite natural to replace functions by Borel measures belonging to the space M(Zφ). Notice that Zφ can be a set formed by a finite amount of points, or a line in dimension 2, or a surface in dimension 3.
According to the Riesz representation theorem we have M(Zφ) = C 0 (Zφ) * ; see [21, Theorem 6.19] . We also denote by M(Ω) = C 0 (Ω) * the space of real-valued and regular Borel measures in Ω. M(Zφ) can be considered as a subspace of M(Ω). Indeed it is enough to extend any measure µ ∈ M(Zφ) by zero outside Zφ. For every measure in M(Ω), and hence also for all µ ∈ M(Zφ), the linearized state equation 
. Hence, from the expression (2.5) and assumptions (A1) and (A2) we get that the bilinear form J (ū) can be extended from L 2 (Ω) to a continuous bilinear form on M(Zφ). In particular we have
Finally, we mention a continuity property of J (ū 
, and, consequently,
It is natural to impose a second-order condition on the set where the derivative of the functional vanishes, namely on the set Zφ. We also have to take into account the set where the control constraint is active. To this end we should consider a cone in M(Zφ) that includes a condition analogous to (2.12) in its definition. Thus we define the sets
Here, B ρ (x) denotes an open ball with radius ρ > 0 centered at x. In some cases one or both of these sets can be empty. Now we define the cone
This condition seems to be weaker than (2.25), which was formulated on the extended cone C τ u . However, this is not the case, as we prove below. In fact, we will show that both conditions are equivalent.
The key to this result will be that the cone Tū is a certain limit of C τ u for τ 0. To this end, we denote
This set contains all measures that can be approximated by elements of C τ u for τ 0. That is, Sū is the Painlevé-Kuratowski upper limit lim sup τ 0 C τ u w.r.t. weak-star convergence in M(Ω). Let us note that if we take the upper limit w.r.t. strong convergence in L 2 (Ω), we obtain the trivial cone {0}. In order to prove that (2.25) implies (2.30) we will need the smaller set
Clearly, it holds thatŜū ⊂ Sū. In the proof of equivalence, the inclusions Sū ⊂ Tū ⊂ Sū will be essential, which imply Tū = Sū =Ŝū. At first, we have the following result on the sets Z 
Then,φ(ξ) = 0 for all ξ ∈ B ρ (x) holds with ρ = min{ρ 1 , ρ 2 }. This contradicts (2.11).
With the help of this result, the extension by zero of functions from C 0 (Z + ϕ ) and C 0 (Z − ϕ ) to Zφ belongs to C 0 (Zφ). This allows us to prove the inclusion Sū ⊂ Tū. Lemma 2.11. Suppose that (2.11) holds. Then it holds that Sū ⊂ Tū.
Proof. First we prove that Sū ⊂ M(Zφ). To this end we take an element µ ∈ Sū and a sequence {v k } ∞ k=1 with v k ∈ C τ k u for every k ≥ 1 and τ k 0, and such that v k * µ. Now, for an arbitrary open set V with V ⊂V ⊂ Ω \Zφ, we deduce the existence of ε > 0 such that |φ(x)| > ε for every x ∈ V . Then the convergence τ k 0 implies that v k = 0 in V for all k big enough, namely for τ k < ε. From here we infer for z ∈ C 0 (V ) extended by zero to Ω that
Therefore, the identity µ = 0 in V holds. Since Ω \ Zφ is the numerable union of such open sets V , we conclude that µ has its support contained in Zφ. Thus, µ ∈ M(Zφ).
We will prove now µ − (Z 
This shows that
Hence, we conclude that µ is a nonnegative measure in Z + ϕ , and then µ − (Z + ϕ ) = 0. Analogously we get that µ + (Z − ϕ ) = 0, which proves that µ ∈ Tū. Thus, we have proved Sū ⊂ Tū.
In order to prove the inclusion Tū ⊂Ŝū, we work with Dirac measures. Here, we exploit the fact that Dirac measures can be obtained as weak-star limits of suitably scaled characteristic functions.
Theorem 2.12. Suppose that (2.11) holds. Then, the following statements are satisfied:
(1) Let the measure µ be given by Then µ is in Tū if and only if the coefficients λ j satisfy for all j = 1, . . . , m
Moreover, the element µ satisfying (2.33), (2.34) belongs toŜū. We obviously have
which proves that µ ∈ Tū if and only if (2.34) holds. Let us prove that µ also belongs toŜū. Let k 0 be an integer such that
Now, for every integer k > 2k 0 we define for 1 ≤ j ≤ m
where ρ xj is as in the definition of the sets Z + ϕ and Z − ϕ , respectively. We set r k := min 1≤j≤m ρ j and
Note that each A k (x j ) has positive measure since
If we take
Moreover it is immediate that v k * µ and
which proves µ ∈Ŝū.
(2) Let µ ∈ Tū be given. For a given integer k ≥ 1 we define µ k ∈Ŝū as follows. For every point x ∈ Z + ϕ we take ρ x ≤ 1/k such thatφ(ξ) ≥ 0 for all ξ ∈ B ρx (x). Analogously we select ρ x for every
, we take ρ x = 1/k. Hence we have thatZφ ⊂ ∪ x∈Zφ B ρx (x). SinceZφ is a compact subset of R n , we can take a finite subcoverZφ ⊂ ∪ m k j=1 B ρj (x j ), with ρ j := ρ xj . Now, we take a partition of unity subordinated to this cover: 
Let us prove that µ k * µ. Given z ∈ C 0 (Zφ) and ε > 0 there exists an integer k ε ≥ 1 such that
Since z(x j ) = 0 for all x j ∈Zφ \ Zφ, we have
which proves the desired convergence. To prove that µ k ∈Ŝū it is enough to use statement (1) of the theorem and take into account that if
Similarly we proceed with the points x j ∈ Z − ϕ . Thus we conclude that µ k ∈Ŝū for every k. It remains to prove the convergence of norms µ k M(Zφ) → µ M(Zφ) . First we notice that
From here we infer that 
0 as i → ∞ and such that
Hence, all these sequences (at least if we skip some of the first elements) belong to a large ball in M(Zφ). Indeed, since lim k→∞ µ k M(Zφ) = µ M(Zφ) , we can take a real number r > 0 such that
, where B r (0) denotes the ball in M(Zφ) of radius r centered at 0. On this ball, the weak-star topology is metrizable (see, for instance, [3, Theorem 3 .28]) and, thus, we can pick a diagonal sequence {v k,i k } ∞ k=1 which converges to µ weakly star in M(Zφ) and such that τ k,
. This implies µ ∈Ŝū, which is the claim. (4) The inclusion Tū ⊂Ŝū is an immediate consequence of statements (2) and (3).
From Lemma 2.11 and Theorem 2.12 we infer the following Corollary 2.13. Suppose that (2.11) holds. Then it holds that Tū = Sū =Ŝū. Moreover, this set is sequentially weak-star closed in M(Zφ).
Proof. From the definitions (2.31) and (2.32), we getŜū ⊂ Sū. In Lemma 2.11, we have shown that Sū ⊂ Tū and Theorem 2.12(4) yields Tū ⊂Ŝū. This shows that Tū = Sū =Ŝū. Now, let the sequence {µ k } ∞ k=1 ⊂Ŝū converge towards µ w.r.t. the weak-star topology of M(Zφ). This implies the boundedness of { µ k M(Zφ) } ∞ k=1 . Now, we can argue as in the proof of Theorem 2.12(3) to obtain a diagonal sequence {v
Note that, different from the proof of Theorem 2.12(3), we do not obtain the convergence of norms
Nevertheless, the above arguments show that µ ∈ Sū and, together with Sū =Ŝū, this shows the claim.
The equivalence between the conditions (2.25) and (2.30) is an immediate consequence of the following theorem.
Theorem 2.14. Suppose that assumptions (A1)-(A3) and (2.11) hold. Then, the conditions
are equivalent. Moreover, if (2.37) holds for a constant κ , then (2.36) is valid for any constant κ > κ . Reciprocally, if (2.36) holds for κ , then (2.37) is fulfilled for the same constant κ .
Proof. We first prove that (2.37) implies (2.36). We will argue by contradiction. To this end, suppose that (2.37) is fulfilled for a constant κ , but (2.36) does not hold for some κ > κ . Since (2.36) does not hold for the constant κ and any τ > 0, then there are sequences
implies the existence of an element µ ∈ M(Ω) and a subsequence, denoted the same, such that v k * µ in M(Ω). Hence, it holds that µ ∈ Sū. From Lemma 2.11 we know that µ ∈ Sū ⊂ Tū. Hence, (2.37) is satisfied by µ. Because of the compactness of the embedding W
Lemma 2.15]), and
Hence, we obtain J (ū)µ 2 ≤ −κ and µ = 0. But by (2.37) it holds that J (ū)µ 2 ≥ −κ µ 2 M(Zφ) . This leads to
Let us prove the converse implication. Given µ ∈ Tū we get from Theorem 2.12(4) that µ belongs toŜū. Hence, there exist sequences
From (2.36) we conclude that there is κ such that for all k sufficiently large the inequality (2.39)
is satisfied. Passing to the limit k → ∞ shows that (2.37) is satisfied with κ = κ .
Using Theorem 2.8, we obtain the following corollary.
Corollary 2.15. Suppose that assumptions (A1)-(A4) hold. Further, we assume that (2.30) is satisfied, where the constant κ is given in Proposition 2.7. Then, for all κ ∈ (κ , κ) there exists ε > 0 such that
Remark 2.16. Let us assume thatū ∈ U ad satisfies the first-order optimality conditions (2.7)-(2.9) and (2.11), but the structural assumption (2.16) is not satisfied. If condition (2.14) holds, the following statement is satisfied:
The proof follows the steps of the second part of the proof of Theorem 2.14. We have to replace −κ by κ in (2.39) as well as the norms
Remark 2.17. We compare our results with those obtained in [6] in the case that (2.16) is satisfied. First of all, it is clear that condition (2.14), which is needed in [6] , immediately implies our condition (2.25) (with κ = 0). [6] and we obtain a stronger result. However, we emphasize that [6] is also applicable in the case that (2.16) does not hold.
Due to the structure of J (ū), it seems more natural to formulate a second-
However, observe that the second-order condition
implies (2.25). Analogously, under the same assumption on δ, the condition
∀µ ∈ Tū implies (2.30). According to Theorem 2.8 and Corollary 2.15, the above second-order conditions are sufficient for L 2 (Ω) local optimality ofū if C 2 1 δ < κ holds. 3. Abstract setting. The technique of section 2 can also be transferred to an abstract setting. In fact, it is sufficient to pose some assumptions on the reduced objective J : L ∞ (X) → R. We will briefly address the necessary modifications in this section. Throughout this section, we assume that (X, B, η) is a finite and complete measure space.
We consider the abstract problem
Here, J : U ad → R is a given function, where U ad ⊂ L ∞ (X) is defined analogously to section 2 using the bounds α, β ∈ L ∞ (X). Letū ∈ U ad be fixed. We make the following assumptions on J andū: (H1) The functional J can be extended to an L ∞ (X)-neighborhood of U ad . It is twice continuously Fréchet differentiable w.r.t. L ∞ (X) in this neighborhood. Moreover, we assume thatū satisfies the first-order condition J (ū) (u−ū) ≥ 0 for all u ∈ U ad . (H2) There is δ > 0 such that the second derivative J (u) :
In particular, there is a constant C > 0 such that
holds for all u ∈ U ad ∩B 1 δ (ū) and
(H5) There exists a constant K > 0 such that
is satisfied for all ε > 0. We briefly discuss that the above assumptions are satisfied for the optimal control problem which is discussed in section 2. Assumptions (H1)-(H4) are satisfied with q = 1, which can be seen from (2.27) and (2.28) in the proof of Theorem 2.8. Assumption (H5) translates to (A4).
It is easy to see that Proposition 2.7 can be directly transferred to this abstract situation. In order to use the proof of Theorem 2.8 in this abstract setting, we have to show that (3.1) yields an estimate against L 1 (X)-norms. This follows directly by Hölder's inequality.
Corollary 3.1. Let assumptions (H1)-(H2) be satisfied. Then, there is a constant C > 0 such that
Next, we give two possibilities to verify (H3).
Lemma 3.2. Let assumptions (H1)-(H2) be satisfied. Then, (H3) follows if one of the following conditions is satisfied:
(1) For each ε > 0, there is δ > 0 such that
and r ∈ [q, 2) satisfy 1/p+2/r > 2 with q as in (H2). Moreover, assume that there exist positive constants δ 0 and C such that
Proof. The verification of (H3) in case (1) is straightforward. Let us suppose that (2) holds. From Hölder's inequality we get for u ∈ U ad ∩B
. Since 1/p + 2/r > 2, the claim follows.
Using these assumptions above, we can prove the next theorem, following along the lines of the proof of Theorem 2.8. Theorem 3.3. Suppose that the above assumptions (H1)-(H5) are satisfied. Further, we assume that
Then, there exists ε > 0 such that
Proof. We follow the proof of Theorem 2.8 and only show the necessary modifications. Substituting (2.27) by (H3), we obtain
ε0 (ū). Here, X τ = {x ∈ X : |φ(x)| > τ }. Again we will use the splitting u = u 1 + u 2 with u 1 −ū ∈ C τ u . Then, by applying (3.5), Corollary 3.1, and Young's inequality, we find
Owing to the construction of u 1 and u 2 , we have
and the claim follows immediately.
In order to provide a second-order condition based on measures as in Corollary 2.15, we need to extend the first and second derivatives of J to measures. Therefore, we additionally assume the following:
(H6) There exists a topology τ on X such that (X, τ ) is a locally compact, metrizable, and σ-compact Hausdorff space. (H7) The σ-algebra B contains all Borel sets of (X, τ ) and supp(η) = X. (H8)φ ∈ C 0 (X). Hence, J (ū) can be extended continuously to M(X). (H9) The bilinear form J (ū) on L ∞ (X) 2 can be extended to a weak-star sequentially continuous bilinear form J (ū) on M(X) 2 . We briefly give some comments. First, we recall that (X, τ ) is σ-compact if X can be written as a countable union of compact sets. This assumption implies that C 0 (X) is separable; see Lemma 3.4 below. Following [21, Definition 3.16], C 0 (X) denotes the Banach space of continuous functions f : X −→ R such that for every ε > 0 there exists a compact set F ⊂ X such that |f (x)| < ε for all x ∈ X \ F .
The second assumption (H7) is a compatibility condition between the measure space structure and the metric structure on X. The last two assertions (H8) and (H9) allow us to extend the derivatives of the objective J to measures. We also recall that M(X) can be identified with the dual space of C 0 (X) under the natural duality mapping
see [21, Theorem 6.19] .
Lemma 3.4. Under assumption (H6), the space C 0 (X) is separable.
Proof. From [12, Theorem 5.3] we find that the one-point compactificationX of X is compact metrizable. Hence, [12, Theorem 4.19] implies that C(X) is separable. Since C 0 (X) is a closed subspace of C(X), the assertion follows. Now, one can verify that the results Lemmas 2.10 and 2.11, Theorem 2.12, and Corollary 2.13 can be transferred to the abstract situations; in the proofs one has to replaceΩ by the one-point compactificationX of X. Moreover, the Euclidean metric onΩ is replaced by a metric onX, which is metrizable due to [12, Theorem 5.3] . Note that the second part of (H7) is needed for the proof of Theorem 2.12(1) in order to guarantee that all occurring balls have positive measure w.r.t. η. Similarly, the proof of Theorem 2.14 carries over by using (H9). Thus, we obtain the following analogue to Corollary 2.15.
Theorem 3.5. Suppose that the above assumptions are satisfied. Further, we assume that
is satisfied, where the constant κ is given in Proposition 2.7. Then, there exists ε > 0 such that
We finish this section by showing some examples that fall into the previous abstract framework. Example 1. Under the notation of section 1 we define the boundary elliptic control problem
where y u is the weak solution of the elliptic boundary value problem Ay + a(·, y) = 0 in Ω,
Above, ∂ n A y denotes the normal derivative associated to the operator A, formally
a ij ∂ xi y n j with n(x) = {n j (x)} n j=1 denoting the exterior unit vector to Γ at the point x. Besides assumptions (A1)-(A3) we suppose that there exists a measurable set F a ⊂ Ω with |F a | > 0 such that ∂ y a(x, t) > 0 for all (x, t) ∈ F a × R. This assumption is required to deduce the existence and uniqueness of a solution of the state equation and the linearized equations.
Taking X = Γ and η as the usual measure on the Lipschitz manifold Γ, this control problem fits in the above abstract framework. Let us point out that to check hypothesis (H9) it is enough to use the regularity results of the solution of a Neumann problem with a measure as datum on the boundary; see, e.g., [4] . (Ω)) ∩ C(Q). This problem falls in the abstract framework if we take X = {1, . . . , m} × (0, T ) and if η consists of m copies of the one-dimensional Lebesgue measure. Once again, we have to pay attention to hypothesis (H9). We recall that if the right-hand side of a linear parabolic equation is a measure µ ∈ M(Q), then the solution z µ does not belong to L 2 (Q). Therefore, the case of distributed controls u ∈ L 2 (Q) does not fall into the abstract framework because (H9) is not fulfilled. However, in the above problem we have considered controls depending only on time.
In this case, if we take µ ∈ M(X) = M((0, T ) m ) and the functions g j belong to L 2 (Ω), then we have that z µ ∈ L 2 (0, T ;
(Ω)); see [5] for details. We also observe that the above formulation of the control problem is very interesting because of the potential real-world applications. All the assumptions of the abstract framework are fulfilled if we take X = Σ and η is the usual measure on this lateral boundary of the cylinder Q. In order to deal with hypothesis (H9) we have assumed that the cost functional involves only the values of the states in the subdomain ω × (0, T ). The reason for this choice is that the solution z µ of the linearized state equation corresponding to the measure µ ∈ M(X) = M(Σ) does not enjoy the L 2 (Q) regularity. Actually this solution belongs to the space L p (0, T ; W 1,q (Ω)) for every p, q ∈ [1, 2) satisfying
2 ; see [7] . However, z µ is regular in interior subdomains ω × (0, T ) and (H9) holds in this case. We also observe that the fact of considering subdomains in the cost functional as done above is also quite frequent in control theory.
Conclusions and outlook.
In this paper, we have verified sufficient secondorder conditions for an optimal control problem with bang-bang controls under the structural assumption (2.16) on the adjoint state. The derivations have been made for an elliptic semilinear state equation, but the same technique can be used for other state equations provided that certain estimates on the control-to-state mapping are satisfied.
We did not address necessary conditions of second order. Indeed, it seems to be a delicate issue to derive such conditions based on the critical cone Tū, and this is subject to further research.
Finally, it would be interesting to see whether the quadratic growth in L 1 (Ω) can be used to provide discretization error estimates similar to those of [8, 25] in the convex, linear-quadratic case.
