Abstract. We consider harmonic functions in the unit ball of R n+1 that are unbounded near the boundary but can be estimated from above by some (rapidly increasing) radial weight w. Our main result gives some conditions on w that guarantee the estimate from below on the harmonic function by a multiple of this weight. In dimension two this reverse estimate was first obtained by M. Cartwright for the case of the power weights, wp(z) = (1 − |z|) −p , p > 1, and then generalized to a wide class of regular weights by a number of authors.
Introduction
A well-known theorem by M. Cartwright [C1] states that if a function u, harmonic in the unit disk, u(0) = 0, satisfies the one-sided growth condition
where w(t) = 1 t p for some p > 1, then the reverse inequality holds u(z) ≥ −Cw(1 − |z|), z ∈ D, where C depends only on p. This result was later refined ( [C2, L1, L2] ) and extended by M. Cartwright herself and C.N. Linden to more general weights. The works by N. Nikolskii ([N] ) and A. Borichev ([B] ) should also be mentioned, the latter in particular, where a very nice estimate u(z) ≥ −(1 + o(1))w(1 − |z|) was obtained for sufficiently fast growing weights (see [B, section 1.3] ); some estimates for the constant in the reverse inequality were also given earlier in [L2] . The techniques used in all of the works mentioned above involve analytic functions and conformal mappings and are therefore limited to the complex plane. However, it is natural to ask if similar results hold for harmonic functions in higher dimensions, related problems in higher dimensions were studied by P.J. Rippon, K. Samotij and B. Korenblum, see [Rip, S1, S2, KRS] . In this paper we extend the theorem of Cartwright to harmonic functions in the unit ball in R n+1 . The result holds for a large class of (regular) weights.
Let w : R + → R + be a strictly decreasing function, such that lim y→0 w(y) = ∞ and w(1) = 1. Furthermore we assume that w ∈ C 2 and the following growth and for some positive δ. Our main result is the following Theorem 1 Let U be a harmonic function in the unit ball B ⊂ R n+1 , U (0) = 0. Assume that U admits the growth condition
where the weight w satisfies (1) and (2) above. Then the following two-sided estimate holds
where the constant C = C(n, δ) depends only on the parameter δ and dimension n.
The conditions (1) and (2) assure that the weight w grows relatively fast as |z| → 1 and is regular. The natural regularity for majorants of harmonic functions is logarithmic convexity, however it is shown in [B, Proposition 4 .1] that some additional regularity of the weight is necessary for Theorem 1 to hold.
For the rate of the growth, the weight w 0 (y) = y −n is the natural threshold in this result. We see that w(y) = y −p satisfies (1) and (2) if and only if p > n. The result also fails when p ≤ n, one can easily see that the Poisson kernel for the ball B is strictly positive, but grows like w 0 near its singularity at the boundary. There is no upper bound on the growth of w (for example w = exp( 1 y ) or w = exp(exp(exp( 1 y ))) fit well into (1) and (2) for small enough y, see section 2.6 for further discussion) as long as the weight w is "regular". The nature of conditions (1) and (2) is further discussed in section 2.6.
For the case of the weight w 0 we have the following generalization of the twodimensional result of Cartwright.
Theorem 2 Let U be a harmonic function in the unit ball
where C depends on n only.
We also show that the reverse estimate in this theorem is the best possible. Further results for other weights can be obtained by methods developed here, for example some logarithmic factors can be added to the weight w 0 as in Theorem 2 of [L1] .
For weights that grow slower than w 0 we recover the following result of Rippon [Rip] .
where w is strictly decreasing, absolutely continuous function such that
where C depends on n and I 0 .
The last statement contains the third result of Cartwright (for n = 1 and w(y) = y −a , a < 1) and Theorem 1 of Linden [L1] (which corresponds to the case n = 1, weight w is regular and satisfies the integral condition above). In dimension two (n = 1) the statement also follows from results of W. Hayman and B. Korenblum [HK] . We suggest a unified approach that allows us to prove Theorems 1, 2 and 2 ′ more or less simultaneously.
The plan of the paper is as follows. In section 2.1 we collect some notation and technical results. The proof of Theorems 1-2 ′ consists of two mostly independent parts: first, through the use of Harnack inequality, we reduce the estimate (4) to the two-sided inequality for some averages of the function and reformulate the regularity conditions (1) and (2) into more convenient (with relation to our context) form, this is covered in sections 2.2 and 2.3 respectively. The second part of the proof is given in the section 3, where we obtain the required estimates for the averages of the harmonic function over some spherical caps. The argument involves a construction of an auxiliary surface, this construction is a slight modification of one used in [KRS] , where the Poisson representation of harmonic functions satisfying one-sided growth restriction was discussed. A similar construction appeared earlier in [Rip] for the proof of Theorem 2 ′ . In the last section we compare our regularity conditions with those given in [B] and construct an example demonstrating that the estimate in Theorem 2 is the best possible.
2. Two-sided inequality for the averaged function 2.1. Notation. Given two functions f and g we say that f g if there is a positive constant C, depending only on the dimension n, such that f ≤ Cg. We write f ∼ g if f g and g f simultaneously. A point z in the unit ball B will be denoted by (x, y), where x ∈ S = ∂B, x = z |z| and y = 1 − |z| > 0. Then y is the distance from z to the unit sphere and x is the closest to z point on the sphere, this notation turns out to be convenient for our problem. Despite the inconsistency we will sometimes write u(z) and sometimes u(x, y). By P y (x, ξ) we denote the Poisson kernel for B P y (x, ξ) = y(2 − y)
Let also φ(z, ζ) ∈ [0, π] be the angle between z and ζ, z, ζ ∈ R n \ {0},
Let η be the south pole of B, η = (0, . . . , 0, −1), we fix this notation for the rest of the paper.. Given t ≤ π we denote by A(y, t) the "antarctic" cap A(y, t) = {z ∈ B : |z| = 1 − y, φ(z, η) ≤ t}, also we put S(y, t) = ∂A(y, t). Consider then the averaged Poisson kernel,
We need the following estimate (Lemma 1 from [KRS] )
Lemma 1 For any x ∈ S and any y ∈ (0, 1], t ≤ φ(x, η) we have
,
This averaged Poisson kernel will be useful later on (section 3.1), when we deal with the axially symmetric harmonic functions. We call the functionũ on the unit ball axially symmetric if u(z) depends only on |z| and the angle φ(z, η) between the argument z and η = (0, . . . , 0, −1). If such a function has boundary values u(x, 0) = ϕ(t), t = φ(x, η), we rewrite the Poisson representation formula in the following way
where σ n is the normalized surface measure on S and C(n) is the surface measure of the (n − 1)-dimensional unit sphere.
2.2. Averaging theorem. In this section we show that in order to prove (4) it is sufficient to know the estimate of the averages of U over some spherical caps A(θ, α) for some α = α(θ). We also make some preliminary estimates to deduce inequalities for the averages from (3) and the regularity conditions (1) and (2). First we prove the following theorem Theorem 3 Let U be a harmonic function in B, continuous up to the boundary, satisfying
where w is a strictly decreasing function. Assume that for some positive θ < 
for some positive constants C 1 , C 2 . Then
where
Proof. Consider the ball b with center (η, θ) and radius 2α. The condition (7a) implies that for any z ∈ B we have
and therefore
Now we can use the Harnack inequality to obtain
All that remains is to take average over {z : |z| = 1 − θ, φ(z, η) ≤ α}, so we get
which, combined with (7b), implies (8).
2.3. Two lemmas. Now we want to show that the regularity conditions (1) and (2) imply (7a) and (7b) for an appropriately chosen α = α(θ). It turns out that a natural way to define α (at least for somewhat smooth weights) is this one
we refer the reader to Section 2.6 for a further discussion. The validity of our choice is provided by the following lemma.
Lemma 2 If the weight w satisfies (2) then α(θ) ≤ θ 4 and
Now we need to see if the α we have chosen in (9) fits into (7b). This is a much more complicated task than verifying (7a), and the first step is the statement below.
Lemma 3 If the weight w satisfies (1) and (2) for some δ > 0 and α(θ) is defined by (9) then for 0 < θ ≤ 1 2
The regularity condition (2) implies that
10 , and, on the other hand, θ − θ 1 ≤ 2α(θ), therefore
We see that
Plugging this inequality into (11), we obtain
and the lemma follows.
2.5. Proof of Lemma 3. We split the integral in (10) into two parts
To estimate the first integral we just note that for θ ≤ 1
To deal with the second one we let κ(y) := w 1 n+1 (y), y > 0, so we need to verify that
It follows from the definition of α and κ that
, and, using (2), we obtain
This gives (13) withC = . Summing up the estimates for both integrals, we get
and we are done.
2.6. Some comments. We have seen that in order to prove the main theorem we need the conditions (7a) and (7b). They are rather independent: the proof of the first one is self-contained, and the second one, as it will be shown later, follows from Lemma 3, where we do not use any information on the doubling property of α. Combining them, we see that for every fixed θ we essentially need to find some α = α(θ) such that
These two inequalities are actually "fighting" with each other. Indeed, if we put α to be very small, then the first condition is immediately satisfied, but the second one fails miserably. On the other hand α can not be large (compared to θ), because of the first condition: the faster the weight w grows the smaller must α be. If we try to unify these two inequalities we (albeit probably with some loss of information) will arrive to the "regularity" of the weight w as stated in (1) and (2).
It should be noted that this is the only place we needed the regularity conditions, so if we have a weight w that satisfies (15a) and (15b) with some α (not necessarily defined like in (9)), then Theorem 1 still holds. One important example (which will be discussed again in section 4.1) is the weight w of polynomial growth. Assume that w ∈ C 1 and
for some positive ε and
which is basically (14). Following by letter the proof of the Lemma 3 we see that (15b) also holds. Note that in this case the weight w can be a little less smooth than required by the regularity condition (2). Note also that in order to bound U from below we do not need w to be regular on the entire interval (0, 1]. Assume that w ∈ C 2 , decreasing, and (1) and (2) hold only for 0 < y ≤ y 0 (or w ∈ C 1 and (16) holds only for 0 < y ≤ y 0 ) for some y 0 < 1. We still can prove a version of Theorem 1 replacing (4) with
Indeed, it is easy to show that there exists a C 2 functionw that satisfies (1) and (2) for y ∈ (0, 1] and such that w(y) ≥ w(y), y 1 ≤ y ≤ 1; w(y) = Aw(y), 0 < y ≤ y 1 .
For example one may choosew(y) = c(y +b) s for y ≥ y 1 and some y 1 ≤ y 0 such that w w ′ ′ (y 1 ) < 0. Since Theorem 1 holds forw, we immediately have (17). Similar argument works for w ∈ C 1 satisfying (16).
2.7.
A question on harmonic measure estimates in cusp-like domains. One of the possible ways to simplify the proofs of Theorems 1, 2 and 2 ′ is to obtain lower estimates for the asymptotic of the harmonic measure of regular axially symmetric cusp-like domains. The form of the domain depends on w. We refer the reader to [Ras] where upper (not lower) estimates for harmonic measure in a cusp-like domains are used in connection to the Levinson "loglog" theorem. Unfortunately, we do not know any reference for the lower estimates of harmonic measure in cusplike domains in higher dimensions. We were compelled to use the ideas developed in [KRS] as a workaround to avoid the harmonic measure estimates.
3. Main technical theorem 3.1. Statement. The next theorem allows us to estimate the absolute values of some averages of the harmonic function bounded from above.
Theorem 4 Letk : R + → R + be a strictly decreasing absolutely continuous function such thatk
for some constant 1 < D < ∞. Letũ be a harmonic function in B, continuous up to the boundary, satisfyingũ(0) = 0 andũ(x, y) ≤k(y) for x ∈ S, 0 ≤ y ≤ 1. Then for any x 0 ∈ S and β ∈ [0, {φ(x,x0)≤β}ũ
where the constant C depends only on the dimension n.
3.2. Theorems 4 and 3 imply Theorem 1. Fix any positive θ ≤ 1 2 . Let U and w be as in Theorem 1, and α be defined as in (9). The weight we are going to plug into Theorem 4 is defined as follows
Indeed, if we apply Lemma 3, we obtain 1 0 k (y)
so we have the condition (18b) with D = . Now put β = α(θ). Clearly, k(0) < ∞, and the functioñ
can be estimated from aboveũ(x, y) ≤k(y). Theorem 4 will therefore imply
and we get (7b). The condition (7a) will follow from Lemma 2. We arrive to the following inequality
which combined with Theorem 3 proves Theorem 1.
3.3. Theorems 4 and 3 imply Theorems 2 ′ and 2. Let now U and w be as in Theorem 2 ′ . We fix some θ ≤ 1 2 and apply Theorem 4 toũ(z) = U (z(1 − θ)) and k(y) = w(y + θ − yθ). Then (5) implies
We obtain
where C 1 = C 1 (n). Clearly, w(y) ≤ I n+1 0 y −n since w is decreasing and (5) holds. Hence 4
Now we apply Theorem 3 with the weight I n+1 0 y −n . We also take α(θ) = θ/4. Then (7a) and (7b) hold with C 1 and C 2 that depend on n only. Theorem 2 ′ follows. If U is a harmonic function that satisfies the conditions of Theorem 2, we definẽ u(z) = U (z(1 − θ)) andk(y) = (θ + y(1 − θ)) −n . Thenk(0) = θ −n and
Applying Theorem 4, we get for θ ≤ 1/2
Finally we apply Theorem 3 with the weight y −n (1 + | log y| n+1 ) and α(θ) = θ/4.
3.4.
The weight lemma. The aim of the rest of this section is to prove Theorem 4. Before proceeding further we need to introduce some additional notation. Sincẽ u is continuous up to the boundary it has some boundary values which we denote byũ(·, 0). Fix any β ∈ [0, π 2 ] and let A = A(0, β) = {x ∈ S : φ(x, η) ≤ β}, a = S \ A.
The main ingredient in the proof of Theorem 4 is the following lemma
Lemma 4 Let k : R + → R + be a strictly decreasing absolutely continuous function such that
for some positive λ ≤ 1 3π . There exist a domain Ω ⊂ B and a positive function v a , harmonic in Ω, such that
where the constants depend only on dimension.
This lemma uses the modification of the argument presented in Lemma 4 in [KRS] . Basically it allows us to estimate the average of the weight k on ∂Ω \ A with respect to the harmonic measure of Ω at zero. The key point here is the second inequality in (21c) which will be used later (in 3.7) to obtain the lower bound in (19).
3.5. Proof of Lemma 4: auxiliary surface Γ a . To obtain Ω we construct its boundary ∂Ω = Γ a A. The surface Γ a is defined below, the idea is to construct Γ a on which the second inequality in (21c) is satisfied, moreover k(y) ∼ µ(x, y, β).
Formally, consider the function y k(y) , which is strictly increasing. Let s = s(β) be the solution of the following equation on y y k(y) = β n+1 .
Since k is decreasing, (20a) implies
Further, (20b) and the monotonicity of k implies that
we see that ρ < 1. Further let
note that γ(ρ) = π. The surface Γ a is defined as follows
and we define Ω as the domain bounded by A Γ a , so that Ω satisfies (21a). In what follows the letter C denotes a constant, depending only on n, which value can change from line to line. The proof of the first inequality is straightforward if somewhat cumbersome. We have γ −1 (β) = 0, γ −1 (2β) = s and it follows from (6) that
These two integrals are dealt with more or less in the same way. For the first one we have γ(y) ≤ γ(s) = 2β so that sin γ(y) ≤ 2β. Then
the next to last inequality follows from (18a) and (22). Analogously, for the second integral we have y ∈ [s, ρ] and γ
Combining these two estimates, we obtain that
The second part of (21c), i.e. the inequality k(y) µ(x, y, β), for (x, y) ∈ Γ a follows directly from Lemma 1. Indeed, Lemma 1 implies that for t ≤ φ(x, η) ≤
It follows from (25) 
, and therefore due to (23) µ
To obtain the first part of (21c), we first show that
for (x, y) ∈ Γ a . Indeed, for 2β ≤ φ(x, η) it follows from (20b) and (23) that
It follows from (26) that σ n (E(x, y)) ∼ y n for (x, y) ∈ Γ a and E(x, y) ⊂ a. Since for such a ξ we have P y (ξ, x) 1 y n , the function v a (x, 0) is axially symmetric and by definition strictly decreasing with respect to φ(x, η) for φ(x, η) ≥ β, we get
This completes the proof of Lemma 4.
3.7. Proof of Theorem 4. First we renormalize the weightk and the functionũ, let
where λ = λ(n) ≤ 1 3π is a small positive constant to be chosen later. We may assume that x 0 = η and thatũ(·, 0) (and therefore u(·, 0)) is a axially symmetric function,
By u A and u a we denote the harmonic continuation to B of the functions u(·, 0)·χ A and u(·, 0) · χ a correspondingly.
we may assume that K ≥ 0 (otherwise (19) is trivial). We see that (18a) and (18b) imply that the weight k satisfies the conditions (20a) and (20b). Let Γ a and v a be like in Lemma 4. Our first aim is to prove the following inequality
Since u a (·, 0) is just the part of the boundary values of u that lies in a, we have
so to get an upper estimate on u a we actually need to bound u A from below on Γ a . Again, (6) provides us with
in particular we have
Clearly ϕ(t) − k(0) ≤ 0, therefore using the mean value theorem (the first one, unlike in [KRS] ) we see that there exists
the last equality follow from (29). Now (27) implies that k(0)β n ≤ λ ≤ 1, we also have β 0 sin n−1 t dt ∼ β n . We continue the estimate, obtaining
where C(β) ∼ 1. It follows from (25) that sup 0≤t≤β µ(x, y, t) ∼ µ(x, y, β), when φ(x, η) > β. We therefore have
Gathering all the estimates and applying (21c), we get
for (x, y) ∈ Γ a , and we obtain (28).
Once we have this estimate it is quite easy to finish the proof. Indeed, it follows from (28),(21b) and the maximum principle that
for sufficiently small λ. Therefore we have K ≤ 1 2 , which means that
Concluding remarks
4.1. Borichev's conditions. In this subsection we compare our regularity restrictions on the weight with those given in [B] for two-dimensional results. To do this we quote two following theorems Theorem A Let u be a harmonic function in the unit disc such that u(0) = 0 and u(z) ≤ w(1 − |z|), when z ∈ D. Put ψ(t) = log w(e −t ) and assume that
where C depends only on w.
Theorem B Let u be a harmonic function in the unit disc such that u(0) = 0 and u(z) ≤ w(1 − |z|), when z ∈ D. Put ψ(t) = log w(e −t ) and assume that
for some positiveε. Then
As we see, Theorems A and B provide better growth estimates than Theorem 1, in particular the constant C in (4) is replaced by (1 + o(1)) in (33). We will modify the conditions (30) for the (n+ 1)-dimensional setting and show that they imply (4) (the constant though will not be as nice as in (31)). Analogously we show that (4) follows from the conditions (32a) and (32b) as well, moreover they actually imply regularity conditions (1) and (2).
4.2.
Modifying Theorems A and B: regularity conditions in higher dimensions. The hypothesis of Theorem A is roughly speaking that w is a regular weight of polynomial growth. The multidimensional version of (30) looks as follows
ψ ′ is of bounded variation on R (34) for some ε > 0. This condition (34), strictly speaking, does not imply (1) and (2) (in our regularity conditions we are asking for w to be a little bit smoother than in (30)), nevertheless we can still estimate U from below. Indeed, put N = sup t∈R ψ ′ (t). We see that
w(e −t ) , t ∈ R, therefore it follows from (34) that
w(y) ≤ − n+ε y , 0 < y ≤ y 0 ≤ 1. This situation was already discussed in the section 2.6, and we get (17).
The multidimensional versions of the regularity and growth conditions in Theorem B are literally the same. We show that (32a) and (32b) imply (1) and (2) near the boundary. Let us rewrite the conditions (32) in terms of the weight w. Since
w(e −t ) + w
w 2 (e −t ) =
we see that (32b) is equivalent to lim sup
for some positiveε. Combining this with (32a) and changing variables we obtain
, y → 0, for all positiveε 1 ≤ε and lim y→0 w(y) yw ′ (y) = 0, so (1) holds. If we look now at (2), we see that it can be rewritten as follows (36) w ′′ (y)w(y) (w ′ ) 2 (y) − 1 ≤ 1 − δ n , 0 < y ≤ 1, for some positive δ. Again, (35) does not necessarily imply (36) for all values of y ∈ (0, 1], but as long as we have (36) for 0 < y ≤ y 0 for some y 0 (see section 2.6), we can still get (17). It follows that the conditions (2) and (1) are more general than (32).
4.
3. An example. The aim of this section is to prove that the estimate in Theorem 2 is the best possible up to a constant. We will construct a harmonic function in the unit ball that satisfies U (z) ≤ C(1 − |z|) −n and U (r) ≤ −C 1 (1 − r) −n log 1 1 − r n+1 .
For n = 1 the example is relatively simple, one may take U (z) = ℜ(−(1 − z)(log(1 − z))
2 ), see the original work of M. Cartwright [C1] . For n ≥ 2 we will construct an axially symmetric harmonic function, see [W] . We are looking for a solution of the following equation
If we do the change of variables z ′ = x ′ + iy ′ = ρe iφ = 1 − z we see that it suffices to construct a function in the domain x ′ > 0, y ′ ≥ 0, (x ′ − 1) 2 + y ′2 ≤ 1, that satisfies the equation above. Further, writing it down in polar coordinates, we obtain n ρ
We also want V (t, 0) ≤ −C 1 t −n log where v n+2 = v n+3 = 0. Applying one more change of variable v k (φ) = f k (cos φ), we get the following system of equations on f j (t) (37) (1 − t 2 )f ′′ k − ntf ′ k + nf k + (k + 1)((n + 1)f k+1 + (k + 2)f k+2 ) = 0.
We will need the auxiliary result that might be standard for the specialists.
Lemma 5 Let n ≥ 2 be an integer. For any r ∈ C([0, 1]) there exists f ∈ C([0, 1]) that solves
(1 − t 2 )f ′′ − ntf ′ + nf = r(t).
Proof. The equation we consider has a regular singular point at t = 1. First, we look at two linearly independent solutions of the homogeneous equation. We have f 1 (t) = t, and, by the Frobenius method (see for example [T, Chapter 4] ), f 2 (t) =        t log(1 − t) + a(t), n = 2,
(1 − t)
1− n
