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１．はじめに
本研究では,時系列予測を行う実時間リカレント学習(RealTimeRecurrentLearning：
RTRL）と時系列予測版に拡張したパターン識別・分類を行うクラスタ方式のカウンター
プロパゲーション（CounterPropagation：ＣＰ）と，このネットに出力判定機能を追加し
たビジラントＣＰ(VigilantCP：VCP),ＣＰとＶＣＰに自己組織化特徴地図(Self-Organizing
FeatureMap：SOFＭ）を組み込んだＳＯＦＭＣＥＳＯＦＭＶＣＰの動作特'性の比較検討を
行う。さらにこれらに重み修正法のクイックプロップ(QuickProp：ＱＰ)を組み込んだネッ
トワークの比較検討を行う。適用する問題は，時系列予測問題を用いた。
２．実時間リカレント学習について
フィードフォワードの階層型ネットワークにフィードバックを取り入れたリカレントニュ
ーラルネットワークは，階層型ネットワークの時空間への一般化とみなされ，時空間情報
の取り扱いを可能にすることができる。本研究では，このようなリカレントニューラルネ
ットワークである実時間リカレント学習（RealTimeRecurrentLearning：ＲＴＲＬ）を扱
う。このＲＴＲＬは，誤差の逆伝播を行わないで実時間で結合荷重の更新を行うというネ
ットワークである。
２．１実時間リカレント学習の構成
このＲＴＲＬのネットワークを構成するユニットは，入力ユニット（inputunit)，出力
ユニット（outputunit）および隠れユニット（hiddenunit）とよばれる３種類のユニット
に分類される。ここで，入力ユニットは全ての出力ユニットと隠れユニットに結合され，
出力ユニットと隠れユニットはそれぞれ互いに結合されている。なお，しきい値の学習を
行うために，入力ユニットの中には常に１を出力する仮想的なユニットが含まれているも
のとする。
２．２実時間リカレント学習の学習則
まず，リカレントニューラルネットワーク（RecurrentNeuralNetwork：ＲＮＮ）にお
いて,時刻/におけるユニットノの出力をご‘(/）とする｡ここで,入力ユニットの出力をjrAj)，
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隠れユニットと出力ユニットの出力をｙ`(/)とすれば，gAt)は，
蟇化)側創恥 (1)
のように表すことが出来る。ここで，Ｉ，Ｈ，Ｏは，それぞれ入力ユニット，隠れユニット，
出力ユニットの添字の集合を表している。
隠れユニットと出力ユニット入出力関係は，以下のようになる。
y‘(t＋1)＝た(s化十1))，ｊｅＨＵＯ
ｓ化十')＝冒川(t)+j鍋｡州('）
＝Ｚｚｃ脚(t）
ｊＥＪＵＨＵＯ
(2)
(3)
ここで,z(ノガはユニットノからユニットノヘの結合荷重,s(t＋1)はユニットノの内部状態
を表し，入出力関数/(･)は微分可能な単調増加関数と仮定する。
／(･)は具体的な関数形としては，ロジステイック関数などのシグモイド関数
１/Xsﾊﾟｵ))＝祠F百=57T7T (4)
を用いる。
本研究では，ＲＮＮにおける学習法として，誤差の逆伝播を行わないで実時間で結合荷
重の更新を行う実時間リカレント学習（realtimerecurrentlearning：ＲＴＲＬ）法を取り
扱う。
いま，時刻tにおける実際の出力と教師信号との２乗誤差関数を
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E(')=吉昌(．"))z=合昌(`１A(卜y＃('))’ (5)
と定義する。
このような誤差関数Ｅ(/)を結合荷重で偏微分すれば
鶚一息.壜(t)二諾:Ｚ,にHUW-rUHUO
となる｡ここで馴署鍔とおくと
(6)
鴎(ｔＭ(ｗ))(卿-1)-鼠｡Ｍ{i(`-1)） (7)
となり，この６かは
昨Ｉｌｌ二鮠 (8)
となるクロネッカーのデルタである。
したがって，〃を学習率とすれば，結合荷重の更新量△zりぴ(t)は
Mw)－，鶚-,恩･壜(ｔｗ(`） (9)
で与えられる。
このように，ＲＴＲＬでは跡(t)を式(7)に基づいて，
去の入出力や結合荷重を保持しておく必要がない。
実時間で逐次計算しているので，過
３．カウンタープロパゲーション（CP）について
階層型ニューラルネットワークのカウンタープロパゲーション(CounterPropagation：
CP）は，ニューラルネットワーク（NeuralNetwork：ＮＮ）の並列アーキテクチャを利
用するパターン参照システムとして提案された。これは，あらゆるデータのパターンマッ
ピングを行うネットワークとして，データ予測，パターン分類，関数近似，データ圧縮等
に用いられている。
３．１カウンタープロパゲーションの構成
カウンタープロパゲーション（CounterPropagation：ＣＰ）は，新しいタイプのネット
ワークを構成するために，他のパラダイムからの異なる層を組み合わせるネットワークの
よい例である。ＣＰは，競合学習ネットワーク（CompetitiveLearningNetwork：ＣＬＮ）
とフィルター学習ネットワーク（FilterLearningNetwork：ＦＬＮ）の異なるネットワー
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クの組み合わせによって構成されている。このネットワークは，入力層と，隠れ層である
競合学習を行うKohonen層と，最上層であるフィルター学習を行うGrossberg層の３層
から成り，完全結合している。
３．２カウンタープロパゲーションの学習則
カウンタープロパゲーション(CP)は，まず入力層へ与えられたデータを用いKohonen
層による競合学習が行われ，ここで得られたデータと入力層へ与えられたデータを用い
Grossberg層によるフィルター学習を行われ，結果を出力する。ＣＰの学習則をｓｔｅｐ形式
で表すと次のようになる。ただし，Kohonen層に入る入力データをjrKj＝１，…，〃)，
Grossberg層に入る入力データをｙｉ(ノー１，…，柳)とする。また，競合学習ネットワーク
の重み設定を恥(ノー１，…伽(ノー１，…，〃),フィルター学習ネットワークの重み設定を
"jｶﾞ(ノー1,…伽(ノー１，…，〃)，ネットワークの出力データをｙ;(ノー１，…〃)とする。
Ｓｔｅｐ1．学習で用いるデータの設定
①データの正規化を行う前に，結果を出力する際に用いる係数を求める。
00
01）
S〃腕ゴーｙ'＋ｙ２＋…＋ルー1＋”
γ-鵠…
ただし，学習に用いる訓練データのパターン数をＰとし，Grossberg層へｊ番目
に入る訓練データの和をｓ"”とする。
②競合学習ネットワークの入力データ雄と重みzuj‘,フィルタ学習ネットワークの入
力データｙ‘と重み鰍の正規化を行う。
Step２．競合学習ネットワークによって競合
①入力データｊｒｉと競合学習ネットワークの重み雌を用いて重み付き和Ｓｊを求める。
⑰Ｓ＝Zjrjlﾌﾞｶﾞ
②競合により最大の重み付き和Ｓｊをもつユニットが勝者ユニットとなる｡それゆえ，
Ｓｃ＝maxSjｑ３Ｉ
ｊ
③ただし，この最大値はすべての競合ユニットにわたってとられる。同値の場合は，
規約により左のユニットが勝者ユニットとなる。これより，勝者ユニットの活性値
ｚｃは，
⑭ｚｃ＝1.0
それ以外のユニットである敗者ユニットの活性値は，
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動＝0.0：ノキｃの場合 (1，
となる。この競合の結果を用いて，ネットワークの重みの更新が行われる。
Step３．競合学習ネットワークで，勝者ユニットへ入る重みのみ修正
z(ﾉ藤妙＝z(ﾉ牙｡＋α(妬j-z(ﾉ厨｡） ㈹
ただし，α(0.0＜α二1.0)は学習定数である。
Step４．競合信号を受けて，フィルター学習ネットワークの重みの信号修正
"僻＝嘘!`＋β(yボー娘")zガ (17）
ただし，β(0.0＜β≦1.0)は学習定数である。この学習則は，Kohonen層の勝ち処理
要素（z－１．０のもの）からの入力に付随した重みだけを変更する。
Step５．Ｓｔｅｐ２～Ｓｔｅｐ４について繰り返し学習
Step６．結果ｙ;を学習後の重み〃j1ze”を計算
y;＝γ×〃野幽 (1０
４．ピジラントＣＰについて
ビジラントＣＰ（VigilantCounterPropagation：VCP）は，ＣＰとの相違点として，
２つ考えられる。
第１の相違点は，入力ベクトルに対する隠れ層において競合ユニットに加えて，競合に
参加しないユニット（非競合ユニット）を付加する。
第２は，更にビジランスユニット（VigilanceUnit：ＶＵ）をもち，ネットワーク出力の
監視と評価を行う。これは，望ましい出力ｙＫｊ＝1,2,…〃)とネットワークで得られた
現出力ｙ;(ノー1,2,…伽)の両方の出力ユニットからの情報によって,ネットワークの重み
を修正することによって行われる学習に影響を及ぼす。
４．１ピジラントＣＰの構成
ビジラントＣＰ（VigilantCounterPropagation：VCP）は，ＣＰの隠れ層において競
合に参加しないユニットである非競合ユニットとネットワーク出力の判定を行うビジラン
スユニット（VigilanceUnit：ＶＵ）を付加したネットワークである。
４．２ピジラントＣＰの学習則
学習則においてＣＰと異なる点は，重みの修正を行うＳｔｅｐ３，４の前に，競合のとき
追加したビジランスユニット(ＶＵ)によりネットワーク出力の判定を行う。希望出力ｙｊ(ノ
ー1,2,…伽)と現出カツ;(ノー1,2,…〃)との２乗誤差Ｑは,次式のように計算される。
Ｑ＝(y1-yi)2＋(ルーy2)2＋…＋(州,－ルーi)2＋(y"－ylh)２ (1９
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ＶＵでは，この２乗誤差Ｑが設定されたしきい値より大きければ競合ユニットの重み修
正が行わず，その代わりとして未使用の非競合ユニットが選出され，その重みは，
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とセットされ，次回よりこのユニットは競合に参加する。
また，２乗誤差Ｑがしきい値より小さければＣＰ学習則のＳｔｅｐ３，４での重み修正を
行う。
以上の処理を繰り返しＶＣＰの学習を行い，結果を出力する。
５．自己組織化特徴地図について
教師なし学習の１つで，高次元データを１次あるいは２次程度の低次元空間に写像する
ものである。このネットはもとのデータの密度が写された空間での広がりにうまく対応す
るため，様々な情報を取り出すことが出来る。
５．１自己組織化特徴地図の構造
自己組織化特徴地図は２層ネットワークである。その第１層は入力層である。ほとんど
の場合，第２層は競合層であって，２次元配列として構成されている。すべての相互結合
は第１層から第２層へと結合されている。これらの２つの層は完全結合であり，各入力ユ
ニットは競合層の全てのユニットと結合している。以下にこの基本的構造を示す。
５．２自己組織化特徴地図の学習則
この学習則のアルゴリズムにより，格子状のノードを組織して，入力データの特徴を分
類する局所的な近傍を作る。これは，入力パターンとネットワーク内の蓄積されたベクト
ルを比較することを繰り返して，自己組織化される。このとき，いずれの学習データに対
してもネットワークに期待される出力の情報は与えられない。入力データがノードの持つ
ベクトルにマッチした場合，その場所の近傍領域が，そのクラスの学習データの平均値を
表現するように最適化される。無秩序だったノードの組が，局所表現を持つ特徴マップに
収束し，自己組織化される。このアルゴリズムをＳｔｅｐ表現すると以下の手順になる。
Ｓｔｅｐ1．ネットワークの初期化
ｚＭｔ)(Ｏニノニ〃－１）を時刻／における入力ｊからノードノヘの結合荷重とする｡そし
てこの〃個の入力データからノードヘの結合荷重を乱数で初期化するとともに，ノード
ノの近傍の初期範囲ハル(0)を大きく設定する。
Ｓｔｅｐ２．入力データの提示
兀化)(０≦ノー〃－１)を，時刻/におけるノードノヘの入力とする。
Ｓｔｅｐ３．距離の計算
以下の式により，入力データと出力ノードノとの距離cZjを計算する。
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図２自己組織化特徴地図
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Step４．最小距離の選択
距離c巧が最小となる出力ノードを/＊とする。
Step５．結合荷重の更新
ノードノ＊と」ＶＷ)で定義される近傍への結合荷重を以下の式により更新する。
恥(t＋1)＝雌(/)＋〃(ノル(r)－川(/)） ⑱
ここで,ノはｊＶＷ)に含まれるすべてであり，０ニノニ〃－１である。また，〃(/)は，
ゲイン（０＜Ｗ)＜１）であり，時間とともに減少させ，重みの更新速度を減少させる。
近傍Ｍ(')も，時間とともにサイズを減少させ，更新される領域を狭めていく。
Step６．Ｓｔｅｐ２～５を繰り返し行う
６．クイックプロップについて
ニューラルネットワーク学習アルゴリズムとして提案されたクイックプロップ(QuickProp：
QP）は，ニュートン法を基にした２次法（secondorder）である。
６．１クイックプロップの学習則
このアルゴリズムは,現在の勾配と１時刻前の勾配との差を重みの更新をすることによっ
て，関数値の近似を行う。
△w)=Ｔ二)44百r7TM(Ｈ） 卿
式(M)のＳは現在と１時刻前の勾配aEDz(ﾉであり，このＳの関係には３つの場合が考えら
れる。
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①Ｓ(ｔ)がＳ(ノー1)よりも小さく，方向も同じ：
この場合は，重みは同じ方向に更新され，学習率ｅも使用する。
M(`)－．s㈹+丁等二両△w(`-,） (251
②Ｓ(t)の方向がＳ(ノー1）とは逆方向：
この場合，重みは最小値を飛び越して谷の反対方向へ行ってしまう。そのため，次の
時刻における重みは，１時刻前と現在の重みの中間位置となる。そのためには式(20がそ
のまま使用される。
③Ｓ(/）とＳ(ノー1)の方向は同じだが，Ｓ(/)の大きさがＳ(ノー1)以上：
この場合には，単純に勾配降下を行うと，重み変更量が無限大となるか，方向に移動
してＳ(/)よりも上の位置となって局所最小値へ落ち込んでしまう。これを回避するため，
最大成長因子（muximumgrowthfacto）と呼ばれる新しいパラメータ似を導入し，こ
の重みの場合の変更量は１時刻前である重みの変更量の匹倍，つまり，
Ｍ(/)＝ごS(t)＋"Ｍ(ノー1） ００
とする。
これらの３つの条件により，各々重みの修正を行う。
７．クラスタ方式の適用について
本実験で取り扱うＲＴＲＬ以外のネットワークに，それぞれクラスタ方式を適用する。
これはまず，それぞれ異なった初期重みデータを与えられた複数個のネットワークを各々
繰り返し学習する｡学習して得られた結果をネットワークごとの出力必#(ノー1,2,…，/b－１，
ﾉｾ)(ノー1,2,…〃-1,腕)が出力層の各ユニットに入り,その出力蛾の平均値を最終出力
結果y:(ノー1,2,…，〃一Ｍz)として出力される。
本実験では,複数個のネットワークをそれぞれクラスタとする。このクラスタ数がﾉ6個，
ｊ(ノー1,2,…，"0-1〃)番目の出力層ユニットの出力値y1'は，次式より求まる。
ｐＦｅ
，的
．。（ｚ何
『Ⅱ００－－・”』一戸一》｜｜
〃Ｃ２ｌ鞆》〉唇》 ⑰
８．実験要領
本実験では，リカレントニューラルネットワークで主に時系列予測を行うＲＴＲＬと階
層型ニューラルネットワークで主にパターン識別・分類を行うＣＰと，このネットに出力
判定機能を追加したVCP,このネットワークにSOFＭを組み込んだＳＯＦＭＣＲＳＯＦＭＶＣＰ
の動作特性の比較検討を行う。さらにこれらに重み修正法のＱＰを組み込んだQPSOFMCP，
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QSOFMVCPの比較検討を行う。
適用する問題は，時系列予測問題として広く知られているMackey-G1ass微分遅延方程
式によって生ずる，ランダム信号を実験データとして用いた。方程式は以下のようになる。
￥-Ｍ)+＠両ニトトァニニア ⑱
この式(28)の設定値をα＝０．２，６＝０．１，『＝１７として訓練データおよびテストデータを
発生させた｡本実験では,各々のネットワークが過去から現在までの時系列データＷ－α）
を用いて，未来の予測データ妬(/＋β)を求め，その予測精度を比較検討する。
９．実験結果
本研究では，時系列予測問題を用いて，ＲＴＲＬ，ＣＰ，VCP，ＳＯＦＭＣＢＳＯＦＭＶＣＰ，
QPCBQPVCP，QPSOFMCP，QPSOFMVCPの予測精度の比較検討を行った。本実験
では，ネットワークの性能評価として平均２乗誤差，学習時間，予測時間を用いた。
グラフ１～５は，各々のネットワークが０～500時間の時系列予測を行った推移を示す。
表１は，各々の時系列予測の平均２乗誤差，平均予測時間，学習時間を示す。
１０．考察
グラフより，ＲＴＲＬの予測波形が緩やかなのに対して，ＣＰなど他の波形は上下の変動
が大きいことが分かった。これは，時系列データを予測する場合に，ＲＴＲＬは予測する直
前のデータを用いるのに対して,ＣＰなど他のネットワークは予め用意されたデータを基に
学習し，予測を行う。このため波形のパターンが似通っている場合に他のものと認識して
予測にずれが生じる場合がある。
表１より,ＣＰなどの階層型ニューラルネットワークは，リカレントニューラルネットワー
クである時系列予測に適したＲＴＲＬより，予測時間において精度がよい。これは，毎回
重み修正をしてデータを予測するＲＴＲＬに比べ，他のネットワークは学習により，予め
予測の前段階で重みの修正を行い時系列予測のネットワークを形成しているため，学習後
に重みの修正をする必要がないからである。
ＣＢＱＰＣＰは，ＲＴＲＬより平均２乗誤差が大きい。しかし，ビジランスユニット(ＶＵ）
を用いることで出力判定機能を加えたＶＣＰやその拡張版ネットワークは，いずれもその
他のネットワークより予測精度がよい。これは，重み修正精度が悪いとＶＵが判定した場
合には，非競合ユニットを用いて理想値の重み修正を行うためである。
ＳＯＦＭを使用していないネットワークは，競合学習ネットワークを用いて，１回の学習
で1つのユニットに結合している重みのみを修正する。この従来の学習則に比べ，ＳＯＦＭ
学習法は，近傍を用いることですべての重みを効率よく修正することによって，より良い
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平均２乗誤 平均予測時間 学習時間
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グラフ５ＲＴＲＬの予洞Ｉ波形 ０００４ 0.0014
０．００３８ 0.019
0.0031 0.011
０．００６２ 0.028
予測精度が得られる。
ＱＰを用いているネットワークは,学習の重みの修正段階でニュートン法を基にした２次
法（secondorder）であるＱＰを使用しており，求める重み値への修正がより速く行われ
るため，予測精度が高くなる。
１１．まとめ
本研究では，時系列予測問題を用いてリカレントニューラルネットワークのＲＴＲＬ，階
層型ニューラルネットワークのＣＢＶＣＰとこれらの拡張したネットワークによるニュー
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ラルネットワークの動作特性を比較検討した。
ＣＰなどの階層型ニューラルネットワークは拡張することによって,予測精度や予測時間
のいずれらかの成果が得られていることがわかった。
今回扱ったネットワークを比較すると,ＣＰよりＶＣＲＶＣＰよりSOFMVCP,ＳＯＦＭＶＣＰ
よりQPSOFMVCPが，より予測精度が高いことが分かった。これは，出力判定を行うビ
ジランスユニット（ＶＵ）の追加，自己組織化特徴地図（SOFＭ）の組み込み，クイックプ
ロップ(QP）を組み込んだ方がより良い予測精度が得られたことがいえる。また，これら
を複数個組み合わせることで更に精度が上がることがいえる。
特に,これらの方式を最も多く取り入れているQPSOFMVCPは,時系列予測ネットワー
クであるＲＴＲＬより，予測精度，予測時間のいずれにおいても非常に精度が良いので，
時系列予測問題において大変優れたネットワークであることがいえる。
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SinceMcCullochahdPittsproposedartificialneuralnetworkinl943,alotofneural
networkresearches，artificialneuralnetworkisrecognizedasanapproximation
functionwhichmapsaｉｎｐｕｔｄａｔａｓｅｔｔｏａｏｕｔｐｕｔｄａｔａｓｅｔ､Therefore,wecanexpect
thatfromgivenpasttimeseriesdataweconstructadesirablefuturetimeseriesby
usingneuralnetwork・Thisisthepredictionofneuralnetwork
lnthispaper,wepresentacharacteristicoftheOperationofRealTimeRecurrent
Learning（RTRL)ｗｈｉｃｈｉｓｏｎｅｏｆｔｈｅｍｏｒｅｐｏｐｕｌａｒｎｅｔｗorksusedfortimeseries
prediction.Moreover,wecomparethisRTRLpredictionwithotherpredictionproce
dures・Consequently,QPSOFMVCP(QuickPropSelf-OrganizationfeatureMapVigi‐
lantCounterPropagation)Methodismostpowerfulpredictionprocedure．
