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Abstract
In recent years, companies have pushed the limits to offer partial and fully au-
tonomous driving systems. All vehicles now have a wide array of sensors to aid in
driving, ranging from lane assist to automated parallel parking, which culminates
into a hybrid system on the verge of complete autonomy. However, Formal adop-
tion by consumers and regulatory agencies still faces justified scrutiny. Self-driving
cars will need to drive better and perceive beyond the capabilities of the average
driver before being allowed on the road. The ability to capture data for research and
algorithm development is necessary. A cheap and reliable automotive radar system
can help expand the field and drive the future of automated systems.
This thesis describes the development of a system toolbox using a 77 GHz
frequency-modulated continuous-wave (FMCW) radar and video camera for data
collection and post-processing applications. System details for the hardware, soft-
ware, and overview of a custom-made 3D printable mount for vehicles are covered.
Hardware specifics dive into using a Texas Instrument’s AWR1642Boost system
and DCA1000EVM FPGA capture card with a collocated HD video camera. In
addition, the thesis covers the software toolchain used to collect data and prepare it
for storage and post-processing. Inside is a detailed explanation of radar signal pro-
cessing theories and applications with Matlab, including range-Doppler and angle-
of-arrival estimation. Additional post-processing topics include radar-video fusion
frame synchronization and constant false alarm rate (CFAR) applications in range-
xiv
Doppler plots. Results generated in this thesis focus on the setup process of the
proposed system and raw analog-to-digital converter (ADC) data with recorded HD
video from stationery and vehicle-based measurements. The data includes scenes
in neighborhoods, city streets, parking lots, and country roads. Objects included
in the dataset are pedestrians, dogs, vehicles, road signs, and potholes. Results in-
clude a promising, cheap millimeter-wave automotive setup that has the potential




Self-driving cars have always been a staple of science fiction. Total Recall,
Demolition Man, and Minority Report offer distinct visions of autonomous vehicles
in the not too distant future. In recent years, companies, including Uber and Tesla,
have pushed those limits to offer partial and fully autonomous driving systems,
though it will still be some time before the roads are full of robotic drivers. All
vehicles now have a wide array of sensors to aid in driving, ranging from lane assist
to automated parallel parking, which culminates into a hybrid system on the verge
of complete autonomy. However, formal adoption by consumers and regulatory
agencies still faces justified scrutiny. Self-driving cars will need to drive better and
perceive beyond the capabilities of the average driver before being allowed on the
road.
Vehicles have many sensors at their control; however, a combined system that
hybridizes them is the next step in automotive sensing. A golden age of high compu-
tational embedded systems and next-generation millimeter-wave radar has opened
up cheap sensing capabilities in vehicles. Using a fusion of sensors has become
the path for more accurate classification systems needed in future AI. The ability
to perceive information through conditions that an average human cannot perceive
will revolutionize driving for all.
1
1.1 History of Automotive Radar
Although widely known for its military applications, radar’s origins were ac-
tually in safety and collision avoidance. Christian Hülsmeyer, a German scientist,
first demonstrated using electromagnetic energy to detect objects on May 17, 1904.
Hülsmeyer made history using his device to detect a large barge hidden in fog pass-
ing on the Rhine River[10].
Figure 1.1: A copy of the United Kingdom patent to Christian Hülsmeyer for his
device the Telemobiloskop.
Unfortunately for Hülsmeyer, his device did not hit mainstream success. Its true
potential was realized decades later at the start of WWII. Ironically in the 1960s
and 1970s, the idea of driver safety in automobiles became a new hot topic a cou-
ple of years after Hülsmeyer’s death. Companies supported by the United States
Department of Transportation and the Japanese companies Mitsubishi and Nissan
began programs to research adding radar to automobiles. The German companies
SEL, VDO, and AEG Telefunken began their research sponsored by the German
Ministry of Science and Technology with a focus on pre-collision avoidance and
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emergency braking [2][11]. Companies developing automotive radar utilized com-
ponents from telecommunications and military devices already widely available and
in frequencies: 35, 47, 60, and 94 GHz[2]. Germany would be the first to start using
the 77GHz frequencies in the early 1980s for use in long-range automotive radar
(LRR)[2].
Figure 1.2: A 10GHz Horn system was mounted on top of the car, an example of
the first automotive radar in the 1970s. Picture from the private collection of
Holger H. Meinel[2].
The United States mounted the first commercial 24 GHz automotive radar from
a small start-up company Vorad Safety Systems Inc[12]. The radar was attached
to buses and trucks and proved to reduce accidents considerably[2][11]. Pushback
from drivers unions stopped the use of the Vorad radars due to drivers feeling the
system had too much control, a sign that people were not yet ready to trust systems
controlling their actions in cars[2][11]. Mercedes Benz utilized the first commer-
cial 76GHz automotive radar for cars in 1998/99[11]. The German company Con-
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tinental would build more advanced versions of this system using more advanced
scanning systems. This system utilized a rotating drum with ridges to polarize en-
ergy, providing varying distances with periodic discontinuities giving radiation at
varying angles in the horizontal direction[11].
Figure 1.3: Legacy and new Automotive radar bands[3].
Today, radars utilize phased array technology with multi-input multi-output
(MIMO) antenna arrays. Texas Instruments (TI) has developed a new series of
highly integrated radar sensors for commercial use in the 77 GHz frequency band[3].
These sensors utilize the small form factor that comes with operating at the newly
defined automotive band, offering many options for sensors, including various an-
tenna configurations for testing.
The modern car has many radar sensors. Simple things such as Blind-spot detec-
tion to Adaptive Cruise Control are standard features in most vehicles now. Existing
automotive applications use a mix of Short Range Radar (SRR) and Long Range
Radar (LRR). These applications utilize their given frequency and bandwidth to
balance the information they can capture to assist in driving. This adoption of sen-
sors has opened the market for cheap automotive sensors. Researchers at all levels
are now pushing the limits beyond basic safety features.
4
1.2 Automotive Sensing Today
Utilizing a wide range of sensors available in vehicles has opened up new pos-
sibilities for safety and control. These sensors do not only include radar-based sen-
sors. HD cameras, LIDAR, thermal vision, and ultrasonics all offer distinct sensing
capabilities for high-end detection and object identification on the road today[13].
All of these sensors offer varying information, with strengths and weaknesses.
Sensors operating in the optical light spectrum are becoming the most com-
mon. Previously, video processing speed was an issue, but recent advancements in
graphics processor units (GPUS) and machine learning have made real-time object
classification at high speeds possible. You Only Look Once (YOLO) is an open-
source real-time object detection that has become a favorite in automotive detec-
tion research groups due to its speed and efficiency[4]. Even as machine learning
advances, there are still shortcomings in distinguishing range and identifying un-
trained objects. Optical sensors that can operate beyond an average person include
thermal, night vision, and LIDAR. These systems can be cost-prohibitive and prone
to fail in low visibility conditions such as snow, fog, and dust.
Automotive radar sensors operate in various configurations for specified appli-
cations. Standard features using radar include lane-change assist, blind-spot detec-
tion, and adaptive cruise control. These features are cheap and effective for auto
manufacturers to incorporate into existing systems. Table 1.1 offers a summary of
common automotive radar applications.
Tesla Motors offered to incorporate more advanced radar-video fusion into their
autonomous systems. However, earlier this year, Tesla announced it was removing
radar from its suite of sensors. Saying it will rely entirely on its “Tesla Vision”
for all object detection. Since this announcement, the partial driving assistance has
5
had reported issues with misclassifying the moon and advertisement signs as yellow
traffic lights causing cars to warn and slow down the driver[14].
Common Automotive Radar Applications





































Table 1.1: Table of the common uses of automotive radar[1]
.
1.3 Regulations with Automotive Radar
Regulations involved in self-driving cars and sensors have become an opera-
tional challenge for governments across the world. The industrial, scientific, and
medical (ISM) band from 24.0 to 24.25 GHz housed and unlicensed ultra-wideband
(UWB), centered at 24 GHz with a 5 GHz wide bandwidth, was home for many au-
tomotive radar sensors. An agreement between the Federal Communications Com-
mission (FCC) and the European Telecommunications Standards Institute (ETSI)
will phase out the use of the 24 GHz UWB band after January 1, 2022[3]. This
newly defined band allows vehicular radar operations mounted in terrestrial trans-
6
portation vehicles[15]. The FCC defines this as:
Vehicles include automobiles, trucks, railroad train locomotives, train
cars, monorails or trams, construction vehicles, farming vehicles such
as tractors and harvesters, motorcycles, scooters and motorbikes, mo-
bile scissor-lifts and mobile work platforms, and boats and ships oper-
ating within territorial waters of the United States[15].
SAE International, an organization focused on industry standardization, has al-
ready begun creating standards and rules for self-driving technology and definitions.
These definitions are in six categories that break down regular human operation and
automated driving features[16]. As the technology matures, there will be increased
oversight, which may classify legal operations of self-driving cars using such def-
initions. A few years ago, a pedestrian was struck by an automated Uber vehicle
in Arizona [17]. While rare, these accidents drive down consumer confidence and
lower technology development out of fear of safety. In the future redundant sensing
systems will very likely be mandatory.
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1.4 Motivation and Outline
As mentioned previously, machine learning has opened the doors to real-time
object identification. Increased processing power and large amounts of openly
available image data have directly contributed to the successful training of systems
like YOLO. Video naturally lends itself to future post-processing as verification of
classification is simple for the end-user. Figure 1.4 shows examples of classifica-
tion using the YOLO routine. The simple boxes with a classification caption make
it easy for an end-user to verify results.
Figure 1.4: Examples of YOLO object detection routine being used across various
images, videos, and paintings.[4]
Radar imaging does not produce easily recognizable data for object classifica-
tion. Exceptional cases using synthetic-aperture radar (SAR) allow two or three-
dimensional reconstructions of objects that are easily recognizable, as seen in Fig-
ure 1.5. However, processing and setup for such images are not available for auto-
motive radar applications, which are limited to two-dimensional plots from a gods
eye view.
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Figure 1.5: A public domain SAR image from the Space Shuttle Endeavour
showing the Teide volcano.
A desire for a robust system that can actively identify targets in real-time with
automotive radar has become a new field of interest. Currently, sensors are limited
to specialized millimeter-wave radars utilizing limited object detection capabilities.
New specialized techniques using micro-Doppler radar are promising but are still
in experimental infancy [18]. New opportunities in millimeter-wave radar research
are opening up but require the ability to measure actual data. The ability to capture
data in moving cars paves the way for robust analysis.
This thesis proposes a hardware and software toolchain using an inexpensive
commercial of the shelf evaluation radar board and high definition webcam to aid
research, seen in Figure 1.6. The combined system allows for quick and easy data
capture for post-processing at a later date. Applications directed at millimeter-
wave radar algorithm development as well as applications into sensor fusion are the
goal. In this thesis, the chapters walk through the setup of a Texas Instruments (TI)
AWR1642Boost Revision B evaluation board [19], a DCA1000 EVM (evaluation
module) Capture Board[20], and a High Definition web camera. Further, a detailed
9
explanation for gathering raw ADC data and video is given. Additional background
information on typical automotive radar signal processing and the use of a custom-
developed graphic user interface are also covered. Finally, results from this system
are displayed, along with conclusions of this system and future work to expand the
proposed toolchain.
Figure 1.6: The proposed system ready to capture data as it is mounted on the




This chapter covers the hardware setup in the proposed system. Detailed de-
scriptions of the TI AWR1642EVM radar module and DCA1000EVM capture are
within. Further detail of a custom 3D printed mounting system for the radar and
capture board is shown.
2.1 AWR1642Boost Evaluation Module
This section discusses the TI AWR1642BOOST sensor evaluation module (EVM).
This microcontroller unit (MCU) belongs to the “mmWave” series of 77 GHz automotive-
focused radars and support boards produced by TI. The evaluation boards are a
demo piece for TI’s automotive radar chips, widely available for custom radar board
design. This demo board is a part of a myriad of support software to verify and test
the various radar configurations.
The evaluation boards can perform embedded digital signal processing and then
transmit results to a graphic user interface (GUI) on a PC, allowing customers to test
code interfacing with the chipset and the radar array performance characteristics.
Advanced signal processing is unavailable using just the AWR1642 board. Raw
data from the board for demo applications is not available without additional capture
11
tools. For more advanced applications, TI sells an FPGA capture card covered later
in this section.
Figure 2.1: A) Front end of components on AWR1642 board B) Close up of user
configurable switch and jumper pins that control the operating modes of the board.
This configuration is how the board was operated in the data capture processes.
The AWR1642EVM has an onboard 76-GHz to 81-GHz frequency modulated
continuous-wave (FMCW) automotive radar sensor with four receive (RX) and two
transmit (TX) Antennas. The board is powered with a five-volt DC adapter and
controlled via a micro USB Connector that allows it to interface with a PC. In Figure
2.1 The AWR1642EVM device has three operating modes controlled by sense-on-
power (SOP) jumpers. Table 2.2 describes the operating modes of the SOP jumpers.
As of Revision B, the AWR1642EVM has a switch to control the Serial Peripheral
Interface (SPI) and Controller Area Network (CAN) bus. The multiplexed data
channels belong on the same bus starting in revision B. This change requires the
end-user to toggle the switch in the correct direction operating mode. In this thesis,
the SPI bus was used exclusively, and the recreation of tests herein must follow
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suit. Labels are included on the board to determine the mode, with more details
explained in the TI datasheet [21].
Pin SOP Mode Description
P4 0 011 Debug Mode
P2 1 001 Function Mode
P3 2 101 Flash Programming
Table 2.1: SOP operating modes. The Debug Mode highlighted is the standard
operating mode when using mmWwaveStudio
Pin SOP Mode Description
P4 0 011 Debug Mode
P2 1 001 Function Mode
P3 2 101 Flash Programming
Table 2.2: SOP operating modes. The Debug Mode highlighted is the standard
operating mode when using mmWwaveStudio
The onboard antenna is laid out to create a virtual antenna array of eight receive
elements utilizing multi-input-multi-output (MIMO) concepts. The receive anten-
nas have two dummy elements that are grounded to reduce gain and phase mismatch
between the four receive elements, as seen in Figure 2.2. An HFSS simulation of
the antenna pattern provided by TI is shown in Figure 2.4. Utilization of the MIMO
antenna and its effects on angle estimation are covered in detail in Chapter 5.
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Figure 2.2: Front end of components on AWR1642 board (a) and a closeup of its
antenna (b)
Figure 2.3: Layout of system used to capture radar system. [5]
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Figure 2.4: HFSS Simulation of antenna pattern provided by TI. Elevation plane is
red. Horizontal plane is purple.
15
2.2 DCA1000EVM Capture card
The DCA1000EVM is a shield board capture card made to interface with Texas
Instrument’s line of 77GHz xWRxxxx EVM boards. This design utilizes a Lattice
FPGA LFE5UM-85F-8BG381I with DDR3L memory to stream ADC data over
Ethernet. Interfacing between both boards is handled by a 60-pin Samtec high-
density connector. This connector handles the transfer of data as it is captured on the
xWR board and provides the necessary five volts DC power to the DCA1000EVM.
Figure 2.5: Front end of components on DCA1000EVM board
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Operations of the DCA1000EVM are mostly handled using the mmWwaveS-
tudio software but also require manual switch configurations in order to operate
properly. More detail into the user-configurable switches and their operations are
seen in Figure 2.6.
Figure 2.6: A closeup of the user configurable swtiches as used in this report. A)
Switch used for mode selection and other functionality. B) LVDS Bit mode setting
C) LEDs used to inform users on operations occurring on the board. The far right
LED highlighted in red highlights transferring of data when flashing.
Configurations for the DCA1000EVM are concerned with data transfer from
the ADC as it is streamed over Ethernet. This is broken up into two modes [20]:
1. “Raw Mode” allows all low-voltage differential signaling (LVDS) data cap-
tured sent by default headers specified in the user guide.
2. “Data Separated Mode” allows the user to add specific headers to different
data types.
In this thesis, only “Raw Mode” was utilized. Recording of the data is handled by
a command-line interface (CLI) executable program called by mmWwaveStudio.
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Open-source efforts to use this executable without using mmWwaveStudio were
found online but were not pursued in this thesis. Future efforts could be imple-
mented if a complete departure from mmWwaveStudio is desired.
2.2.1 LVDS Data Transfer
LVDS, standardized TIA/EIA-644 [22], is a technical standard specifying char-
acteristics of differential and serial signals standards. It is not a communication
layer, acting only as a physical layer using other protocols to transfer data. LVDS
offers low signal amplitudes to reduce power on the line circuits, and balanced
signaling reduces noise coupling for higher signal rates [6]. The DCA1000EVM
supports data rates at a maximum of 600 Mbps and two lanes when used with the
xWR1642 board. In this study, CAT5 UTP cable was used in measurements. As
with any transmission line, jitter is a factor that could easily affect results by end-
users if they are not careful1. Future efforts that utilize this system will need to be
aware of cable lengths. Mounting of the proposed systems in vehicles could eas-
ily use cable lengths greater than 10 meters as seen in Figure 2.7. An internal TI
report classifying CAT cable performance characteristics was found and should be
referenced [6].
1Jitter is the deviation from the true periodicity of a periodic signal
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Figure 2.7: Jitter Performance for CAT5 Cables [6].
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2.3 Proposed System Implementation
The xWR series of evaluation boards was never meant to be a fully realized
data acquisition sensor. The low price of the system with its numerous features
has made the board a fantastic budget board for millimeter-wave radar sensing with
many supporting tools and a growing user community. From TI, the board comes
with small L-brackets that allow desktop testing inside a lab. Online you can find
many examples of people creating some cases to hold the system and allow it to be
mounted for testing. In this section, the development of a hybrid case and mount is
discussed, challenges faced during development, and the overall final setup.
Figure 2.8: AWR1642 setup as delivered. Lacking any case or protection. The
setup is good for laboratory testing, but limits applications in the field.
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2.3.1 Field Testing
The system utilizes the AWR1642 EVM stacked on top of the DCA1000, and a
USB web camera mounted on top. The two boards are connected via a ribbon cable
that supplies power to the DCA1000EVM board. The system requires running three
USB cables, an Ethernet cable, and a single 5 volt DC power jack. Data acquisition
was made using a laptop with specifications in Table 2.3. To power the system in
outdoor environments, an EGO brand electric battery with an inverter was used to
power the system.
System Specifications
CPU Intel® Core™ I7-7000HQ CPU operating at 2.8 GHz
RAM 8 GB DDR4 RAM
GPU NVIDIA GeForce GTX 1050
Storage 1 TB Physical Storage
Periphials 3 USB Ports1 Ethernet Port
Table 2.3: Laptop specifications used in this thesis.
A 3D printed case fitted to any standard camera stand with a dovetail mount was
custom-designed for this thesis. The entire case comes out to be around 100 mm
wide and 110 mm tall. A small slit in the top of the mount allows a web camera
mounted with a screw. The first fieldable mount used a standard camera tripod with
a quick-release dovetail mount, allowing for stationary testing of moving objects.
The second operation mounted the system to a vehicle that could be safely secured
and used while driving a vehicle. A strong suction cup camera mount purposed to
grab onto car bodies was also equipped with the system. Figure 1.6 shows an early
prototype of the case with this mount.
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Figure 2.9: The proposed system as it was used in this thesis.
Being mounted internally caused interior features inside the cabin to be de-
tected. Mounting the system on top and running the cabling through the sunroof
proved effective. A laptop running mmWwaveStudio was connected to the sys-
tem allowing an operator to record the video and radar data. See Chapter 3 for
a detailed discussion of this synchronization procedure. Attempts at full automa-
tion of this process are feasible, but the laptop used in this study was not capable.
mmWwaveStudio which is required to control the radar, is a very resource-intensive
program. Attempts at managing a webcam tool with Matlab while simultaneously
capturing radar data resulted in frequent errors as both programs competed for com-
putational power on the system. For future real-time operations a high-end laptop
with additional hard-disk storage and processing power will be needed.
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Figure 2.10: Radar Mounted to tripod for stationary target acquisition.
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Figure 2.11: Using a suction cup phone mount with 3D printed mount, the full
setup can be mounted to capture data while driving.
Figure 2.12: Capturing data in car required running and powering laptop internally.
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2.3.2 3D Printed Mount System
A case and mount system were made using an open-source Standard Triangle
Language (STL) file found on the popular 3D printing website Thingiverse.com
[23]. The case used a modified quick-release dovetail mount standard for quick-
release systems found in commercial camera tripods. Figure 2.14 shows the use of
the four small screws made for mounting the AWR1642EVM and DCA1000EVM
board by using plastic standoffs to hold the board in place. The original model was
ready to be printed for a set dovetail mount used by the original designer. Therefore,
adjustments were made and printed for each unique stand used in this thesis.
Continuous printing of the cases and adapters became a nuisance. A removable
dovetail mount, separate from the case, needed to be created to speed up testing and
lower the waste of materials. This new capability developed in Fusion360 features
a removable dovetail mount that uses four M3 25mm machine screws to hold the
case to the mount. Figure 2.13 shows a model of the radar case with its dovetail
adapter. Now the case could be detached and swapped between mounts quickly.
The board was printed on an Ender 3 V2 board with versions using PLA and PETG
plastic. With the proposed adapter system, new modified versions can be generated
in under an hour of printing. All CAD and STL files will be made available for
public use.
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Figure 2.13: The STL file was transferred into Fusion360 CAD software and
modified so that the dovetail mount could be customized for any mount
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Figure 2.14: Radar mount designed for this system after being printed on a
privately owned Ender 3 with PLA.
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2.3.3 Final Remarks
The proposed system was successful in raw ADC data capturing in both indoor
and outdoor environments. Further detail is provided in Chapter 6 which covers the
data and environments captured. However, the TI AWR1642EVM and DCA1000
are not fieldable systems out of the box. The purpose of the TI radar device de-
scribed herein was intended for evaluation purposes only. Users should exercise
great caution to protect these devices when operating in an outdoor environment.
Sustained testing with this system eventually broke one of the DCA1000EVM
micro USB ports off, as seen in 2.15. Although a minor component, this single USB
port prevents controlling the device via mmWaveStudio. Consequently, the loss of
this port effectively bricks the device. This damage occurred due to small amounts
of solder holding the components to these evaluation boards. With enough torque
from the attached cabling and vibrations from the operation, damage to these sys-
tems will be inevitable. Attempts at repair had limited success. A professional sol-
dering lab under a microscope was able to re-solder a replacement micro-USB port.
However, most structural support comes from small copper pads used to ground the
component. These came off the board with the old micro-USB adapter and pre-
vented a strong bond with the replacement component. The repaired device was
reinforced with liquid electrical tape but it was not enough to maintain contact and
the connector eventually broke again2.
2Threads on TI’s website show numerous cases with similar failure modes. At a price tag of over
$1000, what starts as a budget setup could quickly become a costly investment. Future modifications
to the case used in this report are highly suggested, as well as delicate operations by its users.
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Figure 2.15: A) DCA1000EVM board with broken FTDI Micro USB port. B)





As previously mentioned, the radar evaluation boards made by Texas Instru-
ments were made to be a demonstration piece for their automotive chipset rather
than an off-the-shelf experimental data capture system. Utilizing a combination of
provided software and tools, the AWR1642EVM board proved a reliable data ac-
quisition tool. This chapter will detail the processes of using mmWaveStudio and
scripts to use the proposed system as a data acquisition tool.
3.1 mmWaveStudio
The mmWaveStudio guide describes itself as a graphical user interface (GUI) de-
signed to characterize and evaluate the TI Radar devices. The program only runs on
Windows-based computers and uses Matlab compiler 8.5.1 to run its GUI. Installa-
tion of FTDI USB drivers and Microsoft Visual C++ 2013 is required for operation.
mmWaveStudio allows full board control, board firmware uploading via RS232 con-
nection, TI Radar board configuration, and data capturing via DCA1000EVM or
TSW1400EVM capture board for raw ADC data capture1.
1Version 2.1 of mmWaveStudio was used in this report.Version 3+ does not support the
AWR1642EVM board series. Refer to proper version documentation if using any other TI devices.
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3.1.1 Install and Operation
Program installation is trivial, with TI providing many guides for setup and
operation. Local admin privileges are required for correct installation and operation.
Two open USB ports with proper FTDI drivers installed, an Ethernet port with
a configurable static IP address, seen in Figure 3.2, must be available to operate
on a PC. A third USB must be available if this system will also be using a USB
camera. Operation of mmWaveStudio will require the hosting computer firewall to
be disabled or granted manual access to connect to the DCA1000EVM properly.
mmWaveStudio walks the user through the setup and data capture process. The
following subsections highlight spots not covered clearly by TI’s documentation
and were learned through trial and error. The “MMWAVE Studio User Guide”
should be used in conjunction with this section.
3.1.2 Connection
Initial connection and startup of mmWaveStudio is divided into six stages. First,
the user must connect the RS232 operations that control the xWR radar boards.
Selection of the correct COM port allows the board to receive commands from
mmWaveStudio seen in Figure 3.2. After the connection is established, two separate
firmware files must be loaded and verified2. After successful connection, the SPI
is connected, and the power-up of the RF system is initialized. At this stage, it is
recommended that the user sets up the DCA1000EVM connection seen in Figure
3.33. mmWaveStudio will not remind you to do this step like the rest of its interface.
2Loading firmware would frequently freeze halfway through operations and requires the xWR
board to be powered on and off and a reset of mmWaveStudio.
3This section has a pop-out window. The GUI should verify the connection. This window has a
tendency to be hidden off the main screen. The scrollbar at the bottom must be all the way set to the
left.
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Figure 3.1: MMWAVE studio connection showing connection to AWR1642 and
DCA1000 is ready
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Figure 3.2: Two manual configurations to run mmWaveStudio: A) Static Ethernet
setting at 192.168.33.30 B) FTDI driver install seen in COM4 and COM5
Figure 3.3: Screen Verifying that the DCA1000 is ready to capture data. Note the
static IP. This must be manually set on the Ethernet port
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3.1.3 Static, Data, and Test Source
The “Static Configuration” tab allows the user to configure the ADC. Documen-
tation of selections is critical used further in the data processing covered in Chapter
5. This tab also controls the transmission and receiving channels used on the radar
array, the ADC storage configuration, and the antenna operating modes. The format
of the ADC data has four options:
Mode Description
Real No formal TI documentation on this mode.
Complex1x Default mode that was used.This mode returns the raw ADC data in a traditional I and Q format.
Complex2x
This mode enables the image band to have “negative frequencies.”
Data can be seen as if it is behind the radar.
Complex2x mode should only use this mode
in interference detection and monitoring.
PseudoReal No formal TI description of this mode.
Table 3.1: Modes for ADC data capture as documented by TI.
Raw ADC data is arranged based on the ADC Mode, capture board, and XDR
board. 4. Example code and explanations on how the data storage for each combi-
nation can be found in the “MMWAVE SDK User Guide”[7] and “Mmwave Radar
Device ADC Raw Data Capture”[24]. The “Data Configuration” tab controls the
LVDS lane configuration and clock. Default operations were never changed dur-
ing data capturing. The “Test Source” tab allows the end-user to emulate received
reflectors at varied positions and strengths.
4This is only needed if the user does not utilize the default “PostProc” button in the Sensor
Configuration tab
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Figure 3.4: Example of the ADC data for each chirp as it is stored for a DCA1000
EVM with an xWR16xx complex, 4 channel recieve, and 2 LVDS lanes
3.1.4 Sensor, Chirp, and Frame Configuration
The “Sensor Configuration” tab is what controls the FMCW radar characteris-
tics. The tab includes complete FMCW control and chirp profiling. Once initial-
ized, the radar runs and sends a command to the DCA1000 to capture all the raw
ADC data and store it in a binary file. The user must select a post-processing button
that converts that data to a format that can be read into MATLAB and used in the
code in Appendix ??.




mmWaveStudio includes a Matlab post-processing tool that gives users the abil-
ity to view all the data with pre-configured radar imaging. The GUI uses two input
files: One is the raw LVDS capture data stored as “ADC DATA.bin,” and the other
is the LUA script application programming interface (API) calls used during the
operation of mmWaveStudio. The “PostProc” program can interpret data to provide
plots. Plots are adjustable by the user and have several configurable options. The
operating software allows users to playback captured frames. The mmWaveStudio
software development toolkit (SDK) manual contains details of these plots and ap-
plications [7].
The “PostProc” tool helps check the captured data and demonstrate radar func-
tionality but does not allow modification to the processing of plots or provide ways
to work with saved data. The GUI handles several types of figure generation in-
cluding range vs. received amplitude (in decibel scale), range-Doppler, angle es-
timation, and a rudimentary position plot. New implementations of each of these
plots was custom written in this thesis to be used with the proposed data capture
system in Chapter 6. This custom implementation enables new flexibility for future
improvements to utilize, and interpret the data captured by the radar. Further, this
implementation is required for fusing the radar data with the images captured by
the webcam.
It is important to note that verifying the logs for the capture time is necessary
when using this tool. Files stored by default are not verified by mmWaveStudio to
match logs. mmWaveStudio will read an older BIN file and try to fit the settings
used for capture in that GUI.
36
Figure 3.6: Data seen after being captured in MMWAVE studio.
3.2 Video Capturing
Capturing video data was initially started while trying to completely automate
the data capture process in Matlab. The idea was to create a video feed at the
time of triggering the data capture using mmWaveStudio. The ability to automate
the process had to be dropped due to hardware constraints of the laptop operating
this system. In order to increase efficiency, a Python script using the OpenCV li-
brary was used. This open-source library is cross-platform and free-for-use under
the open-source Apache 2 License written in C/C++. A simple tutorial script was
modified and can be seen in section ??. Figure 3.7 shows the steps leading from
configuring the hardware to operations of data and video capture proposed in this
system.
3.3 Final Remarks
mmWaveStudio is an easy-to-use software toolset with numerous capabilities
that make data collection and visualization simple and quick using the TI line of
mmWave sensors. Despite the limits of the software for post-processing, it reliably
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allows users the ability to capture and save data for later use. However, mmWaveS-
tudio is not a resource-friendly application. Automation of data capture is recom-
mended for any massive data collection capabilities, either through pursuing an
external scripting system or utilizing the internal LUA scripts that run mmWaveStu-
dio.
Combined video-radar data acquisition was successful in this thesis. However,
operating both mmWaveStudio and the video capturing scripts becomes a resource-
intensive process for the laptop used in this thesis. With a tremendous amount of
data coming from both Ethernet and USB, the processing and memory needed to
operate pushed the hardware limits of the laptop. Future real-time data acquisi-
tion and experimentation will require a higher-end laptop with increased RAM and
processing power.
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The radar data cube is a concept representing complex RF signals in space-time
processing broken into three dimensions[8]. “Fast-time” represents signals in the
down-range space where the resolution is controlled by the bandwidth of the radar.
FMCW radar transmits a periodic series of pulses continuously. Processing data
across these repeated chirps is the “slow-time” dimension. The frequency of chirp
repetition is known as pulse repetition frequency (PRF). The inverse of the PRF
is the pulse repetition interval (PRI), which is the time (in seconds) between each
sweep and represented in Figure 4.5. The final dimension is accessible to radar
systems with multiple simultaneous receive channels (i.e., outputs). Multiple input,
multiple output (MIMO) systems also have the ability to emit independent wave-
forms from each transmit antenna. MIMO antenna systems are becoming common
in automotive radar systems such as the AWR series of radars. An example of the
system diagram for a two receiver channel system is in Figure 2.3. Every receive
channel, either virtual or real, stacks its frequency sweep and PRF into a cube. An-
alyzing combinations of these dimensions produce various forms of radar imaging.
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4.1 Radar Date Cube
The radar data cube represents complex RF signals in space-time processing.
The dimensions are broken up across “fast-time,” “slow-time,” and receiver chan-
nels [8]. “Fast-time” represents the range from the radar, controlled by the sampling
interval. In FMCW radar, “slow-time” represents the repeated signals by a set num-
ber of pulses. Figure 4.1 shows a diagram of “fast-time” and “slow-time.” The final
Figure 4.1: A representation of received data on one channel in FMCW Radar. [8].
dimension is accessible to radar systems with multiple simultaneous outputs. Multi
receiver systems need the ability to store data for future processing. An example of
the system diagram for a two receiver channel system is in Figure 2.3. mmWaveS-
tudio captures data on a periodic scale set by the user. A single frame of data with
























Figure 4.2: Radar cube is used to describe captured data in multi channel pulsed
radar [8]. A) Data slice used to get an Angle Estimation. Fourier transform taken
across receivers produces angle information. B) Slice used to create Velocity
Range plot. Fourier transform taken across pulses produces velocity information.
4.2 Storing Radar Data
Storing a single radar cube of data is trivial and easy to manage. Experiments
with long duration data captures can result in significant data storage and real-time
processing requirements. This section breaks down the reasons planning and proper
management of data are necessary, as well as how mmmWaveStudio handles raw
ADC data.
mmmWaveStudio refers to all complete raw ADC data across all three dimen-
sions as frames. Figure 4.3 displays a series of radar data cubes captured over time
similar to frames in a video. The typical capture rate used in this thesis was set to
50ms per frame with a maximum of 1000 frames. The raw ADC BIN file size at
1000 frames came to about 500MB and around 50 seconds in length. Additional
considerations for memory management come when recording video during a cap-
ture event. Video memory size depends on the video quality and frames per second
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(FPS). Both data sets quickly fill hard-disk space and space requirements should
be done before any field testing, using equation (4.2), where K is the maximum





Figure 4.3: Representation of raw ADC data captured over time.
This thesis utilized a TI-provided Matlab script to read the raw ADC BIN file
generated from the “PostProc” tool, found here ??. This method requires only
the radar capture parameters set by the user in mmWaveStudio. Data can also be
read directly without using the “PostProc” tool. This method requires referring
to the “mmwave Studio User Guide” to handle and read data properly. The final
option uses a CLI executable function to capture the raw ADC data directly from
the DCA1000EVM. This tool is found in mmWaveStudio code. Application of the
CLI tool still requires some other means of running the xWR series board. Figure
4.4 shows a quick overview of these methods.
mmWaveStudio stores captured raw ADC data from the DCA1000 into a binary
file. This thesis did not find hard limits for maximum data capturing time. As-
sumptions were made that data gathering happens indefinitely, as long as hard-disk
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memory is available on the system. However, later processing of data may be af-
fected. For example, a test captured data two minutes in length. The size of the raw
ADC binary file was around 1GB in size. Reading of data sets in the gigabyte scale
can push computers with limited RAM. 1 Recommendation for data capture is to
limit data to around 1000 frames without modifications to the code supplementary
to this thesis. Matlab frequently crashed when processing data sets over 1GB with
the system specifications in Table 4.1.
System Specifications
CPU Intel® Core™ I7-8700K CPU operating at 3.7 GHz
RAM 32 GB DDR4 RAM
GPU NVIDIA GeForce GTX 3080
Table 4.1: Computer specifications for all post processing
1Matlab has support functions for large files and big data but they were not used in this thesis.
44




This section covers the background information of FMCW radar and its appli-
cations in range processing. Continuous-wave (CW) radar transmits and receives
continuously. This feature is why CW radar is frequently used in safety systems.
CW systems do not have problems with gaps in range measurements[8]. While lim-
ited to short-range, CW radar is a perfect fit for, ground-based sensors for safety-
critical systems. The most common CW waveform is a linear FMCW system. In
this system, one can imagine a sinusoidal signal that compresses over time. This
compression comes from the frequency increasing in a linear slope across a set
bandwidth sweep. A sinusoidal signal from an FMCW chirp plotted as a function
of time versus frequency generates a sawtooth waveform tooth waveform. Figure
4.5 shows both examples of these waveforms. The bandwidth set by the FMCW
chirps plays a crucial role in setting down range resolution that will be explored
further in the chapter. Characterizing the chirp can be broken into three parameters:





Where the variable α represents chirp slope.
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Figure 4.5: Top Plot shows example of FMCW Signal simulated in MATLAB.
Bottom plot shows an example of the frequency slope of signal.
4.3.1 Range Processing
The most common application for an FMCW radar is range estimation. This
allows the distance to be measured from the antenna array to objects in line of sight
of the radar. Calculating distance requires finding the instantaneous frequency (IF)
signal. Finding the IF tone starts at the mixer block output, seen in Figure 2.3, and
described [9]:
xout = sin[(w1 − w2)t+ (φ1 − φ1)] (4.3)
xout is found by taking the difference in IF and phase between the transmitted and
received signal. The difference is fed into a low pass filter and gets sampled by the
AWR1642 ADC. Setting the sampling rate,Fs, of the ADC determines the maxi-






Any object in front of the radar will produce an IF signal that has a constant
frequency tone. This tone can be used to calculate the distance from the radar to
the object detected where τ is the round-trip propagation delay[25]. Further, two
tones can be resolved in frequency as long as the delta frequency is greater than the
inverse of chirp time[26]. Knowing that ∆f = 2α∆R
c




















This definition shows that bandwidth of the signal is the defining property for range
resolution [25][26]. Further examples of how bandwidth can be used to resolve
objects in distance can be referred to in Figures 4.6 and 4.7.
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Figure 4.6: Reflected signals from multiple detected objects and the IF tones
created.
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Figure 4.7: IF Tones showing how increased bandwidth can help resolve signals.
ADC Sample 1: the bandwidth is too close and will show up as a single peak in the
frequency spectrum. ADC Sample 2: A higher bandwidth allows the signals to be
resolved in the Frequency spectrum
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4.3.2 Range Estimation
Now that the theory of range processing has been defined, this section will de-
scribe using the Fourier transform on the radar data cube to generate down range
plots. The process requires taking a sample of the raw ADC data for each slow-time
chirp. The data sample is run through a window function and processed using the
discrete Fourier Transform (DFT). The power of the system is calculated and scaled
using the following definition provided by TI:
PRx,norm(dB) = PRx − 20log10(2n−1) + 20log10(wsum)− 20log10(
√
2) (4.7)
Where variable n represents bits of the radar and wsum represents the sum of the
window [27].
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Figure 4.8: Example of slow-time chirps plotted as Distance in meters vs.
normalized receive power (n dB). Peaks represent objects being detected at a
certain distance. First two peaks are the direct path coupling and ground response
(and therefore a measure of antenna height from the ground), respectively.
52
Figure 4.9: Process to calculate down-range plot.
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4.4 Range-Doppler Processing
Estimating velocity is a standard application in automotive radar for adaptive
cruise control. Newer systems utilize velocity for collision avoidance as well as dis-
tinguishing objects at the same down-range point. In this sense, a two-dimensional
figure is generated, which allows for object discrimination on the road. This section
will break down handling velocity estimation with FMCW radar and implementing
a routine using raw ADC data captured.
Figure 4.10: Example of a typical velocity vs down-range plot. A) An object
moving a different velocity B) Stationary objects end up in a single velocity bin
corresponding to the speed of the observing radar. C) Clutter due to internal




Measuring velocity is done by comparing the phase of return signals across the
slow-time dimension. Each phase is compared across each chirp time, Tc. While
the amplitude for an object at the same distance will appear at the same position
during each chirp, the phase will differ due to the Doppler effect. This difference in
phase can be taken advantage of to calculate phase difference [26]. This starts with





Now representing the change between chirps as ∆φ:
∆φ = FdTc (4.9)
Therefore, this change is the change in frequency (i.e., the Doppler frequency) Fd
multiplied by the chirp time (or chirp duration), Tc. Substituting (4.9) into (4.8) pro-
vides the progressive change (in cycles) across chirps, ∆φ, in terms of the velocity





Then converting this change to radians through a factor of 2π radians/cycle yields









The sign of the phase change determines direction. A positive phase change
means movement away from radar, |ω| > 0. A negative phase is movement towards
the radar |ω| < 0. Phase measurement is unambiguous only if: |ω| < π rads. With
this definition, Maximum velocity can be derived with the following [26]:
4πvTc
λ




Using equation (4.11), we can see maximum velocity, vmax, can be increased by
decreasing chirp time, TC (i.e., increasing the chirp repetition frequency).
Resolving multiple objects in a frame can be done using a similar technique
to finding objects in down-range. Taking the DFT on the phasors from the down-
range DFT, resolves objects [26]. This creates a range-Doppler plot scene in Figure
4.10. Graphical representation of this process can be seen in Figures 4.11 and 4.12.
Further expansion can be used to calculate velocity resolution, vres. The DFT on a
sequence of length M, separates frequencies of phasors as long as:













where Np is total PRI chirps. When applied to equation (4.11), one can derive the




⇒ ∆ω > 2π
Np





Figure 4.11: 1) Multiple Objects are moving with a certain velocity and are
positioned in various down-range positions. 2) In every time sample the phase of
each object across slow-time is stored 3) Applying the DFT resolved the phase
difference that can be plotted
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Figure 4.12: Process to calculate Velocity vs down-range plot
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4.4.2 Velocity Aliasing
This section highlights the importance of the proper setup of the sample rate
when capturing data. During the capture process, issues with velocity aliasing came
up when driving beyond the vmax defined in equation (4.12). The maximum veloc-
ity while driving must be considered prior to data capture. Any speed greater than
the maximum Doppler velocity results in the Doppler response wrapping around
the x-axis of the plot. In Figure 4.13, fence posts and trees taken while driving
beyond the pre-calculated vmax resulted in data wrapping.
Figure 4.13: This figure shows aliasing in a range-Doppler plot.
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4.5 Angle Estimation using MIMO Radar
4.5.1 MIMO and FMCW Overview
Multi-input-multi-output (MIMO) radar with multiple transmit and receive an-
tennas can be used to achieve improved angular resolution with respect to tradi-
tional phased arrays. Angle estimation exploits the change in phase across the
FMCW chirps across each antenna element. Angle estimation resolution is linearly
related to the electrical distance spanned by the RX and TX antennas configured on
a MIMO array. For example, an array of one TX and four RX antennas can double
its angular resolution by adding a second TX antenna. This form of MIMO radar
creates what is known as virtual antennas. These represent the position an actual
array would have by taking advantage of the ability to isolate the responses from
each of the TX antennas.
In Figure 4.14, subfigure A the antenna positioning as it appears on the AWR1642
EVM is shown. Each receive element is spaced by λ
2
, where λ is the wavelength of
the center frequency of the radar. Because the two transmitters are spaced 2λ it is
possible to effectively double the “virtual” receive antennas as seen in Figure 4.14,
subfigure B. This setup enables a virtual antenna configuration of eight antennas
spaced λ
2
. In order to take advantage of this spacing requires a split configuration of
chirps of the FMCW radar. Traditionally, the system would continuously chirp on
a single TX antenna. For MIMO operations the radar uses time division multiplex-
ing (TDM) where the two transmitters alternate transmissions. The consequence
of this technique is that number of effective chirps per frame is halved to maintain
the same capture time for a single frame. This configuration requires specialized
handling of data when captured on the DCA1000.
60
RX1 RX2 RX3 RX4 RX5 RX6 RX7 RX8
TX1 TX2 RX1 RX2 RX3 RX4
2λ λ/2 λ/2 λ/2






























Figure 4.14: A) Configuration of MIMO Antenna on the AWR1642. B) Virtual
antenna positioning that can be interpreted when using two transmitters on
AWR1642 C) Chirp profile showing how chirps are called to each transmitter
when operating in multi transmit mode.
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Figure 4.15: Concept of angle estimation demonstrated on AWR1642 antenna
array[9]. θ defined in equation 4.16.
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Once the virtual antenna array is setup and data is collected processing can
continue. Angle estimation measures the phase difference ω = 2π
λ
dsin(θ) between
signals on all receive antennas. Using this newly calculated phase difference one





Using equation 4.16 with our spacing of receive antennas λ
2
and setting ω between
(−π, π), we find a max field of view of ± 90 °. Further, assuming the same receive
antenna distance and a θ = 0 we can arrive at the following equation where N





A simple implementation of an angular plot can be seen in Figure 4.16. The
data was zero padded to increase the angles resulting in a large return of objects
unresolved in the x-axis.
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Figure 4.16: Implementation of angle estimation with passing cars at a stoplight.
4.6 Summary
For reference, a summary of the primary equations explained in this chapter are
in Table:4.2.
Type Resolution Max
Range Rres = c2B Rmax =
fc
2α
Velocity Vres = δF λ2 Vmax =
λ
4Tc









5.1 Radar Fusion Interface
A GUI program was created for this thesis to help radar-video synchronization
and develop post-processing algorithms. Matlab’s “App Designer” program was
used to create this GUI. The program aided in the development of all radar image
processing techniques mentioned in this chapter. Features include:
• GUI interface support
• File loading for raw ADC and Video file
• Time corrections to sync loaded files
• Individual frame selection for syncing video and radar files
• Display of processing parameters used
• Active updating of post-processing parameters
The code utilizes proper class definition to allow further expansion into all other
models. Processing the raw ADC data gives the user the ability to test everything
from windowing effects to zero padding. The program will also read in captured
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raw ADC data, video data, and log files to sync the frames captured between the
radar and video systems. Ti’s mmWaveStudio has many of these features by default
but does not allow the user to modify the actual code for processing, limiting the
application to verify data and results. The desire was to create an open, expandable
framework for future radar processing algorithms and hybrid fusion applications
testing.
5.1.1 System Time Syncing Background
A “hard real-time” task is defined by results produced after a deadline causes
catastrophic results [28]. “Hard real-time” systems require an internal clock on the
data capture system. Unfortunately, using mmWaveStudio without a devoted clock
makes it impossible to sync timing between the radar and camera systems with
exquisite fidelity. “Soft-time” logs compensate and synchronize frames between the
radar and video collected after the capture event has occurred. This data syncing is
done programmatically in post-processing. Future safety systems will need a “hard
real-time” clock system to ensure the correct detection and data fusion between
both systems.
5.1.2 Video Radar Frame Syncing Implementation
Typical detection algorithms used in traditional image and video processing can
be limited due to their computational requirements. Graphics cards have advanced
processing of videos to allow speeds well above 30 frames per second (FPS) and
much greater resolutions while maintaining high accuracy. This system was not
designed for live data acquisition and was chosen to use the limits of the AWR1642
capture speed. As previously mentioned in Chapter 5, radar frame data was set to
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run with an exact periodicity of 50ms. At this rate, the video captured during the
test had its FPS set downsampled to 19.21. In the GUI application created for this
thesis, the radar frames set the limit. Future work will need to verify the lowest FPS
between the the radar data and video feed to correctly match each frame.
Figure 5.1: The GUI allows a user to modify parameters(1a), view the calculated
parameters (1b), modify the CFAR Window(1c), user inputted radar and video
files (1d). Additionally plots can be generated and scaled independently for
viewing (2) and (3).
1The original video capture rate set to 30FPS and 720p
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5.2 CFAR
Traditional standard radar threshold detection schemes assume that a known
noise level is constant. Utilizing the constant false alarm rate (CFAR) detection
algorithm allows an adaptive threshold where interference levels are variable. Fur-
ther details on the implementation of this algorithm can be found in reference [8].
Unless otherwise stated, figures showing range-Doppler utilized CFAR to clean up
noise. A Matlab implementation of the CFAR algorithm can be found in Appendix
??.
Figure 5.2: Two-dimensional window used in CFAR processing on range-Doppler
plots.
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Figure 5.3: Top) Down-range velocity plot with no CFAR post-processing.






This section highlights canonical scenarios from the data captured during test-
ing of the system. Testing of the capture device varied across stationary and moving
tests. Early tests were performed using the tripod only with the proposed system in
Chapter 2. Later tests moved the system to a car and took measurements while driv-
ing. The aim was to capture a wide variety of scenes and objects commonly found in
an automotive environment. Locations included neighborhoods, local city streets,
country roads, and parking lots. Potential classification objects collected in this data
set include moving and stationary cars, pedestrians, animals, signs, and potholes.
The raw ADC data taken using the AWR1642EVM and video data will be available
upon request for future post-processing efforts. This experimental campaign pro-
vided a diverse data set for future work in fusion and artificial intelligence/machine
learning (AI/ML) research and development.
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6.1.1 Driving: Country Road and Fence Posts
Figure 6.1: Early sample of radar taken inside vehicle on country road. Fence
posts on both side of the road a “curved” sequence of returns in the range-Doppler.
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6.1.2 Stationary: Person Walking Dog in Neighborhood
Figure 6.2: A stationary shot of a person and dog walking on the sidewalk.
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6.1.3 Stationary: Handicap Sign in Parking lot
Figure 6.3: A stationary shot of a Handicap sign in parking lot. Notice the high
RCS return of the sign.
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6.1.4 Driving: Debris and Pothole in Parking Lot
Figure 6.4: Moving radar capture of pothole and debris in a parking lot. Notice the
gap after the debris. The next detection is the tree and curb across the street.
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6.1.5 Driving: Person Walking on Side Walk next to Street
Figure 6.5: View of a neighborhood road.
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6.1.6 Driving: Approaching Stop Sign in Neighborhood
Figure 6.6: View of car approaching stop sign.
75
6.1.7 Stationary: Waiting at Stoplight with Passing Vehicles
Figure 6.7: Scene of radar capture at a traffic light with passing cars.
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6.1.8 Driving: Busy Parking Lot with Moving and Stationary
cars
Figure 6.8: A full parking lot with a large pot hole.
77
Chapter 7
Conclusions and Future work
The future of automotive radar engineering is becoming a growing field in re-
search. Enhanced safety systems and self-driving cars are actively being integrated
into vehicles today. Future capabilities, including radar-based object detection and
fusion with video, require sophisticated algorithms and system development. With
the push to move into 77GHz radar by regulatory bodies, the TI AWR1642EVM
proved a great and inexpensive data capture system.
This thesis covered the development of a deployable automotive radar toolbox.
The choice to use TI’s AWR1642Boost series proved to be a low-cost solution with
significant expansion for collaboration in the larger automotive radar community.
Creating a modified case that allowed the colocation of a video camera allowed for
dynamic testing in moving vehicles. Further expansion of post-processing and data




7.1.1 Proposed System Case Upgrades
Chapter 2 described a custom 3D printed case used to mount and protect the
xWR board series with a DCA1000 . The CAD files for the case and dovetail
mount will be made available for 3D printing. Future work to modify the case
should focus on the protection of the board. Securely holding the USB ports like the
power and Ethernet port could prevent the wires from entering the system. While
the onboard radar array is convenient for testing, it is not easy to protect the radar
without affecting radar performance. A fully encapsulated design will require a
radome of some kind to be used by the device. TI has complete documentation
on this topic for future revisions of a carrying case[29]. Any changes to the system
may also require future software updates to compensate for changes to transmission
and receive capabilities of the radar.
7.1.2 Expanded Operations
The “Cascading Mode” option uses a TI TDA2XX series operates as a bus for
master or slave modes for the xWR series. This feature could be exploited to pro-
vide extended capabilities for interference testing, advanced beam-forming tech-
niques, and MIMO radar applications. More information can be found on TI’s
website [30].
7.1.3 mmWaveStudio Automation
mmWaveStudio uses the high-level programming language Lua internally for
scripting and automation. Considerable effort to automate a capturing system for a
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unified video and radar system never made it to a fieldable system while working on
this thesis. Scripts include all commands manually entered into the mmWaveStudio
and range from connecting to an xWR board to radar configuration.
TI released a Matlab library allowing for Lua command injections into mmWaveS-
tudio. In order to synchronize all control, test scripts were made in Matlab to run
mmWaveStudio. Additional scripts written allowed video capturing using Matlab.
With both combined features, a single script could simultaneously capture video
and radar data. This feature had success on the desktop described in Table 4.1
but was unsuccessful on the laptop described in Table 2.3 due to limited RAM.
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