The ever increasing worldwide use of Information and Communication Technologies (ICT) over the last decade, has not only contributed to the way people interact with each other, but also to how languages are taught and learnt. Language digital materials such as vodcasts bring together, in an innovative, attractive and motivating manner, diverse modes of communication which promote a multimodal approach of learning. This article explores the use of multimodal ensembles in audio-visual language learning materials designed to enhance students' comprehension. This mixed methods (qualitative and quantitative) study, comprised a multimodal analysis of two language learning vodcasts from the British Council, using ELAN as the main multimodal annotation tool. The data obtained from the multimodal transcription was relevant to describe the different orchestrations of modes contained in both vodcasts. From this data, two comprehension tests, based on the ensembles found, were developed to check how each ensemble could benefit language students. The results confirmed that EFL students' audio-visual comprehension improved when there was a greater number of orchestrated modes. These findings not only emphasise the potential of multimodal materials to improve foreign language comprehension, but also encourage teachers to adapt their methods to the pervasive digital era.
In the digital age, people have become more aware of the technological affordances of multimodal resources, and consequently, their development and use has increased considerably. Discourses found in social networks (e. g., Facebook, Twitter), photo sharing (e. g., Instagram), video sharing (e. g., YouTube, UTunes) or the crossplatform mobile messaging (e. g., WhatsApp), are examples of multimodal digital tools used to create meaningful situations. The use of these new multimodal digital materials has been spread not only to everyday situations, but also to educational contexts, and especially in language learning environments. The introduction of whiteboards, computers, laptops, tablets, mp4, among other devices, in the language classroom, has promoted the use of multimodal language materials such as vodcasts. Video podcasts or vodcasts are video recordings which are uploaded to the net using Rapid Simple Syndication (RSS) feeds (Hasan and Hoon 2013) . On the net we can find vodcasts related to a wide range of themes such as politics, the news, radio, television, music, fashion and beauty, literature, arts and entertainment, health, technology and education, among others, which allow language teachers to choose from a variety of topics according to their students' interests and needs. Language learning vodcasts have as their main goal to foster different aspects of language (e. g., grammar, vocabulary, pronunciation, or listening comprehension). They can be introduced as language learning activities in two different ways: creating new materials or using the available materials on the net (Rosell-Aguilar 2007) . The different uses of vodcasts for language learning situations, mainly infer their use in conjunction with traditional language lessons, creating blended language learning (BLL) situations, as occurs in the study presented in this paper. The way language teachers can develop blended language learning environments concerns four different levels (Graham 2006) : activity level (i. e., a learning activity encompasses face-to-face and online components), course level (i. e., an arrangement of some face-to-face and online activities within the given course), program level (i. e., the students select a fusion between face-to-face courses and online courses, or it is established in the program in advance), and institutional level (i. e., the organizational commitment to blending face-to-face instructions and online instruction). Moreover, language teachers should bear in mind some important features to determine the most suitable vodcasts to be blended in the classroom. Length, authenticity, language level, objectives within a syllabus, and engagement are some aspects to take into account in the selection (RosellAguilar 2007) .
The instruction and assessment of the listening skill in foreign/second language teaching has been an arduous task throughout time. In fact listening, also called the Cinderella skill (Mendelsohn 1994) , was not considered to be learnt actively but as a passive process to be acquired naturally (i. e., without teaching support). In recent times, this conception has changed into a more active and strategy-based approach towards listening (Goh 2002; Goh and Taib 2006; Mendelsohn 1994; Mendelsohn and Rubin 1995; O'Malley and Chamot 1990; Oxford 1990; Rubin 1994; Vandergrift 1999 Vandergrift , 2003 Vandergrift , and 2008 Vandergrift and Goh 2012) . The massive production and use of technological devices and multimedia language learning materials has contributed to this evolution of teaching the listening skill. Vodcasts are an example of this new multimedia language learning tools that put together different kinds of media (e. g., moving images, pictures, sounds, music, written words, and graphics) to ease comprehension. In language learning environments, multimedia learning is based on the construction of mental representations through multimodal instructional settings. For this reason, some advantages could be taken from vodcasts to improve students' foreign language audio-visual comprehension. These benefits might be founded on the cognitive theory of multimedia learning (CTML) which relates both auditory and visual inputs to facilitate comprehension and learning (Mayer 2005 (Mayer , 2009 . CTML is grounded on the combination of three theories. Firstly, Sweller's cognitive load theory (Chandler and Sweller 1991; Sweller 1994) , concerned with the use of cognitive resources while learning. Secondly, Clark and Paivio's dual coding theory (Clark and Paivio, 1991) , which claims that cognition is constituted by verbal and non-verbal subsystems. And finally, Baddeley's working memory model (Baddeley 2000) . According to Mayer (2005 Mayer ( , 2009 , from these theories, three assumptions of CTML have emerged: dual-channel (i. e., people have separate channels for managing visual and auditory information), limited capacity (i. e., the amount of information we can process in the same channel at the same time is limited, and active processing (i. e., it is achieved by paying attention to important information, organizing it and creating logical mental representations to be joined to previous knowledge. Taking into account the assumptions of dual-channel, limited capacity and active processing, the CTML explains how words and pictures are perceived and understood through cognitive processes.
However, despite the technological advances and the possibility of offering students more digital materials in which visual and auditory inputs are shown together to facilitate students' comprehension, little research has been done to know their effects on language learners' audio-visual comprehension. Some studies have been carried out to demonstrate the importance of linguistic and non-linguistic knowledge to ease comprehension (e. g., Sueyoshi and Hardison 2005; Ramírez and Alonso 2007; Wagner 2010) . Ramirez and Alonso (2007) demonstrated how English digital stories could be beneficial for Spanish children to better understand linguistic structures in a foreign language. Furthermore, they concluded that this kind of videos were relevant to improve not only the listening skill but others such as speaking since students were able to give some feedback, in the target language, after watching them. In the comparative study developed by Wagner (2010) , it was proved how the experimental group performed a comprehension test better using an audio-visual input, in contrast to the control group which completed the same test just with audio input. In a similar study, Sueyoshi and Hardison (2005) , contributed to the importance of context in terms of gestures and speakers' faces to improve comprehension. After classifying 42 low-intermediate and advanced students of English into three stimulus (audio-visual with gestures and face expression, audio-visual with no gestures or face expression, and only audio), they reported positive results, in both language levels, when audio-visual materials were shown with gestures and face expressions. However, Coniam (2001) and Suvorov (2009) have come to very dissimilar conclusions. In both, the outcomes demonstrated no significant differences between audio or video versions to perform comprehension tests. Therefore, the simultaneous use of visual and auditory material has still not been proven to be more beneficial than traditional listening comprehension activities. There is a need for more research on audio-visual comprehension, especially due to the fact that language learners are continuously being exposed to multimedia tools and multimodal texts. In this qualitative and quantitative study, I attempt to begin to fill the gap of audio-visual comprehension and multimodality, in so far as language learning is concerned.
Objectives and research questions
The main objectives of this study were to explore the role of multimodality in language learning comprehension, and more specifically, the effects on students' audio-visual comprehension when different orchestrations of modes appeared in the visualization of vodcasts. The research questions that guided this study were the following:
1. Which multimodal ensembles are found in two British Council educational vodcasts (see Figures 2 and 3) to represent and communicate meaning for language learners?
2. Does EFL students' audio-visual comprehension improve when there is a greater number of orchestrated modes? Along with these research questions, I formulated the following hypothesis: EFL students' audio-visual comprehension improves when there is a greater number of orchestrated modes. As it will be revealed in the study, this hypothesis was confirmed. Taking into consideration these research questions, I designed the following study divided into two parts. In the first part, I carried out multimodal transcriptions of the two British Council vodcasts to determine which modes were used to convey meaning. These annotated transcriptions, using ELAN (see below) were analysed to establish the multimodal ensembles. In the second part, using the multimodal ensembles from the analysis, I created two tests to know the influence of the different ensembles on students' audio-visual comprehension. Thus, the study consists of first, a multimodal transcription and analysis of the vodcasts; and second, a statistical analysis of students' responses according to the number of the orchestrated multimodal ensembles.
I will begin with the first part, the multimodal transcription and analysis of the vodcasts. This is due to the fact that the findings of this analysis are needed to create the audio-visual comprehension tests of part two of the study (see Audio-visual comprehension tests)
Multimodal transcription and analysis of vodcasts
Two vodcasts from the British Council, named «English is Great» (https://goo.gl/xK4zYn) and «Camden Fashion» (https://goo.gl/4CHqrp), were chosen from the application iTunes U (free download), bearing in mind some of the characteristics established by Rosell-Aguilar (2007) such as language level, vocabulary and grammar exposure, length, entertainment and authenticity.
The preference for vodcasts from the British Council was motivated by the relevance and importance that this organization has gained throughout the years in educational environments. Moreover, these vodcasts encompassed a great variety of communicative modes which were required to fulfil the research objectives. The vodcast «English is Great» belongs to the series of vodcasts «Britain is Great», which describes some important features of the British culture such as shopping, literature, knowledge, heritage, sport, and countryside. «En-glish is Great» (part 1), which lasts 5 minutes and 18 seconds, is set in the British library in London, and deals with the evolution of the English language. Whereas, «Camden Fashion», from the series of vodcasts «Word on the Street», shows in 4 minutes and 28 seconds, the most notable fashion styles found in this Londoner market, such as punk or Cyber-Goth.
For the purpose of this study, a multimodal transcription of the vodcasts was performed to represent the multiple communicative modes orchestrated throughout the vodcasts. The software employed for the analysis was ELAN (EUDICO Linguistic Annotator, where EUDICO stands for European Distributed Corpora Project). ELAN is a multimodal annotation tool developed by Max Planck Institute for Psycholinguistics, The Language Archive, Nijmegen, The Netherlands, available at http://goo.gl/2CbYBU (Sloetjes and Wittenburg 2008) . The diversity of modes that appeared in the vodcasts (e. g., participants' gestures, participants' speech, written language, images, and music) were classified into tiers, which made it possible to include and see together accurate annotations on the same screen.
The spoken mode was represented in the "speaker's name-transcription" tier following Norris (2004) to represent emphatic stress and Jefferson (1984) to annotate micropauses. The "speaker's name hand/arm movements" tiers depicted kinesics. Due to the limitations 1 found when trying to establish transcription conventions I developed my own list grounded on the most prominent movements. Another tier related to kinesics was "speaker's name gaze direction", annotations depicted gaze orientation (Baldry and Thibault 2006; Tan 2009 ) apart from to "who" or "what" the gaze was directed towards. The "speaker's name-body position" tier represented kinesics in terms of "frontal, oblique and backside" (from the viewer's position). Following Tan's annotations (2009), a visual frame tier was included to have a general overview of the shots. The "images" tier represented the different shots appearing in the vodcasts while the speakers were not in the visual frame but they were or not heard. The music mode was shown in the "music" tier and annotations were based on three aspects. The first was embodiment, (i. e., when individuals use instruments to express themselves) or disembodiment, (i. e., when people react to the music played) (Norris 2004, p. 41) . The second was loudness (Gumperz and Berenz 1993) , and the third tempo (Baldry and Thibault 2006) . Following the multimodal interactional analysis approach (Norris 2004 (Norris , 2009 , which fosters the examination of discourse in action, the analysis of both vodcasts was divided into high-level actions (i. e., "high-level action" tier), defined by Norris and Jones (2005, p.17) as «a multiplicity of connected lower-level actions». The "written" tier included the different phrases shown on the screen. Finally the "test responses" tier, (i. e., the information that the students needed to answer the test items) was included to know the specific time in which the responses to the audio-visual comprehension tests were given throughout the vodcasts, as well as the modes orchestrated. In Figures 4 and 5 we can see two screenshots from both vodcasts containing the different tiers previously depicted for the analysis. 
Multimodal ensembles found in the vodcasts
The previous transcription of both vodcasts facilitated the identification of different modes and the multimodal ensembles included so as to develop suitable audio-visual comprehension tests. Table 1 includes the different multimodal ensembles found in both vodcasts. As can be observed, in the vodcast «English is Great» there was a multimodal ensemble of two modes (spoken and kinesics) and two multimodal ensembles of three modes (spoken language, kinesics, and music, and the other, spoken language, image, and music). On the other hand, in the vodcast «Camden Fashion», there were two multimodal ensembles of three modes (spoken language, kinesics and music, and the other, spoken language, kinesics and written language) and two multimodal ensembles of four modes (spoken language, written language, kinesics and music, and the other, spoken language, written language, images and music). 
Number of modes

Multimodal ensembles in
Multimodal ensembles in «English is Great» «Camden Fashion»
Two modes spoken and kinesics
Three modes -Spoken language, kinesics, and music -Spoken language, kinesics and music -Spoken language, kinesics and written language -Spoken language, image, and music Four modes -Spoken language, written language, kinesics and music -Spoken language, written language, images, and music
Audio-visual comprehension tests
From the multimodal analysis two tests were designed, one for each vodcast, to check students' audio-visual comprehension (see Appendix A). These tests were given after the students had viewed each of the vodcasts (see Procedure). Two types of exercises were included in the tests, a fill in the gaps type (with 8 items), and a true/false type (with 7 items). In the case of the true/false exercise, if the item was false the students were asked to write it as a true item to avoid random responses. Although students did not know, each item from the comprehension tests was associated to a specific orchestration of modes appearing in the vodcasts (see Appendix B). On the one hand, in the vodcast «English is Great», when the responses to items 1, 2, 3, 9, and 10 were given, 2 ensembles of 3 modes (i. e., spoken language, kinesics, and music, or spoken language, image, and music) were orchestrated. However, while the responses to items 4, 5, 6, 7, 8, 11, 12, 13, 14, and 15 were given, 2 modes (i. e., spoken language and kinesics) were orchestrated. Figure 6 represents a summary of the modes orchestrated (2 modes: spoken and kinesics) when the response to item 4 was given. On the other hand, in the vodcast «Camden Fashion», when the responses to items 1, 3, 7, 14, and 15 were given, 3 modes were orchestrated in two different ensembles (i. e., spoken language, kinesics and music, or spoken language, kinesics and written language). Whereas, four modes were orchestrated in two different multimodal ensembles (i. e., spoken language, written language, kinesics and music, or spoken language, written language, images, and music), when the responses to items 2, 4, 5, 6, 8, 9, 10, 11, 12, and 13, were given. Two examples of orchestrations of three (spoken language, kinesics and written language) and four modes (spoken language, kinesics, written language and music) are included in Figures 7 and 8 respectively. In total, there were 10 items associated to each orchestration of 2, 3 and 4 modes to be analysed statistically, as detailed in Table 2 . , 4, 5, 6, 8, 9, 10, 11, 12 , and 13 -Spoken language, written language, images, and music
Procedure
The 40 participants of this study were selected from a private language school in Spain. The average age among the students was between 14 and 19 years old, and the majority was female (15 males −25 female). These students were registered in the upper -intermediate or B2 level course, according to the Common European Framework of References for Languages (CEFR). They had been learning English as a foreign language for approximately 8 to 9 years, and they had passed the Intermediate level of B1 in this language school. Despite being teenagers and «digital natives» (Prensky 2001, p.1) , these students were not accustomed to using audiovisual materials to improve their listening skills. Prior to this study, students had only worked with traditional listening comprehension activities.
The study was carried out in two different days. The first day, the teacher explained to students that they were going to watch a video about the English language, and then, they had to answer some questions. Students' anxiety was reduced saying that this activity was not an exam, just a normal audio-visual exercise. After that, a comprehension test and a blank piece of paper were distributed among students. The teacher allowed students to read the test (one minute and a half), so they could have a preview of what they were going to watch. Once they had read the test, students were asked to turn it over. They were asked to turn the test over so as to avoid looking at the paper and the screen constantly. Students were allowed to take notes while visualising the vodcast, but it was not compulsory. After having given the instructions, students watched «English is Great» once. Then, they had three minutes to complete the exercises with the information they had understood. When the three minutes were over, students turned the test over and watched the vodcast again, following the same procedure previously explained. When the second visualization finished, they had three more minutes to complete the test. The second day, students watched the vodcast «Camden Fashion», following the same instructions given for «English is Great». For this vodcast, students completed a different comprehension test, but with the same characteristics as the one distributed for «English is Great».
Statistical results
The following statistical analysis was carried out to respond to the second research question, "does EFL students' audio-visual comprehension improve when there is a greater number of orchestrated modes?", and either prove or disprove my hypothesis that was the following: EFL students' audio-visual comprehension improves when there is a greater number of orchestrated modes. In order to represent the variability for each student (N = 40) on his/her audio-visual comprehension according to the modes orchestrated (2, 3 or 4 modes), I performed the following analysis. Firstly, the mean and standard deviation (SD) were calculated to provide information about students' audio-visual comprehension and the orchestration of modes as individuals and as a group. According to the means shown in Table 3 , the mean comprehension score for information covered using two modes was 4.88, three modes = 5.90, and four modes 8.05. We see that there were substantial differences among them. These differences were especially pronounced between the orchestrations of two and four modes, as can be observed in Figure 9 . Secondly, in order to examine whether these differences were statistically significant, a repeated-measures ANOVA (RM ANOVA) was conducted on the set of three scores. The partial eta squared (partial η2), was calculated to determine the amount of variance in comprehension scores that can be accounted for by modeorchestration (i. e., condition) in Table 4 . As we can appreciate from the table, in the analysis of tests within-subjects effects, the partial eta squared obtained was 0.56. It means that the percent of variance in the dependent variable is quite large and a positive result confirms the main hypothesis, which was that students would gain better audio-visual comprehension results when the multimodal ensembles were constituted by a major number of modes orchestrated. After carrying out the analysis to check the variability in each condition and demonstrating that it is quite high, I continued the analysis by conducting three post hoc t-tests. The purpose of this phase of the analysis was to determine whether and to what extent the three different pairs of conditions (2-3, 2-4, 3-4) differ from each other. Three paired sample t-tests were used to make post hoc comparisons between conditions (Table 5) . A first paired sample indicated that there was a significant difference between two modes and three modes, t (39) = −3.537, p = 0.001. A second paired sample t-test indicated that there was a significant difference between two modes and four modes, t (39) = −8.537, p = < 0.001. The third paired sample t-test indicated that there was a significant difference between three modes and four modes, t (39) = −7.002, p = < 0.001. All pairs had a significant difference at the p < 0.05 level. Table 5 shows the paired sample tests and the results obtained. In an attempt to know how different the conditions were, I also calculated the d effect size for each pair of scores. This effect size expresses the difference in pairs of mean scores expressed in SD units. In pair 1 (twothree modes) the d value was 0.65, in pair 2 (two-four modes) d = 1.775, and finally in pair 3 (three-four modes) d = 1.312. I followed the benchmarks of small (d = 0.40), medium (d = 0.70), and large (d = 1.00) determined by Plonsky and Osward (2014) , to interpret the results. If we pay attention to these values, we can see that the differences in pair 2 and 3 are quite large. Therefore, when more modes are orchestrated, students' audiovisual comprehension improves. In other words, there is a linear relationship between more modes and more comprehension. Table 6 represents the t-test dependent results and d values. 
Discussion and conclusions
This study has attempted to make a small contribution to the field of audio-visual comprehension and the use of multimodal digital tools in EFL contexts. As indicated in the statistical analysis, the greater number of modes (verbal and non-verbal) correlates with the higher number of correct answers in the tests. That is to say, the greater number of modes represented in vodcasts, the better the audio-visual comprehension. It appears to be that when more modes are used, or when the information needed to respond is represented in different modes, more students with diverse learning styles are able to respond correctly. Although the two different multimodal ensembles of four modes were not statistically analysed, there was no significant difference between the numbers of correct answers when spoken language, written language, kinesics and music, or when spoken language, written language, images and music were orchestrated in the vodcasts. From these results, we can observe the influence of the three assumptions of CTML: dual-channel (i. e., people have separate channels for managing visual and auditory information), limited capacity (i. e., the amount of information we can process in the same channel at the same time is limited, and active processing (i. e., it is achieved by paying attention to important information, organizing it and creating logical mental representations to be joined to previous knowledge (Mayer 2005 (Mayer , 2009 ) and how important it is to receive auditory and visual inputs to better understand and learn information. As happened in previous research (Sueyoshi and Hardison 2005; Ramírez and Alonso 2007; Wagner 2010) , this study provides positive findings towards the effects of audio-visual materials to improve second/foreign language comprehension. Consequently, it can be inferred that multimodal digital tools (e. g., vodcasts) may contribute in the process of audio-visual comprehension when learning foreign languages. Furthermore, this study provides a link between the multimodal approach, in which different communicative modes (linguistic and non-linguistic) are orchestrated to create meaningful situations, and audio-visual comprehension. Since the application of vodcasts to improve audio-visual comprehension has been developed in an educational context some pedagogical implications could also be inferred. Firstly, the use of audio-visual materials, such as vodcasts, to improve students' listening skills in foreign language contexts, might not only be more appealing for students than traditional audio tracks, but also more beneficial for students with different learning styles. Thus, the design of foreign language materials with a range of communicative modes for listening comprehension purposes might help students with specific intelligences, and facilitate students' understanding and learning. Secondly, present day representation and communication of meaning is highly multimodal; therefore, teachers should not only be concerned with written and spoken language in the materials they provide to students and/or the activities they require students to produce, but also with body language and non-verbal materials (Morell, 2018) . Finally, the use of vodcasts in the classroom may help students to develop other skills such as speaking or writing. After the visualization of vodcasts, debates, anecdotes or stories related to the topic could be told, written or drawn. From this study, further lines of research could be pursued. Bearing in mind that vodcasts are tools used in mobile language learning, special emphasis might be given to the improvements of audio-visual comprehension not only in formal learning settings, but also in informal ones. Thanks to the proliferation of open-source learning platforms (e. g., Moodle), vodcasts related to the syllabus could be uploaded, as well as audio-visual comprehension activities. These vodcasts could be visualised by language students outside the classroom, deciding when and where their process of learning takes place. The results obtained from the audio-visual comprehension activities completed after watching vodcasts, and recorded in the learning platform, could give us information about the influence of mobile learning on students' foreign language audio-visual comprehension. Another interesting line to follow could be more focused on students' production of vodcasts. Groups of students could create vodcasts with different orchestrations of modes (decided by the teacher or by the students), as well as their audio-visual comprehension activities, which later on other students could watch and complete. This learning situation could be significant since we might determine whether the participation of students in the design of vodcasts is influential in their language learning. Furthermore, we could also explore students' attitudes, motivation and pedagogical implications towards the creation of their own vodcasts and the visualization of vodcasts developed by their partners.
Finally, determining strategies to foment students' audio-visual comprehension is another very important line of research that could benefit, both students and teachers involved in technological educational settings. For example, questionnaires associated to the students' use of metacognitive and cognitive strategies, such as the MALQ (Metacognitive Awareness Listening Questionnaire), created by Vandergrift et al. (2006) , could help us become more familiar with the strategies students use while watching vodcasts. In addition, we could appreciate if there is a need to teach other kinds of strategies for digitally enhanced language learning.
