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Abstract
We study the classical problem of high frequency scattering of an incident
plane wave by a smooth convex two-dimensional body. We present a new
integral representation of the leading order solution in the “Fock region”,
i.e. the neighbourhood of a point of tangency between the incident rays and
the scatterer boundary, from which the penumbra (light-shadow boundary)
effects originate. The new representation, which is equivalent to the classical
Fourier integral representation and its well-studied “forked contour” regu-
larisation, reveals that the Pekeris caret function (sometimes referred to as
a “Fock-type integral” or a “Fock scattering function”), a special function
already known to describe the field in the penumbra, is also an intrinsic
part of the solution in the inner Fock region. We also provide the correct
interpretation of a divergent integral arising in the analysis of Tew et al.
(Wave Motion 32, 2000), enabling the results of that paper to be used for
quantitative calculations.
Key words: Wave Diffraction, Tangent Rays, Grazing Incidence, Penumbra
Field, Parabolic Wave Equation, Matched Asymptotic Analysis.
1. Introduction
High frequency time-harmonic scattering of an incident wave by a smooth
convex body is a classical problem in linear wave propagation, and has been
the subject of intense study over the past 70 or so years. The earliest pub-
lished mathematical studies seem to be those of Fock [1], Fock and Leontovich
[2], and Pekeris [3]; generalisations and reinterpretations of these early works
have subsequently been given by numerous different authors: for a compre-
hensive review of the literature see e.g. [4, 5, 6, 7] and the many references
therein. Other notable works include [8, 9, 10, 11, 12].
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Figure 1: High frequency scattering by a smooth convex body: schematic (based on
[7, Fig. 2]) showing the asymptotic structure of the field near a point of ray tangency
(labelled C) and the geometrical shadow boundary. Here k denotes the (nondimensional)
wavenumber (cf. (1)). The inner Fock region (labelled I) is a small neighbourhood of the
tangency point of width O (k−1/3) and height O (k−2/3). The “Airy layer” or creeping
wave region (labelled II) is a thin layer of height O (k−2/3) in the deep shadow close to
the boundary, in which the field is described by creeping waves, which propagate along
the boundary away from the point C. The amplitude of these creeping waves decays ex-
ponentially as a function of distance around the boundary from C, and the creeping waves
shed rays tangentially into the deep shadow region away from the boundary (labelled III).
The transition between this deep shadow region and the illuminated region (labelled VI),
in which the specularly reflected field is present, takes place in the penumbra, which has
width O (k−1/3), and which itself has a three-layer sub-structure. Around the geometrical
shadow boundary (shown as a dashed line), there is an inner parabolic region of width
O (k−1/2) (labelled IV) in which the field is described by a Fresnel integral. Here the
field is (to leading order) independent of the boundary condition imposed on the scat-
terer boundary. Above and below this Fresnel region there are transition regions (labelled
Vupper and Vlower) across which the Fresnel integral solution matches respectively to the
solutions in the shed creeping and illuminated regions.
It is well known that, for the classical two-dimensional problem with plane
wave incidence, the propagation domain around a point of tangency between
the incident rays and the scatterer boundary can be divided into different
regions, within each of which the leading order high frequency approximation
of the wave field takes different forms. A concise and systematic treatment
of this problem in the framework of matched asymptotic expansions can be
found in [7]; a schematic illustrating the structure of the resulting wave field
is shown in Fig. 1.
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The purpose of the current article is not to provide yet another review
of this well-known material, but rather to report a new representation for
the solution in the inner “Fock region” (labelled I in Fig. 1), which provides
a fresh perspective on this classical problem. As was first noted by Fock
and Leontovich in the 1940s (see e.g. [2, 1]), the scattered field close to a
tangency point can be approximated by the product of the incident plane
wave with a certain solution of the parabolic wave equation (PWE). In Fock
and Leontovich’s original work, an exact formula for the PWE solution was
given in the form of a Fourier integral involving products and ratios of Airy
functions (see (7) below). The Fourier integral is defined improperly and does
not converge absolutely, but Babich and coworkers subsequently showed how
it could be regularised by deforming the integration contour into the complex
plane (see e.g. [5, 6]). Unfortunately, a standard contour deformation is not
sufficient; instead one has to decompose the integrand into two terms and
deform the integration contour differently for each, leading to a so-called
“forked contour” regularisation (see (12) below).
Our new solution representation, presented in (13) below, offers an al-
ternative regularisation of the classical Fourier integral solution. It takes
the form of a single rapidly convergent contour integral, whose integrand
comprises an exponential factor, with polynomial exponent, multiplied by a
special function which, following [13, 14], we refer to as the “Pekeris caret
function”. As will be explained in §2.2, this function is closely related to
an integral apparently first introduced by Pekeris [3] in the 1940s. However,
since the same integral also appeared around the same time in the work of
Fock [4, Eqn (4.03)], what we call the Pekeris caret function is referred to by
some as a “Fock-type integral” [15] or “Fock scattering function” [16]. It is
already well known (see [3], [4, §4], [5, §6.8], [6, §13.7] and [7, §2.5]) that this
special function describes the field in the transition regions of the penumbra
(regions Vupper and Vlower of Fig. 1). What our new representation reveals is
that the Pekeris caret function is also an intrinsic part of the solution in the
inner Fock region, something which is not at all obvious from the classical so-
lution representation and its forked contour regularisation. As such, we argue
that the Pekeris caret function should be regarded as the key special func-
tion describing tangent ray diffraction. As we shall explain, the specularly
reflected field, the penumbra fields, and the creeping field in the deep shadow
all emerge from our new contour integral representation by straightforward
applications of the steepest descent (saddle point) method, combined with
knowledge of certain elementary properties of the Pekeris caret function. In
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particular, the smooth switching on/off of the incident wave as one moves
across the penumbra manifests itself in the coalescence of a saddle point with
the single simple pole of the Pekeris caret function.
A secondary objective of the paper is to provide an interpretation (in
terms of the Pekeris caret function) of a divergent integral appearing in
[7, Eqn (2.63)] in the formula for the behaviour in the transition regions
Vupper and Vlower. A key achievement of [7] was to explain in the language
of matched asymptotic analysis how the fields associated with each of the
two tangency points combine in the far field, as the associated penumbras
merge. (We note also the related results obtained in [17] using the more
technical machinery of microlocal analysis.) Without an interpretation of
the divergent integral, which is not provided in [7], or in any of the related
literature [18, eqns (8.188)-(8.194)], [19, eqn (5.144)], or [20, eqns (3.59) and
(4.166)], as they stand the results of [7] are impossible to use for quantita-
tive calculations; in this paper we remedy this. (Correct expressions for the
transition region behaviour have been published elsewhere (see e.g. [5, §6.8]
or [6, §13.7]), but to the best of the author’s knowledge not in the carte-
sian coordinate system that was necessary for the global analysis in [7]; our
formula (31) therefore completes the analysis of [7].)
An outline of the paper is as follows. In §2 we state the ray tangency prob-
lem, review the classical solution in the inner Fock region, and present our
new solution representation. For completeness we also detail some elemen-
tary properties of the Pekeris caret function, including some of its integral
representations and its large-argument asymptotics. In §3 we use these prop-
erties to verify that the new solution representation matches correctly with
the field in the outer regions, using the method of steepest descent. Along
the way we provide the correct interpretation (in terms of the Pekeris caret
function) of the divergent integral appearing in [7, Eqn (2.63)]. In §4 we
offer some conclusions, and place the current study in the context of other
ongoing work on canonical diffraction problems. In Appendix A we show
how the results for the Dirichlet case (to which we restrict our attention in
the main body of the paper) can be modified to deal with Neumann and
Robin (mixed) boundary conditions, and in Appendix B we define the Airy
function notation used throughout the paper. Finally, Appendix C (written
by J. Ockendon) provides an alternative regularisation of the divergent inte-
gral appearing in [7], showing how the correct transition behaviour can be
formally obtained from the classical Fourier integral solution representation
by the method of stationary phase, a calculation that does not seem to have
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been published previously.
2. Problem statement and the field in the Fock region
We consider the two-dimensional time-harmonic scattering (with time
dependence e−iωt, ω > 0, assumed throughout) of an incident plane wave
φi = eikx by a smooth convex scatterer D. We seek a scattered field φs which
solves the dimensionless Helmholtz equation (here k > 0 is the wavenumber)
∂2φ
∂x2
+
∂2φ
∂y2
+ k2φ = 0, (1)
and which, when added to the incident field, gives a total field φ := φi + φs
satisfying the Dirichlet (sound soft) boundary condition
φ = 0, on ∂D, (2)
where ∂D denotes the boundary of D.
The convexity of D means there are two points on ∂D where the incident
rays, which point in the positive x direction, intersect ∂D tangentially. Our
focus is on the high frequency (k →∞) behaviour of the wave field in a fixed
(k-independent) neighbourhood of one of these two tangency points.1 We
denote the tangency point in question by C and without loss of generality
assume that it lies at the origin (x, y) = (0, 0). We seek a total field in the
vicinity of C of the form
φ = Aeikx, (3)
where the amplitude A = Ai + As is a function of x and y, with Ai ≡ 1 de-
noting the contribution from the incident field and As denoting the scattered
amplitude. (Our choice of cartesian rather than curvilinear coordinates is
made to allow easier comparison with [7].)
We assume that ∂D is locally parabolic near C, with the local curvature
κ of ∂D at C satisfying 0 < κ k. In fact for ease of presentation we shall
assume throughout that κ = 1/2, so that the local form of ∂D near C is
y +
x2
4
= 0. (4)
1The full wave field also involves a component associated with the second tangency
point, but we do not consider this here; as was mentioned in §1, the far-field merging of
the fields associated with the two tangency points has been described in [17, 7].
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Results for the general case can be obtained by replacing x and y respectively
by (2κ)2/3x and (2κ)1/3y in all formulas from (4) onwards. (The case of a
sharp tip where κ ∼ O (k) requires a different analysis; see e.g. [21, 20]).
2.1. Classical solution representation in the Fock region
Our main focus is on the field in the Fock region (region I in Fig. 1),
a neighbourhood of the point C of width O (k−1/3) and height O (k−2/3).
Following the Fock-Leontovich approach, scaling x = k−1/3xˆ, y = k−2/3yˆ,
with xˆ and yˆ both O (1), one finds that, to leading order as k → ∞, the
amplitude A of (3) (and hence also As) is a solution of the PWE
2i
∂A
∂xˆ
+
∂2A
∂yˆ2
= 0, (5)
supplemented with the boundary condition
A = 0, on yˆ +
xˆ2
4
= 0. (6)
As
√
xˆ2 + yˆ2 →∞ this inner solution must also match correctly to the inner
limits of the fields in the outer regions II, III, IV, V and VI (cf. §3).
Fourier transform methods lead to the classical solution representation
(sometimes called the “Fock formula”) for the scattered amplitude [7, Eqn
(2.15)]
As = −e−i(xˆyˆ/2+xˆ3/12)
∫ ∞
−∞
eixˆσ/2
A0(σ)
A1(σ)
A1(σ − nˆ) dσ, (7)
where A0(z) := Ai(z), A1(z) := e
i2pi/3Ai(ei2pi/3z) are Airy functions (as de-
fined in Appendix B),
nˆ := yˆ + xˆ2/4 (8)
is (to leading order) the (scaled) normal distance from the observation point
to the boundary2. The Fourier transform relation (44) then allows us to write
2We remark that (7) agrees with the formula presented in [22, equation (2.80)], provided
that 2 is corrected to 21/3 in the denominator in [22, equation (2.81)]. For completeness
we also correct two further typographical errors in [22]: in the line before equation (2.82),
and in equation (2.83) in [22], 2pi/3 should be replaced by i2pi/3.
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the total amplitude A as (cf. [5, §6.8])
A = e−i(xˆyˆ/2+xˆ
3/12)
∫ ∞
−∞
eixˆσ/2
[
A0(σ − nˆ)− A0(σ)
A1(σ)
A1(σ − nˆ)
]
dσ. (9)
A major drawback of the representations (7) and (9) is that the conver-
gence of the integrals is very delicate. Using the well-known large argument
asymptotics of the Airy functions (reviewed in (40)-(43)), one finds that
while both integrals are exponentially convergent as σ → +∞, they are
defined only improperly as σ → −∞, because the integrand decays only al-
gebraically (like |σ|−1/4), oscillating with a phase proportional to |σ|3/2. For
numerical or asymptotic evaluation it is desirable to regularise the integrals.
For (9) (the expression for the total field) this can be done by deforming
the path of integration onto the contour γ illustrated in Fig. 2(a); here γ is
any contour which starts at σ = ei2pi/3∞, passes below all the poles of the
integrand (which lie on the line arg σ = pi/3) and ends at σ = +∞. That
the integrand decays exponentially at σ = ei2pi/3∞ can be checked by using
the connection formula (38)
A0(z) = −A1(z)− A2(z) (10)
(here A2(z) := e
−i2pi/3Ai(e−i2pi/3z), cf. Appendix B) to write
A0(σ − nˆ)− A0(σ)
A1(σ)
A1(σ − nˆ) =
(
A0(σ − nˆ)
A1(σ − nˆ) −
A0(σ)
A1(σ)
)
A1(σ − nˆ)
=
(
A2(σ)
A1(σ)
− A2(σ − nˆ)
A1(σ − nˆ)
)
A1(σ − nˆ);
we then apply (40) and expand for large |σ| to see that
A0(σ − nˆ)− A0(σ)
A1(σ)
A1(σ − nˆ) = O
(
e−(2/3)(e
−i2pi/3σ)3/2+eipi/3nˆ(e−i2pi/3σ)1/2
|σ|1/4
)
,
|σ| → ∞, n = O (1) , arg σ ∈ (pi/3, pi). (11)
Regularising the expression for the scattered field (7) is more difficult,
because the integrand grows exponentially at infinity both above and below
the negative real axis. The approach adopted in [5, 6] involves splitting
the integral in (7) into two integrals over (−∞, 0) and (0,∞), and using
the connection formula (10) to write the (slowly convergent) integral over
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Re [η]
Im [η]
L
(c)
Figure 2: Integration contours.
(−∞, 0) as a sum of two separate integrals over (−∞, 0) corresponding to
the two terms arising from (10). One then deforms the integration contour
differently for each of these two terms, to arrive at the so-called “forked
contour” representation
As = e−i(xˆyˆ/2+xˆ
3/12)
(∫
l1
eixˆσ/2A1(σ − nˆ) dσ +
∫
l2
eixˆσ/2
A2(σ)
A1(σ)
A1(σ − nˆ) dσ
−
∫
l3
eixˆσ/2
A0(σ)
A1(σ)
A1(σ − nˆ) dσ
)
, (12)
where the contours l1, l2 and l3 go from e
−i2pi/3∞ to 0, from ei2pi/3∞ to 0 and
from 0 to ∞ respectively (see Fig. 2(a)).
2.2. New solution representation
The main purpose of this paper is to report a new representation for As,
equivalent to (7) and (12), comprising a single rapidly convergent contour
integral. To give some context to our new representation, we note that (7)
and (12) both express As as a superposition of PWE solutions of the form
e−i(xˆyˆ/2+xˆ
3/12)eixˆσ/2A1(σ − yˆ − xˆ2/4), σ ∈ C.
Our new representation expresses As as a superposition of much simpler
PWE solutions
e−i(yˆt+xˆt
2/2), t ∈ C.
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Specifically, we claim that
As =
∫
Γl1
pˆ(t)ei(−yˆt−xˆt
2/2+t3/3) dt, (13)
where Γl1 is any contour going from −i∞ to ei5pi/6∞, passing to the left of the
origin (see Fig. 2(b)), and pˆ(t) is the “Pekeris caret function”, a meromorphic
function of t with a single simple pole at t = 0. For t 6= 0, pˆ(t) can be defined
by (cf. the papers by Logan [13, §7] and James [14, pp. 25-26])3
pˆ(t) =
1
2piit
+ p(t), t 6= 0, (14)
where p(t) is the “Pekeris function” [14, p. 26], an entire function defined by
p(t) =
1
2pi
(∫
l2
eitσ
A2(σ)
A1(σ)
dσ −
∫
l3
eitσ
A0(σ)
A1(σ)
dσ
)
, t ∈ C. (15)
However, as we shall review in §2.3, a number of other representations for
pˆ(t) are available. Practical computation of pˆ(t) is considered in [15, 16].
As alluded to in §1, the function pˆ(t) is already well known to play a key
role in describing the field in the penumbra region (see §3.2). What formula
(13) reveals, apparently for the first time, is that pˆ(t) is in fact also intrinsic
to the description of the field in the inner Fock region. To expand on the
historical remarks made in §1, the association of pˆ(t) and p(t) with the name
of Pekeris stems from the appearance of the function p(t) Pekeris’ 1947 paper
[3]4. But we note that p(t) also appears throughout the Russian literature,
for example in a 1948 paper by Fock, reproduced in [4, §4]5. Hence the
function pˆ(t) is referred to by some as a “Fock-type integral” [15] or “Fock
scattering function” [16].
3In order to make formula (13) as simple as possible, we have used a slightly dif-
ferent normalisation to that used by Logan [13] and James [14]; specifically, pˆ(t) =
(i/
√
pi)pˆLogan(t) = (i/
√
pi)pˆJames(t) and p(t) = (i/
√
pi)pLogan(t) = (i/
√
pi)pJames(t). The
complex conjugation relating pˆ to pˆJames and p to pJames is due to the fact that James
assumes eiωt time dependence in [14].
4Explicitly, p(t) = (1/12)1/3eipi/3/(2pi)F ((3/2)2/3t), where F (t) is the function defined
by Pekeris in [3, eqn (68)].
5Explicitly, p(t) = eipi/4/
√
pigFock(t), where gFock(t) is the function appearing in [4, Eqn
(4.03)].
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Before reviewing some of the key properties of the function pˆ(t) in §2.3,
and providing a rigorous derivation of (13) in §2.4, we highlight two attrac-
tive features of our new solution representation. First, the integral in (13)
converges rapidly: it follows from (24) below that, for fixed (xˆ, yˆ), as |t| → ∞
in either direction along the contour L the integrand decays faster than e−c|t|
3
for every c < 1/4. Second, as is clear from (14), the residue of pˆ(t) at the
pole t = 0 is 1/(2pii). Hence an expression for the total amplitude A, equiva-
lent to the classical representation (9), can be obtained from (13) by simply
deforming the integration contour across the origin, giving
A =
∫
Γr1
pˆ(t)ei(−yˆt−xˆt
2/2+t3/3) dt, (16)
where Γr1 is any contour going from −i∞ to ei5pi/6∞, passing to the right of
the origin (see Fig. 2(b)).
2.3. Elementary properties of pˆ(t)
In this section we document some elementary properties of the function
pˆ(t). Some of these properties can be found in [13, 14], but since these refer-
ences do not seem to be widely known, and we use a different normalisation
compared to [13, 14], we restate them here for ease of reference.
We first consider some alternative representations for pˆ(t), valid in differ-
ent sectors of the complex plane. The definitions (14)-(15) immediately imply
the following “forked contour” representation, valid for arg t ∈ (2pi/3, 5pi/3),
which will be used in the derivation of (13) in §2.4:
pˆ(t) =
1
2pi
(∫
l1
eitσ dσ +
∫
l2
eitσ
A2(σ)
A1(σ)
dσ −
∫
l3
eitσ
A0(σ)
A1(σ)
dσ
)
,
arg t ∈ (2pi/3, 5pi/3). (17)
Deforming the contours for the first two terms in (17) onto the negative real
axis and applying (10) gives a Fourier-type representation valid for Im [t] < 0:
pˆ(t) = − 1
2pi
∫ ∞
−∞
eitσ
A0(σ)
A1(σ)
dσ, Im [t] < 0. (18)
By a further contour deformation one can obtain a representation valid for
arg t ∈ (−2pi/3, pi/3) (here the convergence at σ = +∞ is ensured because of
10
the exponential decay of A0(σ)/A1(σ); at σ = e
i2pi/3∞, A0(σ)/A1(σ) is O (1),
and the convergence relies on the exponential decay of the factor eitσ):
pˆ(t) = − 1
2pi
∫
γ
eitσ
A0(σ)
A1(σ)
dσ. arg t ∈ (−2pi/3, pi/3). (19)
Finally, integrating by parts using the Wronskian relation (39), and changing
variable to η = ei2pi/3σ, gives a representation valid for all t ∈ C \ {0}:
pˆ(t) = − 1
4pi2t
∫
L
ee
−ipi/6tη
A0(η)2
dη, t ∈ C \ {0}. (20)
Here L is any contour going from e−i2pi/3∞ to ei2pi/3∞, passing to the right
of all the poles of the integrand, at the zeros ηn, n = 0, 1, 2, . . ., of the Airy
function, all of which lie on the negative real axis (see Fig. 2(c)).
Deforming the contour in (20) to wrap around the poles of the integrand
on the negative real axis gives the residue series representation
pˆ(t) =
e−i2pi/3
2pi
∞∑
n=0
ee
−ipi/6tηn
A′0(ηn)2
, arg t ∈ (−pi/3, 2pi/3). (21)
The large argument asymptotics are governed by the first term, i.e.
pˆ(t) ∼ e
−i2pi/3
2pi
ee
−ipi/6tη0
A′0(η0)2
, |t| → ∞, arg t ∈ (−pi/3, 2pi/3), (22)
the remainder being exponentially small compared to this term.
The large argument asymptotics of pˆ(t) in the sector (2pi/3, 5pi/3) can be
obtained from (20) using the method of steepest descent. Using the large
argument asymptotics of the Airy function (cf. (40) and (42)), away from
the negative real axis we can approximate the integrand in (20) for large |η|
by
4piη1/2ee
−ipi/6tη+(4/3)η3/2
(
1 +O
(
1
|η|3/2
))
.
The terms in the exponent are comparable in magnitude when η ∼ O (|t|2);
rescaling η = |t|2ζ gives
pˆ(t) ∼ −|t|
2
piϑ
∫
L
ζ1/2e|t|
3(e−ipi/6ϑζ+(4/3)ζ3/2)
(
1 +O
(
1
|t|3|ζ|3/2
))
dζ,
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where t = |t|ϑ, |ϑ| = 1. The phase is stationary when
ζ1/2 = −e−ipi/6ϑ/2, (23)
and, recalling that the square root takes its principal branch, a solution of
(23) exists for all arg t = arg ϑ ∈ (2pi/3, 5pi/3), namely
ζ∗ = e−ipi/3ϑ2/4.
Deforming γ onto the steepest descent contour through ζ∗ then gives
pˆ(t) ∼
√−t
2
√
pi
e−i(t
3/12−pi/4)
(
1 +O
(
1
|t|3
))
, |t| → ∞, arg t ∈ (2pi/3, 5pi/3).
(24)
Higher order terms (all the way up to O (1/|t|30)) can be found in [13, §10].
2.4. Derivation of the new solution representation
The key to deriving (13) is the observation that the Airy function factor
A1(σ − nˆ) appearing in (7) and (12) can be expressed in integral form using
the identity (cf. (45))
eixˆσ/2e−i(xˆyˆ/2+xˆ
3/12)A1(σ − nˆ) = 1
2pi
∫
Γ1
eiσtei(−yˆt−xˆt
2/2+t3/3) dt, (25)
where (cf. Fig. 3) Γ1 is any contour going from −i∞ to ei5pi/6∞. In the light of
(18), the new representation (13) can be obtained formally from the classical
Fourier integral solution (7) by first applying (25), and then switching the
order of integration in the resulting double integral. However, to make this
formal calculation rigorous, we start instead from the regularised solution
(12). Substituting (25) into (12) gives
As =
1
2pi
(∫
l1
∫
Γ1
eiσtf(t; xˆ, yˆ) dt dσ +
∫
l2
∫
Γ1
eiσtf(t; xˆ, yˆ)
A2(σ)
A1(σ)
dt dσ
−
∫
l3
∫
Γ1
eiσtf(t; xˆ, yˆ)
A0(σ)
A1(σ)
dt dσ
)
, (26)
where f(t; xˆ, yˆ) = ei(−yˆt−xˆt
2/2+t3/3). Provided that Γ1 lies entirely in the half
plane arg t ∈ (2pi/3, 5pi/3) (in particular, passing to the left of the origin),
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we claim that the order of integration can be switched in the double inte-
grals appearing in (26), which produces the new representation (13) with the
function pˆ(t) represented by (17).
To justify the switch in integration order we consider a specific choice
of Γ1. Given T > 0, let Γ1 = Γ1,1 ∪ Γ1,2 ∪ Γ1,3, where Γ1,1 goes from −i∞
to −iT along the imaginary t-axis, Γ1,2 goes clockwise around the circle
|t| = T from −iT to ei5pi/6T , and Γ1,3 goes from ei5pi/6T to ei5pi/6∞ along
the ray arg t = 5pi/6. The right-hand side of (26) can then be written as
a sum of 9 double integrals. Switching integration order is permitted by
Fubini’s theorem provided each of these integrals is absolutely convergent.
To show this, fix (xˆ, yˆ) and choose T = T (xˆ, yˆ) > 0 large enough that
|f(t; xˆ, yˆ)| ≤ e−w3/6 on Γ1,1 and Γ1,3, where w = |t|. Then, noting that
there exists a constant C such that |A2(σ)/A1(σ)| ≤ Ce−(4/3)s3/2 on l2, where
s = |σ|, and similarly for |A0(σ)/A1(σ)| on l3, the absolute convergence of
the integrals involving Γ1,1 and Γ1,3 follows from the finiteness of the integrals∫ ∞
0
∫ ∞
T
e−sw/2−w
3/6 dw ds,∫ ∞
0
∫ ∞
T
e−sw/2−(4/3)s
3/2−w3/6 dw ds,∫ ∞
0
∫ ∞
T
esw−(4/3)s
3/2−w3/6 dw ds.
The finiteness of the first two is obvious, for the third we note that∫ ∞
0
esw−(4/3)s
3/2
ds ∼ √piwew3/9, w →∞.
For the integrals involving Γ1,2 we note that |f(t; xˆ, yˆ)| ≤ C = C(T ) =
C(xˆ, yˆ) on Γ1,2, so after trivial estimation of the t integral, absolute conver-
gence follows from the finiteness of the following one-dimensional integrals:∫ ∞
0
e−sT/2−(4/3)s
3/2
ds,
∫ ∞
0
esT−(4/3)s
3/2
ds.
3. Matching to the outer regions
We now apply the steepest descent method, combined with the large
argument approximations of pˆ(t) presented in §2.3, to show how our new
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solution representations (13) and (16) can be systematically matched to the
field in the outer regions in Fig. 1. An overview of the general picture is
as follows: when matching out to the illuminated region (i.e. x < 0, or
x > 0 with y/x  k−1/3) the main contribution to the integral comes from
a saddle point on the negative real t-axis, where the approximation (24)
holds and pˆ(t) is oscillating. As we approach the penumbra (x > 0 with
y/x = O (k−1/3)) this saddle point approaches the pole in pˆ(t) at t = 0, and
the interaction between the saddle point and the pole is what “switches off”
the incident wave across the penumbra. In the creeping wave region in the
deep shadow we see a pair of saddle points close to the positive real t-axis,
where the approximation (22) holds and pˆ(t) is exponentially small. These
saddle points coalesce on the boundary curve itself, allowing recovery of the
familiar Airy function description of the creeping field.
3.1. Matching to the illuminated region
We first consider the matching from the inner Fock region I out to the
illuminated region VI. In this case the main contribution to (13) comes from
a saddle point on the negative real t-axis, at an O (k1/3) distance from the
origin. We write (13) in the outer variables x = k−1/3xˆ, y = k−2/3yˆ, and
consider the behaviour of the resulting expression as k → ∞. Rescaling
t = k1/3τ and applying the large argument approximation (24) gives
As ∼ k
1/2eipi/4
2
√
pi
∫
Γl1
(−τ)1/2eik(−yτ−xτ2/2+τ3/4)
(
1 +O
(
1
k|τ |3
))
dτ, k →∞.
There are two real saddle points located at
τ± = (2/3)(x±
√
x2 + 3y),
and we note that in the propagation domain (y > −x2/4) these are always
distinct. Since we are integrating along Γl1, when we deform to the steepest
descent path we pass only through the left-most saddle, τ−, giving
As ∼ 1√
3
(
1− x√
x2 + 3y
)1/2
eik(4/27)(−x
3−(9/2)xy+(x2+3y)3/2), (27)
which can be shown to match correctly with the inner limit of the specularly
reflected wave (cf. e.g. [7, §2.1]) as one moves from region VI into region I.
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3.2. Matching to the penumbra and the interpretation of [7, eqn (2.63)]
As the observation point (x, y) approaches the geometrical shadow bound-
ary, the saddle point τ− approaches the origin. Precisely, when x > 0,
y > 0 and y/x2  1, we have τ− ∼ −y/x + O (y2/x3). So in particular
once y/x = O (k−1/3) (i.e., we are in the penumbra), the above analysis be-
comes invalid, because the approximation (24) for pˆ(t) no longer applies near
the saddle point τ = τ−. In this case we introduce the penumbra variable
y˜ = k1/3y, go back to (13) and write it in terms of the variables x = k−1/3xˆ,
y˜ = k−1/3yˆ, leaving the integration variable t unscaled, to obtain
As =
∫
Γl1
eit
3/3pˆ(t)eik
1/3(−y˜t−xt2/2) dt, (28)
which has a single saddle point at
t = − y˜
x
. (29)
Deform the integration contour onto the steepest descent contour passing
through the saddle point. If y˜ < 0 this requires us to cross the pole at t = 0,
so that in (28) Γl1 is replaced by Γ
r
1 and A
s picks up a residue contribution
of −1 (equivalently, in this case we can view our integral as representing the
total field A, cf. (16)). Expanding the phase in (28) around (29) as
−y˜t− xt2/2 = −(x/2)(t+ y˜/x)2 + y˜2/(2x),
the main contribution to (28) will come from a neighbourhood of the saddle
point of size O (k−1/6x−1/2). Thus, if |y˜|/√x  k−1/6 (i.e. we are in region
Vupper or Vlower) the standard steepest descent method gives
As ∼ −H(−y˜) + e
ik1/3y˜2/(2x)
k1/6
√
x
g
(
y˜
x
)
, |y˜|/√x k−1/6, (30)
where H(z) = 0 for z < 0 and H(z) = 1 for z > 0, and
g(ξ) =
√
2piei3pi/4e−iξ
3/3 pˆ(−ξ). (31)
We pause here to remark that formula (31) provides the correct interpretation
of the divergent integral appearing in [7, eqn (2.63)]. The results of §2.3
confirm that the expression in [7, eqn (2.63)] is formally correct, in the sense
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that it agrees with (31) if the Pekeris caret function is represented by the
Fourier-type integral (18). But unfortunately the integral in (18) is not
convergent for real arguments; instead one should use either (14) or (20).
Returning to our steepest descent analysis, when |y˜|/√x k−1/6 (i.e. we
are in region IV) the analysis leading to (30) fails; the saddle point and the
pole interact. Writing y˜ = k−1/6yˇ, the leading order behaviour of (28) is now
As ∼ −H(−yˇ) + e
iyˇ2/(2x)
2pii
∫ ∞
−∞
e−τ
2
dτ
τ − τ∗ = Fr
(
− yˇ√
2x
)
, |y˜|/√x k−1/6,
where τ∗ = e−i3pi/4yˇ/
√
2x, Fr(z) := (e−ipi/4/
√
pi)
∫∞
z
eiζ
2 dζ is the Fresnel inte-
gral, and we have used the identity [23, (7.5.2), (7.5.9), (7.7.2)]∫ ∞
−∞
e−τ
2
dτ
τ − τ∗ = 2piie
−τ2∗ (Fr(e−ipi/4τ∗)−H(−Im [τ∗])) . (32)
Combining (32) with (30) we gives a complete description of the field in the
penumbra. With 0 < x ≤ O (1) we have
A ∼

1 +
eik
1/3y˜2/(2x)
k1/6
√
x
g
(
y˜
x
)
,
y˜
x
= O (1) , k−1/6  y˜√
x
(Region Vupper),
Fr
(
− yˇ√
2x
)
,
yˇ√
x
= O (1) (Region IV),
eik
1/3y˜2/(2x)
k1/6
√
x
g
(
y˜
x
)
, − y˜
x
= O (1) , k−1/6  − y˜√
x
(Region Vlower).
That the solutions in these three regions correctly match with each other
is easily verified using the fact that Fr(z) ∼ eiz2eipi/4/(2√piz), z → ∞, and
Fr(z) ∼ 1 + eiz2eipi/4/(2√piz), z → −∞.
A uniform approximation, valid across the whole penumbra (i.e. in re-
gions IV, Vupper and Vlower), can then be obtained by summing the approx-
imations in the different regions and subtracting their common parts. The
result is that (cf. the results in [5, (eqns (6.8.2)-(6.8.6)] and [6, (eqns (13.7.7)-
(13.7.11)] and [12, eqns (5)-(6)], which use a different coordinate system)
As ∼ Fr
(
− yˇ√
2x
)
+
eik
1/3y˜2/(2x)
k1/6
√
x
g˜
(
y˜
x
)
,
y˜
x
= O (1) , (33)
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where
g˜(ξ) =
√
2piei3pi/4e−iξ
3/3
(
pˆ(−ξ) + e
iξ3/3
2piiξ
)
=
√
2piei3pi/4e−iξ
3/3
(
p(−ξ) + e
iξ3/3 − 1
2piiξ
)
. (34)
Note that while g(ξ) has a pole at ξ = 0, the function g˜(ξ) does not.
3.3. Matching to the creeping wave region
Finally, we consider the matching of our new solution representation to
region II (the “Airy layer”, or creeping wave region). We now start from
the expression (16) for the total field. Writing this in terms of the variables
x = k−1/3xˆ and nˆ = yˆ + xˆ2/4 (cf. (8)), scaling t = k1/3T , and recalling (22),
we find that for arg T ∈ (−pi/3, 2pi/3) the leading order behaviour of the
integrand in (16) as k →∞ is proportional to
exp ik
[(
x2
4
− k−2/3(nˆ+ eipi/3η0)
)
T − x
2
T 2 +
T 3
3
]
,
and there are saddle points at
T± =
x
2
± k−1/3
√
n+ eipi/3η0,
which coalesce as k → ∞ near the point T = x/2. Localising the integral
around this point, expanding the phase, then rescaling, one finds that to
leading order (16) is proportional to
e−ik(xy/2+x
3/12)eik
1/3eipi/3η0x
∫
Γ1
ei[−(nˆ+e
ipi/3η0)s+s3/3] ds,
where s = t − k1/3x/2. (Note that in this regime the pole in pˆ(t) at t = 0
plays no role, which allows us remove the superscript r from Γ1). Re-inserting
the constant of proportionality, and recalling (37), we find that
A ∼ e
−ik(xy/2+x3/12)eik
1/3eipi/3η0x
A′0(η0)2
A0(η0 + e
−ipi/3nˆ), (35)
which correctly matches the inner limit of the creeping field (cf. [7, eqn
(2.36)]) as one moves from region II into region I. We note that the shed
creeping ray field in the deep shadow region III away from the boundary can
then be determined by matching back into region II, exactly as in [7, §2.4],
but we do not reproduce the details here.
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4. Conclusion
In this paper we have presented a new solution representation for the field
in the vicinity of a tangency point between an incoming ray field and the scat-
terer boundary, in the case of two-dimensional scalar wave scattering by a
smooth convex obstacle. Our new representation takes the form of a complex
contour integral of a meromorphic function (the Pekeris caret function) mut-
liplied by an exponential factor with polynomial exponent. It can be shown
that contour integrals of this type can describe other classical “thin-layer”
wave phenomena such as creeping waves, whispering gallery waves, and the
field in the vicinity of caustics (for a unified description of these thin-layer
phenomena from a slightly different perspective see the review article [22]).
Our hope is that the further study of such integrals may provide a methodol-
ogy with which to attack hitherto unsolved canonical problems in diffraction
theory, for example the concave-convex transition at an inflection point on a
boundary (studied previously e.g. in [24, 25, 26]).
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A. Other boundary conditions
In this appendix we indicate how the results presented above can be gener-
alised to the case of Robin (impedance) and Neumann (sound hard) boundary
conditions. The formulas now also involve the derivative of the Airy function,
but since the large argument asymptotics of Ai and Ai′ are essentially the
same (at least in terms of the arguments of the exponential/sinusoidal fac-
tors, cf. (40)-(43)), all of the analysis of the previous sections carries through
mutatis mutandis. We therefore simply list the formulas obtained, for easy
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reference, providing commentary where required. In §A.1 we state the for-
mulas for the Robin case; the corresponding results for the Neumann case
are given in §A.2. Throughout this section the equation labels (R.m.n) and
(N.m.n) indicate respectively the Robin (R) and Neumann (N) versions of
equation (m.n) from the Dirichlet case.
A.1. Robin case
We consider the general boundary condition
∂φ
∂n
= µφ, on ∂D, (R.2)
where n is the outward unit normal vector to ∂D and µ is a constant de-
scribing the scattering properties of ∂D. When µ ∈ C \ {0}, (R.2) repre-
sents an impedance boundary condition (modelling an absorbing boundary
if Im [µ] > 0). We note that when µ = ∞ (R.2) corresponds formally to
the Dirichlet (sound soft) boundary condition (2) considered previously, and
when µ = 0 to the Neumann (sound hard) boundary condition considered in
§A.2 below.
Scaling µ = k2/3µˆ (in the general case κ 6= 1/2 we would scale µ =
(2κ)1/3k2/3µˆ), the leading order approximation of (R.2) gives the boundary
condition
∂A
∂yˆ
+
(
ixˆ
2
− µˆ
)
A = 0, on yˆ +
xˆ2
4
= 0, (R.6)
in the Fock region (region I), and the classical solution representation is (cf.
[4, eqn (4.35)])
As = −e−i(xˆyˆ/2+xˆ3/12)
∫ ∞
−∞
eixˆσ/2
(
µˆA0(σ)− A′0(σ)
µˆA1(σ)− A′1(σ)
)
A1(σ − nˆ) dσ, (R.7)
A = e−i(xˆyˆ/2+xˆ
3/12)
∫ ∞
−∞
eixˆσ/2
[
A0(σ − nˆ)−
(
µˆA0(σ)− A′0(σ)
µˆA1(σ)− A′1(σ)
)
A1(σ − nˆ)
]
dσ.
(R.9)
The “forked contour” representation is
As = e−i(xˆyˆ/2+xˆ
3/12)
(∫
l1
eixˆσ/2A1(σ − nˆ) dσ +
∫
l2
eixˆσ/2
µˆA2(σ)− A′2(σ)
µˆA1(σ)− A′1(σ)
A1(σ − nˆ) dσ
−
∫
l3
eixˆσ/2
µˆA0(σ)− A′0(σ)
µˆA1(σ)− A′1(σ)
A1(σ − nˆ) dσ
)
(R.12)
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and our new solution representation is
As =
∫
Γl1
Vˆ (t, µˆ)ei(−yˆt−xˆt
2/2+t3/3) dt, (R.13)
Vˆ (t, µˆ) =
1
2pi
(∫
l2
eitσ dσ +
∫
l2
eitσ
µˆA2(σ)− A′2(σ)
µˆA1(σ)− A′1(σ)
dσ −
∫
l3
eitσ
µˆA0(σ)− A′0(σ)
µˆA1(σ)− A′1(σ)
dσ
)
,
arg t ∈ (−2pi/3, pi/3).
(R.17)
Vˆ (t, µˆ) =
1
2piit
+ V (t, µˆ), t 6= 0, (R.14)
V (t, µˆ) =
1
2pi
(∫
l2
eitσ
µˆA2(σ)− A′2(σ)
µˆA1(σ)− A′1(σ)
dσ −
∫
l3
eitσ
µˆA0(σ)− A′0(σ)
µˆA1(σ)− A′1(σ)
dσ
)
(R.15)
A =
∫
Γr1
Vˆ (t, µˆ)ei(−yˆt−xˆt
2/2+t3/3) dt, (R.16)
Vˆ (t, µˆ) = − 1
2pi
∫ ∞
−∞
eitσ
µˆA0(σ)− A′0(σ)
µˆA1(σ)− A′1(σ)
dσ, Im [t] < 0. (R.18)
Vˆ (t, µˆ) = − 1
4pi2t
∫
L
(µˆ2 + eipi/3η)ee
−ipi/6tη
(µˆA0(η) + e−ipi/3A′0(η))
2 dη, (R.20)
As before, L is any contour in the complex η-plane starting at infinity with
arg η = −2pi/3 and ending at infinity with arg η = 2pi/3, passing to the right
of all the (countably many) poles of the integrand. These poles occur at the
roots ηn,µˆ, n = 0, 1, 2, . . ., of the equation (recall that A0 ≡ Ai)
µˆeipi/3A0(η) + A
′
0(η) = 0. (36)
When µˆ = ∞ (Dirichlet) or µˆ = 0 (Neumann) the roots ηn,µˆ all lie on the
negative real axis, being respectively the roots of A0 = Ai and A
′
0 = Ai
′, and
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the picture is as illustrated schematically in Fig. 2. In the general case they
asymptote to the negative real axis as n→∞, since A′0 is the dominant term
in (36) for large η.
Vˆ (t, µˆ) =
e−i2pi/3
2pi
∞∑
n=0
(µˆ2 + eipi/3ηn,µˆ)e
e−ipi/6tηn,µˆ
(µˆA′0(ηn,µˆ) + e−ipi/3ηn,µˆA0(ηn,µˆ))
2 , arg t ∈ (−pi/3, 2pi/3).
(R.21)
Vˆ (t, µˆ) ∼ e
−i2pi/3
2pi
(µˆ2 + eipi/3η0,µˆ)e
e−ipi/6tη0,µˆ
(µˆA′0(η0,µˆ) + e−ipi/3η0,µˆA0(η0,µˆ))
2 , |t| → ∞, arg t ∈ (−pi/3, 2pi/3).
(R.22)
Vˆ (t, µˆ) ∼ −
(
t/2− iµˆ
t/2 + iµˆ
) √−t
2
√
pi
e−i(t
3/12−pi/4)
(
1 +O
(
1
|t|3
))
, |t| → ∞, arg t ∈ (2pi/3, 5pi/3).
(R.24)
As ∼ − 1√
3
(
τ−/2− iµ/k
τ−/2 + iµ/k
)(
1− x√
x2 + 3y
)1/2
eik(4/27)(−x
3−(9/2)xy+(x2+3y)3/2),
(R.27)
Note that the factor (τ−/2 − iµ/k)/(τ−/2 + iµ/k) is the inner limit of the
usual reflection coefficient (cos θ + iµ/k)/(cos θ − iµ/k) for reflection by an
impedance boundary (where θ is the acute angle between the incident ray
and the normal to the boundary).
g(ξ) =
√
2piei3pi/4e−iξ
3/3 Vˆ (−ξ, µˆ). (R.31)
g˜(ξ) =
√
2piei3pi/4e−iξ
3/3
(
Vˆ (−ξ, µˆ) + e
iξ3/3
2piiξ
)
=
√
2piei3pi/4e−iξ
3/3
V (−ξ, µˆ) +
(
eiξ
3/3 − 1
)
2piiξ
 .
(R.34)
A ∼ (µˆ
2 + eipi/3η0,µˆ)e
−ik(xy/2+x3/12)eik
1/3eipi/3η0,µˆx
(µˆA′0(η0,µˆ) + e−ipi/3η0,µˆA0(η0,µˆ))
2 A0(η0,µˆ + e
−ipi/3nˆ), (R.35)
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A.2. Neumann case
∂φ
∂n
= 0, on ∂D. (N.2)
∂A
∂yˆ
+
ixˆ
2
A = 0, on yˆ +
xˆ2
4
= 0. (N.6)
As = −e−i(xˆyˆ/2+xˆ3/12)
∫ ∞
−∞
eixˆσ/2
A′0(σ)
A′1(σ)
A1(σ − nˆ) dσ. (N.7)
A = e−i(xˆyˆ/2+xˆ
3/12)
∫ ∞
−∞
eixˆσ/2
[
A0(σ − nˆ)− A
′
0(σ)
A′1(σ)
A1(σ − nˆ)
]
dσ. (N.9)
As = e−i(xˆyˆ/2+xˆ
3/12)
(∫
l1
eixˆσ/2A1(σ − nˆ) dσ +
∫
l2
eixˆσ/2
A′2(σ)
A′1(σ)
A1(σ − nˆ) dσ
−
∫
l3
eixˆσ/2
A′0(σ)
A′1(σ)
A1(σ − nˆ) dσ
)
(N.12)
As =
∫
Γl1
qˆ(t)ei(−yˆt−xˆt
2/2+t3/3) dt, (N.13)
qˆ(t) ≡ Vˆ (t, 0) = 1
2pi
(∫
l2
eitσ dσ +
∫
l2
eitσ
A′2(σ)
A′1(σ)
dσ −
∫
l3
eitσ
A′0(σ)
A′1(σ)
dσ
)
,
arg t ∈ (−2pi/3, pi/3).
(N.17)
qˆ(t) =
1
2piit
+ q(t), t 6= 0, (N.14)
q(t) =
1
2pi
(∫
l2
eitσ
A′2(σ)
A′1(σ)
dσ −
∫
l3
eitσ
A′0(σ)
A′1(σ)
dσ
)
. (N.15)
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A =
∫
Γr1
qˆ(t)ei(−yˆt−xˆt
2/2+t3/3) dt, (N.16)
qˆ(t) = − 1
2pi
∫ ∞
−∞
eitσ
A′0(σ)
A′1(σ)
dσ, Im [t] < 0. (N.18)
qˆ(t) =
1
4pi2t
∫
L
ηee
−ipi/6tη
A′0(η)2
dη, (N.20)
qˆ(t) = −e
−i2pi/3
2pi
∞∑
n=0
ee
−ipi/6tηn,0
ηn,0A0(ηn,0)2
, arg t ∈ (−pi/3, 2pi/3). (N.21)
qˆ(t) ∼ −e
−i2pi/3
2pi
ee
−ipi/6tη0,0
η0,0A0(η0,0)2
, |t| → ∞, arg t ∈ (−pi/3, 2pi/3). (N.22)
qˆ(t) ∼ −
√−t
2
√
pi
e−i(t
3/12−pi/4)
(
1 +O
(
1
|t|3
))
, |t| → ∞, arg t ∈ (2pi/3, 5pi/3).
(N.24)
As ∼ − 1√
3
(
1− x√
x2 + 3y
)1/2
eik(4/27)(−x
3−(9/2)xy+(x2+3y)3/2), (N.27)
g(ξ) =
√
2piei3pi/4e−iξ
3/3 qˆ(−ξ). (N.31)
g˜(ξ) =
√
2piei3pi/4e−iξ
3/3
(
qˆ(−ξ) + e
iξ3/3
2piiξ
)
=
√
2piei3pi/4e−iξ
3/3
q(−ξ) +
(
eiξ
3/3 − 1
)
2piiξ
 .
(N.34)
A ∼ −e
−ik(xy/2+x3/12)eik
1/3eipi/3η0,0x
η0,0A0(η0,0)2
A0(η0,0 + e
−ipi/3nˆ), (N.35)
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Figure 3: (a) The contours Γj , j = 0, 1, 2, and the sectors (shaded) in which e
it3 decays
exponentially as |t| → ∞. (b) Schematic showing the large-argument asymptotic behaviour
(exponential growth or decay) of the Airy function A0(z) = Ai(z), and the zeros on
the negative real axis. The same qualitative behaviour is exhibited by the derivative
A0(z)
′ = Ai′(z).
B. Airy function notation
We consider the following solutions of the Airy equation A′′ − zA = 0:
Aj(z) :=
1
2pi
∫
Γj
ei(tz+t
3/3) dt, z ∈ C, j = 0, 1, 2, (37)
where, for each j = 0, 1, 2, the integration contour Γj runs from infinity
at arg t = (4j + 5)pi/6 to infinity at arg t = (4j + 1)pi/6, as illustrated
in Fig. 3(a). The functions Aj are related to other common Airy function
notation as follows:
A0(z) = Ai(z) = v(z)/
√
pi,
A1(z) = e
i2pi/3Ai(ei2pi/3z) =
i
2
√
pi
w1(z),
A2(z) = e
−i2pi/3Ai(e−i2pi/3z) = − i
2
√
pi
w2(z),
where Ai is the usual Airy function and v, w1, w2 are the Airy functions
commonly found in the Russian literature (cf. e.g. [5, 6]). The functions Aj
satisfy the connection formula
2∑
j=0
Aj(z) = 0, z ∈ C, (38)
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and the Wronskian relation6 (cf. [23, §9.2])
W (Aj,Aj+1) = A
′
j+1Aj − Aj+1A′j =
i
2pi
, j = 0, 1, 2, A3 := A0. (39)
The following large argument (|z| → ∞) behaviour is well known (see e.g.
[23, §9.7]):
Ai(z) ∼ e
−(2/3)z3/2
2
√
piz1/4
(
1 +O
(
1
|z|3/2
))
, | arg z| ≤ pi − δ, (40)
Ai(−z) ∼ sin((2/3)z
3/2 + pi/4)√
piz1/4
(
1 +O
(
1
|z|3
))
− 5 cos((2/3)z
3/2 + pi/4)
48
√
piz7/4
(
1 +O
(
1
|z|3
))
, | arg z| ≤ 2pi/3− δ,
(41)
Ai′(z) ∼ −z
1/4e−(2/3)z
3/2
2
√
pi
(
1 +O
(
1
|z|3/2
))
, | arg z| ≤ pi − δ, (42)
Ai′(−z) ∼ −z
1/4 sin((2/3)z3/2 + pi/4)√
pi
(
1 +O
(
1
|z|3
))
+
7 cos((2/3)z3/2 + pi/4)
48
√
piz5/4
(
1 +O
(
1
|z|3
))
, | arg z| ≤ 2pi/3− δ,
(43)
where δ is an arbitrary positive constant and the approximations hold uni-
formly in the ranges of arg z stated, with the principle branches of all multi-
valued functions assumed throughout. The qualitative asymptotic behaviour
is illustrated schematically in Fig. 3(b).
Finally, we note the following well-known Fourier transform relation [5,
eqn. 6.1.22] ∫ ∞
−∞
e−iztAi(z) dz = eit
3/3, t ∈ R, (44)
where the integral is understood in an improper sense, and also the following
integral identity, which follows from a simple change of variable in (37) and
6We remark that the Wronskian formulas in [6, p. 405] are incorrect: instead of {2, i, i, 1}
they should read {2i,−1,−1,−1}.
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holds for all xˆ, yˆ, σ ∈ C:
Aj(σ − (yˆ + xˆ
2
4
)) =
1
2pi
e−ixˆσ/2ei(xˆyˆ/2+xˆ
3/12)
∫
Γj
eiσtei(−yˆt−xˆt
2/2+t3/3) dt, j = 0, 1, 2.
(45)
C. Matching the classical solution to the penumbra field
In this appendix [supplied by J. Ockendon] we sketch how the representa-
tion (7) can be matched to the penumbra field using the method of stationary
phase. Writing (7) in terms of the variables x = k−1/3xˆ, y˜ = k−1/3yˆ gives
As = −e−i(k2/3xy˜/2+kx3/12)
∫ ∞
−∞
eik
1/3xσ/2 A0(σ)
A1(σ)
A1(σ − k2/3n) dσ, (46)
where n := x2/4 + k−1/3y˜. To determine the behaviour of (46) as k →∞ we
split the integral into three parts (where Σ,Σ′  1 are as yet unspecified):∫ ∞
−∞
dσ =
∫ −Σ
−∞
dσ +
∫ Σ′
−Σ
dσ +
∫ ∞
Σ′
dσ = I1 + I2 + I3.
I3 is exponentially small as Σ
′ →∞, and can be neglected. In I2 and I1 we
replace A1(σ − k2/3n) by its large negative argument approximation
A1(σ − k2/3n) ∼ e
i3pi/4e(2i/3)(−σ+k
2/3n)3/2
2
√
pi(−σ + k2/3n)1/4 , σ − k
2/3n→ −∞, (47)
which applies in I2 provided Σ
′  k2/3. By further approximating (47) one
can show that, provided Σ k1/6 (so that terms of order σ2 and above can
be neglected when expanding the phase), I2 makes a contribution to A
s of
√
2pie3ipi/4
k1/6x1/2
eik
1/3y˜2/(2x)e−iy˜
3/(3x3)IΣ
(
− y˜
x
)
, (48)
where
IΣ(t) := − 1
2pi
∫ ∞
−Σ
eitσ
A0(σ)
A1(σ)
dσ.
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(Taking the upper integration limit as∞ introduces only exponentially small
errors.) The integral IΣ(t) closely resembles the representation (18) for the
Pekeris caret function. In fact, one can check using contour integration that
IΣ(t) = pˆ(t)− e
−itΣ
2piit
+RΣ(t), (49)
where the remainder RΣ(t) is O
(
Σ−1/2
)
as Σ → ∞, for t ≥ −Σ. In I1 we
can approximate A0(σ)/A1(σ) ∼ −1, plus a rapidly oscillating term which we
ignore since it contributes a higher order correction to the integral. Rescaling
σ = k1/3σ˜ and writing, with 1 Σ˜ k1/12,
I1 =
∫ Σ
−∞
dσ = k1/3
∫ −Σ˜
−∞
dσ˜ + k1/3
∫ −k−1/3Σ
−Σ˜
dσ˜ = I11 + I12,
we neglect the contribution from I11 and expand the phase in I12 to obtain
a contribution to As of
k1/6e3ipi/4√
2pix1/2
∫ −k−1/3Σ
−Σ˜
ei(k
1/3(y˜−σ˜)2/(2x)−(y˜−σ˜)3/(3x3)) dσ˜.
When y˜ < 0 and |y˜| > k−1/3Σ there is a stationary phase point at σ˜ = y˜
which makes a contribution of −1 to As, cancelling the incident field. The
endpoint contribution from σ˜ = k−1/3Σ makes a contribution to As of
ie3ipi/4x1/2√
2pik1/6y˜
eik
1/3y˜2/(2x)e−iy˜
3/(3x3)eiΣy˜/x,
which (as it must) cancels the Σ-dependent term in (48) arising from the
second term on the right-hand side of (49). We have thus recovered the
behaviour of the field in the transition regions Vupper and Vlower. For y˜ =
O (k−1/6) (i.e. in the Fresnel region IV), by rescaling y˜ = k−1/6yˇ and σ˜ =
k−1/6σˇ, we see that I12 gives a contribution
e3ipi/4√
2pix1/2
∫ −k−1/6Σ
−k1/6Σ˜
eik
1/3(yˇ−σˇ)2/(2x) dσˇ ∼ Fr
(
− yˇ√
2x
)
,
so that the emergence of the Fresnel integral in this region is also verified.
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