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Abstract
We will see that:
(1) In ZFC, for each subspace X ⊆ ω21, the following are equivalent;(a) X is normal,
(b) X is countably paracompact and strongly collectionwise Hausdorff,
(c) X is expandable.
(2) Under a variety of different set-theoretic assumptions (including V = L and PMEA) all
countably paracompact subspaces of ω21 are normal.
(3) All subspaces of ω21 are collectionwise Hausdorff. Ó 2000 Elsevier Science B.V. All rights
reserved.
Keywords: Normal; Countably paracompact; Strongly collectionwise Hausdorff; Collectionwise
Hausdorff; V = L; PMEA
AMS classification: 54B10; 54D15; 54D20; 03E35; 03E45
1. Introduction and basic lemmas
All spaces considered in this paper are regular and T1. It is well known that all
subspaces of an ordinal with the order topology are (collectionwise) normal and countably
paracompact, and that the product space (ω1 + 1)× ω1 is countably paracompact but not
normal. In [6], it is proved that, forX =A×B , whereA and B are subspaces of an ordinal:
(1) normality, collectionwise normality and shrinking property of X = A × B are
equivalent,
(2) countable paracompactness and expandability of X =A×B are equivalent,
(3) normality of X =A×B implies its countable paracompactness,
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(4) in particular if A and B are subspaces of ω1, then normality and countable
paracompactness of X=A×B are equivalent.
Furthermore the following problems were asked:
Problem A. For all subspaces of products of two ordinals, are normality, collectionwise
normality and shrinking property equivalent?
Problem B. For all subspaces of products of two ordinals, are countable paracompactness
and expandability equivalent?
Problem C. Is A×B countably metacompact for any subspace A and B of an ordinal?
Recently Kemoto et al. gave affirmative answers for Problems A and C in [5] and [7],
respectively. Actually it is proved in [7] that every subspace of a product of two ordinals is
countably metacompact. Moreover in [5], the following question was asked:
Problem D. For all subspaces of ω21, are normality and countable paracompactness
equivalent?
In this paper we give partial answers to Problems B and D as described in the abstract.
In the rest of this section, we introduce some specific notation and recall some basic
definitions and lemmas. Let X be a space. Subsets H and K of X are separated in X if
there are disjoint open sets U and V containing H and K , respectively. Let D be a closed
discrete subspace of X. D is said to be separated (respectively, strongly separated) in X
if there is a pairwise disjoint (respectively discrete) collection {U(x): x ∈D} of open sets
with x ∈U(x) for each x ∈D. A space X is said to be (strongly) collectionwise Hausdorff
if all closed discrete subspaces are (strongly) separated. A space X is normal if each pair
of disjoint closed sets is separated. A spaceX is countably paracompact if every countable
open cover has a locally finite open refinement. A spaceX is said to be expandable if every
locally finite collection F of closed sets has a locally finite open expansion
U = {U(F): F ∈F},
that is, U is a locally finite collection of open sets such that F ⊂U(F) for each F ∈F .
For A⊂ ω1, put
Lim(A)= {α ∈ ω1: sup(A∩ α)= α},
where sup∅ = −1, Succ(A) = A\Lim(A), Lim = Lim(ω1) and Succ = Succ(ω1).
Observe that Lim(A) is closed and unbounded (cub) in ω1 wheneverA is unbounded in ω1.
For a cub set C ⊂ ω1 and α ∈ C, put pC(α)= sup(C∩α). Observe that pC(α) ∈C∪{−1},
and pC(α)= α iff α ∈ Lim(C), and pC(α) is the immediate predecessor of α in C ∪ {−1}
whenever α ∈ Succ(C). It is easy to show
ω1\C =
⋃
α∈Succ(C)
(
pC(α),α
)
,
where (α,β) denotes the usual open interval.
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Assume that a cub set Cα is defined for each α ∈A, where A⊂ ω1. Then
4α∈ACα =
{
β ∈ ω1: ∀α ∈A∩ β (β ∈ Cα)
}
is a cub set in ω1 (see [8, II, Lemma 6.14]).
For sets X and Y , XY denotes the set of all function from X to Y , and P(X) denotes
the set of all subsets of X. A partial function from X to Y is any function f such that
dom(f )⊆X and ran(f )⊆ Y .
We use the following specific notation: Let X ⊂ ω21, α ∈ ω1 and β ∈ ω1. Let
Vα(X)=
{
β ∈ ω1: 〈α,β〉 ∈X
}
,
Hβ(X)=
{
α ∈ ω1: 〈α,β〉 ∈X
}
and
4(X)= {α ∈ ω1: 〈α,α〉 ∈X}.
Finally, for subsets C and D of ω1, let XC = X ∩ C × ω1, XD = X ∩ ω1 × D and
XDC =X ∩C ×D.
Lemma 1.1. Let H and K be disjoint closed sets in a countably paracompact space X.
(1) If there is a sequence {G(n): n ∈ ω} of open sets such that
K ⊂
⋂
n∈ω
G(n)⊂
⋂
n∈ω
ClG(n)⊂X\H,
then H and K are separated.
(2) If H =⋃n∈ω H(n) where H(n) and K are separated for each n ∈ ω, then H and
K are separated.
(3) IfH =⋃n∈ω H(n) andK =⋃m∈ω K(m) whereH(n) andK(m) are separated for
each n,m ∈ ω, then H and K are separated.
Proof. (1) See [3].
(2) SinceH(n) andK are separated, take an open setG(n) withK ⊂G(n)⊂ ClG(n)⊂
X\H(n), and then apply (1).
(3) Apply (2) twice. 2
Lemma 1.2. Let H and K be disjoint closed sets in a subspace X of ω1. Then H and K
are separated in ω1.
Proof. Put Y = ω1\(Clω1 H ∩Clω1 K). Then, since ω1 is hereditarily normal, Clω1 H ∩ Y
and Clω1 K ∩ Y are separated in Y . Since Y is open in ω1, H and K are separated
in ω1. 2
Lemma 1.3. Let X be a countably paracompact subspace of ω21 .
(1) X[0,α) and X[0,α) are normal for each α ∈ ω1.
(2) If C is a cub set in ω1, then Xω1\C and Xω1\C are normal.
(3) If 4(X) is stationary in ω1, then X is normal.
(4) If there is a cub set C of ω1 such that XC and XC are separated in X, then X is
normal.
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(5) If 4(X) is not stationary in ω1, then
A= {α ∈ ω1: Vα(X) is stationary in ω1} and
B = {β ∈ ω1: Hβ(X) is stationary in ω1}
are not stationary in ω1.
Proof. (1) Let α ∈ ω1. First we shall show X[0,α) is countably paracompact. We may
assume α ∈ Lim, otherwise it is a clopen subspace of X. Fix a strictly increasing
cofinal sequence {α(n): n ∈ ω} in α. Since X[0,α) is represented as the topological
sum
⊕
n∈ω X(α(n−1),α(n)] of clopen subspaces of X, where α(−1) = −1, it is countably
paracompact.
To show X[0,α) is normal, let H and K be disjoint closed sets of X[0,α). By
Lemma 1.1(3), it suffices to separate H{γ } and K{δ} for each γ, δ ∈ α. Let γ, δ ∈ α. First
assume γ 6= δ, say γ < δ. Then X[0,γ ] and X(γ,δ] separate H{γ } and K{δ}. Next assume
γ = δ. It follows from Lemma 1.2 that there are disjoint open sets U and V in ω1 which
separate Vγ (H) and Vγ (K), respectively. Then XU[0,α) and X
V
[0,α) separate H{γ } and K{δ}.
The proof for X[0,α) is identical.
(2) Let C be a cub set in ω1. Since
Xω1\C =
⊕
α∈Succ(C)
X(pC(α),α),
it is normal by (1). The proof for Xω1\C is identical.
(3) Assume 4(X) is stationary in ω1. Let U = {U(i): i ∈ 2} be an open cover of X,
where 2 = {0,1}. For each α ∈ 4(X), fix f (α) < α and i(α) ∈ 2 such that X(f (α),α](f (α),α] ⊂
U(i(α)). Applying the PDL, we find γ ∈ ω1 and i0 ∈ 2 such that X(γ,ω1)(γ ,ω1) ⊂ U(i0). Since,
by (1),X[0,γ ] ∪X[0,γ ] is a normal clopen subspace ofX, it is easy to find a closed shrinking
of U .
(4) Let C be a cub set such thatXC andXC are separated and U = {U(i): i ∈ 2} an open
cover of X. Let
H= {H(X\XC),H(X\XC)}
be a closed shrinking of the open cover {X\XC,X\XC }. Since H(X\XC) is a closed
subspace of Xω1\C , it is normal. Similarly H(X\XC) is normal. So U |H(X\XC) =
{U(i) ∩H(X\XC): i ∈ 2} has a closed shrinking {FC(i): i ∈ 2}. Similarly U |H(X\XC)
has a closed shrinking {FC(i): i ∈ 2}. Then {FC(i) ∪ FC(i): i ∈ 2} is a closed shrinking
of U .
(5) Assume 4(X) is not stationary, but A is stationary. For each α ∈ A, fix h(α) ∈
Vα(X) ∩4γ∈A Lim(Vγ (X)) with α < h(α). Define h(α)= 0 if α ∈ ω1\A. Take a cub set
C′ disjoint from 4(X) and put
C = {α ∈ ω1: ∀α′ < α(h(α′) < α)} ∩C′.
Then C is a cub set. For each α ∈ A′ = A ∩ C, put xα = 〈α,h(α)〉. Note that xα ∈ X
for each α ∈ A′. We shall show D = {xα: α ∈ A′} is closed discrete. To show this, let
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〈γ, δ〉 ∈X. If γ /∈ C, then Xω1\C is a neighborhood of 〈γ, δ〉 which misses D. So assume
γ ∈C. Since γ ∈ C ⊂ C′, we have γ 6= δ. If γ > δ, then X[0,δ](δ,γ ] is a neighborhood of 〈γ, δ〉
which does not meet D. If γ < δ, then X(γ,δ][0,γ ] is a neighborhood of 〈γ, δ〉 which meets D
in at most one point.
Next as A′ is stationary, decompose A′ into countably many disjoint stationary sets
T (n), n ∈ ω. Put D(n) = {xα: α ∈ T (n)}. Since {D(n): n ∈ ω} is a countable discrete
collection of closed sets, by countable paracompactness, we find a locally finite collection
U = {U(n): n ∈ ω} of open sets with D(n) ⊂ U(n) for each n ∈ ω. Fix n ∈ ω. For each
α ∈ T (n), since xα = 〈α,h(α)〉 ∈D(n)⊂U(n), take f (α) < α and g(α) < h(α) such that
X
(g(α),h(α)]
(f (α),α] ⊂U(n). Applying the PDL to T (n), we find a stationary set T (n)′ ⊂ T (n) and
γ (n) < ω1 such that f (α) = γ (n) for each α ∈ T (n)′. Put γ = sup{γ (n): n ∈ ω}. Then
X
(g(α),h(α)]
(γ ,α] ⊂U(n) for each α ∈ T (n)′ with n ∈ ω.
Pick α0 ∈ A with γ < α0 and β0 ∈⋂n∈ω Lim(T (n)′) ∩ Vα0(X) with α0 < β0. Let V
be a neighborhood of 〈α0, β0〉 and again fix n ∈ ω. There is β < β0 such that α0 6 β
and X(β,β0]{α0} ⊂ V . As β0 ∈ Lim(T (n)′), take δ, δ′ ∈ T (n)′ with β < δ < δ′ < β0. It
follows from T (n)′ ⊂ C and δ < δ′ that h(δ) < δ′. On the other hand, it follows from
h(δ) ∈ 4γ∈ALim(Vγ (X)) and α0 ∈ A ∩ h(δ) that h(δ) ∈ Lim(Vα0(X)). Moreover since
β < h(δ) and g(δ) < h(δ), take ν ∈ Vα0(X) such that max{β,g(δ)}< ν < h(δ). Then
〈α0, ν〉 ∈X(β,β0]{α0} ∩X
(g(δ),h(δ)]
(γ ,δ] ⊂ V ∩U(n).
This shows 〈α0, β0〉 ∈ ClU(n), and this holds for each n ∈ ω. Therefore it contradicts the
local finiteness of U . So A is not stationary. Similarly B is not stationary. 2
2. Equivalents of normality
In this section, we will prove that a subspace of ω21 is normal if and only if it
is expandable if and only if it is countable paracompact and strongly collectionwise
Hausdorff. As a corollary, in any model where first countable, countably paracompact
spaces are strongly collectionwise Hausdorff, we have that countably paracompactness,
normality and expandability are all equivalent for subspaces of ω21. We will consider such
models in Section 3.
Theorem 2.1. Let X ⊂ ω21 . Then the following are equivalent:
(1) X is countably paracompact and strongly collectionwise Hausdorff.
(2) X is expandable.
(3) X is normal.
Proof. To show (3) ⇒ (2), assume X is normal. By [5] and [7], X is collectionwise
normal and countably paracompact, respectively. Therefore, by [4], X is expandable (and
also (1) holds). Clearly (2) implies (1) so it suffices to prove that (1) implies (3). So
assume X is countably paracompact and strongly collectionwise Hausdorff. Assume by
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way of contradiction that X is not normal. By Lemma 1.3(3), we may assume 4(X) is not
stationary. Take a cub set D which is disjoint from 4(X).
Claim 1. X = {X(pD(α),α](pD(α),α]: α ∈ Succ(D)} is a discrete collection of clopen sets of X.
Proof. Let 〈γ, δ〉 ∈ X. If γ /∈ D, then there is α ∈ Succ(D) such that γ ∈ (pD(α),α).
Then X(pD(α),α) is a neighborhood of 〈γ, δ〉 which meets at most one member of X . If
γ ∈D, then by D ∩4(X) = ∅, we have γ 6= δ. We may assume γ < δ. Then X(γ,δ][0,γ ] is a
neighborhood of 〈γ, δ〉 which meets no member of X . 2
Now by Lemma 1.3(1) and Claim 1, ⋃X is a normal clopen subspace of X. Let
Y = {〈α,β〉 ∈ ω21: α < β} ∩ (X\⋃X ),
Z = {〈α,β〉 ∈ ω21: α > β} ∩ (X\⋃X ).
Then Y and Z are clopen subspace of X and X = Y ⊕Z ⊕ (⋃X ). So it suffices to show
that both Y and Z are normal. Since the proofs are the same, we may assume without
loss of generality that X ⊂ {〈α,β〉 ∈ ω21: α < β}. By Lemma 1.3(5), we may fix a cub set
C′ which is disjoint from A = {α ∈ ω1: Vα(X) is stationary in ω1}. Moreover for each
α ∈ ω1\A, fix a cub set Cα which is disjoint from Vα(X). Then C = C′ ∩ 4α∈ω1\ACα is a
cub set.
Claim 2. XC =XCA .
Proof. “⊃” is evident. Let 〈α,β〉 ∈XC . Then α < β ∈ C. If α /∈ A, then by the definition
of 4α∈ω1\ACα , necessarily β ∈ Cα . So we have β ∈ Vα(X) ∩ Cα , a contradiction. Hence
α ∈A. This proves “⊂”. 2
Claim 3. XC ∩XC = ∅.
Proof. Assume 〈α,β〉 ∈XC ∩XC =X ∩C2. By Claim 2, we have α ∈A, this contradicts
A∩C = ∅. 2
So it follows from Lemma 1.3(4) that it suffices to show that XC and XC are separated.
Claim 4. X = {X(pC(γ ),γ ]C : γ ∈ Succ(C)} is a discrete collection of closed sets with⋃X =XC .
Proof. X(pC(γ ),γ ]C is clearly closed for each γ ∈ Succ(C). First we show the discreteness
of X . Let 〈α,β〉 ∈X. If β /∈ C, then there is γ ∈ Succ(C) such that β ∈ (pC(γ ), γ ). Then
X(pC(γ ),γ ) is a neighborhood of 〈α,β〉 which meets at most one member of X . If β ∈ C,
then by Claim 3, we have α /∈ C. Then Xω1\C is a neighborhood of 〈α,β〉 which meets no
member of X . Therefore X is discrete.
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Next assume 〈α,β〉 ∈ XC . Since α ∈ C, we have β /∈ C. Fix γ ∈ Succ(C) such that
β ∈ (pC(γ ), γ ). Then we have 〈α,β〉 ∈X(pC(γ ),γ )C ⊂
⋃X . So XC ⊂⋃X . XC ⊃⋃X is
evident. 2
AsX ⊂ {〈α,β〉 ∈ ω21: α < β}, each member ofX is countable, sayX(pC(γ ),γ ]C = {xγ (n):
n < mγ } for some mγ 6 ω. Put K(n) = {xγ (n): γ ∈ Succ(C),n < mγ } for each n ∈ ω.
Then XC =⋃n∈ω K(n) and |K(n) ∩X(pC(γ ),γ ]C |6 1 for each γ ∈ Succ(C) and n ∈ ω. It
follows from Claim 4 that each K(n) is closed discrete. By Lemma 1.1(2), it suffices to
separate XC and K(n) for each n ∈ ω.
Fix n ∈ ω, and put H = XC and K = K(n). Now we use that X is strongly
collectionwise Hausdorff. Since X is regular, there is a discrete collection U = {U(x): x ∈
K} of open sets with x ∈ U(x)⊂ ClU(x)⊂X\H for each x ∈K . Then X\Cl(⋃U) and⋃U separate H and K . 2
The proof of Theorem 2.1 shows the following lemma which will be used in
Theorem 3.5.
Lemma 2.2. Countably paracompact subspaces of ω21 are normal if and only if the
following statement holds:
Suppose that X is a countably paracompact subspace of {〈α,β〉 ∈ ω21: α < β}, and C is
a cub set of ω1 which misses A= {α ∈ ω1: Vα(X) is stationary in ω1}. If XC ⊂ A× ω1
and K is a discrete closed subset of XC , then XC and K can be separated.
To conclude this section we prove the following related result.
Proposition 2.3. All subspaces of ω21 are collectionwise Hausdorff.
Proof. Let X ⊂ ω21 and D a closed discrete subspace of X. For each 〈α,β〉 ∈ D, fix
f (α,β) < α and g(α,β) < β such that (f (α,β),α] × (g(α,β),β] ∩ D = {〈α,β〉}. Let
V (α,β)=X(g(α,β),β](f (α,β),α].
The following two claims are straightforward to prove:
Claim 1. If 〈α,β〉 ∈D, 〈α,β ′〉 ∈D and β 6= β ′, then V (α,β)∩ V (α,β ′)= ∅.
Claim 2. If 〈α,β〉 ∈D, 〈α′, β〉 ∈D and α 6= α′, then V (α,β)∩ V (α′, β)= ∅.
Claim 3. If 〈α,β〉 ∈D, 〈α′, β ′〉 ∈D, 〈α,β〉 6= 〈α′, β ′〉 and V (α,β) ∩ V (α′, β ′) 6= ∅, then
(α′ < α and β < β ′) or (α < α′ and β ′ < β).
Proof. Assume not. Without loss of generality, we may assume α′ < α and β ′ < β . Since
V (α,β)∩ V (α′, β ′) 6= ∅, we have 〈α′, β ′〉 ∈ V (α,β), a contradiction. 2
Claim 4. V = {V (α,β): 〈α,β〉 ∈D} is star-countable.
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Proof. Fix 〈α,β〉 ∈D. Put
D0 =
{〈γ, δ〉 ∈D: γ < α, V (α,β)∩ V (γ, δ) 6= ∅}.
We show the fact that if 〈γ, δ〉 ∈ D0 and 〈γ, δ′〉 ∈ D0, then δ = δ′. To show this assume
δ 6= δ′. Without loss of generality, we may assume δ < δ′. By Claim 3, we have β < δ and
β < δ′. Then since V (α,β) ∩ V (γ, δ′) 6= ∅, we have 〈γ, δ〉 ∈ V (γ, δ′), a contradiction.
Define F :D0 → α by F(γ, δ) = γ . By the fact, F is well-defined and one-to-one.
ThereforeD0 is countable. Next put
D1 =
{〈γ, δ〉 ∈D: γ > α,V (α,β)∩ V (γ, δ) 6= ∅}.
Then similarly we can show D1 is countable. So we see V is star-countable. 2
For each pair of 〈α,β〉 and 〈γ, δ〉 inD, define 〈α,β〉 ∼ 〈γ, δ〉 by there is a finite sequence
〈αi,βi〉’s (i ∈ n) such that 〈α,β〉 = 〈α0, β0〉, 〈γ, δ〉 = 〈αn−1, βn−1〉 and V (αi, βi) ∩
V (αi+1, βi+1) 6= ∅ for each i ∈ n − 1. Then ∼ is an equivalence relation on D and by
Claim 4, each equivalence class is countable, so separated. Moreover since{⋃{
V (α,β): 〈α,β〉 ∈E}: E ∈D/∼}
is disjoint, D is separated. 2
3. Consistency results
In light of Theorem 2.1 we are interested in the question when a countably paracompact
subspace of ω21 is strongly collectionwise Hausdorff. Indeed, under certain set-theoretic as-
sumptions all first countable, countably paracompact subspaces are strongly collectionwise
Hausdorff. For example, we have the following important theorem of Burke.
Theorem 3.1 [1]. If the PMEA is assumed, then first countable, countably paracompact
spaces are strongly collectionwise Hausdorff.
In fact, for spaces of size ω1 we need only assume WMEA in Theorem 3.1. Moreover, in
the models obtained by adding > ω1 many random or Cohen reals to a model of CH, one
obtains a model where the conclusion to Theorem 3.1 holds (for a discussion of PMEA,
WMEA and the Cohen and random real results, see [10]). Therefore we have, for example,
the following
Corollary 3.2. If WMEA is assumed, then countably paracompact subspaces of ω21 are
normal.
It is open whether the conclusion of Theorem 3.1 can be established assuming Gödel’s
Axiom of Constructibility, V = L (see Problem E′ in Section 4 below). The rest of this
section is devoted to the partial answer that under♦SS (a consequence of V= L) countably
paracompact subspaces of ω21 are normal.
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Definition 3.3. If A is a set, a function T from ω1A to P(ω1) is a stationary system (for
A) if
(1) T (f ) is stationary for each f ∈ ω1A, and
(2) ∀γ ∈ ω1 ∀f,g ∈ ω1A(f |γ = g|γ → T (f )∩ [0, γ ] = T (g)∩ [0, γ ]).
Diamond for stationary systems at ω1, abbreviated ♦SS , is the assertion that, for each
stationary system T for ω1, there is a sequence {gγ : γ ∈ ω1} with gγ ∈ γ γ such that
{γ ∈ T (f ): f |γ = gγ } is stationary for each f ∈ ω1ω1.
It is well known that ♦SS is a consequence of V = L (see [2]). The following lemma
can be proven by a standard coding argument (see [8]).
Lemma 3.4. ♦SS is equivalent to (∗) where
(∗) For each stationary system T :ω1(ω × ω1)→ P(ω1) there is a sequence {gγ : γ ∈
ω1} with gγ ∈ γ (ω×ω1) such that, for each f ∈ ω1(ω×ω1), {γ ∈ T (f ): f |γ = gγ }
is stationary.
Theorem 3.5. If ♦SS is assumed, then countably paracompact subspaces of ω21 are
normal.
Proof. Let X be a countably paracompact subspace of {〈α,β〉 ∈ ω21: α < β}, and C is a
cub set of ω1 which misses A = {α ∈ ω1: Vα(X) is stationary in ω1}. Moreover assume
XC ⊂A×ω1 and K is a discrete closed set of XC . By Lemma 2.2, it suffices to show that
XC and K can be separated.
For each α ∈A∩Lim, asA∩C = ∅ andC is closed in ω1, fix a strictly increasing cofinal
sequence {α(k): k ∈ ω} in α with (α(0), α] ∩C = ∅. Moreover for each α ∈A∩ Succ, put
α(k)= α − 1 for each k ∈ ω, where α − 1 is the immediate predecessor of α. For a partial
function f from ω1 to ω×ω1, let f (α)= 〈f0(α), f1(α)〉 whenever α ∈ dom(f ). Moreover
for each α ∈ A ∩ dom(f ), put U(f (α)) = X(f1(α),ω1)(α(f0(α)),α]. For each f ∈ ω1(ω × ω1) and
k ∈ ω, put
T (f, k)=
{
γ ∈ ω1: K{γ } ∩Cl
(⋃{
U(f (α)): α ∈A∩ γ,f0(α)= k
}) 6= ∅},
T (f )=
⋃
k∈ω
T (f, k).
Then T : ω1(ω×ω1)→ P(ω1). There are two cases to consider.
Case 1. There is an f ∈ ω1(ω×ω1) such that T (f ) is not stationary in ω1. In this case,
take a cub set E′ which is disjoint from T (f ). And put
E = {γ ∈ ω1: ∀γ ′ < γ (f1(γ ′) < γ )}∩E′ ∩C,
K ′ =KE andK ′′ =K\K ′ =Kω1\E . Note that E is a cub set in ω1. Since X∩C2 = ∅ and
E ⊂ C, we have H = XC ⊂ Xω1\C ⊂ Xω1\E . As K ′′ = Kω1\E ⊂ Xω1\E , H and K ′′ are
disjoint closed sets in the normal open subspace Xω1\E of X by Lemma 1.3(2). So take an
open set G in X such that K ′′ ⊂G⊂ ClXG⊂X\H .
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On the other hand, as ∅ = E ∩ T (f )=E ∩⋃k∈ω T (f, k), we have
K{γ } ∩Cl
(⋃{
U(f (α)): α ∈A∩ γ,f0(α)= k
})= ∅
for each γ ∈E and k ∈ ω. So noting K{γ } ⊂ {γ } × (γ,ω1), take an open set G(γ, k) such
that
K{γ } ⊂G(γ, k)⊂X(γ,ω1)[0,γ ] and
G(γ, k)∩ (⋃{U(f (α)): α ∈A∩ γ,f0(α)= k})= ∅,
for each γ ∈E and k ∈ ω. Put G(k)= (⋃γ∈E G(γ, k)) ∪G for each k ∈ ω. Then clearly
K ⊂⋂k∈ω G(k) holds.
Claim 1.
⋂
k∈ω ClG(k)∩H = ∅.
Proof. Let 〈α,β〉 ∈H =XC =XCA . Put k = f0(α). We shall show 〈α,β〉 /∈ ClG(k). Since
α ∈ A, note that the sequence {α(n): n ∈ ω} is already defined with (α(0), α] ∩ C = ∅.
Moreover note that A∩E ⊂A∩C = ∅.
Let
V =
{
X
[0,β]
(α(0),α]\ClG, iff1(α)> β,
[X(α(0),α] ∩U(f (α))]\ClG, iff1(α) < β.
We shall show V ∩ G(k) = ∅. In either cases, as V ∩ G = ∅, it suffices to show
V ∩G(γ, k)= ∅ for each γ ∈E. Let γ ∈E. It follows from α ∈A, γ ∈E and A∩E = ∅
that α 6= γ . If γ < α, then as γ ∈E ⊂ C, (α(0), α]∩C = ∅ andG(γ, k)⊂X[0,γ ], we have
X(α(0),α] ∩G(γ, k)= ∅. Therefore V ∩G(γ, k)= ∅. So we may assume γ > α. First we
consider the case f1(α)> β . In this case, it follows from α < γ ∈E that β 6 f1(α) < γ .
Since G(γ, k) ⊂ X(γ,ω1) and V ⊂ X[0,β] ⊂ X[0,γ ], we have V ∩ G(γ, k) = ∅. Next
we consider the case f1(α) < β . In this case, U(f (α)) is a neighborhood of 〈α,β〉.
Moreover it follows from α ∈ A ∩ γ and f0(α) = k that, by the definition of G(γ, k),
U(f (α)) ∩G(γ, k)= ∅. Since V ⊂ U(f (α)), we have V ∩G(γ, k)= ∅. This completes
the proof of Claim 1. 2
By Lemma 1.1(1),H and K are separated. So this case is complete.
Case 2. T (f ) is stationary for every f ∈ ω1(ω×ω1).
Claim 2. T is a stationary system.
Proof. Let β ∈ ω1 and f,g ∈ ω1(ω × ω1) with f |β = g|β . To show T (f ) ∩ [0, β] ⊂
T (g) ∩ [0, β], let γ ∈ T (f )∩ [0, β], say γ ∈ T (f, k). Then
K{γ } ∩Cl
(⋃{
U(f (α)): α ∈A∩ γ,f0(α)= k
}) 6= ∅.
It follows from γ 6 β that f |A ∩ γ = g|A ∩ γ . Therefore K{γ } ∩ Cl(⋃{U(g(α)): α ∈
A∩ γ,g0(α)= k}) 6= ∅, so γ ∈ T (g) ∩ [0, β]. The converse inclusion is similar. 2
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Applying the assertion (∗) in Lemma 3.4, take a sequence {gγ : γ ∈ ω1} with gγ ∈
γ (ω × ω1) such that, for each f ∈ ω1(ω × ω1), {γ ∈ T (f ): f |γ = gγ } is stationary. Say
gγ (α)= 〈gγ 0(α), gγ 1(α)〉 if α ∈ dom(gγ ). Define F ∈ ω1ω by
F(γ )=min{k ∈ ω: K{γ } ∩Cl(⋃{U(gγ (α)): α ∈A∩ γ,gγ 0(α)= k}) 6= ∅}
if the minimum exists, and
F(γ )= 0, otherwise.
Put L(k)=KF−1(k) for each k ∈ ω. Then L= {L(k): k ∈ ω} is a countable partition of K .
Since X is countably paracompact, there is a locally finite collectionW = {W(k): k ∈ ω}
of open sets with L(k) ⊂ W(k) for each k ∈ ω. Let α ∈ A. As W is locally finite and
{(α(k),α]: k ∈ ω} is a decreasing neighborhood base at α in ω1, for each β ∈ Vα(X), there
are k(α,β) ∈ ω and δ(α,β) < β such that{
k ∈ ω: X(δ(α,β),β](α(k(α,β)),α] ∩W(k) 6= ∅
}⊂ k(α,β).
Since Vα(X) is stationary, applying the PDL, there are k(α) ∈ ω and δ(α) ∈ ω1 such that{
k ∈ ω: X(δ(α),ω1)(α(k(α)),α] ∩W(k) 6= ∅
}⊂ k(α).
Let f be a function in ω1(ω×ω1) satisfying f (α)= 〈k(α), δ(α)〉 whenever α ∈A. By (∗),
there is γ ∈ T (f ) with f |γ = gγ , say γ ∈ T (f, k). Then
K{γ } ∩Cl
(⋃{
U(f (α)): α ∈A∩ γ,f0(α)= k
}) 6= ∅,
therefore
K{γ } ∩Cl
(⋃{
U(gγ (α)): α ∈A∩ γ,gγ 0(α)= k
}) 6= ∅.
So by the definition of F , we have
∅ 6=K{γ } ∩Cl
(⋃{
U(gγ (α)): α ∈A∩ γ,gγ 0(α)= F(γ )
})
=K{γ } ∩Cl
(⋃{
U(f (α)): α ∈A∩ γ,f0(α)= F(γ )
})
.
It follows from K{γ } ⊂ L(F(γ ))⊂W(F(γ )) that there is α ∈ A ∩ γ with f0(α)= F(γ )
andW(F(γ ))∩U(f (α)) 6= ∅. Since f (α)= 〈k(α), δ(α)〉 and U(f (α))=X(δ(α),ω1)(α(k(α)),α], we
have F(γ ) ∈ k(α). So F(γ ) ∈ k(α) = f0(α) = F(γ ), therefore we get a contradiction.
These argument means that Case 2 cannot be happen. 2
4. Examples and problems
Our results in Section 3 give a consistent affirmative answer to Problem D. It remains
open whether an affirmative answer to Problem D is true in ZFC. In particular we would
like to answer:
Problem D′. Assume MA + ¬CH. Are countably paracompact subspaces of ω21 normal?
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Since subspaces ofω21 are collectionwise Hausdorff (Proposition 2.3), it is natural to ask:
Problem E. Are first countable countably paracompact collectionwise Hausdorff spaces
strongly collectionwise Hausdorff?
No consistent counterexample to Problem E is known. An affirmative answer even under
V= L would be interesting. In particular it would answer the following question of Nyikos.
Problem E′. If V = L (or ♦SS) is assumed, are first countable, countably paracompact
collectionwise Hausdorff spaces strongly collectionwise Hausdorff?
In this connection, Watson [11] has constructed a countably paracompact not strongly
collectionwise Hausdorff space in ZFC (it’s not first countable). And the third author
[9] has constructed from V = L a first countable paranormal not strongly collectionwise
Hausdorff space.
The following proposition may be of interest when considering strongly collectionwise
Hausdorff spaces. Since it is well known we omit its proof (it can be found, for example,
in [1]). Recall a subset D is a regularGδ if there is a sequence {G(n): n ∈ ω} of open sets
with D =⋂n∈ω G(n)=⋂n∈ω ClG(n).
Proposition 4.1. Let X be a first countable countably paracompact collectionwise
Hausdorff space and D a closed discrete subspace of X. Then D is a regular Gδ if and
only if D is strongly separated.
In relation to Proposition 2.3 it is interesting to note that some subspaces of (ω1 + 1)2
are not collectionwise Hausdorff:
Example 4.2. Let
X = {〈α,β〉: α < β < ω1}∪ {〈α,ω1〉: α ∈ Succ}.
Then D = {〈α,α + 1〉: α ∈ Lim} ∪ {〈α,ω1〉: α ∈ Succ} is clearly closed discrete in X.
However,D cannot be separated: LetW = {Wα : α ∈ ω1} be a collection of open sets such
that 〈α,α + 1〉 ∈Wα for each α ∈ Lim, and 〈α,ω1〉 ∈Wα for each α ∈ Succ. Applying the
pressing down lemma to Lim, we can find a γ < ω1 and a stationary set S ⊂ Lim such that
(γ,α] × {α + 1} ∩X ⊂Wα for each α ∈ S. Pick α0 ∈ Succ with γ < α0, then Wα0 meets
all Wα’s (α ∈ S). ThereforeD cannot be separated.
Finally, we give the following example:
Example 4.3. A subspace X of ω21 such that
(1) X[0,α] and X[0,α] are normal for each α ∈ ω1;
(2) there is a cub set C in ω1 such that XC and XC are disjoint but not separated;
(3) there is a closed discrete subspaceD ofX such thatD is regularGδ but not strongly
separated.
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First for each α ∈ Lim, fix a strictly increasing cofinal sequence {α(n): n ∈ ω} in α such
that α(n)= β + (n+ 1) for some β ∈ Lim ∪{0}. Let
L=
⋃
α∈Lim
({α} ∪ {α(n): n ∈ ω})× {α + 1}
and
N =
⋃
α∈Succ
{α} × {β ∈ Lim: α < β}.
And let X = L∪N . Then X ⊂ {〈α,β〉 ∈ ω21: α < β}. We shall show this X is as required.
(1) For each α ∈ ω1, X[0,α] is countable, so it is normal. We shall show X[0,α] is
normal for each α ∈ ω1 by induction. Assume X[0,β] is normal for each β < α. We may
assume α is limit. As in the proof of Lemma 1.3(1), X[0,α) is normal. Since X{α+1}
is a normal clopen subspace of X and X[0,α)\X{α+1} is a clopen subspace of X[0,α),
X[0,α] = (X[0,α)\X{α+1})⊕X{α+1} is normal.
(2) and (3) Put D = XLim = {〈α,α + 1〉: α ∈ Lim}. It is straightforward to show D is
closed discrete in X, and XLim ∩XLim = ∅.
Claim 1. D is a regular Gδ .
Proof. Put
V (n)=
⋃
α∈Lim
({α} ∪ {α(i): i > n})× {α + 1}
for each n ∈ ω. Then each V (n) is open in X and D ⊂⋂n∈ω V (n).
Let 〈γ, δ〉 /∈D. First assume δ ∈ Succ. If δ = α + 1 for some α ∈ Lim, then take n ∈ ω
such that γ < α(n). Then X{δ}[0,γ ] is a neighborhood of 〈γ, δ〉 which does not meet V (n).
If δ = α + 1 for some α ∈ Succ, then X{δ} is a neighborhood of 〈γ, δ〉 which does not
meet any V (n). Next assume δ ∈ Lim. Note that γ ∈ Succ. Assume that for each n ∈ ω,
γ ∈⋃α∈Lim{α} ∪ {α(i): i > n}. Then for each n ∈ ω, we can take αn ∈ Lim and in > n
such that γ = αn(in). Since for each n ∈ ω, γ = β + (in + 1) for some β ∈ Lim ∪{0}, we
have a contradiction. These argument shows
⋂
n∈ω ClV (n)⊂D. ThereforeD is a regular
Gδ . 2
Claim 2. D =XLim and XLim cannot be separated.
Proof. Let W be an open set containing XLim. For each α ∈ Lim, as 〈α,α + 1〉 ∈ W ,
pick n(α) ∈ ω with 〈α(n(α)),α + 1〉 ∈ W . Since α(n(α)) < α, applying the PDL, we
get γ ∈ ω1 and a stationary set S ⊂ Lim such that α(n(α)) = γ for each α ∈ S. Pick
δ ∈ Lim({α+ 1: α ∈ S}). Then 〈γ, δ〉 ∈XLim ∩ClW . ThereforeXLim and XLim cannot be
separated. 2
It follows from Claim 2 that D is not strongly separated (otherwise, XLim and XLim
would be separated). Therefore, by Proposition 4.1, X is not countably paracompact.
154 N. Kemoto et al. / Topology and its Applications 104 (2000) 141–154
Acknowledgement
Finally, the authors wish to thank Y. Yajima for his helpful suggestions.
References
[1] D.K. Burke, PMEA and first countable, countably paracompact spaces, Proc. Amer. Math. Soc.
92 (1984) 455–460.
[2] W.G. Fleissner, Normal Moore spaces in the constructible universe, Proc. Amer. Math. Soc. 46
(1974) 294–298.
[3] T. Hoshina, Products of normal spaces with Lašnev spaces, Fund. Math. 124 (1984) 143–153.
[4] M. Kateˇtov, Extension of locally finite coverings, Colloq. Math. 6 (1958) 145–151.
[5] N. Kemoto, T. Nogura, K.D. Smith, Y. Yajima, Normal subspaces in products of two ordinals,
Fund. Math. 151 (1996) 279–297.
[6] N. Kemoto, H. Ohta, K. Tamano, Products of spaces of ordinal numbers, Topology Appl. 45
(1992) 245–260.
[7] N. Kemoto, K.D. Smith, The product of two ordinals is hereditarily countably metacompact,
Topology Appl. 74 (1996) 91–96.
[8] K. Kunen, Set Theory, An Introduction to Independence Proofs, North-Holland, Amsterdam,
1980.
[9] P.J. Szeptycki, Paranormal spaces in the constructible universe, Topology Proc. 21 (1996) 221–
238.
[10] F.D. Tall, Normality versus collectionwise normality, in: The Handbook of Set-Theoretic
Topology, North-Holland, Amsterdam, 1984, pp. 685–732.
[11] S. Watson, Comments on separation, Topology Proc. 14 (1989) 315–372.
