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5Abstract
We study the scattering problem for the Schro¨dinger equation on the half-line with the
Robin boundary condition at the origin. We derive an expression for trace of the difference
of perturbed and unperturbed resolvent in terms of a Wronskian. This leads to a representa-
tion for the perturbation determinant and trace formulas of Buslaev-Faddeev type. We fur-
ther generalize the method used for obtaining trace formulas to matrix-valued Schro¨dinger
operator. We derive trace formulas for a star graph which satisfies Kirchhoff vertex con-
dition at origin. Finally, we apply the commutation method to matrix-valued Schro¨dinger
operator defined on the half-line with the Robin boundary condition at zero. We also obtain
sharp Lieb-Thirring inequalities and show how they can be used for related problems.
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Chapter 1
Introduction
1.1 Schro¨dinger operators and their spectrum
This thesis is devoted to some inequalities and identities for the discrete spectrum of
Schro¨dinger operators
−Δ+ V.
Here −Δ = −∑dj=1 ∂2∂x2j denotes the Laplacian in Rd, d ≥ 1, and V , which we will refer
to as potential function, denotes a sufficiently regular, real-valued function, which satisfies
some decay conditions at infinity.
The spectrum of the operator −Δ+ V consists of two parts, the continuous spectrum,
which covers the whole positive semiaxis [0,∞), and may be the discrete spectrum, which
consists of negative eigenvalues {λj}. The total number of negative eigenvalues is finite if
the potential V decays fast enough. It is countably infinite, with zero as the only accumu-
lation point, if it decays slowly.
The moments of the eigenvalues defined for γ ≥ 0 by
Tr(−Δ+ V )γ− :=
∑
j
|λj|γ, (1.1)
are important objects in the study of discrete spectrum of Schro¨dinger operators. Here and
below, x± = (|x| ± x)/2 denote the positive and negative part of numbers, functions and
self-adjoint operators.
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The outline of this chapter is as follows. In Section 1.2 we recall some known re-
sults about moments of negative eigenvalues (1.1), commonly known as Buslaev-Faddeev-
Zakharov (BFZ) trace formulas. In Section 1.3 we shall discuss some known results about
upper and lower bounds of (1.1) generally known as Lieb-Thirring and Schmincke inequal-
ities respectively. Sections 1.4 to 1.6 contain a summary of the new results of this thesis.
These include trace formulas of BFZ type for the half-line Schro¨dinger operator with Robin
boundary condition at zero, trace formulas of the same type for a star graph and some spec-
tral inequalities for a half-line Schro¨dinger operator.
1.2 Trace identities
We present some formulas describing the spectrum of Schro¨dinger operators in terms of the
potential V . These types of results are called trace formulas. Such formulas first appeared
in the paper of Gel’fand and Levitan ([15], 1953), where some identities for the eigenvalues
of a regular Sturm-Liouville operator were obtained. Later, Dikii ([13]) studied similar
formulas. Trace formulas for the Schro¨dinger operator −Δ + V (x) in L2(R) appeared
in the paper of Faddeev and Zakharov ([37], 1971). An essential ingredient in deriving
Faddeev-Zakharov trace formulas is the Jost function which we describe in the following.
Throughout this section we assume that ζ ∈ C\{0} and k ∈ R\{0}. Consider the
differential equation
− y′′ + V (x)y = ζ2y, x ∈ R, (1.2)
where V is a smooth, compactly-supported, real-valued function. Then there exist unique
solutions f(x, ζ) and g(x, ζ), known as Jost solutions, of the equations
−f ′′(x, ζ) + V f(x, ζ) = ζ2f(x, ζ) (1.3a)
−g′′(x, ζ) + V g(x, ζ) = ζ2g(x, ζ) (1.3b)
satisfying
f(x, ζ) = eiζx + o(1), x→ +∞ (1.4a)
g(x, ζ) = e−iζx + o(1), x→ −∞. (1.4b)
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Here and throughout in this thesis, the symbol prime indicates differentiation with respect
to the first argument x. Note that the functions f(x, ζ) and g(x, ζ) are the solutions of the
integral equations
f(x, ζ) = eiζx −
∫ ∞
x
ζ−1 sin ζ(x− t)V (t)f(t, ζ)dt, (1.5a)
g(x, ζ) = e−iζx +
∫ x
−∞
ζ−1 sin ζ(x− t)V (t)g(t, ζ)dt. (1.5b)
The pair of solutions (f(x, ζ), f(x,−ζ)) and (g(x, ζ), g(x,−ζ)) each form a full set of
linearly independent solutions of (1.2). Therefore, there exist complex numbers a(ζ), b(ζ),
c(ζ) and d(ζ) such that
f(x, ζ) = b(ζ)g(x, ζ) + a(ζ)g(x,−ζ) (1.6a)
g(x, ζ) = c(ζ)f(x, ζ) + d(ζ)f(x,−ζ). (1.6b)
From (1.6a) and (1.5) we see that
f(x,−k) = b(−k)g(x,−k) + a(−k)g(x, k) = f(x, k)
= b(k)g(x, k) + a(k)g(x,−k) = b(k)g(x,−k) + a(k)g(x, k).
Together with the linear independence of g(x, k) and g(x,−k), this implies that
a(−k) = a(k), b(−k) = b(k). (1.7)
The Wronskian of any two functions p and q is defined asW{p, q} := pq′ − p′q. It follows
from (1.3a) that for k ∈ R
d
dx
W{f(x, k), f(x,−k)} = 0.
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Therefore,
W{f(x, k), f(x,−k)} = f(x, k)f ′(x,−k)− f ′(x, k)f(x,−k)
= lim
x→∞
W{f(x, k), f(x,−k)} = −2ik. (1.8)
Similarly,
W{g(x, k), g(x,−k)} = g(x, k)g′(x,−k)− g′(x, k)g(x,−k)
= lim
x→−∞
W{g(x, k), g(x,−k)} = 2ik.
Using (1.6a), we can write the function a(k) as
a(k) = − 1
2ik
W{f(x, k), g(x, k)}. (1.9)
By using (1.6a), (1.7) and (1.8), we obtain
|a(k)|2 = 1 + |b(k)|2. (1.10)
The function a(k) extends analytically to the upper half-plane, C+ := {ζ ∈ C : Im ζ > 0},
and is called the Jost function. It has interesting properties: first, all complex zeros of the
function a(ζ) are simple and lie on the imaginary axis; then, a(ζ) = 0 if and only if λ = ζ2
is a negative eigenvalue of the operator −Δ+ V (x). The function |a(k)| is called the limit
amplitude.
Faddeev and Zakharov ([37]) derived a series of trace identities for the whole real-line
Schro¨dinger operator−Δ+V (x). The following two trace formulas have found interesting
applications in proving sharp bounds on the moments of negative eigenvalues. We shall
discuss this application in the next section:
N∑
j=1
|λj|1/2 = 1
4
∫ ∞
−∞
V (x) dx+
1
2π
∫ ∞
−∞
ln |a(k)| dk (1.11a)
N∑
j=1
|λj|3/2 = 3
16
∫ ∞
−∞
V 2(x) dx− 3
2π
∫ ∞
−∞
k2 ln |a(k)| dk. (1.11b)
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Faddeev-Zakharov trace formulas ([37]) were extended by Laptev and Weidl ([26])
to finite systems of one-dimensional Schro¨dinger operators. They considered the matrix
valued Schro¨dinger operator −Δ⊗ I+ V (x) in L2(R,Cn), where I is the identity operator
on Cn and V is a smooth, compactly-supported, Hermitian, matrix-valued function. They
obtained countably infinitely many trace formulas, whereof the most relevant to us are:
N∑
j=1
|λj|1/2 = 1
4
∫ ∞
−∞
TrV (x) dx+
1
2π
∫ ∞
−∞
ln | detA(k)| dk (1.12a)
N∑
j=1
|λj|3/2 = 3
16
∫ ∞
−∞
TrV 2(x) dx− 3
2π
∫ ∞
−∞
k2 ln | detA(k)| dk. (1.12b)
Here, A(k) is called the limit amplitude matrix and satisfies
| detA(k)|2 ≥ 1, k ∈ R\{0}. (1.13)
In fact, their result is more general, and is obtained for infinite-dimensional systems of
Schro¨dinger operators. Other related trace formulas for the whole line Schro¨dinger operator
as well as their generalizations to the multi-dimensional case have already been studied
extensively ([6, 7, 16, 22]).
Trace formulas of the above type for the half-line Schro¨dinger operator appeared in the
paper of Buslaev and Faddeev ([9], 1960). They studied trace formulas for the Schro¨dinger
operator H = −Δ + V (x) with boundary condition u(0) = 0 in L2[0,∞). Here, V (x)
is a real-valued potential function that is integrable on R+ = (0,∞) and has finite first
moment. Let f(x, ζ) be the Jost solution of the differential equation
− y′′ + V (x)y = ζ2y, x ∈ R+, (1.14)
satisfying the asymptotic (1.4a). Then f(x, ζ) and f(x,−ζ) are linearly independent solu-
tions of (1.14). If φ(x, ζ) is a regular solution of (1.14) satisfying
φ(0, ζ) = 0, φ′(0, ζ) = 1 (1.15)
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then
φ(x, ζ) = α(ζ)f(x, ζ) + β(ζ)f(x,−ζ).
Using the conditions (1.15) we calculate
φ(x, ζ) =
1
2iζ
{f(0,−ζ)f(x, ζ)− f(0, ζ)f(x,−ζ)}. (1.16)
In this case, the Jost function is f(0, ζ) and is analytic in the upper half-plane. Again, all
its zeros are simple and purely imaginary. Furthermore, f(0, ζ) = 0 if and only if λ = ζ2
is a negative eigenvalue of the operator H . For k ∈ R\{0} we put
f(0, k) = a(k)eiη(k), a(k) = |f(0, k)|.
The function a(k) is again called the limit amplitude and η(k) is called the phase shift.
These functions determine the asymptotics of the regular solution of the Schro¨dinger equa-
tion as x→∞. Indeed, comparing (1.4a) and (1.16), we find
φ(x, k) = k−1a(k) sin(kx− η(k)) + o(1), x→∞.
Buslaev and Faddeev ([9]) proved a series of trace identities for positive integer and half-
integer moments of the eigenvalues in terms of the limit amplitude a(k), and the phase shift
η(k) . The most relevant to us are:
N∑
j=1
|λj|1/2 = −1
4
∫ ∞
0
V (x) dx+
1
π
∫ ∞
0
ln a(k) dk (1.17a)
N∑
j=1
|λj| = 1
4
V (0) +
2
π
∫ ∞
0
(
η(k)− 1
2k
∫ ∞
0
V (x) dx
)
k dk. (1.17b)
These results were extended by Rybkin ([33, 4]) to longe-range potentials (non-integrable
on R+).
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1.3 Spectral inequalities
We recall some known results about lower and upper bounds for the moments of negative
eigenvalues of the operator−Δ+V in L2(Rd). We shall also discuss the sharpness of these
bounds and some related open problems.
1.3.1 Lieb-Thirring inequalities
For the Schro¨dinger operator −Δ + V , Lieb and Thirring ([30]) proved that for any γ >
max(0, 1− 1
2
d), there exist constants Lγ,d such that
Tr(−Δ+ V )γ− =
∑
j
|λj|γ ≤ Lγ,d
∫
Rd
V
γ+d/2
− (x) dx. (1.18)
The validity of (1.18) in the endpoint case γ = 0 and d ≥ 3 has been independently proved
by Cwikel, Lieb and Rozenblum ([11, 28, 32]) and is usually referred to as the Cwikel-
Lieb-Rozenblum or CLR inequality. The endpoint case γ = 1/2 and d = 1 has been later
verified in [35] by Weidl. It is also known that (1.18) does not hold for γ = 0 if d = 2 and
for 0 ≤ γ < 1/2 if d = 1. The main tool used for their proofs is the Birman-Schwinger
principle: this result relates the negative eigenvalues of a Schro¨dinger operator with the
eigenvalues of an integral operator.
If V ∈ Lγ+d/2(Rd), the inequalities (1.18) are accompanied by the Weyl type asymp-
totic formula
lim
α→+∞
α−γ−d/2Tr(−Δ+ αV )γ− = Lclγ,d
∫
Rd
V
γ+d/2
− dx, (1.19)
where Lclγ,d defined by
Lclγ,d = (2π)
−d
∫
Rd
(|ζ|2 − 1)γ− dζ =
Γ(γ + 1)
2dπd/2Γ(γ + d
2
+ 1)
, γ ≥ 0, (1.20)
is called the classical constant. The asymptotic formula (1.19) implies
Lclγ,d ≤ Lγ,d (1.21)
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for all d and γ whenever (1.18) holds. By using the Buslaev-Faddeev-Zakharov trace for-
mula (1.11b) along with (1.10), Lieb and Thirring ([30]) obtained
N∑
j=1
|λj|3/2 ≤ 3
16
∫ ∞
−∞
V 2−(x) dx, (1.22)
where the constant 3/16 is equal to the classical constant Lcl3/2,1. Similarly, using higher
order analogue trace formulas of (1.11b), they obtained
Lγ,d = L
cl
γ,d (1.23)
for d = 1 and γ = 2k+1
2
, k ≥ 1. Moreover, Aizenman and Lieb ([2]) have shown that
for a fixed d the ratio Lγ,d/Lclγ,d is a monotone non-increasing function of γ. Hence, for
d = 1, (1.23) is valid for all γ ≥ 3/2. Laptev and Weidl ([26]) first used the matrix
trace formula (1.12b) along with (1.13) to prove the matrix version of sharp Lieb-Thirring
inequality (1.22). Then, they applied a ”lifting” argument with respect to dimension and
proved (1.23) for d ∈ N and γ ≥ 3/2. From [30], it is also known that Lclγ,d < Lγ,d if d = 1
and 1/2 ≤ γ < 3/2, or γ < 1 and d ∈ N (see [20]).
The sharp value of Lγ,d is known for d = 1 and γ = 1/2. Indeed, Hundertmark, Lieb
and Thomas ([21]) proved that L1/2,1 = 2Lcl1/2,1 = 1/2. The sharp values of Lieb-Thirring
constants Lγ,d are otherwise unknown.
1.3.2 Schmincke inequality
Lieb-Thirring inequalities (1.18) give upper bounds for the moments of negative eigenval-
ues of the Schro¨dinger operator. In particular for d = 1 and γ = 1/2 we have the following
upper bound ∑
j
|λj|1/2 ≤ L1/2,1
∫ ∞
−∞
V−(x) dx,
where the sharp value of L1/2,1 is equal to 1/2. Additionally, a lower bound on the moments
of negative eigenvalues for d = 1 and γ = 1/2 is known.
Theorem 1.3.1 ([34, Schmincke]) If V is continuous, V (x) → 0 as |x| → ∞ and V ∈
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L1(R), then the following inequality holds
∑
j
|λj|1/2 ≥ 1
4
∫ ∞
−∞
V (x) dx, (1.24)
and the constant 1
4
is sharp.
One can derive (1.24) by using the trace formulas (1.11a) and (1.12a) along with (1.10) and
(1.13) in both the scalar and matrix-valued potential case.
As regards the case of one-dimensional Schro¨dinger operator in L2(R+), R+ = [0,∞),
subject to Robin boundary condition, we have the following
Theorem 1.3.2 ([8, Boumenir and Tuan ]) Let V ∈ L1(R+) and denote by {λj} the set of
negative eigenvalues of the operatorH(y) := −y
′′(x, λ)− V (x)y(x, λ) = −λy(x, λ), if x ∈ R+
y′(0, λ)− hy(0, λ) = 0,
where h, V (x) ∈ R. Then,
N∑
j=1
√
|λj| > 1
4
∫ ∞
0
V (x) dx− h
4
(1.25)
holds.
Inequality (1.25) differs from (1.24) by the boundary term −h
4
.
1.4 Trace formulas for Schro¨dinger operators on the half-line
In Chapter 2 we prove the analogue of the Buslaev-Faddeev trace formulas ([9]) for the
Schro¨dinger operator
H = H0 + V (x), H0 = −Δ, u′(0) = σu(0) (1.26)
acting on L2(R+). Here, σ ∈ R and the potential V is a real-valued potential, which satis-
fies some decay conditions at infinity. We denote the negative eigenvalues of the operator
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(1.26) by {λj}. Consider the ordinary differential equation
− u′′ + V (x)u = zu, z = ζ2, (1.27)
where ζ ∈ C and x ∈ R+. We are concerned with two particular solutions of this equation,
the regular solution φ and the Jost solution θ. The regular solution is characterized by the
conditions
φ(0, ζ) = 1, φ′(0, ζ) = σ, (1.28)
and the Jost solution by the asymptotics θ(x, ζ) ∼ eiζx as x→∞.
Let us introduce the so-called Jost functionw(ζ) defined as theWronskian of the regular
solution and the Jost solution of (1.27). This Wronskian is independent of x and is given
by
w(ζ) = σθ(0, ζ)− θ′(0, ζ).
The Jost function w(ζ) is analytic in the upper half-plane C+ = {ζ ∈ C : Im ζ ≥ 0}
and is continuous in ζ up to the real axis. We shall later prove that the complex zeros of the
function w(ζ) are simple and lie on the imaginary axis. Moreover, w(ζ) = 0 if and only if
λ = ζ2 is a negative eigenvalue of the operator (1.26).
We denote the resolvents of the unperturbed and perturbed operators byR0(z) = (H0−
z)−1 andR(z) = (H−z)−1, respectively. Our first main result expressesTr(R(z)−R0(z))
in terms of the Jost function.
Theorem 1.4.1 Assume that
∫∞
0
|V (x)| dx <∞. Then
Tr(R0(z)−R(z)) = 1
2ζ
(
w˙(ζ)
w(ζ)
+
i
σ − iζ
)
, ζ = z1/2, ζ ∈ C+. (1.29)
Here, w˙ denotes the derivative of w with respect to ζ . From this relation we infer that
perturbation determinant D(z), defined by (2.47), is given in terms of w by
D(z) =
w(
√
z)
σ − i√z .
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For s ∈ C, define
Ms(σ) :=
(−σ)
2s if σ < 0,
0 if σ ≥ 0.
(1.30)
Under some regularity and decay assumptions on the potential V , we shall prove countably
many trace identities. The first two formulas are
N∑
j=1
|λj|1/2 −M1/2(σ) = −1
4
∫ ∞
0
V (x) dx+
1
π
∫ ∞
0
ln a(k) dk, (1.31a)
N∑
j=1
|λj| −M1(σ) = −1
4
V (0) +
2
π
∫ ∞
0
(
η(k)−
∫∞
0
V (x) dx
2k
)
k dk, (1.31b)
where a(k) and η(k) are the corresponding limit amplitude and phase shift respectively, for
the Robin boundary problem. One can see that if σ ≥ 0, then H0 has purely absolutely
continuous spectrum R+. If σ < 0, then H0 has the simple negative eigenvalue −σ2 and
purely absolutely continuous spectrum onR+. Hence the first two terms
∑N
j=1 |λj|−M1(σ)
of the left-hand side of (1.31b) correspond to the shift of the discrete spectrum between H
and H0. Similarly, the last term on the right-hand side corresponds to the shift of the
absolutely continuous spectrum.
Along with (1.31a), (1.31b) and their higher-order analogue, we shall also prove a trace
formula of order zero, the so-called Levinson formula for the Schro¨dinger operator H with
Robin boundary condition.
1.5 Trace formulas for Schro¨dinger operators on a star graph
In Chapter 3 we shall consider a star graph and derive trace formulas for a self-adjoint
Schro¨dinger operator defined on that graph. We substantially use papers of Harmer ([17,
18, 19]) for obtaining trace formulas. First, we recall some related definitions.
Definition 1.5.1 1. A graph, denoted by Γ = (V,E), consists of a set V of finite or
countably infinite vertices and a set E of edges connecting the vertices.
2. A metric graph (Γ, `) is a graph together with a metric function: ` : E → (0,∞].
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3. The space L2(Γ) on Γ consists of the functions that are measurable and square-
integrable on each edge e ∈ E and such that
||f ||2L2(Γ) =
∑
e∈E
||f ||2L2(e) <∞.
4. A quantum graph (Γ, `,H) is a metric graph together with a differential operator H
(not necessarily self-adjoint).
5. A star graph is a quantum graph with a finite number of half-lines, [0,∞), connected
at a single vertex, zero. In addition, we assume that there are no finite length edges.
The self-adjointness of the Schro¨dinger operator
H = −Δ+ V (x) (1.32)
acting in L2(Γ) depends on the choice of boundary value conditions at the vertices (Vertex
conditions). The vertex condition wherewith we shall be concerned is often called ”Kirch-
hoff” or ”Neumann” condition and is defined by
f is continuous on Γ∑
e∈Ev
df
dxe
(v) = 0, for all e ∈ E.
Here xe denotes the real coordinate along the edge e and Ev denotes the set of edges e
incident to the vertex v. The derivatives d
dxe
are taken in outward directions.
The Schro¨dinger operator (1.32) subject to the Kirchhoff vertex conditions is a self-
adjoint operator in L2(Γ) (see [25, 23, 19]). For a more detailed discussion on quantum
graphs and other types of self-adjoint vertex conditions, we refer to the survey article of
Kuchment ([25]).
Let Γp be a star graph with p infinite length edges with Kirchhoff vertex conditions at
the single vertex zero. We identify the Schro¨dinger equation on the star graph Γp with the
matrix Schro¨dinger equation
− Y ′′ + V (x)Y = zY, z = ζ2, x ∈ R+, ζ ∈ C, (1.33)
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where the potential matrix V (x) is a real p × p diagonal matrix such that |V (x)| goes to
zero as x→ +∞.
The most general boundary condition at x = 0 for (1.33) is stated in [19] in terms of a
constant p× p unitary matrix U as
− B†Y (0) + A†Y ′(0) = 0, (1.34)
where the dagger denotes the Hermitian conjugate. The constant p × p matrices A and B
are given by
A :=
1
2
(U + I), B :=
i
2
(U − I), (1.35)
where I is the p× p identity matrix. For an appropriate choice of U the boundary condition
(1.34) becomes the Kirchhoff boundary condition. For a three lines star graph Γ3 we can
for example choose
U =
1
3

−1 2 2
2 −1 2
2 2 −1
 .
We denote the p× p-matrix-valued regular solution of (1.33) by Φ(x, ζ), which satisfies
Φ(0, ζ) = A, Φ′(0, ζ) = B.
and by Θ(x, ζ) the p× p-diagonal matrix-valued Jost solution, which satisfies
Θ(x, ζ) = eiζx[I+ o(1)], Θ′(x, ζ) = iζeiζx[I+ o(1)], x→ +∞.
The Jost matrix is defined as
J(ζ) = Θ(0,−ζˉ)†B −Θ′(0,−ζˉ)†A.
The complex zeros of det J(ζ) are purely imaginary and are related to the negative eigen-
values of (1.33).
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Because of computational difficulty we will restrict ourself to the case when the star
graph has only three half-lines, i.e., when p = 3. For this particular case we shall prove the
following trace formulas
N∑
j=1
|λj|1/2 = −1
4
∫ ∞
0
TrV (x) dx+
1
π
∫ ∞
0
ln a(k) dk,
N∑
j=1
|λj| = 1
12
TrV (0) +
2
π
∫ ∞
0
(
η(k)−
∫∞
0
TrV (x) dx
2k
)
k dk,
N∑
j=1
|λj|3/2 = 3
16
(
1
3
TrV ′(0) +
∫ ∞
0
TrV 2(x) dx
)
− 3
π
∫ ∞
0
(
ln a(k)−
1
3
TrV (0)
(2k)2
)
k2 dk.
where a(k) and η(k) are the corresponding limit amplitude and phase shift respectively.
1.6 Some spectral inequalities for a half-line Schro¨dinger operator
Soon after the publication of celebrated paper [26] of Laptev and Weidl concerning sharp
values of Lieb-Thirring constants, an alternative proof by R. Benguria and M. Loss ap-
peared in [5]. The proof is based on so-called factorization method commonly known as
Commutation method. The basic idea is to factorize the operator H = −Δ − V , say with
V ≥ 0, V ∈ C∞0 (R) and support suppV ⊂ [−a, a], as a product of two first order oper-
ators. Let −λ1 be the lowest eigenvalue and u1(x) be the corresponding eigenfunction of
the operatorH . It is well known that one can choose u1 to be strictly positive, then outside
the range of the potential we have
u1(x) =
C1e
−√λ1x if x > a
C2e
√
λ1x if x < −a,
where C1 and C2 are constants. Thus, the logarithmic derivative
f1 :=
u′1(x)
u1(x)
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is well defined and satisfies the Riccati equation
f ′1 + f
2
1 = λ1 − V (x) (1.37)
together with the conditions
u1(x) =
−
√
λ1 if x > a
√
λ1 if x < −a.
(1.38)
One can check that
H = Q∗Q− λ1,
where Q = d
dx
− f1 and Q∗ = − ddx − f1. Now the new Schro¨dinger operator
H˜ = QQ∗ − λ1 = − d
2
dx2
− f ′1 + f 21 − λ1 = −
d2
dx2
− V − 2f ′1,
has the same negative spectrum as that of H , except that the eigenvalue −λ1 has been
removed. Let V1 := V + 2f ′1. By the Riccati Equation (1.37) and (1.38) one computes∫ ∞
−∞
V 21 dx =
∫ ∞
−∞
(V + 2f ′1)
2 dx =
∫ ∞
−∞
V 2 dx− 16
3
λ
3/2
1 .
Thus,
N∑
j=1
λ
3/2
j −
3
16
∫ ∞
−∞
V 2(x) dx =
N∑
j=2
λ
3/2
j −
3
16
∫ ∞
−∞
V 21 dx. (1.39)
By continuing this process and removing all the eigenvalues one by one, the first term on
the right-hand side of (1.39) disappears and we are left with
N∑
j=1
λ
3/2
j −
3
16
∫ ∞
−∞
V 2(x) dx = − 3
16
∫ ∞
−∞
V 2N dx,
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where VN = V + 2
∑N
j=1 f
′
j . This implies the sharp Lieb-Thirring inequality
N∑
j=1
λ
3/2
j ≤
3
16
∫ ∞
−∞
V 2(x) dx.
In chapter 4 we generalize this approach to the study of spectral inequalities for Schro¨dinger
operators on R+ with Robin boundary conditions and give some applications of this result.
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Chapter 2
Trace Formulas for Schro¨dinger
Operators on the Half-line
In this chapter we present our joint paper with Semra Demirel published in Bulletin of
Mathematical Sciences ([12]). The outline of this chapter is as follows. We consider the
differential equation
− u′′ + V (x)u = zu, z = ζ2, (2.1)
where ζ ∈ C and x ∈ R+. We are concerned with two particular solutions of this equa-
tion, the regular solution ϕ and the Jost solution θ. The first one is characterized by the
conditions
ϕ(0, ζ) = 1, ϕ′(0, ζ) = σ, (2.2)
and the latter one by the asymptotics θ(x, ζ) ∼ eiζx as x→∞.
In Section 2.1 we prove existence and uniqueness of the regular solution. The corre-
sponding properties of the Jost solution are well-known. Further, we introduce a quantity
w(ζ), which we call the Jost function. We emphasize that this function depends on σ and
does not coincide with what is called the Jost function in the Dirichlet case. More precisely,
w(ζ) is defined as the Wronskian of the regular solution and the Jost solution of (2.1). It
turns out that
w(ζ) = σθ(0, ζ)− θ′(0, ζ).
Section 2.2 contains our first main result. Denoting the resolvents of the unperturbed
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and perturbed operators by R0(z) = (H0 − z)−1 and R(z) = (H − z)−1, respectively, we
derive an expression for Tr(R(z)−R0(z)) in terms of the Jost function.
Theorem 2.0.1 Assume that
∫∞
0
|V (x)| dx <∞. Then
Tr(R0(z)−R(z)) = 1
2ζ
(
w˙(ζ)
w(ζ)
+
i
σ − iζ
)
, ζ = z1/2, Im ζ > 0. (2.3)
From this relation we get a representation for the perturbation determinant in terms ofw(ζ).
Section 2.3 deals with the asymptotic expansion of the perturbation determinant, which
we shall use to derive trace identities in Section 2.4. For complex numbers s, we define the
function
Ms(σ) :=
(−σ)
2s if σ < 0,
0 if σ ≥ 0.
Under some regularity and decay assumptions on the potential V we prove infinitely many
trace identities.
2.1 The regular solution and the Jost solution
In this section, we prove existence and uniqueness of the regular solution and recall some
elementary results about the Jost solution. The σ-dependent Jost function is studied.
2.1.1 The associated Volterra equation and some auxiliary estimates
Existence and uniqueness of the regular solution of (2.1) can be proved by using Volterra
integral equations. For different boundary conditions, equation (2.1) is associated with
different Volterra integral equations.
Lemma 2.1.1 Let V ∈ L(loc)1 (R+) and consider equation (2.1) on functions ϕ ∈ C1(R+),
such that ϕ′ is absolutely continuous. Then (2.1) with boundary conditions (2.2) is equiva-
lent to the Volterra equation
ϕ(x, ζ) = cos(ζx) +
σ
ζ
sin(ζx) +
1
ζ
∫ x
0
sin(ζ(x− y))V (y)ϕ(y, ζ) dy, (2.4)
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considered on locally bounded functions ϕ.
Proof Suppose that equation (2.1) holds for ϕ. Then the equality∫ x
0
ζ−1 sin(ζ(x− y))V (y)ϕ(y, ζ) dy =
∫ x
0
ζ−1 sin(ζ(x− y)) (ϕ′′(y, ζ) + ζ2ϕ(y, ζ)) dy
is true. We integrate the right-hand side twice by parts. Taking into account boundary
conditions (2.2), we see that the right-hand side equals ϕ(x, ζ)−cos(ζx)− σ
ζ
sin(ζx). Thus
equation (2.4) follows. Conversely, assume that equation (2.4) holds. Then ϕ ∈ C1loc(R+)
and
ϕ′(x, ζ) = −ζ sin(ζx) + σ cos(ζx) +
∫ x
0
cos(ζ(x− y))V (y)ϕ(y, ζ) dy. (2.5)
Therefore ϕ′ is absolutely continuous and
ϕ′′(x, ζ) = −ζ2 cos(ζx)−σζ sin(ζx)+V (x)ϕ(x, ζ)− ζ
∫ x
0
sin(ζ(x− y))V (y)ϕ(y, ζ) dy.
(2.6)
Comparing (2.6) with (2.4), we obtain equation (2.1). Inserting x = 0 in (2.4) and (2.5) for
ϕ(x, ζ) and ϕ′(x, ζ), we see that boundary conditions (2.2) are fullfilled. ¤
In the following Lemma it is proved that the regular solution ϕ(x, ζ) of (2.1) with
boundary conditions (2.2) exists uniquely.
Lemma 2.1.2 Let V ∈ L(loc)1 (R+). Then for all ζ ∈ C, equation (2.1) has a unique solution
ϕ(x, ζ) satisfying (2.2). For any fixed x ≥ 0, ϕ(x, ζ) = ϕ(x,−ζ) is an entire function of
the variable z = ζ2. Moreover, for σ 6= 0 we have the estimate∣∣∣∣ϕ(x, ζ)− cos(ζx)− σζ sin(ζx)
∣∣∣∣ ≤ c˜|σ|xe| Im ζ|x(exp(c
∫ x
0
|V (y)|(1 + |σ|y) dy
|σ|
)
− 1
)
.
(2.7)
If σ = 0, then the estimate
|ϕ(x, ζ)− cos(ζx)| ≤ c˜e| Im ζ|x
(
exp
(
cx
∫ x
0
|V (y)| dy
)
− 1
)
(2.8)
holds.
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Proof We construct a solution of integral equation (2.4), which by Lemma 2.1.1 is equiv-
alent to the solution of (2.1). Set ϕ0(x, ζ) = cos(ζx) + σζ sin(ζx),
ϕn+1(x, ζ) =
∫ x
0
ζ−1 sin(ζ(x− y))V (y)ϕn(y, ζ) dy, n ≥ 0. (2.9)
Inductively one shows that all ϕn(x, ζ) are entire functions of ζ2. First, we consider the
case when σ 6= 0. Using the estimates
∣∣∣∣sin(ζ(x− y))ζ
∣∣∣∣ ≤ c|x−y|e| Im ζ|(x−y) and ∣∣∣∣cos(ζx) + σζ sin(ζx)
∣∣∣∣ ≤ c˜e| Im ζ|x(1+|σ|x),
(2.10)
we obtain
|ϕ1(x, ζ)| ≤ cc˜xe| Im ζ|x
∫ x
0
|V (y)|(1 + |σ| y) dy.
Successively, we have for all n ≥ 1,
|ϕn(x, ζ)| ≤ c
nc˜
n! |σ|n−1xe
| Im ζ|x
(∫ x
0
|V (y)|(1 + |σ| y) dy
)n
, (2.11)
which follows by an induction argument. Indeed, it follows from (2.9), (2.10) and (2.11)
that
|ϕn+1(x, ζ)| ≤ c
n+1c˜
n! |σ|n−1 e
| Im ζ|x
∫ x
0
(x− y)y|V (y)|
(∫ y
0
|V (t)|(1 + |σ| t) dt
)n
dy.(2.12)
As |σ| > 0, we have y ≤ |σ|−1 (1 + |σ|y). Thus, the right-hand side in equation (2.12) is
bounded by
cn+1c˜
n!|σ|n e
| Im ζ|x
∫ x
0
(1 + |σ|y)(x− y)|V (y)|
(∫ y
0
|V (t)|(1 + |σ|t) dt
)n
dy,
which is the same as
cn+1c˜
n!|σ|n e
| Im ζ|x
∫ x
0
(x− y)
n+ 1
d
dy
(∫ y
0
|V (t)|(1 + |σ|t) dt
)n+1
dy.
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Finally, the last term is bounded from above by
cn+1c˜
(n+ 1)!|σ|n e
| Im ζ|xx
(∫ x
0
|V (y)|(1 + |σ|y) dy
)n+1
.
Thus, the limit
ϕ(x, ζ) := lim
N→∞
N∑
n=0
ϕn(x, ζ) (2.13)
exists uniformly for bounded ζ , x and |σ| > 0. Putting together definitions (2.9) and (2.13),
we see that
N∑
n=0
ϕn(x, ζ) = cos(ζx)+
σ
ζ
sin(ζx)−ϕN+1(x, ζ)+
∫ x
0
ζ−1 sin(ζ(x−y))V (y)
(
N∑
n=0
ϕn(y, ζ)
)
dy.
From this equation, we obtain in the limit N →∞ equation (2.4). To prove estimate (2.7),
we consider ∣∣∣∣ϕ(x, ζ)− cos(ζx)− σζ sin(ζx)
∣∣∣∣ =
∣∣∣∣∣ limN→∞
N∑
n=1
ϕn(x, ζ)
∣∣∣∣∣ . (2.14)
Because of (2.11), the right-hand side in (2.14) is bounded from above by
c˜|σ|xe| Im ζ|x
∞∑
n=1
1
n!
(
c
∫ x
0
|V (y)|(1 + |σ|y) dy
|σ|
)n
= c˜|σ|xe| Im ζ|x
(
exp
(
c
∫ x
0
|V (y)|(1 + |σ|y) dy
|σ|
)
− 1
)
. (2.15)
If σ = 0, then we use the same estimates (2.10) and get successively,
|ϕn(x, ζ)| ≤ c
nc˜xn
n!
e| Im ζ|x
(∫ x
0
|V (y)| dy
)n
.
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From this estimate it follows that
|ϕ(x, ζ)− cos(ζx)| ≤ c˜e| Im ζ|x
∞∑
n=1
1
n!
(
cx
∫ x
0
|V (y)| dy
)n
= c˜e| Im ζ|x
(
exp
(
cx
∫ x
0
|V (y)| dy
)
− 1
)
, (2.16)
which proves estimate (2.8). The uniqueness of a bounded solution of equation (2.4) can
be proved by contradiction. Suppose that ϕ1 and ϕ2 are two different solutions of equation
(2.4). Then ϕ1 − ϕ2 satisfies the corresponding homogeneous equation and is bounded for
an arbitrary n, by the right-hand side of (2.11) and hence is zero. Therefore ϕ1 = ϕ2. ¤
2.1.2 The Jost solution and the Jost function
The so-called Jost solution, which was first studied by Jost, is important in scattering theory.
This solution of equation (2.1) is characterized by the asymptotics θ(x, ζ) ∼ eiζx as x →
∞. It is proved, e.g., in [36], that under the assumption∫ ∞
0
|V (x)| dx <∞, (2.17)
equation (2.1) has for all ζ 6= 0, ζ ∈ C+, a unique solution θ(x, ζ) satisfying as x → ∞
the conditions
θ(x, ζ) = eiζx(1 + o(1)), θ′(x, ζ) = iζeiζx(1 + o(1)). (2.18)
For any fixed x ≥ 0, the function θ(x, ζ) is analytic in ζ in the upper half-plane ζ ∈ C+
and continuous in ζ up to the real axis. Moreover, it satisfies the estimates
|θ(x, ζ)− eiζx| ≤ e− Im ζx
(
exp(|ζ|−1
∫ ∞
x
|V (y)| dy)− 1
)
and consequently, for |ζ| ≥ c > 0,
|θ(x, ζ)− eiζx| ≤ C|ζ|−1e− Im ζx
∫ ∞
x
|V (y)| dy, (2.19)
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where C depends on c and the value of the integral (2.17) only. We will need an analogue
of estimate (2.19) for the derivative of the Jost solution.
Lemma 2.1.3 Assume condition (2.17) and ζ 6= 0, ζ ∈ C+. Then for the derivative of the
solution θ(x, ζ) with asymptotics (2.18), the following estimate holds
|θ′(x, ζ)− iζeiζx| ≤ e− Im ζx|ζ|
(
exp
(
|ζ|−1
∫ ∞
x
|V (y)| dy
)
− 1
)
. (2.20)
Moreover, for |ζ| ≥ k > 0, we have
|θ′(x, ζ)− iζeiζx| ≤ Ke− Im ζx
∫ ∞
x
|V (y)| dy, (2.21)
whereK depends only on k and the value of the integral (2.17).
The proof of this Lemma follows closely the arguments of [36]. For the sake of com-
pleteness, we provide the necessary modifications in the Appendix A.
Next, we study some properties of the σ-dependent Jost function. Below we suppose
that condition (2.17) is satisfied and that ζ ∈ C+.
Definition 2.1.4 We denote by
w(ζ) := ϕ′(x, ζ)θ(x, ζ)− θ′(x, ζ)ϕ(x, ζ) (2.22)
the Wronskian of the regular solution and the Jost solution of the Schro¨dinger equation
(2.1). The Wronskian w(ζ) is called the Jost function.
Setting x = 0 in (2.22), we see that
w(ζ) = σθ(0, ζ)− θ′(0, ζ). (2.23)
The Jost function w(ζ) is analytic in ζ in the upper half-plane ζ ∈ C+ and is continuous in
ζ up to the real axis. Moreover, it follows from (2.19) and (2.21) that
w(ζ) = −iζ +O(1), |ζ| → ∞, ζ ∈ C+. (2.24)
Chapter 2. Trace Formulas for Schro¨dinger Operators on the Half-line 33
Remark 2.1.5 Usually, in the literature the Wronskian wD of the Jost solution and the
regular solution satisfying a Dirichlet boundary condition is called the Jost function. In
our case of Robin boundary condition (2.2), the Wronskian differs from the usual one and
depends on σ. We emphasize, that for every σ ∈ R, the function w(ζ) grows linearly in
ζ as |ζ| → ∞, whereas in the Dirichlet case we have for the corresponding Jost function
wD(ζ) = 1 + O(|ζ|−1), |ζ| → ∞.
Our next goal is to give an integral representation for w(ζ).
Lemma 2.1.6 For ζ ∈ C+, ζ 6= 0, the following representation for the Jost function holds
w(ζ) = σ − iζ +
∫ ∞
0
eiζyV (y)ϕ(y, ζ) dy. (2.25)
The proof of this Lemma relies on the following formula. For ζ ∈ C+,
lim
x→∞
eiζx (ϕ′(x, ζ)− iζϕ(x, ζ)) = w(ζ). (2.26)
To show this, one can introduce, as in [36], for all ζ with ζ ∈ C+ a solution of equation
(2.1), which is linearly independent of θ(x, ζ). Set
τ(x, ζ) = −2iζθ(x, ζ)
∫ x
x0
θ(y, ζ)−2 dy, x ≥ x0,
where x0 = x0(ζ) is chosen such that θ(x, ζ) 6= 0 for all x ≥ x0. Then τ(x, ζ) satisfies
equation (2.1) and according to (2.18),
τ(x, ζ) = e−iζx(1 + o(1)), τ ′(x, ζ) = −iζe−iζx(1 + o(1)),
as x→∞. SinceW{θ(ζ), τ(ζ)} = 2iζ , we find that
ϕ(x, ζ) =
1
2iζ
((στ(0, ζ)− τ ′(0, ζ))θ(x, ζ)− (σθ(0, ζ)− θ′(0, ζ))τ(x, ζ)) . (2.27)
Equation (2.26) now follows from (2.27). Given (2.26), we can prove Lemma 2.1.6.
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Proof of Lemma 2.1.6 The differential equation (2.1) implies that∫ x
0
eiζyV (y)ϕ(y, ζ) dy =
∫ x
0
eiζyϕ′′(y, ζ) dy + ζ2
∫ x
0
eiζyϕ(y, ζ) dy.
We integrate the first integral in the right-hand side twice by parts and get∫ x
0
eiζyV (y)ϕ(y, ζ) dy = eiζx (ϕ′(x, ζ)− iζϕ(x, ζ))− σ + iζ.
Passing to the limit x → ∞ in the above equation and using (2.26), we arrive at (2.25) for
ζ ∈ C+. By continuity, (2.25) can be extended to the real axis. ¤
As the Jost solution of equation (2.1) is unique, it follows that
θ(x, ζ) = θ(x,−ζ), θ′(x, ζ) = θ′(x,−ζ) and hence w(ζ) = w(−ζ). (2.28)
For real numbers k > 0 both Jost solutions θ(x, k) and θ(x,−k) of the equation
− u′′ + V (x)u = k2u, k > 0, (2.29)
are correctly defined and their WronskianW{θ(∙, k), θ(∙,−k)} equals 2ik. Thus, they are
linearly independent. In particular, we get from (2.28),
θ(x,−k) = θ(x, k) and hence w(−k) = w(k). (2.30)
It is useful to express the regular solution in terms of the Jost solutions as follows,
ϕ(x, k) =
1
2ik
(θ(x, k)w(−k)− θ(x,−k)w(k)) . (2.31)
Indeed, it is easy to verify that the right-hand side of (2.31) satisfies equation (2.29) and
conditions (2.2).
Now, we introduce the limit amplitude and phase shift for real values of k.
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Definition 2.1.7 Set
w(k) = a(k)eiη(k)(σ − ik), a(k) = |w(k)|√
σ2 + k2
. (2.32)
The functions a(k) and η(k) are called the limit amplitude and the limit phase, respectively.
These functions determine the asymptotics of the regular solution of the Schro¨dinger equa-
tion as x→∞. Indeed, comparing (2.18) and (2.31), we find
ϕ(x, k) =
1
2ik
(
eikxw(−k)− e−ikxw(k))+ o(1), x→∞.
Furthermore,
w(−k) = w(k) = a(k)e−iη(k)(σ + ik).
Thus,
ϕ(x, k) = a(k)
1
2ik
(
(σ + ik)ei(kx−η(k)) − (σ − ik)e−i(kx−η(k)))+ o(1), x→∞.
This asymptotic behavior should be compared with the exact expression for the solution
ϕ0(x, ζ) of the equation −ϕ′′ = ζ2ϕ satisfying the conditions (2.2), namely,
ϕ0(x, ζ) = (2iζ)
−1((σ + iζ)eiζx − (σ − iζ)e−iζx).
Finally, we note that
w(k) 6= 0 for all k > 0. (2.33)
Indeed, if there was a number k such that w(k) = 0, then it would follow from relations
(2.30) and (2.31) that ϕ(x, k) = 0 for all x.
2.2 A Trace formula and the perturbation determinant
We consider the Hamiltonian
H = −Δ+ V (x), V = V , (2.34)
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with boundary condition (2.2) in the space L2(R+). More precisely, the operatorH subject
to the Robin boundary condition is defined through the following quadratic form∫ ∞
0
(|u′(x)|2 + V (x)|u(x)|2) dx+ σ|u(0)|2
with form domain H1(R+). By H0 = −Δ we denote the free Hamiltonian with the same
boundary condition (2.2) but with V ≡ 0. The resolvents ofH andH0 are denoted byR(z)
and R0(z), respectively.
In this section, we derive an expression for Tr (R(z)−R0(z)) in terms of the Jost
function. From this relation we get a representation for the perturbation determinant.
It is a well-known fact that R(z) can be constructed in terms of solutions ϕ(x, ζ) and
θ(x, ζ) of equation (2.1) and their Wronskian (2.22). Suppose that (2.17) holds. Then for
all z such that Im z 6= 0 and w(ζ) 6= 0, the resolvent is the integral operator with kernel
R(x, y; z) = w−1(ζ)ϕ(x, ζ)θ(y, ζ), x ≤ y, ζ = z1/2, (2.35)
and R(x, y; z) = R(y, x; z). Moreover, the estimate
|R(x, y; z)| ≤ c|w(ζ)|−1|ζ|−1 exp(− Im ζ|x− y|)
holds. We note that in the particular case V ≡ 0, the unperturbed resolvent R0(z) has the
integral kernel
R0(x, y; z) = R0(y, x; z) =
((σ + iζ)eiζx − (σ − iζ)e−iζx)eiζy
2iζ(σ − iζ) , x ≤ y. (2.36)
The self-adjoint operator H has discrete negative spectrum, which consists of negative
eigenvalues λj = (iκj)2, κj > 0, which possibly accumulate at zero. It is important to
note that the zeros of the function w(ζ) and the eigenvalues of H are related as follows.
Lemma 2.2.1 The complex zeros of the function w(ζ) are simple and lie on the imaginary
axis. Moreover, w(ζ) = 0 if and only if λ = ζ2 is a negative eigenvalue of the operator H .
Proof First, assume that w(ζ) = 0 for ζ ∈ C+. Then the Jost function θ(x, ζ) fullfills
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boundary conditions (2.2) and is in the space L2(R+) because of (2.18) and the positive
imaginary part of ζ . Thus θ(x, ζ) is an eigenfunction of the operator H corresponding to
the eigenvalue λ = ζ2. Since H is self-adjoint, it follows that λ < 0. Conversely, assume
that λ is an eigenvalue of H . Then its resolvent R(z) has a pole in λ. Therefore, it follows
from (2.35) that w(ζ) = 0. As the resolvent of a self-adjoint operator has only simple
poles, the zeros of w(ζ) are simple. ¤
Remark 2.2.2 It follows from the proporties of the regular solution and Jost solution, that
the resolvent kernel (2.35) is an analytic function in the upper half-plane ζ ∈ C+, except
for simple poles at eigenvalues ofH . In view of (2.33), the resolvent kernel is a continuous
function of z up to the cut along [0,∞) with the possible exception of the point z = 0.
Proposition 2.2.3 Assume Condition (2.17), then
Tr(R0(z)−R(z)) = 1
2ζ
(
w˙(ζ)
w(ζ)
+
i
σ − iζ
)
, ζ = z1/2, ζ ∈ C+. (2.37)
Proof Since R − R0 is a trace class operator and kernels of the operators R and R0 are
continuous functions, we have
Tr(R(z)−R0(z)) = lim
x→∞
∫ x
0
(R(y, y; z)−R0(y, y; z)) dy. (2.38)
Using (2.36), we first compute
2ζ
∫ x
0
R0(y, y; z) dy =
1
i(σ − iζ)
(
σ + iζ
2iζ
e2iζx − (σ − iζ)x− σ + iζ
2iζ
)
. (2.39)
The following equation is true for any two arbitrary solutions of equation (2.1)
2ζϕ(x, ζ)θ(x, ζ) = (ϕ′(x, ζ)θ˙(x, ζ)− ϕ(x, ζ)θ˙′(x, ζ))′. (2.40)
Applying (2.40) to the regular solution ϕ(x, ζ) and the Jost solution θ(x, ζ), we get
2ζw(ζ)
∫ x
0
R(y, y; z) dy = 2ζ
∫ x
0
ϕ(y, ζ)θ(y, ζ) dy (2.41)
=
[
ϕ′(y, ζ)θ˙(y, ζ)− ϕ(y, ζ)θ˙′(y, ζ)
]x
0
. (2.42)
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Note that the contribution of the right-hand side in (2.41) for y = 0 is
ϕ′(0, ζ)θ˙(0, ζ)− ϕ(0, ζ)θ˙′(0, ζ) = σθ˙(0, ζ)− θ˙′(0, ζ) = w˙(ζ). (2.43)
Consider now the case of potentials of compact support. Then, for all ζ ∈ C , we have
θ(x, ζ) = eiζx for sufficiently large x. Further, in this case we can generalize (2.31) to
complex ζ , namely
ϕ(x, ζ) =
1
2iζ
(θ(x, ζ)w(−ζ)− θ(x,−ζ)w(ζ)) . (2.44)
For large x we have,
θ(x, ζ) = eixζ , θ′(x, ζ) = iζeixζ , θ˙(x, ζ) = ixeixζ , θ˙′(x, ζ) = (i− xζ)eixζ .
Taking into account, that since ζ ∈ C+, the terms containing e2ixζ tend to zero as x → ∞
and using (2.44), we get for sufficiently large x
ϕ′(x, ζ)θ˙(x, ζ)− ϕ(x, ζ)θ˙′(x, ζ) = (ix+ (2ζ)−1)w(ζ) + o(1). (2.45)
Combining (2.43) and (2.45), we arrive at
2ζ
∫ x
0
R(y, y; z) dy = ix+
1
2ζ
− w˙(ζ)
w(ζ)
+ o(1). (2.46)
Finally, we conclude from (2.39) and (2.46) that
lim
x→∞
∫ x
0
(R0(y, y; z)−R(y, y; z)) dy = 1
2ζ
(
w˙(ζ)
w(ζ)
+
i
σ − iζ
)
+ o(1).
This proves (2.37) for compactly supported potentials V . By density arguments (see [36,
Prop. 4.5.3]) based on the fact, that
√|V |(H0+ I)−1/2 is a Hilbert-Schmidt operator under
condition (2.17), the result can be extended to all potentials V satisfying this condition. ¤
We conclude this section by relating the Jost function to the perturbation determinant.
Since
√|V |(H0 + I)−1/2 is a Hilbert-Schmidt operator, the operator √V R0(z)√|V | is a
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trace class operator (here √V := (sgn V )√|V |) and therefore the (modified) perturbation
determinant
D(z) := det(I +
√
V R0(z)
√
|V |), z ∈ ρ(H0) (2.47)
is well-defined. Here ρ(H0) denotes the resolvent set of the operator H0. Furthermore, it
can easily be verified that the perturbation determinant is related to the trace of the resolvent
difference by
D′(z)
D(z)
= Tr(R0(z)−R(z)), z ∈ ρ(H0) ∩ ρ(H).
Thus, it follows from (2.37) that
D′(z)
D(z)
=
1
2ζ
d
dζ
(lnw(ζ)− ln(σ − iζ)) = 1
2ζ
d
dζ
ln
(
w(ζ)
σ − iζ
)
=
(
w(
√
z)
σ−i√z
)′
(
w(
√
z)
σ−i√z
) .
Therefore, we conclude that D(z) = Cw(
√
z)/(σ − i√z). Because of the asymptotics
(2.24), it follows that
D(z) =
w(
√
z)
σ − i√z .
This is the sought after relation.
2.3 Low and High-energy asymptotics
Here we derive an asymptotic expansion of the perturbation determinantD(ζ) as |ζ| → ∞.
2.3.1 High-energy asymptotics
In this subsection, we assume that V ∈ C∞(R+) and that
|V (j)(x)| ≤ Cj(1 + x)−ρ−j , ρ ∈ (1, 2], j ∈ N0. (2.48)
The asymptotic expansion of the Jost solution θ(x, ζ) for |ζ| → ∞ can be found, e.g., in
[36]. Thereby, it is more convenient to consider the function b(x, ζ) defined by
b(x, ζ) := e−ixζθ(x, ζ). (2.49)
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Note that equation (2.1) for θ(x, ζ) is equivalent to the equation
− b′′(x, ζ)− 2iζb′(x, ζ) + V (x)b(x, ζ) = 0. (2.50)
It follows from (2.49) that asymptotics (2.18) and the asymptotics
b(x, ζ) = 1 + o(1), b′(x, ζ) = o(1), x→∞, (2.51)
are equivalent to each other. For an arbitrary N , the equality
b(x, ζ) =
N∑
n=0
bn(x)(2iζ)
−n + rN(x, ζ) (2.52)
holds with the remainder satisfying the estimates
|∂jrN(x, ζ)/∂xj| ≤ CN,j|ζ|−N−1(1 + |x|)−(N+1)(ρ−1)−j, j ∈ N0,
for all x ≥ 0 and ζ ∈ C+, |ζ| ≥ c > 0. Here b0(x) = 1 and bn(x) are real C∞ functions
defined by the recurrent relation
bn+1(x) = −b′n(x)−
∫ ∞
x
V (y)bn(y) dy.
Further the following estimates hold,
b(j)n (x) = O(x
−n(ρ−1)−j), j ∈ N0, x→∞.
Now, we can prove the asymptotic expansion of the perturbation determinant for |ζ| → ∞.
Lemma 2.3.1 Suppose V ∈ C∞(R+) and (2.48). Then the perturbation determinant ad-
mits the expansion in the asymptotic series
D(ζ) =
∞∑
n=0
dn(2iζ)
−n, (2.53)
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as |ζ| → ∞, ζ ∈ C+. The coefficients dn are given by
d0 = 1, dn := bn(0) + 2
n−1∑
m=1
b′m(0)(2σ)
n−m−1, n ≥ 1. (2.54)
We emphasize that expansion (2.53) is understood in the sense of an asymptotic series.
Proof It follows from (2.52) that
b′(x, ζ) + (iζ − σ)b(x, ζ)
iζ − σ =
1
iζ − σ
∞∑
n=0
b′n(x)(2iζ)
−n +
∞∑
n=0
bn(x)(2iζ)
−n. (2.55)
Applying the geometric series to the first sum in the right-hand side of (2.55) for |ζ| > σ,
we conclude
b′(x, ζ) + (iζ − σ)b(x, ζ)
iζ − σ = b0(x) +
∞∑
n=1
(
bn(x) + 2
n−1∑
m=0
b′m(x)(2σ)
n−m−1
)
(2iζ)−n.
(2.56)
On the other hand, it is easy to see that
b′(x, ζ) + (iζ − σ)b(x, ζ) = e−iζx(θ′(x, ζ)− σθ(x, ζ)) (2.57)
Thus, setting x = 0 and combining (2.56) with (2.57), we arrive at (2.53). ¤
Note that because of (2.24), we have for |ζ| → ∞, ζ ∈ C+,
D(ζ) =
w(ζ)
σ − iζ = 1 + O(|ζ|
−1). (2.58)
Thus, we can fix the branch of the function lnD by the condition lnD(ζ)→ 0 as |ζ| → ∞.
The following Corollary is an immediate consequence of Lemma 2.3.1.
Corollary 2.3.2 Suppose V ∈ C∞(R+) and (2.48). Then for |ζ| → ∞, ζ ∈ C+, we have
lnD(ζ) =
∞∑
n=1
`n(2iζ)
−n,
2.3 Low and High-energy asymptotics 42
where the coefficients `n are given by
`1 := d1, `n := dn − n−1
n−1∑
j=1
jdn−j`j, n ≥ 2. (2.59)
The first coefficients `n work out to be
`1 = −
∫ ∞
0
V (x) dx, `2 = V (0), `3 = 4σV (0)− V ′(0) +
∫ ∞
0
V 2(x) dx,
`4 = V
′′(0)− 2V 2(0)− 4σV ′(0) + 8σ2V (0).
From (2.32) it follows for k ∈ R that
lnD(k) = ln
(
w(k)
σ − ik
)
= ln a(k) + iη(k).
Separating in Corollary 2.3.2 the function lnD(k) into its real and imaginary part, we
finally conclude, that for k →∞,
ln a(k) =
∞∑
n=1
(−1)n`2n(2k)−2n, (2.60)
η(k) =
∞∑
n=0
(−1)n+1`2n+1(2k)−2n−1.
2.3.2 Low-energy asymptotics
In this section we assume that ∫ ∞
0
(1 + x)|V (x)| dx <∞. (2.61)
We denote the regular solution for ζ = 0 by ϕ(x). This is the solution of the integral
equation (2.4),
ϕ(x) = 1 + xσ +
∫ x
0
(x− y)V (y)ϕ(y) dy. (2.62)
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This solution exists under condition (2.17). As shown in [36], the stronger condition (2.61)
guarantees the existence of a Jost solution θ(x, ζ) at ζ = 0. For any fixed x ≥ 0, the Jost
solution θ(x, ζ) is continuous as ζ → 0, ζ ∈ C+. Moreover,
|θ(x, ζ)− eiζx| ≤ e− Im ζx
(
exp
(
C
∫ ∞
x
y|V (y)| dy
)
− 1
)
,
where C does not depend on ζ and x. The function θ(x) := θ(x, 0) = θ(x, 0) satisfies the
equation
− u′′ + V (x)u = 0 (2.63)
and, as x→∞,
θ(x) = 1 + O
(∫ ∞
x
y|V (y)| dy
)
= 1 + o(1), θ′(x) = O
(∫ ∞
x
|V (y)| dy
)
= o(x−1).
(2.64)
Indeed, asymptotics (2.64) follow from the integral equation (A.1) for ζ = 0, namely,
θ(x) = 1 +
∫ ∞
x
(y − x)V (y)θ(y) dy.
One can also show that the Jost function w(ζ) is continuous as ζ → 0, ζ ∈ C+, and from
(2.25) we get for ζ = 0
w(0) = σ +
∫ ∞
0
V (y)ϕ(y) dy. (2.65)
If (2.61) holds, then the integral in (2.65) is convergent, in view of the estimate
|ϕ(x, 0)− 1| ≤ cˆσx,
following from (2.7). Moreover, we have w(0) = w(0).
After these preliminaries we claim that the operator H has no zero eigenvalue. Indeed,
the function defined by
τ(x) = θ(x)
∫ x
x0
θ(y)−2 dy, x ≥ x0,
is a solution of equation (2.63) and is linearly independent of θ(x). Again, x0 is an arbitrary
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point such that θ(x) 6= 0 for x ≥ x0. Further,
τ(x) = x+ o(x), τ ′(x) = 1 + o(1) as x→∞ andW{θ, τ} = −1.
Thus, the equation (2.63) does not have solutions, tending to zero at infinity, as claimed.
While the operator does not have a zero eigenvalue, it may have a so-called zero reso-
nance.
Definition 2.3.3 Under Assumption (2.61), the operator H is said to have a resonance at
ζ = 0 if w(0) = 0.
Since the Jost function is the Wronskian of the Jost and the regular solution, the res-
onance condition means that ϕ is a multiple of θ and therefore that equation (2.63) has a
bounded solution satisfying boundary condition (2.2).
Now, we want to analyse the behavior of the Jost function w(ζ) as ζ → 0. More
precisely, we want to show, that if w(0) = 0, then it vanishes not faster than linearly. In
order to prove this, we need the following technical Lemma.
Lemma 2.3.4 Assume (2.61) and let w(0) = 0. Then
|ϕ(x, ζ)− ϕ(x)| ≤ C|ζ|xeIm ζx, ζ ∈ C+. (2.66)
Proof We set Ω(x, ζ) = ϕ(x, ζ)− ϕ(x) and
Ω0(x, ζ) = cos(ζx) +
σ
ζ
sin(ζx)− 1 − xσ −
∫ x
0
(x− y)V (y)ϕ(y) dy (2.67)
+
∫ x
0
ζ−1 sin(ζ(x− y))V (y)ϕ(y) dy.
It follows from (2.4) and (2.62) that
Ω(x, ζ) = Ω0(x, ζ) +
∫ x
0
ζ−1 sin(ζ(x− y))V (y)Ω(y, ζ) dy.
We first prove that
|Ω0(x, ζ)| ≤ C|ζ|xeIm ζx. (2.68)
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Note that the condition w(0) = 0 is equivalent to the condition
∫∞
0
V (y)ϕ(y) dy = −σ.
Therefore, we can rewrite (2.67) as
Ω0(x, ζ) = cos(ζx)−1−(ζ−1 sin(ζx)−x)
∫ ∞
x
V (y)ϕ(y) dy+
∫ x
0
K(x, y, ζ)V (y)ϕ(y) dy,
(2.69)
where
K(x, y, ζ) = −ζ−1 sin(ζx) + y + ζ−1 sin(ζ(x− y)).
The third and fourth term in the right-hand side of (2.69) are bounded from above by
C|ζ|xeIm ζx. This follows in the same way as shown in [36], which only uses that ϕ(x) is
bounded. It remains to give an estimate for the first and second term in (2.69), which we
write as
cos(ζx)− 1 = −2 sin2(ζx/2).
Using the estimates
| sin(ζx/2)| ≤ ce| Im ζ|x/2 and | sin(ζx/2)| ≤ c|ζ|xe| Im ζ|x/2,
we get
| cos(ζx)− 1| ≤ c|ζ|xe| Im ζ|x.
Thus, we conclude (2.68). This inequality implies (2.66) by Gronwall’s Lemma exactly as
in [36, Lemma 4.3.6]. ¤
Proposition 2.3.5 Under the Assumption (2.61) and w(0) = 0 we have the following
asymptotics for the Jost function,
w(ζ) = −iw0ζ + o(ζ), ζ → 0, (2.70)
where w0 = 1−
∫∞
0
yV (y)ϕ(y) dy 6= 0.
Proof Since w(0) = 0, we have
∫∞
0
V (y)ϕ(y) dy = −σ and therefore it follows from
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representation (2.25) that
w(ζ) =
∫ ∞
0
(
eiζxϕ(x, ζ)− ϕ(x))V (x) dx− iζ
= −iw0ζ +
∫ ∞
0
(
eiζx − 1− iζx)ϕ(x)V (x) dx
+
∫ ∞
0
eiζx (ϕ(x, ζ)− ϕ(x))V (x) dx. (2.71)
It can be shown as follows that both integrals in the right-hand side of (2.71) are o(ζ) as
ζ → 0. Since the function eiζx−1− iζx is bounded by C|ζ|x and is O(|ζ|2) for all fixed x,
it follows that the first integral in the right-hand side is o(ζ) as ϕ(x) is a bounded function.
The second integral in the right-hand side of (2.71) is also o(ζ). Indeed it follows from
Lemma 2.3.4 that the function eiζx (ϕ(x, ζ)− ϕ(x)) is bounded by C|ζ|x and further it is
O(|ζ|2) for all fixed x as the function ϕ is analytic in ζ2. Thus the asymptotics (2.70) holds.
In order to prove that w0 6= 0, we use equation (2.62) to write
ϕ(x) = x
(
σ +
∫ ∞
0
V (y)ϕ(y) dy
)
+ w0 − x
∫ ∞
x
V (y)ϕ(y) dy +
∫ ∞
x
yV (y)ϕ(y) dy
= w0 + o(1)
as x → ∞. On the other hand, ϕ is proportional to θ, which satisfies (2.64). This shows
that w0 6= 0, as claimed. ¤
2.4 Trace identities
We now put the material from the previous sections together to prove our main result,
namely, a family of trace formulas for the operator H . These identities provide a relation
between the shift of the spectra betweenH andH0 and quantities involving the potential V .
The spectral shift consists of two parts, one coming from the discrete spectrum (expressed
in terms of the eigenvalues of H and H0) and the other one coming from the continuous
spectrum (expressed in terms of the quantities η and a).
In this section we assume that
∫∞
0
(1 + x)|V (x)| dx <∞ which guarantees that H has
only a finite number N of negative eigenvalues λ1, . . . , λN . We recall that H0 has a single
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negative eigenvalue −σ2 if σ < 0 and no negative eigenvalues if σ ≥ 0.
While we are mainly interested in trace formulas of integer and half-integer order, we
prove a version of these formulas for every complex s with Re s > 0. We proceed by
analytic continuation, where the starting point is the following proposition.
Proposition 2.4.1 Suppose that (2.61) holds and define for s ∈ C, 0 < Re s < 1/2, the
functions
F (s) :=
∫ ∞
0
ln a(k)k2s−1 dk, G(s) :=
∫ ∞
0
η(k)k2s−1 dk. (2.72)
Then
π
2s
N∑
j=1
|λj|s − π
2s
Ms(σ) = sin(πs)F (s)− cos(πs)G(s), (2.73)
where, the functionMs(σ) is defined by (1.30).
Proof Let ΓR,ε be the contour (with counterclockwise direction) which consists of the
halfcircles C+R = {|ζ| = R, ζ ∈ C+} and C+ε = {|ζ| = ε, ζ ∈ C+} and the intervals
(ε,R) and (−R,−ε).
iκ1
iκ2
iκ3C+R
C+ε
Figure 2.1: contour of integration
The argument of ζ ∈ C is fixed by the condition 0 ≤ arg ζ ≤ π. We consider the
integral ∫
ΓR,ε
d
dζ
(
w(ζ)
σ−iζ
)
(
w(ζ)
σ−iζ
) ζ2s dζ.
The set of the singularities of the integrand is the set of zeros of the function w(ζ)/(σ− iζ).
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Calculating the integral by residues, we see that for κj = |λj|1/2
∫
ΓR,ε
d
dζ
(
w(ζ)
σ−iζ
)
(
w(ζ)
σ−iζ
) ζ2s dζ = 2πi N∑
j=1
Resζ=iκj
d
dζ
(
w(ζ)
σ−iζ
)
(
w(ζ)
σ−iζ
) ζ2s (2.74)
− 2πi

Resζ=−iσ
d
dζ (
w(ζ)
σ−iζ )
( w(ζ)σ−iζ )
ζ2s, if σ < 0
0, if σ ≥ 0.
Since by Lemma 2.2.1, zeros iκj of w(ζ) are simple, the residues work out to be eiπsκ2sj .
Hence, ∫
ΓR,ε
d
dζ
(
w(ζ)
σ−iζ
)
(
w(ζ)
σ−iζ
) ζ2s dζ = 2πi eiπs N∑
j=1
κ2sj − 2πi eiπsMs(σ). (2.75)
Next, we show that the integral over the semicircle C+r tends to zero as r → ∞ or r → 0.
Integrating by parts, we see that
∫
C+r
d
dζ
(
w(ζ)
σ−iζ
)
(
w(ζ)
σ−iζ
) ζ2s dζ = −2s ∫
C+r
ln
(
w(ζ)
σ − iζ
)
ζ2s−1 dζ
+ ln
(
w(−r)
σ + ir
)
(−r)2s − ln
(
w(r)
σ − ir
)
r2s.
Note that we can choose ln(w(ζ)/(σ − iζ)) as a continuous function on C+r . If r → ∞,
then this integral tends to zero forRe s < 1/2 because of (2.58). If r → 0, then the integral
also tends to zero. Indeed, this follows from the fact that either w(0) 6= 0 or w(ζ) satisfies
(2.70) with w0 6= 0. Therefore passing to the limits R → ∞ and ε → 0 in equality (2.75),
we obtain that
∫ ∞
−∞
d
dk
(
w(k)
σ−ik
)
(
w(k)
σ−ik
) k2s dk = 2πi eiπs N∑
j=1
κ2sj − 2πi eiπs
(−σ)
2s, if σ < 0
0, if σ ≥ 0.
(2.76)
Integrating in the left-hand side by parts and taking into account relations (2.30) and (2.32),
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we obtain
∫ ∞
−∞
d
dk
(
w(k)
σ−ik
)
(
w(k)
σ−ik
) k2s dk = −2s ∫ ∞
−∞
ln
(
w(k)
σ − ik
)
k2s−1 dk
= −2s
∫ ∞
−∞
(ln a(k) + iη(k))k2s−1 dk
= −2s
∫ ∞
0
(ln a(k) + iη(k))k2s−1 dk
+ 2se2iπs
∫ ∞
0
(ln a(k)− iη(k))k2s−1 dk
= 2s(e2iπs − 1)F (s)− 2is(e2iπs + 1)G(s).
Comparing this equation with (2.76), we arrive at (2.73). ¤
In order to prove trace identities for arbitrary powers s, we need the analytic continuation
of the functions F (s) and G(s) to the entire half-plane Re s > 0.
Lemma 2.4.2 Let estimates (2.48) and (2.61) be satisfied. Then the functions F andG are
meromorphic in the half-plane Re s > 0. The function F is analytic everywhere except for
simple poles at integer points s = n, n ∈ N, with residues
Ress=nF (s) = (−1)n+12−2n−1`2n, n ∈ N.
If Re s < 1, then representation (2.72) for F (s) remains true. If n < Re s < n+ 1, then
F (s) =
∫ ∞
0
(
ln a(k)−
n∑
j=1
(−1)j`2j(2k)−2j
)
k2s−1 dk.
The function G is analytic everywhere except for simple poles at half-integer points s =
n+ 1/2, n ∈ N0, with residues
Ress=n+1/2G(s) = (−1)n2−2n−2`2n+1, n ∈ N0.
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If n ≥ 1 and n− 1/2 < Re s < n+ 1/2, then
G(s) =
∫ ∞
0
(
η(k)−
n−1∑
j=0
(−1)j+1`2j+1(2k)−2j−1
)
k2s−1 dk. (2.77)
Proof We can write the function F as follows
F (s) =
∫ 1
0
ln a(k)k2s−1 dk +
∫ ∞
1
(
ln a(k)−
n∑
j=1
(−1)j`2j(2k)−2j
)
k2s−1 dk (2.78)
−
∫ 1
0
n∑
j=1
(−1)j`2j(2k)−2jk2s−1 dk.
The first integral in the right-hand side of equation (2.78) is an analytic function of s in the
entire half-plane Re s > 0. The second integral is in view of (2.60) an analytic function of
s in the strip 0 < Re s < n+ 1. For Re s > n, we have
∫ 1
0
n∑
j=1
(−1)j`2j(2k)−2jk2s−1 dk =
n∑
j=1
(−1)j2−2j−1`2j(s− j)−1.
Thus, the function F is an analytic function in the strip n < Re s < n+ 1.
Similarly, we split the integral in the right-hand side of (2.77). Note that we now have for
n ≥ 1 and Re s > n− 1/2,
∫ 1
0
n−1∑
j=0
(−1)j+1`2j+1(2k)−2j−1k2s−1 dk =
n−1∑
j=0
(−1)j+1`2j+12−2j−2(s− j − 1/2)−1.
Therefore, it follows with analog arguments as for F that the function G, given in (2.77),
is an analytic function of s in the strip n− 1/2 < Re s < n+ 1/2. ¤
Theorem 2.4.3 Let estimates (2.48) and (2.61) be satisfied. Then
N∑
j=1
|λj|1/2 −M1/2(σ)− 1
π
∫ ∞
0
ln a(k) dk =
1
4
`1 (2.79)
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and for n ≥ 1, n ∈ N,
N∑
j=1
|λj|n −Mn(σ) + n
22n
`2n = (2.80)
(−1)n+12n
π
∫ ∞
0
(
η(k)−
n−1∑
j=0
(−1)j+1`2j+1(2k)−2j−1
)
k2n−1 dk,
N∑
j=1
|λj|n+1/2 − Mn+1/2(σ)− 2n+ 1
22n+2
`2n+1 = (2.81)
(−1)n2n+ 1
π
∫ ∞
0
(
ln a(k)−
n∑
j=1
(−1)j`2j(2k)−2j
)
k2n dk.
The coefficients `n are given as in (2.59).
Proof Using the analytic continuation, given in Lemma 2.4.2, formula (2.73) can be ex-
tended to all s in the half-plane Re s > 0. In particular, setting s = n, n ∈ N, we obtain
π
2n
N∑
j=1
|λj|n − π
2n
Mn(σ) = (−1)n (π Ress=nF (s)−G(n)) .
Taking into account Lemma 2.4.2, we conclude formula (2.80). Similarly, we have for
s = n+ 1/2, where n ∈ N0, the following identity
π
2n+ 1
N∑
j=1
|λj|n+1/2 − π
2n+ 1
Mn+1/2(σ) = (−1)n
(
F (n+ 1/2) + π Ress=n+1/2G(s)
)
.
Again, in view of Lemma 2.4.2, we conclude formulas (2.79) and (2.81). ¤
We compute the first four trace formulas.
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Corollary 2.4.4 Let estimates (2.48) and (2.61) be satisfied. Then
N∑
j=1
|λj|1/2 −M1/2(σ)− 1
π
∫ ∞
0
ln a(k) dk = −1
4
∫ ∞
0
V (x) dx,
N∑
j=1
|λj| −M1(σ)− 2
π
∫ ∞
0
(
η(k)−
∫∞
0
V (x) dx
2k
)
k dk = −1
4
V (0),
N∑
j=1
|λj|3/2 − M3/2(σ) + 3
π
∫ ∞
0
(
ln a(k) +
V (0)
(2k)2
)
k2 dk (2.82)
=
3
16
(∫ ∞
0
V 2(x) dx− V ′(0) + 4σV (0)
)
,
N∑
j=1
|λj|2 − M2(σ) + 1
8
`4 =
− 4
π
∫ ∞
0
(
η(k)−
∫∞
0
V (x) dx
2k
−
∫∞
0
V 2(x) dx+ 4σV (0)− V ′(0)
(2k)3
)
k3 dk,
where
`4 = V
′′(0) + 8σ2V (0)− 4σV ′(0)− 2V 2(0).
Finally, we prove a trace formula of order zero for the operator H with boundary con-
ditions (2.2). Such formulas are called in the literature the Levinson formula and relate the
number of negative eigenvalues of H to the phase shift η.
We define η(0) = limζ→0+ η(ζ). Obviously this limit exists if w(0) 6= 0. In the case
w(0) = 0 the existence follows from asymptotics (2.70).
Theorem 2.4.5 Suppose (2.61) and let N be the number of negative eigenvalues of the
operator H with boundary condition (2.2). Then, the following formulas hold.
For w(0) 6= 0,
η(∞)− η(0) =

πN if σ > 0,
π(N − 1
2
) if σ = 0,
π(N − 1) if σ < 0.
(2.83)
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For w(0) = 0,
η(∞)− η(0) =

π(N + 1
2
) if σ > 0,
πN if σ = 0,
π(N − 1
2
) if σ < 0.
(2.84)
Proof We apply the argument principle to the functionD(ζ) and the contour ΓR,ε given in
Figure 2.1. We choose R and ε such that all of the N negative eigenvalues of H lie inside
the contour ΓR,ε. Remember that if σ < 0, then H0 has a simple negative eigenvalue −σ2.
Thus, it follows with Lemma 2.2.1 that
∫
ΓR,ε
d
dζ
(
w(ζ)
σ−iζ
)
(
w(ζ)
σ−iζ
) dζ =
2πiN if σ ≥ 0,2πi(N − 1) if σ < 0. (2.85)
Note that the branch of the function lnD(ζ) was fixed by the condition lnD(ζ) → 0 as
|ζ| → ∞. Thus, we have lnD(ζ) = ln |D(ζ)|+ iargD(ζ). As for k ∈ R, argD(k) = η(k)
and η(−k) = −η(k), it follows from equation (2.85) that
2(η(R)− η(ε))+ varC+R argD(ζ)+ varC+ε argD(ζ) =
2πN if σ ≥ 0,2π(N − 1) if σ < 0. (2.86)
Note that limR→∞ varC+R argD(ζ) = 0 because of (2.58). To compute limε→0 varC+ε argD(ζ),
we rewrite
varC+ε arg D(ζ) = varC+ε arg w(ζ)− varC+ε arg(σ − iζ). (2.87)
Considering (2.70), we get
lim
ε→0
varC+ε arg w(ζ) =
0 if w(0) 6= 0,−π if w(0) = 0. (2.88)
The second term in the right-hand side of (2.87) depends on the sign of σ and turns out to
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be in the limit,
lim
ε→0
varC+ε arg(σ − iζ) =

0 if σ > 0,
−π if σ = 0,
0 if σ < 0.
(2.89)
Combining (2.88) and (2.89) with equation (2.86), formulas (2.83) and (2.84) follow im-
mediately. ¤
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Chapter 3
Trace Formulas for Star Graph
This chapter is devoted to the BFZ-type ([9, 37]) trace formulas for a quantum graph. We
derive trace formulas for a Schro¨dinger operator defined on a star graph with Kirchhoff
vertex condition at zero.
Let Γp be a star graph with p half lines connected at the vertex zero and the Schro¨dinger
operator HΓp = −Δ + V in L2(Γp). Let vi := V |ei be the restriction of the potential V
on the edge ei. The Schro¨dinger equation on the star graph Γp can be identified with the
system of Schro¨dinger equation
− y′′i +
p∑
k=1
vik(x)yk = zyi, z = ζ
2, (i = 1, 2, ∙ ∙ ∙ , p), (3.1)
where the potential is a p × p real diagonal matrix V = (vij) with vij = viδij , x > 0 and
ζ ∈ C. We assume that V satisfies the integrability condition∫ ∞
0
(1 + |x|)||V (x)|| dx < +∞, (3.2)
where || ∙ || denotes any matrix norm.
From (3.1), every set of p solutions of the system can be represented by a p× p matrix
Y (x, ζ) satisfying the equation
− Y ′′ + V (x)Y = zY, z = ζ2, x ∈ R+. (3.3)
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Conversely, the columns of every matrix solution of (3.3) are solutions of System (3.1).
Therefore, instead of studying the System (3.1) we can study the matrix differential
Equation (3.3), and this proves to be more convenient.
The outline of this chapter is as follows. In Section 3.1 we discuss the most general
form of boundary conditions at x = 0 for which the operatorHΓp is self-adjoint. In Section
3.2 we recall some known results about the regular solution and Jost solution. We define
the Jost matrix J(ζ). The role of the determinant det J(ζ) of Jost matrix is similar to the
role of the Jost function w(ζ) of the previous chapter. In Section 3.3 we give an explicit
expression for det J(ζ) for the Kirchhoff boundary conditions and discuss its properties.
Section 3.4 deals with the asymptotic expansion of the det J(ζ) which we shall use to
derive trace identities in Section 3.5.
3.1 Self-adjoint boundary conditions
We discuss two equivalent formulations of the boundary condition at x = 0 we shall be
concerned with in this chapter. Following, Kostrykin and Schrader ([23, 24]) a most general
self-adjoint boundary condition at x = 0 for (3.3) can be stated as
A1Y (0) + B1Y
′(0) = 0,
where A1, B1 are p× p matrices such that
A1B
†
1 = B1A
†
1, (3.4a)
rank
[
A1 B1
]
= p, (3.4b)
where the dagger denotes the adjoint (conjugate transpose).
Equivalently, Harmer ([17, 18, 19]) stated this condition as follows:
− B†Y (0) + A†Y ′(0) = 0, (3.5)
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where A and B are p× p matrices given by
A :=
1
2
(U + I), B :=
i
2
(U − I), (3.6)
and U is a unitary matrix. For other equivalent formulation of boundary condition we refer
to [3].
The vertex conditions y1(0) = y2(0) = ∙ ∙ ∙ = yp(0)∑p
i=1 y
′
i(0) = 0,
(3.7)
are called Kirchhoff or Neumann vertex conditions and can be written in the matrix form
as
A0Y (0) + B0Y
′(0) = 0,
where Y (0) = (y1(0), y2(0), ∙ ∙ ∙ , yp(0))t and Y ′(0) = (y′1(0), y′2(0), ∙ ∙ ∙ , y′p(0))t. The p×p
matrices A0 and B0 are given by
A0 =

1 −1 0 ∙ ∙ ∙ 0
0 1 −1 ∙ ∙ ∙ 0
∙ ∙ ∙ ∙ ∙ ∙ 0 1 −1
0 0 ∙ ∙ ∙ 0 0
 , B0 =

0 0 ∙ ∙ ∙ 0
∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙
0 0 ∙ ∙ ∙ 0
1 1 1 1

and they satisfy self-adjointness conditions (3.4). Equivalently, as mentioned before, the
above vertex conditions can be re-written as (3.5)-(3.6) in terms of a unitary matrix. For
example, for a three-lines star graph Γ3 one can choose appropriate U such as
U =
1
3

−1 2 2
2 −1 2
2 2 −1
 (3.8)
for which the general boundary condition (3.5)-(3.6) reduces to the Kirchhoff boundary
condition. Kirchhoff boundary condition belongs to a class of boundary condition for
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which the unitary matrix U is Hermitian.
3.2 The regular solution, the Jost solution and the Jost matrix
In this section we shall first study the properties of p× p matrix Jost and regular solutions
of (3.3) subject to the boundary condition (3.5)-(3.6) then define the matrix Jost function.
We state the results without proofs and refer the reader to the appropriate references for
details.
3.2.1 The Jost solution
The Jost solution to (3.3) is the p× p diagonal matrix solution satisfying the asymptotics
Θ(x, ζ) = eiζx [I+ o(1)] , Θ′(x, ζ) = iζeiζx [I+ o(1)] , (3.9)
as x tends to infinity and ζ ∈ C+. It satisfies the integral relation
Θ(x, ζ) = eiζxI+
1
ζ
∫ ∞
x
sin(ζ(t− x))V (t)Θ(t, ζ)dt.
Theorem 3.2.1 ([19, Harmer]) The Jost solution Θ(x, ζ) and its derivative Θ′(x, ζ) are
analytic functions of ζ in the upper half-plane and continuous there, up to and including
the real axis.
One can find the prove of the same result for Θ(x, ζ) in theorem 1.3.1 of Agranovich and
Marchenko ([1]).
Lemma 3.2.2 ([19, Harmer]) For all x ∈ R+, ζ ∈ C+ the following inequalities hold:
|e−iζxΘ(x, ζ)| ≤ 1 + 1|ζ|
∫ ∞
x
||V (t)|| dt
(
exp
(∫ ∞
0
t||V (t)|| dt
))
(3.10)
|e−iζxΘ′(x, ζ)− iζI| ≤
∫ ∞
x
||V (t)|| dt
(
exp
(∫ ∞
x
t||V (t)|| dt
))
, (3.11)
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and the limits, uniform in x,
lim
|ζ|→∞
e−iζxΘ(x, ζ) = I (3.12)
lim
|ζ|→∞
e−iζxΘ′(x, ζ) = iζI. (3.13)
Associated with (3.3) we have the adjoint equation
− Y ′′† + Y †V (x) = (ζ)2Y, x ∈ R+, (3.14)
where we used the fact that the potential V is a diagonal matrix of real-valued functions and
over-line denotes complex conjugation. If Y (x, ζ) is a solution of (3.3), then Y (x,±ζ)† is
a solution to (3.14). Similarly, corresponding to the Jost solution Θ(x, ζ) of (3.3) we have
the Jost solution Θ(x,−ζ)† of (3.14) and it satisfies the following boundary condition at
infinity
Θ(x,−ζ)† = eiζx [I+ o(1)] . (3.15)
Clearly,Θ(x,−ζ)† andΘ′(x,−ζ)† can be analytically continued in the upper half-plane
of the variable ζ and have the same limits and bound as Θ(x, ζ) and Θ′(x, ζ).
The following result is a direct consequence of lemma 3.2.2.
Lemma 3.2.3 ([19, Harmer]) For ζ ∈ C+ the Jost functions Θ(x, ζ), Θ(x,−ζ)† and their
derivatives Θ′(x, ζ) and Θ′(x,−ζ)† have the asymptotics
lim
|ζ|→∞
Θ′(0, ζ) = lim
|ζ|→∞
Θ′(0,−ζ)† = iζI (3.16a)
lim
|ζ|→∞
Θ(0, ζ) = lim
|ζ|→∞
Θ(0,−ζ)† = I. (3.16b)
Let F (x, ζ) and G†(x, ζ) be any solutions of the equations (3.3) and (3.14) respectively.
Then, the WronskianW{G†, F} := G†F ′ −G′†F is constant with respect to x:
d
dx
[
G†F ′ −G′†F ] = G†F ′′ −G′′†F
= G†(V − ζ2)F −G′†(V − ζ2)F
= 0.
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By calculating the values of Wronskian at x = 0 and x = +∞ for ζ ∈ C+ we obtain
W{Θ(x,±ζ)†,Θ(x,±ζ)} = ±2iζI, (3.17)
W{Θ(x,−ζ)†,Θ(x, ζ)} = 0. (3.18)
3.2.2 The regular solution
There are various p×pmatrix solutions to (3.3) defined by specifying some constant initial
conditions at a finite x-value. Such solutions are analytic in ζ in the entire complex plane
for each fixed x. Because of their analyticity such solutions are usually called ”regular”
solutions. Let us fix a unitary matrix U which specifies the self-adjoint boundary conditions
via (3.5) and (3.6) and the p×p regular solutionΦ(x, ζ)which satisfies the initial conditions
Φ(0, ζ) = A, Φ′(0, ζ) = B, (3.19)
where A and B are the matrices in (3.5). It satisfies the integral relation
Φ(x, ζ) = A cos(xζ) + B
sin(xζ)
ζ
+
1
ζ
∫ x
0
sin(ζ(x− t))V (t)Φ(t, ζ)dt. (3.20)
The Jost functionsΘ(x, ζ) andΘ(x,−ζ) are linearly independent solutions of (3.3). There-
fore, we consider the regular solution Φ(x, ζ) in terms of the Jost functions Θ(x, ζ) and
Θ(x,−ζ):
Φ(x, ζ) = Θ(x, ζ)β(ζ) + Θ(x,−ζ)α(ζ). (3.21)
Introducing the Wronskian,
W{Θ(x,−ζ)†,Φ(x, ζ)} = −2iζα(ζ) = [Θ(x,−ζ)†Φ′(x, ζ)−Θ′(x,−ζ)†Φ(x, ζ)] |x=0
= Θ(0,−ζ)†B −Θ′(0,−ζ)†A,
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we see that
α(ζ) = − 1
2iζ
(
Θ(0,−ζ)†B −Θ′(0,−ζ)†A)
= − 1
2iζ
W{Θ(x,−ζ)†,Φ(x, ζ)}.
Here, we used (3.17), (3.18) and (3.19). Similarly, β(ζ) can be calculated as:
W{Θ(x, ζ)†,Φ(x, ζ)} = 2iζβ(ζ) = [Θ(x, ζ)†Φ′(x, ζ)−Θ′(x, ζ)†Φ(x, ζ)] |x=0
= Θ(0, ζ)†B −Θ′(0, ζ)†A,
which implies
β(ζ) =
1
2iζ
(
Θ(0, ζ)†B −Θ′(0, ζ)†A)
=
1
2iζ
W{Θ(x, ζ)†,Φ(x, ζ)}. (3.22)
As mentioned before, if Φ(x, ζ) is a regular solution of (3.3) then Φ(x, ζ)† is a regular
solution of the adjoint equation (3.14) satisfying the adjoint boundary conditions
Φ(0, ζ)† = A†, Φ′(0, ζ)† = B†. (3.23)
Likewise, Φ(x, ζ)† can be written in terms of the Jost solutions Θ(x, ζ)† and Θ(x,−ζ)†:
Φ(x, ζ)† = α†(ζ)Θ(x,−ζ)† + β†(ζ)Θ(x, ζ)†,
where α†(ζ) and β†(ζ) are given by
α†(ζ) = − 1
2iζ
(
A†Θ′(0,−ζ)− B†Θ(0,−ζ)) (3.24a)
β†(ζ) =
1
2iζ
(
A†Θ′(0, ζ)− B†Θ(0, ζ)) . (3.24b)
From this we see
α†(−ζ) = β†(ζ). (3.25)
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3.2.3 The Jost matrix and its properties
In Chapter 2 we defined the Jost function in the scalar case, zeros of which correspond
to the eigenvalues of associated Schro¨dinger operator. Here, we define the corresponding
matrix valued Jost function which we call the Jost matrix and we study its properties.
Definition 3.2.4 For ζ ∈ C+, We denote by
J(ζ) := W{Θ(x,−ζ)†,Φ(x, ζ)} = Θ(x,−ζ)†Φ′(x, ζ)−Θ′(x,−ζ)†Φ(x, ζ) (3.26)
the Wronskian of the regular solution Φ(x, ζ) of (3.3) and the Jost solution Θ(x,−ζˉ)† of
(3.14) and is called the Jost matrix.
The Jost matrix is independent of x, therefore, setting x = 0 in (3.26) and using the bound-
ary conditions (3.19) we get
J(ζ) = Θ(0,−ζ)†B −Θ′(0,−ζ)†A. (3.27)
The Jost matrix J(ζ) is invertible ([3, 19]) for k ∈ R\{0}.
We claim that all zeros of the determinant det J(ζ) of the Jost matrix in the upper half-
plane correspond to the eigenvalues of the Schro¨dinger operator HΓp . More precisely, if ζl
is a zero of det(J(ζ)) in the upper half-plane than λl = ζ2l is a discrete eigenvalue of the
Schro¨dinger operator HΓp . Moreover, HΓp is a self-adjoint operator therefore ζl is purely
imaginary.
We give a brief sketch of this fact. For a detail proof we refer to [19]. Let us first recall
Equation (3.21) for the regular solution Φ(x, ζ) in terms of the Jost solutions
Φ(x, ζ) = Θ(x, ζ)β(ζ) + Θ(x,−ζ)α(ζ), (3.28)
where
α(ζ) = − 1
2iζ
(
Θ(0,−ζ)†B −Θ′(0,−ζ)†A) = − 1
2iζ
J(ζ).
If det J(ζl) = 0 or equivalently if detα(ζl) = 0 for some ζl in the upper half-plane than,
from (3.28), a multiple of Jost function Θ(x, ζl) fulfills the boundary conditions (3.19) and
Chapter 3. Trace Formulas for Star Graph 63
is in L2(Γp) because of (3.9) and the positive imaginary part of ζl. Thus Θ(x, ζl)β(ζl),
β(ζl) 6= 0, is an eigenfunction corresponding to the negative eigenvalue λl = ζ2l . Con-
versely, assume that λl = ζ2l is a discrete eigenvalue, therefore, there exist a vector a such
that Θ(x, ζl)a satisfies the self-adjoint boundary conditions (3.5)-(3.6) at origin. Equiva-
lently,
{−B†Θ(0, ζl) + A†Θ′(0, ζl)}a = 0,
which from (3.24b) is equivalent to
det β†(ζ1) = 0.
Now, from (3.25) and the fact that ζl is purely imaginary, above is equivalent to
detα(ζl) = 0.
This in turn implies that
det J(ζl) = 0.
3.3 Determinant of the Jost matrix for the star graph with Kirchhoff
vertex conditions
We consider a star graph, denoted by Γp, with p half-lines connected at the origin (see
figure 3.1). Consider a Schro¨dinger operator HΓp on L2(Γp) defined by
HΓp = −Δ+ V,
φ1(0) = φ2(0) = ∙ ∙ ∙ = φp(0)∑p
i=1 φ
′
i(0) = 0,
(3.29)
where
L2(Γp) =
p⊕
i=1
L2(R+,C) (3.30)
and φi(x) is the function on the i-th ray of the graph Γp.
Let us recall that if vi denotes the part of the potential V lying on the i-th edge then
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the Schro¨dinger equation corresponding to the Schro¨dinger operator HΓp can be identified
with the system of Equations (3.1). where the potential is a real diagonal matrix V = (vij)
with vij = viδij , x ∈ R+ and ζ ∈ C and it satisfies (3.2).
Figure 3.1: The graph Γp
Now the corresponding function space, which is equivalent to (3.30), is L2(R+,Cp).
From (3.1), every set of p solutions of the system can be represented by a p × p matrix
Y (x, ζ) satisfying the Equation (3.3). Conversely, the columns of every matrix solution of
(3.3) are solutions of system (3.1).
Therefore, instead of studying the system (3.1) we can study the matrix differential
equation (3.3).
As the potential matrix V is diagonal therefore the Jost solution Θ(x, ζ) is also a di-
agonal matrix. We denote the scalar function along the i-th element of the Jost solution
Θ(x, ζ) by θi(x, ζ). It is the solution on the i-th ray which has the asymptotics eiζx in large
x. Similarly, we define the scalar functions ϑi, ϑ′i by
ϑi(ζ) ≡ lim
x→0
θi(x, ζ)
ϑ′i(ζ) ≡ lim
x→0
θ′i(x, ζ).
Kirchhoff vertex conditions fall in the class of self-adjoint vertex conditions for which the
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unitary matrix U is Hermitian. Using this fact it was shown in the proof of Proposition
4.2.1 of [19] that the determinant of the Jost matrix for such vertex conditions is
det J(ζ) =
(−1)p
p
ip−1ϑ1ϑ2 ∙ ∙ ∙ϑp
p∑
i=1
ϑ′i
ϑi
(3.31)
=
(−1)p
p
ip−1
[
ϑ′1ϑ2 ∙ ∙ ∙ϑp + ϑ1ϑ′2 ∙ ∙ ∙ϑp + ∙ ∙ ∙+ ϑ1ϑ2...ϑ′p
]
.
The scalar function det J(ζ) is analytic in the upper half-plane ζ ∈ C+ and is continu-
ous in up to the real axis. Moreover, it follows from Lemma 3.2.3 that
det J(ζ) = (−i)pζ +O(1), as |ζ| → ∞, ζ ∈ C+. (3.32)
As the Jost solution of Equation (3.3) is unique, it follows that
Θ(x, ζ) = Θ(x,−ζˉ)†, Θ′(x, ζ) = Θ′(x,−ζˉ)†. (3.33)
Thus for a real k, we get from (3.31) and (3.33),
det J(−k) =
det J(k), for odd p−det J(k), for even p. (3.34)
We now introduce the limit amplitude and phase shift for real values of k.
Definition 3.3.1 Set
det J(k) = a(k)eiη(k)(−i)pk, a(k) = | det J(k)||k| . (3.35)
The functions a(k) and η(k) are the limit amplitude and phase shift respectively.
3.4 Low and high energy asymptotics
In Chapter 2 we derived trace formulas for a half-line Schro¨dinger operator in terms of
the related limit amplitude and phase shift. In Section 3.5 we shall derive similar trace
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formulas for the star graph with Kirchhoff vertex conditions at zero in terms of the above
defined limit amplitude a(k) and phase shift η(k). We first need to find an asymptotic
expansion for lnD(ζ) where
D(ζ) :=
det J(ζ)
(−i)pζ . (3.36)
Note that because of (3.32), we have for |ζ| → ∞, ζ ∈ C+,
D(ζ) =
det J(ζ)
(−i)pζ = 1 + O(|ζ|
−1). (3.37)
Thus, we can fix the branch of the function lnD by the condition lnD(ζ)→ 0 as |ζ| → ∞.
3.4.1 High energy asymptotics
Throughout this subsection we assume that all vi ∈ C∞(R+) and that
|v(j)i (x)| ≤ Ci,j(1 + x)−ρ−j, ρ ∈ (1, 2], j ∈ N0. (3.38)
We recall that θi(x, ζ) is the Jost solution along the i-th ray and it is the i-th element along
the diagonal of the matrix Jost solution Θ(x, ζ) of the star graph. The matrix Jost solution
Θ(x, ζ) satisfies the matrix differential equation (3.3). Similarly, the scalar Jost solution
θi(x, ζ) satisfies
− y′′i + vi(x)yi = ζ2yi, ζ ∈ C, x > 0. (3.39)
Define
bi(x, ζ) := e
−ixζθi(x, ζ). (3.40)
Equation (3.39) for θi(x, ζ) is equivalent to the equation
− b′′i (x, ζ)− 2iζb′i(x, ζ) + vi(x)bi(x, ζ) = 0 (3.41)
and bi(x, ζ) satisfies the asymptotics
bi(x, ζ) = 1 + o(1), b
′
i(x, ζ) = o(1), (3.42)
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as x→∞. For an arbitrary N , we have
bi(x, ζ) =
N∑
n=0
bi,n(x)(2iζ)
−n + ri,N (x, ζ) (3.43)
where
|∂jri,N(x, ζ)/∂xj| ≤ CN,i,j|ζ|−N−1(1 + |x|)−(N+1)(ρ−1)−j, j ∈ N0,
for all x ∈ R+ and ζ ∈ C+, |ζ| ≥ c > 0. The C∞-functions bi,n(x) are defined recursively:
bi,0(x) = 1
bi,n+1(x) = −b′i,n(x)−
∫ ∞
x
vi(y)bi,n(y) dy, for all x ≥ 0. (3.44)
Further the following estimates hold,
b
(j)
i,n(x) = O(x
−n(ρ−1)−j), j ∈ N0, x→∞.
The proof of the above result can be found in [36].
Now, we can prove the asymptotic expansion of the function D(ζ) for |ζ| → ∞.
Lemma 3.4.1 Suppose all vi ∈ C∞(R+) and (3.38). Then the function D(ζ) admits the
expansion in the asymptotic series
D(ζ) =
∞∑
n=0
dn(2iζ)
−n, (3.45)
as |ζ| → ∞, ζ ∈ C+. The coefficients dn are given by
d0 = 1, dn =
2
p
(α1,(n−1)(0)+α2,(n−1)(0)+ ∙ ∙ ∙+αp,(n−1)(0))+βn(0), n ≥ 1, (3.46)
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where αi,n and βn are defined by the following series
∞∑
n=0
αi,n(x)(2iζ)
−n := b1(x, ζ)b2(x, ζ) ∙ ∙ ∙ b′i(x, ζ) ∙ ∙ ∙ bp(x, ζ) (3.47a)
∞∑
n=0
βn(x)(2iζ)
−n := b1(x, ζ)b2(x, ζ) ∙ ∙ ∙ bp(x, ζ). (3.47b)
Proof We first introduce the function
M(x, ζ) =
(−1)p
p
ip−1θ1(x, ζ)θ2(x, ζ) ∙ ∙ ∙ θp(x, ζ)
p∑
i=1
θ′i(x, ζ)
θi(x, ζ)
(3.48)
such that
lim
x→0
M(x, ζ) = det J(ζ). (3.49)
Using (3.40) and (3.48) we can write
e−ipζx
M(x, ζ)
(−i)pζ =
1
piζ
[
b′1b2...bp + b1b
′
2...bp + ...+ b1b2...b
′
p + piζb1b2...bp
]
. (3.50)
We note that the first term bi,0(x) in the expansion (3.43) is equal to 1 for i = 1, 2, ∙ ∙ ∙ , p.
Therefore, by (3.47a) and (3.47b), for all x ≥ 0
αi,0(x) = 0, β0(x) = 1, i = 1, 2, ∙ ∙ ∙ , p.
Substituting (3.47a) and (3.47b) into (3.50) we have
e−ipζx
M(x, ζ)
(−i)pζ =
1
ipζ
( ∞∑
n=0
(
p∑
j=1
αj,n(x)
)
(2iζ)−n + ipζ
∞∑
n=0
βn(x)(2iζ)
−n
)
=
∞∑
n=0
(
2
p
(
p∑
j=1
αj,n(x)
)
(2iζ)−n−1
)
+
∞∑
n=−1
βn(x)(2iζ)
−n−1
= β0(x) +
∞∑
n=0
(
2
p
(
p∑
j=1
αj,n(x)
)
+ βn+1(x)
)
(2iζ)−n−1
= β0(x) +
∞∑
n=1
(
2
p
(
p∑
j=1
αj,n−1(x)
)
+ βn(x)
)
(2iζ)−n. (3.51)
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Setting x = 0 in the above expression and using (3.36) and (3.49) we get (3.45) and (3.46).
¤
Corollary 3.4.2 Suppose all vi ∈ C∞(R+) and (3.38). Then for |ζ| → ∞ and ζ ∈ C+, we
have
lnD(ζ) =
∞∑
n=1
`n(2iζ)
−n,
where the coefficients `n are given by
`1 := d1, `n := dn − n−1
n−1∑
j=1
jdn−j`j, n ≥ 2. (3.52)
From (3.35) it follows for k ∈ R that
lnD(k) = ln
(
det J(k)
(−i)pk
)
= ln a(k) + iη(k).
Seperating in Corollary 3.4.2 the function lnD(k) into its real and imaginary part, we
finally conclude, that for k →∞,
ln a(k) =
∞∑
n=1
(−1)n`2n(2k)−2n, (3.53)
η(k) =
∞∑
n=0
(−1)n+1`2n+1(2k)−2n−1.
Asymptotic expansion for the star graph Γ3 with three half-lines
Due to computational difficulty we only present here the values of constants `n in terms of
potential V for the case when p = 3. This graph is commonly known as ’Y’ graph, see
figure 3.2.
Substituting (3.43) into (3.47a) and using the recurrent relation (3.44) the first three
coefficients αi,0, αi,1 and αi,2 for i = 1, 2, 3 work out to be
αi,0(x) = 0, αi,1(x) = vi(x), αi,2(x) = −v′i(x)− vi(x)
∫ ∞
x
TrV (y)dy. (3.54)
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Similarly, we calculate βn for n = 0, 1, 2, 3. By substituting (3.43) into (3.47b) and using
(3.44) we obtain
β0(x) = 1, β1(x) = −
∫ ∞
x
TrV (y)dy, β2(x) = −TrV (x) + 1
2
(∫ ∞
x
TrV (y)dy
)2
,
β3(x) = TrV
′(x) + TrV (x)
∫ ∞
x
TrV (y)dy +
∫ ∞
x
TrV 2(y)dy − 1
6
(∫ ∞
x
TrV (y)dy
)3
,
(3.55)
where TrV = v1 + v2 + v3.
Using Lemma 3.4.1 with the above values of αi,n and βn we obtain the following values
for dn, n = 0, 1, 2, 3
d0 = 1, d1 = −
∫ ∞
0
TrV (y)dy, d2 = −1
3
TrV (0) +
1
2
(∫ ∞
0
TrV (y)dy
)2
,
d3 =
1
3
TrV ′(0) +
1
3
TrV (0)
∫ ∞
0
TrV (y)dy +
∫ ∞
0
TrV 2(y)dy − 1
6
(∫ ∞
0
TrV (y)dy
)3
.
(3.56)
Figure 3.2: The ’Y’ graph
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Finally, (3.52) with (3.56) gives the following three values of `n.
`1 = −
∫ ∞
0
TrV (x) dx, `2 = −1
3
TrV (0), `3 =
1
3
TrV ′(0) +
∫ ∞
0
TrV 2(x) dx.
(3.57)
3.4.2 Low energy asymptotics
Proposition 3.4.3 Under the assumption∫ ∞
0
(1 + x)||V (x)||dx <∞ (3.58)
and det J(0) = 0 we have the following asymptotic for the determinant of the Jost matrix
J(ζ)
det J(ζ) = ζq(c0 + o(1)), ζ → 0, ζ ∈ C+. (3.59)
Here c0 6= 0 is a constant and q is the dimensionality of the kernel of J(0).
The proof of this result is in Appendix B. Our proof closely follows the argument of Newton
and Jost ([31]). They proved the same result in the case of Dirichlet bounday condition.
3.5 Trace identities
As we did in the scalar case of previous chapter we now put the material from the previous
sections together to prove trace formulas for the operator HΓp . Let
{λj}Nj=1 = {(iκj)2}Nj=1, κj > 0,
be the finite set of the negative eigenvalues of (3.3). Each eigenvalue occurs in this set only
once. Letmj be the multiplicity of the eigenvalue λj . The following proposition is similar
to the Proposition 2.4.1.
Proposition 3.5.1 Suppose that (3.58) holds and define for s ∈ C, 0 < Re s < 1/2, the
functions
F (s) :=
∫ ∞
0
ln a(k)k2s−1dk, G(s) :=
∫ ∞
0
η(k)k2s−1dk. (3.60)
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Then
π
2s
N∑
j=1
mjκ
2s
j = sin(πs)F (s)− cos(πs)G(s), (3.61)
Proof Let ΓR,ε be the contour (with counterclockwise direction) which consists of the
halfcircles C+R = {|ζ| = R, ζ ∈ C+} and C+ε = {|ζ| = ε, ζ ∈ C+} and the intervals
(ε,R) and (−R,−ε). The argument of ζ ∈ C is fixed by the condition 0 ≤ arg ζ ≤ π. We
consider the integral ∫
ΓR,ε
d
dζ
(
det J(ζ)
(−i)pζ
)
(
det J(ζ)
(−i)pζ
) ζ2s dζ.
The set of the singularities of the integrand is the set of zeros of the function det J(ζ)/(−i)pζ).
Using integration by parts in the above integral we get
∫
ΓR,ε
d
dζ
(
det J(ζ)
(−i)pζ
)
(
det J(ζ)
(−i)pζ
) ζ2s dζ = ∫
ΓR,ε
d
dζ
det J(ζ)
det J(ζ)
ζ2sdζ −
∫
ΓR,ε
ζ2s−1dζ.
The last integral on the right hand side is zero for any s ∈ C.
By the theorem of residues, we see that for κj = |λj|1/2
∫
ΓR,ε
d
dζ
(
det J(ζ)
(−i)pζ
)
(
det J(ζ)
(−i)pζ
) ζ2s dζ = 2πi N∑
j=1
Resζ=iκj
d
dζ
det J(ζ)
det J(ζ)
ζ2s
= 2πieiπs
N∑
j=1
mjκ
2s
j . (3.62)
Next, we show that the integral over the semicircle C+r tends to zero as r → ∞ or r → 0.
Integrating by parts, we see that
∫
C+r
d
dζ
(
det J(ζ)
(−i)pζ
)
(
det J(ζ)
(−i)pζ
) ζ2s dζ = −2s ∫
C+r
ln
(
det J(ζ)
(−i)pζ
)
ζ2s−1 dζ + ln
(
det J(−r)
−(−i)pr
)
(−r)2s
− ln
(
det J(r)
(−i)pr
)
r2s.
Note that we can choose ln(det J(ζ)/((−i)pζ)) as a continuous function onC+r . If r →∞,
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then this integral tends to zero forRe s < 1/2 because of (3.37). If r → 0, then the integral
also tends to zero. Indeed, this follows from the fact that either det J(0) 6= 0 or det J(ζ)
satisfies (3.59) with c0 6= 0. Therefore passing to the limits R→∞ and ε→ 0 in equality
(3.62), we obtain that
∫ ∞
−∞
d
dk
(
det J(k)
(−i)pk
)
(
det J(k)
(−i)pk
) k2s dk = 2πi eiπs N∑
j=1
mjκ
2s
j (3.62)
Integrating in the left-hand side by parts and taking into account relations (3.34) and (3.35),
we obtain
∫ ∞
−∞
d
dk
(
det J(k)
(−i)pk
)
(
det J(k)
(−i)pk
) k2s dk = −2s ∫ ∞
−∞
ln
(
det J(k)
(−i)pk
)
k2s−1 dk
= −2s
∫ ∞
−∞
(ln a(k) + iη(k))k2s−1 dk
= −2s
∫ ∞
0
(ln a(k) + iη(k))k2s−1 dk
+ 2se2iπs
∫ ∞
0
(ln a(k)− iη(k))k2s−1 dk
= 2s(e2iπs − 1)F (s)− 2is(e2iπs + 1)G(s).
Comparing this equation with (3.62), we arrive at (3.61). ¤
In order to prove trace identities for arbitrary powers s ∈ C, Re s > 0, we need the
analytic continuation of the functions F (s) and G(s) to the entire half-plane Re s > 0.
Lemma 3.5.2 Let estimates (3.38) and (3.58) be satisfied. Then the functions F andG are
meromorphic in the half-plane Re s > 0. The function F is analytic everywhere except for
simple poles at integer points s = n, n ∈ N, with residues
Ress=nF (s) = (−1)n+12−2n−1`2n, n ∈ N.
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If Re s < 1, then representation (3.60) for F (s) remains true. If n < Re s < n+ 1, then
F (s) =
∫ ∞
0
(
ln a(k)−
n∑
j=1
(−1)j`2j(2k)−2j
)
k2s−1 dk.
The function G is analytic everywhere except for simple poles at half-integer points s =
n+ 1/2, n ∈ N0, with residues
Ress=n+1/2G(s) = (−1)n2−2n−2`2n+1, n ∈ N0.
If n ≥ 1 and n− 1/2 < Re s < n+ 1/2, then
G(s) =
∫ ∞
0
(
η(k)−
n−1∑
j=0
(−1)j+1`2j+1(2k)−2j−1
)
k2s−1 dk. (3.63)
Theorem 3.5.3 Let estimates (3.38) and (3.58) be satisfied. Then
N∑
j=1
|λj|1/2 − 1
π
∫ ∞
0
ln a(k) dk =
1
4
`1 (3.64)
and for n ≥ 1, n ∈ N,
N∑
j=1
|λj|n + (−1)n2n
π
∫ ∞
0
(
η(k)−
n−1∑
j=0
(−1)j+1`2j+1(2k)−2j−1
)
k2n−1 dk = − n
22n
`2n,
(3.65)
N∑
j=1
|λj|n+1/2 + (−1)n+12n+ 1
π
∫ ∞
0
(
ln a(k)−
n∑
j=1
(−1)j`2j(2k)−2j
)
k2n dk
=
2n+ 1
22n+2
`2n+1. (3.66)
The coefficients `n are given as in (3.52).
Proof Using the analytic continuation, given in Lemma 3.5.2, formula (3.61) can be ex-
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tended to all s in the half-plane Re s > 0. In particular, setting s = n, n ∈ N, we obtain
π
2n
N∑
j=1
|λj|n = (−1)n (π Ress=nF (s)−G(n)) .
Taking into account Lemma 3.5.2, we conclude formula (3.65). Similarly, we have for
s = n+ 1/2, where n ∈ N0, the following identity
π
2n+ 1
N∑
j=1
|λj|n+1/2 = (−1)n
(
F (n+ 1/2) + π Ress=n+1/2G(s)
)
.
Again, in view of Lemma 3.5.2, we conclude formulas (3.64) and (3.66). ¤
Making use of the values of `n for Γ3 given by (3.57) we compute the first three trace
formulas.
Corollary 3.5.4 Let estimates (3.38) and (3.58) be satisfied. Then for the star graph Γ3 we
have the following trace formulas
N∑
j=1
|λj|1/2 − 1
π
∫ ∞
0
ln a(k) dk = −1
4
∫ ∞
0
TrV (x) dx,
N∑
j=1
|λj| − 2
π
∫ ∞
0
(
η(k)−
∫∞
0
TrV (x) dx
2k
)
k dk =
1
12
TrV (0),
N∑
j=1
|λj|3/2 + 3
π
∫ ∞
0
(
ln a(k)−
1
3
TrV (0)
(2k)2
)
k2 dk =
3
16
(
1
3
TrV ′(0) +
∫ ∞
0
TrV 2(x) dx
)
.
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Chapter 4
Sharp Spectral Inequalities for
Schro¨dinger Operator on Half-line
Let us consider a self-adjoint Schro¨dinger operator in L2(Rd)
H = −Δ+ V, (4.1)
where V is a real-valued function. If the potential function V decays rapidly enough and,
for example is smooth, then the spectrum of the operator H typically is absolutely contin-
uous on [0,∞). If V has a non-trivial negative part, then H might have finite or infinite
number of negative eigenvalues {λn(H)}. In case the number of negative eigenvalues is
infinite, the point zero is the only possible accumulating point. The inequalities
∑
n
|λn|γ ≤ Lγ,d
∫
Rd
V
γ+ d
2− dx (4.2)
are known as Lieb-Thirring bounds. Here and in the following, V± = (|V | ± V )/2 denote
the positive and negative parts of the function V .
It is known that the inequality (4.2) holds true with some finite constants if and only if
γ ≥ 1/2, d = 1; γ > 0, d = 2 and γ ≥ 0, d ≥ 3. There are examples showing that (4.2)
fails for 0 ≤ γ < 1/2, d = 1 and γ = 0, d = 2.
Almost all the cases, except for γ = 1/2, d = 1 and γ = 0, d ≥ 3, were justified in the
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original paper of Lieb and Thirring ([30]). The critical case γ = 0, d ≥ 3 is known as the
Cwikel-Lieb-Rozenblum inequality (see [11, 29, 32]). It was also later proved in [27, 10].
The remaining case γ = 1/2, d = 1 was verified by Weidl in [35].
The sharp value of the constants Lγ,d = Lclγ,d in (4.2) are known for the case γ ≥ 3/2 in
all dimensions. It was first proved in [30, 2] for d = 1. Later it was proved in [26] for any
dimension. The only remaining case where the sharp value of the constant Lγ,d is known
is the case L1/2,1 = 1/2.
In this chapter we consider a one-dimensional system of Schro¨dinger operators acting in
L2(R+,CN), R+ = [0,∞), and defined by
Hϕ(x) =
(
−Δ⊗ I− V (x)
)
ϕ(x), ϕ′(0) + σϕ(0) = 0, (4.3)
where I is the N × N identity matrix and V is a non-negative Hermitian N × N matrix-
function and σ is a Hermitian N ×N matrix.
Assuming that the potential V generate only discrete negative spectrum we denote by
{−λn} the negative eigenvalues ofH counted together with their multiplicities.
One of the main results of this chapter is
Theorem 4.0.5 Let TrV 2 ∈ L1(R+), V ≥ 0. Then the negative spectrum of the operator
H defined in (4.3) is discrete and the following Lieb-Thirring inequality for its eigenvalues
{−λn} holds
1
2
κ λ3/21 +
∞∑
n=2
λ3/2n ≤
3
16
∫ ∞
0
TrV 2(x) dx+
3
4
λ1Tr σ − 1
4
Tr σ3, (4.4)
where κ is the multiplicity of the ground state energy −λ1.
Corollary 4.0.6 If σ = 0, then (4.3) is identified with the Neumann boundary value prob-
lem and we obtain
1
2
κλ3/21 +
∞∑
n=2
λ3/2n ≤
3
16
∫ ∞
0
Tr (V (x))2 dx.
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Remark 4.0.7 Note that in the scalar case N = 1 we obtain
1
2
λ
3/2
1 +
∞∑
n=2
λ3/2n ≤
3
16
∫ ∞
0
V 2(x) dx,
which means that the semi-classical inequality holds true for all eigenvalues starting from
n = 2 and that the Neumann boundary condition effects only the first eigenvalue in the
latter inequality.
Remark 4.0.8 Note that if the matrix σ is positive, then the boundary conditions at zero
generate negative eigenvalues even if V ≡ 0. In this case we obtain for the ground state
energy
λ
3/2
1 ≤
3
2
λ1Tr σ − 1
2
Tr σ3.
Remark 4.0.9 In order to prove Theorem 4.0.5 we use the approach developed in the paper
of Benguria and Loss [5].
4.1 Some auxiliary results
Let us assume that the potential V (x) is a smooth, compactly supported, Hermitian matrix-
valued function with support suppV = (a, b) ⊂ R+. Here 0 < a < b <∞.
Lemma 4.1.1 Let −λ < 0 be the ground state energy of the operator H and let ϕ(x) =
{ϕk}Nk=0, each ϕk ∈ L2(R+), be a vector-function satisfying the equation
Hϕ(x) = −Δϕ(x)− V (x)ϕ(x) = −λϕ(x), ϕ′(0) + σϕ(0) = 0, (4.5)
and such that the 2N vector (ϕ(0), ϕ′(0)) is not trivial. Then ϕ(x) 6= 0 for all x ∈ R+ and
the multiplicity of the ground state energy is at most N .
Proof Since V (x) = 0 for x ∈ (0, a), we conclude that
ϕ(x) = α0 cosh(
√
λx) + β0λ
−1/2 sinh(
√
λx), x ∈ (0, a),
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where α0 = ϕ(0), β0 = ϕ′(0). Assume that there is x0 > 0 such that ϕ(x0) = 0 and
consider
ϕ˜(x) =
ϕ(x), 0 < x < x0,0, x0 ≤ x.
Clearly
(Hϕ˜, ϕ˜) = −λ(ϕ˜, ϕ˜)
and thus ϕ˜ is a ground state of the operator H and therefore it satisfies the Schro¨dinger
equation (4.5). Since ϕ˜(x) vanishes identically for x ≥ x0 and is a solution of the sec-
ond order equation, it must be equal to zero identically for all x ∈ R+. This gives us a
contradiction. ¤
Let us introduce a fundamental N × N -matrix-solutionM(x) of the equation (4.5) where
−λ is the ground state energy for the operatorH, soM satisfies the equation
− d
2
dx2
M(x)− V (x)M(x) = −λM(x), M ′(0) + σM(0) = 0 (4.6)
Since the matrix V is identically zero on the interval (0, a) therefore
M(x) = A cosh(
√
λx) + B λ−1/2 sinh(
√
λx), x ∈ (0, a), (4.7)
where
B + σ A = 0.
We assume that A is invertible. By using Lemma 4.1.1 we obtain that the matrix-function
M(x) is invertible for any x ∈ R+ and thus we can consider
F (x) =M ′(x)M−1(x). (4.8)
Lemma 4.1.2 The matrix function F (x) satisfies the following properties:
• F (x) is Hermitian for any x ∈ R+.
• F (x) is independent of the choice of the matrices A,B, satisfying the equation B +
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σA = 0 and
F (0) = BA−1 = −σ.
• F satisfies the matrix Riccati equation
F ′(x) + F 2(x) + V (x) = λI. (4.9)
Proof From the Wronskian identity
d
dx
W (x) :=
d
dx
(
M †(x)M ′(x) − (M †(x))′M(x)
)
= 0
we obtain
W (x) =M †(x)M ′(x)− (M †(x))′M(x) = const.
SinceM(0) = A andM ′(0) = B, using that σ is Hermitian we find
W (0) =M †(0)M ′(0)− (M †(0))′M(0)
= A†
(
BA−1 − (A†)−1B†
)
A = A†(σ − σ†)A = 0.
Thus
W (x) =M †(x)M ′(x)− (M †(x))′M(x) = 0.
Multiplying the latter identity byM−1 from the right and by (M−1)† from the left we obtain
F (x) = F †(x). Moreover
F ′ + F 2 = (M ′M−1)′ + (M ′M−1)2
=M ′′M−1 −M ′M−1M ′M−1 +M ′M−1M ′M−1 = (λ I− V )MM−1 = λ I− V.
¤
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Next, we analyze the behavior of the matrices F (x) and their eigenvalues and eigenvectors
as x→∞ . For x > b any solution of the differential equation (4.6) can be written as
M(x) = cosh(
√
λ(x− b))M(b) + 1√
λ
sinh(
√
λ(x− b))M ′(b)
=
(
cosh(
√
λ(x− b))I+ 1√
λ
sinh(
√
λ(x− b))F (b)
)
M(b). (4.10)
With the help of this representation we prove
Lemma 4.1.3 For all x ≥ b it holds F (x) = f(x, F (b)), where
f(x, μ) =
√
λ
√
λ tanh(
√
λ(x− b)) + μ√
λ+ μ tanh(
√
λ(x− b)) . (4.11)
Proof In view of (4.10) we have
M ′(x) =
(√
λ sinh(
√
λ(x− b))I+ cosh(
√
λ(x− b))F (b)
)
M(b),
(M(x))−1 = (M(b))−1
(
cosh(
√
λ(x− b))I+ 1√
λ
sinh(
√
λ(x− b))F (b)
)−1
.
It remains to insert these expressions in the definition F (x) = M ′(x)(M(x))−1 and to
apply the spectral theorem for the Hermitian matrix F (b). ¤
Note that f(x, μ) is strictly monotone in μ. As a direct consequence of Lemma 4.1.3
we conclude, that the eigenvectors of F (x) are independent of x for x ≥ b. It follows
from (4.10) that they are precisely the solutions of the differential equation (4.5) that decay
exponentially as x→∞.
Corollary 4.1.4 Each eigenvalue μk of F (b) gives rise to a continuous eigenvalue branch
μk(x) = f(x, μk(b)). In particular,
μk(x) = −
√
λ iff μk(b) = −
√
λ,
and
lim
x→∞
μk(x) =
√
λ iff μk(b) =
√
λ.
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The limit in the last expression is achieved exponentially fast.
Remark 4.1.5 In fact, there is a one-to-one correspondence between the κ-dimensional
space of ground states for H and a κ-dimensional eigenspace of F (b) corresponding to
the eigenvalue −√λ. Indeed, since M(x) is a fundamental system of the solutions of the
Cauchy problem (4.5) and F (b) is invertible, any particular solution ϕ of (4.5) can be
represented as ϕ(x) =M(x)(M(b))−1 ν with some ν ∈ CN . Hence, by (4.10)
ϕν(x) = cosh(
√
λ(x− b)) ν + 1√
λ
sinh(
√
λ(x− b))F (b) ν
=
1
2
√
λ
e
√
λ(x−b)
(√
λν + F (b) ν
)
− 1
2
√
λ
e−
√
λ(x−b)
(√
λν − F (b) ν
)
. (4.12)
This function becomes an L2-eigenfunction ofH, if and only if F (b) ν = −√λ ν.
4.2 The proof of Theorem 4.0.5
Let now −λ1 is the ground state energy of the operator H with multiplicity κ ≤ N ,
M1(x) be a fundamental system of solutions corresponding the eigenvalue −λ1 and F1 =
M1
′M−11 . We consider the operator
Q1 =
d
dx
⊗ I− F1(x)
and its adjoint
Q∗1 = −
d
dx
⊗ I− F1(x)
in L2(R+,CN). Using Riccati’s equation (4.9) we obtain the following factorization of the
original operatorH
Q∗1Q1 = −
d2
dx2
⊗ I+ F1′(x) + (F1(x))2 = H + λ1I.
Consider
Q1Q
∗
1 = −
d2
dx2
⊗ I− V (x)− 2F1′(x) + λ1I = H− 2F1′(x) + λ1I.
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Note that non-zero eigenvalues of Q∗1Q1 and Q1Q∗1 are same. However, while the vector-
eigenfunctions ϕ defined in (4.12) satisfy the boundary conditions
ϕ′(0) + σϕ(0) = 0,
the vector-eigenfunctions of Q1Q∗1 satisfy Dirichlet boundary condition at 0.
Indeed, if ϕ is a vector-eigenfunction ofQ∗1Q1 satisfying ϕ′(0)+σϕ(0) = 0 then ψ = Q1ϕ
is an eigenfunction of Q1Q∗1 and
ψ(0) = (Q1ϕ)(0) = ϕ
′(0)− F1(0)ϕ(0) = 0.
Next, let us verify that the kernel kerQ∗1 is trivial and consequently 0 6∈ spectrum(Q1Q∗1).
Indeed, assume for a moment that there is a non-trivial vector-function ψ satisfying the
Dirichlet boundary conditions at x = 0 and such that
Q1Q
∗
1ψ = 0. (4.13)
Then
(Q1Q
∗
1ψ, ψ) = ‖Q∗1ψ‖ = 0.
However, Q∗1φ = 0 if and only if ψ′(x) = F (x)ψ(x) for all x ∈ R+ and, in particular,
ψ′(0) = F (0)ψ(0) = 0. Since ψ satisfy the Equation (4.13) together with ψ(0) = ψ′(0) =
0 we obtain that ψ ≡ 0.
Hence, the negative spectra of H and H − 2F1′ coincide except for the spectral value of
the ground state energy, which does not belong to the spectrum of H− 2F1′ anymore. We
emphasize that even in the case of a κ-fold degenerate ground state −λ1 = −λ2 = ∙ ∙ ∙ =
−λκ ofH, this commutation method removes all these eigenvalues −λ1,−λ2, . . . , λκ.
Therefore the spectral problem for the operator (4.3) is reduced to the operator in L2(R+)
H1ψ =
(
−Δ⊗ I − V (x)− 2F1′
)
ψ = −λψ ψ(0) = 0.
Let us extend V by zero to the negative half-line. Then by using the variational principle we
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now can apply well known Lieb-Thirring inequalities for 1D Schro¨dinger operators with
matrix-valued potentials (see [26], [5]) and obtain
∞∑
n=2
λ3/2n ≤
3
16
∫ ∞
0
Tr (V (x) + 2F1
′(x))2 dx
=
3
16
∫ ∞
0
Tr
(
V 2(x) + 4F ′1(x)
(
V (x) + F ′1(x)
))
dx.
Using the Riccati equation (4.9) and the two identities F (∞) = −√λ1 ⊗ I , F (0) = −σ,
we finally arrive at
∞∑
n=2
λ3/2n ≤
3
16
∫ ∞
0
Tr
(
V 2(x) + 4F ′1(x)(λ1 − F 21 (x))
)
dx
=
3
16
∫ ∞
0
TrV 2(x) dx− 1
2
κ λ3/21 +
3
4
√
λ1Tr σ − 1
4
Tr σ3.
Finally using standard arguments we can consider the closure of the latter inequality from
the class of potentials V ∈ C∞0 (R+,CN×N) to the class L2(R+,CN×N).
The proof of Theorem 4.0.5 is complete.
It is interesting that if Tr σ3 ≥ 0 then we can omit Tr σ3 in (4.4) and have
1
2
κ λ3/21 +
∞∑
n=2
λ3/2n ≤
3
16
∫ ∞
0
TrV 2(x) dx+
3
4
λ1Tr σ.
We now use Aizenman-Lieb’s argument which allows us to obtain spectral inequalities for
higher moments of the eigenvalues. Namely, denote by B(p, q) the classical Beta function
B(p, q) =
∫ 1
0
(1− t)q−1tp−1 dt.
Then denoting by λn = λn(V ) the eigenvalues of the Schro¨dinger operator with the poten-
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tial V we find
1
2
κ λγ1(V ) +
∞∑
n=2
λγn(V )
=
1
B(γ − 3/2, 5/2)
∫ ∞
0
(1
2
κ (λ1(V )− t)3/2+ +
∞∑
n=2
(λn(V )− t)3/2+
)
tγ−3/2−1 dt
≤ 1B(γ − 3/2, 5/2)
∫ ∞
0
(1
2
κ (λ3/21 ((V − t)+) +
∞∑
n=2
(λ3/2n ((V − t)+)
)
tγ−3/2−1 dt
≤ 1B(γ − 3/2, 5/2)
{ 3
16
∫ ∞
0
∫ ∞
0
Tr (V (x)− t)2+ tγ−3/2−1 dtdx
+
3
4
Tr σ
∫ ∞
0
(λ1 − t)+tγ−3/2−1 dt
}
=
B(γ − 3/2, 3)
B(γ − 3/2, 5/2)
3
16
∫ ∞
0
TrV 2(x))γ+1/2 dx+
B(γ − 3/2, 2)
B(γ − 3/2, 5/2)
3
4
Tr σ λ
γ−1/2
1 .
Note that
B(γ − 3/2, 3)
B(γ − 3/2, 5/2)
3
16
=
1
2π
∫ 1
0
(1− ξ2)γ+ dξ =: Lclγ,1.
Theorem 4.2.1 Let γ ≥ 3/2, TrV γ+1/2 ∈ L1(R+), V ≥ 0 and assume that Tr σ3 ≥ 0.
Then
1
2
κ λγ1 +
∞∑
n=2
λγn ≤ Lclγ,1
∫ ∞
0
Tr (V γ+1/2(x)) dx+ C Tr σ λ
γ−1/2
1 ,
where κ is the multiplicity of the ground state energy −λ1 and
C =
3
4
B(γ − 3/2, 2)
B(γ − 3/2, 5/2) .
4.3 Applications
The inequalities obtained in Theorem 4.0.5 could be used for Schro¨dinger operators in
higher dimensions with Robin boundary conditions and to star graphs. Here we give an
example of each.
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4.3.1 Spectral inequalities for Schro¨dinger operators on half-space
Let us consider the spectral problem for a Schro¨dinger operator in L2(R2+) with Robin
boundary conditions, where R2+ = {x = (x1, x2) : x1 ≥ 0, x2 ∈ R}
Hψ = (−ΔR − V )ψ = −λψ, ∂x1ψ(0, x2) + σ(x2)ψ(0, x2) = 0, (4.14)
The following result is an immediate corollary of Theorem 4.0.5 and the ”lifting” argument
with respect to dimension developed in [26].
Theorem 4.3.1 Let σ ∈ L1(R) ∩ L3(R) and let V ≥ 0. Then for the negative eigenvalues
of the Schro¨dinger operator H we have the following inequality
∞∑
n=1
λn ≤ 1
4
√
3
∫
R2+
V 2(x) dx+
1√
3
√
λ1
∫
R
σ(x2) dx2 − 1
3
√
3
∫
R
σ3(x2) dx2,
Proof Let us introduce the following notations. We split the Laplace operator −ΔR with
Robin boundary conditions acting in Rd+ into the sum of two operators
−ΔR = −(∂2x1)R − ∂2x2 ,
where −(∂2x1)R is the 1D second derivative operator on half-line with the Robin boundary
conditions depending on x2
− ∂2x1 ϕ(x1, x2), ϕ′x1(0, x2) + σ(x2)ϕ(0, x2) = 0. (4.15)
Then applying the so-called lifting argument with respect to dimensions to the operator on
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R with respect to x2 and using the variational principle, we find
∞∑
n=1
λn(−ΔR − V ) =
∞∑
n=1
λn(−∂2x2 − ((∂2x1)R + V ))
≤
∞∑
n=1
λn(−∂2x2 − ((∂2x1)R + V )+)
≤ C1
∫ ∞
−∞
Tr ((∂2x1)
R + V )
3/2
+ dx2 = C1
∫ ∞
−∞
∞∑
k=1
μ
3/2
k (x2) dx2.
Here μk are the eigenvalues of the the scalar 1D Schro¨dinger operator on R+ with Robin
boundary conditions parametrized by x2
−(∂2x1)Rψ − V (x1, x2)ψ = −μψ,
and the constant C1 = 23√3 was obtained in [14] and is the best known. Clearly
C1
∫ ∞
−∞
∞∑
k=1
μk(x2) dx2 ≤ 2C1
∫ ∞
−∞
(1
2
μ
3/2
1 (x2) +
∞∑
k=2
μ
3/2
k (x2)
)
dx2.
We complete now the proof of this result by applying the scalar version of Theorem 4.0.5
estimating the expression under the latter integral. ¤
4.3.2 Some spectral inequalities for Schro¨dinger operators on star graphs
Quantum star graphs were introduced in Chapter 3 and here we shall present some Lieb-
Thirring type inequalities for their spectrum.
Consider a star graph with p channels and study the following example.
Let V ≥ 0 be a p× p diagonal matrix and consider the system of Schro¨dinger operators in
L2(R+,CN) (
−Δ⊗ I− V
)
ϕ(x) = −λϕ(x), ϕ = (ϕ1, . . . ϕp),
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with the boundary conditions
I⊗ ϕ′(0) + σ± ϕ = 0,
where σ± is a p× p matrix such that
σ± = ±

0 0 . . . 0 1
0 0 . . . 1 0
. . . . . . .
. . . . . . .
0 1 . . . 0 0
1 0 . . . 0 0

.
It is obvious that if p is even then Tr σ± = Tr σ3± = 0 and if p is odd then Tr σ± = Tr σ3± =
±1.
Applying our Theorem 4.0.5 we obtain the following result
Theorem 4.3.2 Let V ≥ 0 andTrV 2 ∈ L1(R+). Then for the negative eigenvalues {−λn}
of the operator defined above we have the following inequalities
• If p is even, then
1
2
κ λ3/21 +
∞∑
n=2
λ3/2n ≤
3
16
∫ ∞
0
TrV 2(x) dx,
• If p is odd, then
1
2
κ λ3/21 +
∞∑
n=2
λ3/2n ≤
3
16
∫ ∞
0
TrV 2(x) dx± 3
4
λ1 ∓ 1
4
.
Remark 4.3.3 The multiplicity of the ground state energy might be non-trivial due to very
general conditions on the potential matrix-function V .
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Appendix A
Proof of Lemma 2.1.3
For the sake of completeness, we prove here Lemma 2.1.3. In order to do so, we have to
recall the construction of the Jost solution from [36, Lemma 4.1.4] .
Instead of constructing θ(x, ζ), it is more convenient to construct the function b(x, ζ),
defined in (2.49) with asymptotics (3.42). The differential equation (3.41) is equivalent to
the integral equation
b(x, ζ) = 1 + (2iζ)−1
∫ ∞
x
(e2iζ(y−x) − 1)V (y)b(y, ζ) dy (A.1)
considered on the class of bounded functions b(x, ζ). Its solution b(x, ζ) can be constructed
by the method of successive approximations. Set b0(x, ζ) = 1 and
bn+1(x, ζ) = (2iζ)
−1
∫ ∞
x
(e2iζ(y−x) − 1)V (y)bn(y, ζ) dy. (A.2)
Under assumption (2.17), it follows successively that
|bn(x, ζ)| ≤ |ζ|−n(n!)−1
(∫ ∞
x
|V (y)| dy
)n
. (A.3)
This follows inductively as follows. Using the estimate
|e2iζ(y−x) − 1| ≤ 2, x ≤ y, ζ ∈ C+,
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we get from (A.2) the estimate
|bn+1(x, ζ)| ≤ |ζ|−n−1(n!)−1
∫ ∞
x
|V (y)|
(∫ ∞
y
|V (t)| dt
)n
dy
= |ζ|−n−1(n!)−1(n+ 1)−1
∫ ∞
x
d
dy
(∫ ∞
y
|V (t)| dt
)n+1
dy.
Thus, |bn+1(x, ζ)| is bounded from above by |ζ|−n−1((n+1)!)−1
(∫∞
x
|V (y)| dy)n+1, which
proves (A.3). For any fixed x ≥ 0, every function bn(x, ζ) is analytic in ζ in the upper half-
plane ζ ∈ C+ and is continuous in ζ up to the real axis, with exception of the point ζ = 0.
It follows from (A.3) that the limit
b(x, ζ) := lim
N→∞
b(N)(x, ζ), where b(N)(x, ζ) =
N∑
n=0
bn(x, ζ), (A.4)
exists for all x ≥ 0 uniformly with respect to ζ for |ζ| ≥ c > 0. Therefore the func-
tion b(x, ζ) has the same analytic properties in the variable ζ as the functions bn(x, ζ).
Moreover, estimates (A.3) show that b(x, ζ) is a bounded function of x. Putting together
definitions (A.2) and (A.4), we see that
b(N)(x, ζ) = 1− bN+1(x, ζ) + (2iζ)−1
∫ ∞
x
(e2iζ(y−x) − 1)V (y)b(N)(y, ζ) dy.
Passing here to the limit N → ∞, we arrive at equation (A.1). The uniqueness of a
bounded solution b(x, ζ) of equation (A.1) follows from estimate (A.3) for a solution of the
corresponding homogeneous equation. This estimate implies that b(x, ζ) = 0.
Proof of Lemma 2.1.3 By (A.4), we have
θ(x, ζ) = eiζx lim
N→∞
N∑
n=0
bn(x, ζ), (A.5)
where bn(x, ζ) is given as in (A.2). As the limit in (A.5) exists for all x ≥ 0 uniformly with
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respect to ζ for |ζ| ≥ c > 0, it follows that
θ′(x, ζ) = iζeiζx lim
N→∞
N∑
n=0
bn(x, ζ) + e
iζx lim
N→∞
N∑
n=0
b′n(x, ζ).
Obviously, we have b′0(x, ζ) = 0 and from (A.2), we derive
b′n(x, ζ) = −
∫ ∞
x
e2iζ(y−x)V (y)bn−1(y, ζ) dy.
Thus,
∣∣θ′(x, ζ)− iζeiζx∣∣ = e− Im ζx|ζ| ∣∣∣∣∣ limN→∞
N∑
n=1
bn(x, ζ) +
1
iζ
b′n(x, ζ)
∣∣∣∣∣
=
e− Im ζx
2
∣∣∣∣∣ limN→∞
N∑
n=1
∫ ∞
x
(
e2iζ(y−x) + 1
)
V (y)bn−1(y, ζ) dy
∣∣∣∣∣ .(A.6)
Using the estimate
|e2iζ(y−x) + 1| ≤ 2, x ≤ y, ζ ∈ C+,
we see that the term in (A.6) does not exceed
e− Im ζx lim
N→∞
N∑
n=0
∫ ∞
x
|V (y)| |bn(y, ζ)| dy. (A.7)
Because of (A.3), expression (A.7) is less or equal
e− Im ζx lim
N→∞
N∑
n=0
|ζ|−n(n!)−1
∫ ∞
x
|V (y)|
(∫ ∞
y
|V (t)| dt
)n
dy,
which is equivalent to
e− Im ζx|ζ|
(
exp
(
|ζ|−1
∫ ∞
x
|V (y)| dy
)
− 1
)
.
This proves (2.20). If |ζ| ≥ k > 0 and condition (2.17) is satisfied, then estimate (2.21)
follows from (2.20). ¤
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Appendix B
Proof of Proposition 3.4.3
We prove the Proposition 3.4.3 in four steps.
Step 1: The following result was proved in Lemma 2.7.3 of [19].
Lemma B.0.4 If for some vectors a and bJ(0)a = 0,
J(0)b+ J˙(0)a = 0,
then a = 0. Here, dot indicates differentiation.
J(ζ) can be expanded as
J(ζ) = J0 + ζJ1 + ∙ ∙ ∙ , ζ → 0, ζ ∈ C+. (B.1)
Here, J0 = J(0) and J1 = J˙(0).
It is known that ([19]) all the zeros of det J(ζ) are simple poles of J(ζ)−1. Therefore,
if det J(0) = 0 than we can expand J(ζ)−1 as
J(ζ)−1 =
1
ζ
N +R1(ζ), R1(ζ) = o(ζ
−1), ζ → 0, ζ ∈ C+. (B.2)
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Equations (B.1) and (B.2) implies
J0N = NJ0 = 0 (B.3a)
J0R1 + J1N = R1J0 +NJ1 = I. (B.3b)
Step 2: The scattering matrix S(k) is defined as ([17, 18, 19])
S(k) := −J(−k)J(k)−1, k ∈ R\{0}. (B.4)
S(k) is continuous at k = 0 and S(k) = S(0) + o(1) as k → 0 in R ([3]). Also, it is well
known that the scattering matrix is unitary and S(0) = I on the kernel space of J(0) ([31]).
(B.1) and (B.2) along with (B.3a) and (B.3b) imply
J1N =
1
2
(I+ S(0))
and is a projection (Idempotent matrix). Therefore, we have
kernelJ(0) = range(J1N) = kernel(I− J1N)
kernelJ(0) = range(1
2
(I+ S(0))) = kernel(1
2
(I− S(0)). (B.5)
Step 3: Now, we write the Jost matrix J(ζ) in terms of two new matrices F (ζ) and R0(ζ)
as
F (ζ) = J(ζ)R0(ζ), (B.6)
where R0(ζ) = I − iεζ−1P and the projection P = J1N = 12(I + S(0)). In the following
we will show that F (ζ) is invertible near ζ = 0 and is regular at ζ = 0.
Using (B.1) and definition of R0(ζ) we can express F (ζ), near ζ = 0, as
F (ζ) = −iεζ−1J0P + (J0 − iεJ1P ) + ∙ ∙ ∙ . (B.7)
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But by (B.5), J0P = 0, hence F (ζ) is analytic at ζ = 0. Moreover, suppose that
Qx = 0, (B.8a)
Q = J0 − iεJ1P. (B.8b)
This is equivalent to y = P (−iεx),
J0x+ J1y = 0,
(B.9)
As J0P = 0, therefore, J0y = J0P (−iεx) = 0. Lemma B.0.4 implies y = 0. By the
second equation in (B.9) J0x = 0, therefore, by (B.5),
Px = x.
But since y = 0, the first equation in (B.9) shows that x = 0. So, we conclude that,
Qx = (J0 − iεJ1P )x = 0 implies x = 0. Hence, det(J0 − iεJ1P ) 6= 0, i.e., near ζ = 0
F (ζ) = J0 − iεJ1P
is invertible.
Step 4: From (B.6)
det J(ζ) = det(R−10 (ζ)) det(F (ζ)),
where
R−10 (ζ) = I+ iεζ−1P.
There always exist a coordinate system in which the p× p projection matrix P is diagonal.
Its diagonal elements will be q ones and q − p zeros, where q is the dimensionality of the
kernel of J(0). Therefore,
det J(ζ) = ζq(c0 + o(1)), ζ → 0, ζ ∈ C+.
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