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In this paper we study Gf/G/ I queueing systems with finite capacity. Our main objective is to 
find exponential bounds for the limiting probability that an arriving customer causes an excess 
of the system capacity. The derivation of these bounds is based on a comparison of the finite and 
infinite capacity systems. 
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I. Introduction 
In queueing situations one often encounter systems with a restricted capacity, for 
instance a dam system (see Prabhu [6]) or a queueing system with impatient 
customers (see de Kok and Tijms [3]). In this note we study single server queueing 
systems in which a customer may trigger an action if its arrival causes an excess of 
the capacity. We denote these systems by T-systems. The decision whether an arrival 
triggers an action depends on the trigger discipline. If an action is triggered we say 
that a trigger situation occurs. 
A T-system can be in two states, namely triggerable and non-triggerable. A trigger 
situation can only occur if the system is triggerable. If the system is empty it is 
always put in the triggerable state. A change from the triggerable to the non- 
triggerable state can only occur in a trigger situation. 
In this note two essentially different kind of trigger disciplines are studied, the 
first one is based on the waiting time of an arriving customer, the second one on 
the sojourn-time of an arriving customer. We call the system respectively a waiting 
time based T-system and a sojourn-time based T-system. A trigger situation occurs 
in a waiting time based T-system (sojourn-time based T-system) with capacity K if 
the system is triggerable and the waiting time (sojourn-time) of an arriving customer 
exceeds K. 
For the triggered action we assume that it does not influence the server and that 
the workload in the system with the action is not greater than without this action. 
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A further specification of the action is not necessary for the given analysis. Two 
extreme actions are to accept or to refuse an arriving customer’s demand completely. 
An example of a waiting time based T-system is the impatient customer model 
in which an arriving customer is refused completely if its waiting time exceeds K. 
An example of a sojourn-time based T-system is the dam model in which the maximal 
part of a customer’s demand is admitted such that the total workload does not 
exceed K. Both the impatient customer system and the dam system are always 
triggerable. 
Denote the probability that an arriving customer triggers an action by rTTB( K ). 
We conjecture that under some mild assumptions this probability satisfies 
lim et*’ 
K--r ns(K) = Y, 
where 19 is a positive constant independent of the triggered action and y a positive 
constant dependent on the triggered action. For the dam model this conjecture can 
be proven if we assume a Poisson input stream by combining results of Cohen [ 1, 
page 841 and of lglehart [5]. For the impatient customer model with a Poisson input 
stream it was proven by de Kok and Tijms [3]. We also mention related work of 
Geish and Kobayashi [4] in which only an upperbound for r,,(K) was established 
for a somewhat ditierent GI/G/ I sojourn-time based T-system with time slots. Also 
Wyner [7] has worked on a T-system with sojourn-time based trigger discipline. Hc 
proved the conjecture under the assumption of a bounded input-output distribution. 
We have not been able to prove this conjecture in its general setting but we 
succeeded in linding positive bounds n and p which are independent of the triggered 
action with 
u < lir i;f eaK r,,( K ), _ 
and 
p 2 limsup edK n,,(K). 
L; - x, 
We may not expect that the quotient of a and p is close to 1, because (Y and /3 are 
independent of the action. 
The organization of this note is as follows. In Section 2 we give some well known 
results for the standard GI/G/I queueing system, i.e. the usual infinite capacity 
single server queueing system. Section 3 deals with the waiting time based T-system 
and the sojourn-time based T-system. 
2. The Cl/G/I queue@ system without triggering 
Consider the standard GI/G/ 1 queueing system without the possibility of trigger- 
ing an action. Let A,, n = 1,2, . . . , denote the interarrival-time between the (n - I)-th 
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and n-th customer; {A,. n = 1.2,. . . ,} is a family of independent identically dis- 
tributed random variables with distribution function A( *) and mean A-’ = E(A,). 
We assume that A( 0) is continuous. The service-time demand of the n-th customer 
is indicated by B,, n = 0, 1,. . . ; {B,, n = 0, 1.2,. . .} is a family of independent 
identically distributed random variables with distribution function B( - ) and mean 
p = E( B,). The families {A,, n = 1,2,. . .} and {B., R = 0, 1.2,. . .} are independent. 
The traffic intensity is defined by 
p=+, (2.1) 
and we assume throughout this note that p < 1. 
Let W,,n=O, l,... , denote the waiting time of the n-th customer and take W, = 0. 
Define a function related to the waiting time process by 
f%(q) = !ic Pr{ W, > q}. (2.2) 
Under the assumption that p < 1 it is well known that the limiting proability for 
an arriving customer to enter an empty system is positive, so 1 - PH(0) > 0. 
Denote the number of customers who receive service during a busy cycle by L. 
By the theory of regenerative processes the well known formula 
E(L) = (1 - PH(0))_‘. (2.3) 
follows. 
Define next the maximal waiting time during a busy cycle by 
M,=max(W,~n=O,l,..., L-l), (2.4) 
with 
P,(x) = Pr {M, > x). 
Denote the length of an idle period by I. 
(2.5) 
In the remainder of this section we pay attention to the sojourn-time process. 
Denote the sojourn-time of the nth customer by V,. It is easily seen that the 
sojourn-time satisfies the relation V, = W, + B,, n = 0, 1,. . . . By defining 
P:(x) = !$ Pr { V, > x}, (2.6) 
we find 
P%(x) = ptt(x -Y) dB(y). (2.7) 
Finally, define the maximal sojourn-time during a busy cycle by 
M*,=max{V,In=O,l,..., L-l}, 
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P:(x) = Pr {M*, > x}. 
These definitions suffice for the analysis given in the next section. 
(2.8) 
3. Exponential bounds for trigger probabilities 
In this section we analyse T-systems, respectively with a waiting time based trigger 
discipline and with a sojourn-time based trigger discipline, but we first focus on a 
general T-system. 
Suppose an arriving customer causes a trigger situation. At that moment an action 
is taken. The restrictions we impose on this action are that it does not influence the 
server and that the workload after the action is not greater than it would have been 
without the action. With these restrictions we find after some consideration that, 
with the same realization of A,,. n = I, 2,. . . , and B,, n =O, 1,. . . , the workload in 
a system with action is never greater than the workload in a system without action 
at the same time. In particularly, the beginning of a busy cycle in the standard 
Cl/G/ I queueing system is also the beginning of a busy cycle in the Cl/G/ I system 
with triggered actions. 
We next express the bounds for the limiting probability that an arriving customer 
causes an action in terms of f’,(K), P,(K), P*,(K) and P:(K), set (2.2), (2.5). 
(2.6) and (2.g). 
Waiting time hn.wJ T-.s_vsrern 
In a T-system with a trigger discipline based on the waiting time of an arriving 
customer an action is triggered if the system is triggerable and the waiting time of 
a customer exceeds K. Let n,,(K) denote the limiting probability that an arriving 
customer finds a workload larger than K in the system which is in the triggerable 
state. We derive bounds for a,,(K) with results from Section 2. 
Consider a busy cycle in the standard GI/G/l queueing system without action. 
If the maximal waiting time during this cycle, M,, does not exceed K the workload 
process is the same in the systems with and without triggered actions. If Mo exceeds 
K a trigger situation occurs in the T-system during this cycle. Define N, to be the 
number of cycles in the standard GI/G/I queueing system before and including 
the first cycle after I = 0 with its maximal waiting time exceeding K. As can be seen, 
the beginning of the (N,+ I)-th cycle is a regeneration point for this process. Because 
the maximal waiting times of the cycles are independent, N, is geometrically 
distributed with mean l/f,(K), see (2.5). Let N,, denote the number of arrivals 
during the first N, cycles. Because the number of arrival during these cycles are 
independent also. it follows by Wald’s theorem that the expected number of arriving 
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customers during these NC cycles equals (see (2.3)) 
E(N,)=E(N,)-E(L)= 
VQUW’ 
I- PR(O) * 
(3.1) 
If we consider the first NA arrivals in the T-system we find that at least one of these 
customers triggered an action. Therefore we may conclude by the theory of regenera- 
tive processes that 
a,(K) 
1 
~-=PQ(K)*[l-P,(O)]. 
E(N,) 
(3.2) 
An upperbound for the steady state trigger probability is found by remarking that 
the waiting time of a customer is with probability 1 not greater in the T-system than 
in the infinite capacity system. With (2.2) we find 
rrs(K)slim Pr{W,>K}=P,(K). 
n-zs’ (3.3) 
We now have an upper- and a lowerbound for no(K). Later on we use these 
bounds to give exponential bounds. 
Sojourn-time based T-systems 
In these systems an arriving customer causes a trigger situation if the system is 
triggerable and the sojourn-time of the customer would exceed K without an action. 
Let rz( K) be the limiting probability that an arriving customer triggers an action. 
By the same method used for the waiting time based T-system we get the bounds, 
see (2.8), 
a~(K)zP*U(K)[l-P,(O)l, 
and, see (2.6), 
7rB(K)Slim Pr{VE> K}=P*,(K). 
n-m 
To obtain exponential bounds for the trigger 
assumption. 
Assumption 3.1. There is a 6 > 0 with 
I 
.x UD 
e -Or dA(x) 
0 J 
e’“dB(x)=l, 
0 
and 
1 
pa=- 
dr o IJ e -C’ dA(x) J err dB(x) <co. ” I r-,9 
(3.4) 
(3.5) 
probabilities we need the following 
148 J.C. H’. van Ommeren / Finite capacity sysrem 
Under this assumption the following asymptotic expansions apply, see Iglehart [5], 
Cohen [2, 11.1.3, 1, 701, (2.2). (2.5), (2.7) and (2.8), 
p (K)_l-E(e-U’) 
R 
8cLa 
(1-PR(0))e-9K, K+cc, 
PO(K)-(I-E(e-“‘))(P,(K), K-CO, 
I 
1 
P:(K)- e” dB(x)P,( K), K -too, 
0 
(3.6) 
P;(K)-(l-E(e-“‘))P*,(K), K-,a, 
where I denotes the length of an idle period in the standard GI/G/ 1 system. Together 
with (3.2). (3.3), (3.4) and (3.5) these asymptotic expansion immediately yield the 
following theorem. 
Theorem 3. I. Under Assumption 3.1 the following asymptolic bounds app1.v for rR( K ), 
the limiting probability thar an arriving customer triggers an action in a waiting time 
based T-system with capacity K, 
(I-P,(0))‘(I-E(e~“‘)):~,iminfe”“.~ (K) 
19Pif 
It 9 
K -.r 
and 
liF:;,p e o’:,,(K)s 
(I- E(e_“‘))( I- PH(0)) 
9/J il 
For rrg( K ), the limiting trigger probubilitv in a sojourn-time bused T-system, the 
bounds are given 6) 
and 
lips;p e ‘*‘rf(K)~ 
(1 -P,(O))(l -E(e-“‘)) 
. a/JCLn I 
menK dB(r) 
, . 
0 
Concluding remark 
Theorem 3.1 states the existence of positive, exponential bounds for the probability 
that an arriving customer triggers an action. The two bounds are not tight. This can 
be easily explained by viewing at the physical meaning of these bounds. The 
upperbound is taken in a system where the triggered action is to do nothing, the 
lower bound is taken in a system where the action is to put the system in the 
non-triggerable state. 
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Table 3.1 
The quotient of the upper and lowerbound in a EJ E,/ 1 T-system 
P 0.5 0.7 0.9 
1 k 
10 
3 3 
I 
10 
2 3 
I 
10 
1 3 
1 
1.448 (2.042) 
1.906 (1.500) 
3.190 (0.8405) 
1.662 (1.433) 
2.117 (1.147) 
3.390 (0.7192) 
2.307 (0.7549) 
2.751 (0.6695) 
4.000 (0.5000) 
3.116 (1.299) 
4.471 (0.900) 
8.220 (0.4775) 
3.898 (0.9241) 
5.226 (0.7032) 
8.941 (0.4161) 
6.189 (0.4951) 
7.471 (0.4241) 
Il.111 (0.3000) 
23.32 (0.5413) 
35.25 (0.3000) 
68.96 (0.1527) 
31.32 (0.3256) 
43.15 (0.2383) 
76.71 (0.1349) 
55.06 (0.1767) 
66.72 (0.1474) 
100.00 (0.1000) 
Let Q denote the quotient of the upper and lower bound, then Q= 
E( L)/( I- E(e-‘I)). For the M/M/I system it is easily found that 8 = (1 -p)/p, 
and Q=(~-P)-~. By using results from Cohen [2, page 3251, we can also compute 
the bounds for Ek/E,/t systems. Table 3.1 gives the quotient of the upper- and 
lowerbound for various traffic intensities. Between brackets the value of 19 is given, 
where we take the mean demand size p = 1. 
If the traflic intensity p is close to 1 in general the quotient will be large. However, 
by the assumption that pLn is finite we get a non zero lowerbound for 7~,,( K) and 
r*,(K) which is an indication that under assumption 3. I the original conjecture 
lim can 7r,,( K) = y, 
K-in 
holds. 
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