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Abstract
General probabilistic theories are shown to admit a Gleason-type theorem
if and only if they satisfy the no-restriction hypothesis, or a “noisy” version
of the hypothesis. Therefore, in precisely these theories we recover the state
space by assuming that (i) states consistently assign probabilities to measure-
ment outcomes and (ii) there is a unique state for every such assignment.
1 Introduction
More than sixty years ago, Mackey [1] asked whether density operators represent
the most general notion of a quantum state that is consistent with the standard
description of observables as self-adjoint operators. Gleason [2] responded with
a proof that—in separable Hilbert spaces of dimension greater than two—every
state must admit an expression in terms of a density operator if it is to consis-
tently assign probabilities to the measurement outcomes of such observables. In
2003, Busch [3] (and then Caves et al. [4]) generalized the idea of Gleason’s the-
orem to observables represented by positive-operator measures. The resulting
Gleason-type theorem (GTT) is much simpler to prove and it also applies to two-
dimensional Hilbert spaces, since the assumptions being made are stronger than
in Gleason’s case.
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In this paper, we investigate whether the Gleason-type theorem is special to
quantum theory. Imagine that a theory different from quantum theory had been
found to successfully describe Nature. Would a GTT still exist?
Our question is made explicit by posing it within the family of general proba-
bilistic theories (GPTs) which have emerged as natural generalizations of quantum
theory [5, 6, 7]. The framework of GPTs derives from operational principles and
it encompasses both quantum and classical models. One of the motivations to
explore these alternative theories has been to identify features which single out
quantum theory among others of comparable structure. Our study contributes to
that fundamental quest.
The results of Gleason and Busch establish a bijection between frame func-
tions and density operators in quantum theory. Frame functions associate prob-
abilities to the mathematical objects representing the possible outcomes of mea-
surements in such a way that the probabilities assigned to all disjoint outcomes
of a given measurement sum to unity. The rationale behind a frame function is
that the probabilities of all measurement outcomes for all observables should de-
fine a unique state. If this were not the case, then two “different” states would be
indistinguishable, both practically and theoretically.
Our strategy will be to generalise the concept of frame functions to GPTs in
order to investigate whether they are in exact correspondence with the objects
that represent states in these theories. The main result of this paper is a proof that
the correspondence continues to hold if and only if the state and effect spaces of
a GPT satisfy the no-restriction hypothesis [8, 9], or a “noisy” version thereof (see
Theorem 1, Section 3.1). In other words, we identify exactly all general proba-
bilistic theories which admit a Gleason-type theorem.
The existence of a GTT for GPTs such as quantum theory or real-vector-space
quantum theory [10, 11, 12, 13] has a number of consequences. It becomes possible,
for example, to modify the axiomatic structure of the theories as it is no longer
necessary to, separately and independently, stipulate both the state space and the
observables of the theory. Our result can also be used to derive the standard
GPT framework from operational assumptions different to those found in the
literature. More specifically, the standard GPT framework is recovered if—after
motivating the standard description of observables in GPTs—states are assumed
to correspond to frame functions of these observables.
To make the paper self-contained and to introduce the notation, we will first
review concepts of the GPT framework relevant here. In Section 3, we define
frame functions for GPTs and prove Theorem 1. In Section 4, we provide three
examples to demonstrate the simplification of the postulates required to specify
an individual GPT. Section 5 strengthens Theorem 1 by defining frame functions
only on a proper subset of all observables, the analog of projective-simulable ob-
servables. The stronger result makes possible an alternative operational motiva-
tion of the GPT framework. In Section 6 we summarize and discuss our results.
2
2 General probabilistic theories
The GPT framework allows one to define a broad family of theories of which
quantum theory (in finite dimensional Hilbert spaces) is a member. Any (real
or fictitious) system described by a GPT has the following fundamental prop-
erty: there exists a finite set of fiducial measurement outcomes, the probabilities of
which uniquely determine its state1. For example, the state of a spin-1/2 particle
is determined by the probabilities of the +1 outcome of measuring spin observ-
ables in three orthogonal directions, as demonstrated by the Bloch vector descrip-
tion.
There are many different yet equivalent ways to formulate the GPT frame-
work. To make this paper self-contained, let us briefly outline an intuitive ap-
proach to GPTs which is based on an operational derivation [7].
2.1 States
If a system has a minimal fiducial set consisting of d outcomes2, its state space S is
given by a convex, compact set of vectors of the form
ω =

p1
...
pd
1
 ∈ Rd+1, (1)
where pk ∈ [0, 1] , k = 1 . . . d, are the probabilities of the fiducial outcomes. The
extra dimension of the “ambient” vector space simplifies the description of mea-
surement outcomes, as explained below. The convexity of the state space is de-
rived from the assumption that if one were to prepare the system in the states ω
and ω′ =
(
p′1, . . . , p
′
d, 1
)T with probabilities λ and (1− λ), respectively, then the
probability of observing the k-th fiducial measurement outcome should equal
p′′k (λ) = λpk + (1− λ) p′k , λ ∈ [0, 1], k = 1 . . . d , (2)
and, therefore, this mixed state should be represented by the vector
ω′′(λ) = λω+ (1− λ)ω′ . (3)
A state ω is extremal if it cannot be written as a (non-trivial) convex combi-
nation of other states. The state space is assumed to be compact since, firstly,
it must be bounded if the entries of the vector are to be between zero and one.
Secondly, as an arbitrarily good approximation of a state would be operationally
1The restriction to a finite set of fiducial measurement outcomes has been relaxed by e.g. Nuida
et al. [14], allowing the framework to encompass quantum theory in toto.
2Minimal meaning that there is no fiducial set for the system with fewer than d outcomes.
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indistinguishable from the state itself, we also assume the state space is closed in
the topological sense.
As an example, consider a classical bit which may reside in one of two states
called “0” and “1”, or in a mixture of the two. If we know that the bit is in state
0 with probability p then it is in state 1 with probability (1− p); in other words,
the number p ∈ [0, 1] determines the state of the system. When performing the
measurement which asks “Is the bit in state 0 or 1?”, the outcome “The bit is in
state 0.” forms a complete set of fiducial measurement outcomes. Thus, the state
space Sb of the bit can be represented by the line segment between (0, 1)T and
(1, 1)T, as displayed in Figure 1a (see Section 2.2). The end points of the segment
correspond to the states 0 and 1, respectively, and their convex hull defines the
state space Sb.
2.2 Effects and observables
The possible outcomes of measuring an observable in a GPT correspond to effects
which are linear maps e : Rd+1 → R such that 0 ≤ e (ω) ≤ 1 for all states
ω ∈ S ; here e (ω) denotes the probability of observing the outcome e when a
measurementM (with e as a possible outcome) is performed on a system in state
ω. Due to the linearity of the map e, any effect can be uniquely expressed in the
form
e (ω) = e ·ω, (4)
for some vector e ∈ Rd+1. We will also use the term “effect” to refer to the vector
e characterizing a map e.
The linearity of effects is motivated by the assumption that they should re-
spect the mixing of states with some parameter λ ∈ [0, 1]. More specifically, the
following two events should occur with the same probability:
(i) observing the outcome e of a measurement M performed on a system in a
mixed state ω′′(λ) = λω+ (1− λ)ω′;
(ii) observing the outcome e when the measurementM is performed with prob-
ability λ on a system in state ω and with probability (1− λ) on a system
prepared in state ω′.
This assumption implies that the map e should satisfy
e
(
λω+ (1− λ)ω′) = λe (ω) + (1− λ) e (ω′) , ω,ω′ ∈ S , (5)
and thus be an affine function on the state space S which can be extended to a
linear function on the vector space Rd+1 containing S .
The set of all effects associated with measurement outcomes in a specific GPT
is known as its effect space which will be denoted by E . The effect space E cor-
responds to a convex subset of Rd+1, as does the state space S . It necessarily
4
contains the zero and unit vectors,
0 =

0
...
0
0
 and u =

0
...
0
1
 , (6)
as well as the vector (u− e) for every e ∈ E [9], which arises automatically as a
valid effect. We also assume that the effect space spans the full (d + 1) dimen-
sions of the vector space; otherwise the model would contain states which result
in identical probabilities for all effects in the effect space, making them indistin-
guishable and hence operationally equivalent. Note that a d-dimensional state
space comes with a (d + 1)-dimensional effect space. Extremal effects are defined
by the property that they cannot be written as a (non-trivial) convex combination
of other effects.
Observables are given by tuples Je1, e2, · · · K of elements of the effect space that
sum to the unit effect u, with each effect in the tuple corresponding to a different
possible outcome when measuring the observable. The position of an effect in
the tuple encodes the label of the corresponding outcome. Given the observable
De = Je, u− eK, for example, we will say effect e represents the first possible
outcome of measuringDe since e occupies the first position in the tuple. We will
assume throughout (except in Section 5) that any finite set of effects summing to
the unit effect u in a GPT corresponds to an observable.3
The effect space Eb of the classical bit with state space Sb is given by the par-
allelogram depicted in Figure 1a. The two-outcome measurement B determining
“Is the bit in state 0 or 1?” is represented by
B =
s(−1
1
)
,
(
1
0
){
. (7)
2.3 Equivalent GPTs
When considering a specific GPT it is sometimes useful to linearly transform its
state and effect spaces. The description of a qubit in terms of a Bloch vector is a
simple example since its components do not necessarily take values in the range
[0, 1]. Explicitly, the Bloch vector representation of a qubit density operator
ρ =
1
2
(
I+xσx + yσy + zσz
)
, (8)
is given by the vector (x, y, z, 1)T, with the fourth component being the coefficient
of the identity matrix. Each of the other coefficients r ∈ {x, y, z} is linearly related
to the probability of the outcome +1 of the observable σr, i.e. pr = (1+ r) /2.
3This assumption is equivalent to considering GPTs with a restriction of type (R1) in [15],
whereas the GPTs considered in Section 5 can be of type (R2) or (R3).
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(a) (b)
Figure 1: State and effect spaces of the classical-bit GPT: (a) formulated as de-
scribed in Sections 2.1 and 2.2 and using Eq. (7); (b) after applying the transfor-
mation given in Eq. (10).
Any linear transformation which preserves the inner product between states
and effects of a given GPT gives rise to an alternative representation. Suppose
that we transform the state space S by an invertible (d + 1)× (d + 1) matrix M to
the space SM ≡ MS . Then we must apply the inverse transpose transformation
M−T ≡ (M−1)T to the effect space, EM ≡ M−TE , in order that the probabilities
remain invariant,
eM ·ωM =
(
M−Te
)
· (Mω) = e ·ω . (9)
The transformed state and effect spaces continue to be convex subsets of Rd+1,
and they can even be thought of as a convex subset of a vector space isomorphic
to Rd+1. GPTs are often presented in this way (cf. [16, 9] and references therein).
The standard formulation of quantum theory in finite dimensions is an exam-
ple of representing the state and effect spaces of a theory as subsets of a vector
space isomorphic to Rd+1. Quantum states are represented by density operators
on Cd which form a convex subset of the real vector space of Hermitian operators
on Cd, which is isomorphic toRd
2
. Quantum effects can also be embedded in this
space with e (ω) = Tr (eω) for an operator e satisfying 0 ≤ 〈ψ|e|ψ〉〉 ≤ 〈ψ|ψ〉
for all rays |ψ〉 ∈ Cd. Using this representation of the state and effect spaces is
essential for d > 2 since it is highly non-trivial to explicitly describe the set of
density operators by vectors of the form given in Eq. (1)) (see e.g. [17, 18]).
As an explicit example, let us transform the GPT description of a classical bit
with state space Sb by the matrix
M =
(
2 −1
0 1
)
. (10)
The new state space, SB ≡ MSb, is now the convex hull of the images of the
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extremal states 0 and 1 (previously located at (0, 1)T and (1, 1)T, respectively), i.e.
SB = Conv
{(−1
1
)
,
(
1
1
)}
. (11)
Similarly, the effect space, EB ≡ M−TEb, is given by the convex hull of the zero
effect 0, the unit effect u and two other extremal effects,
EB = Conv
{(
0
0
)
,
(
1
0
)
,
1
2
(−1
1
)
,
1
2
(
1
1
)}
, (12)
as pictured in Figure 1b.
2.4 Cones in GPTs
The notion of a positive cone is useful when studying the properties of state and
effect spaces of a GPT. A positive cone is a subset of Rd+1 that contains all non-
negative linear combinations of its elements. Positive cones may, for example, be
generated from convex subsets of real vector spaces.
Definition 1. The positive cone A+ of a convex subset A of a real vector space is
the set of vectors
A+ = {xa|x ≥ 0, a ∈ A} . (13)
Positive cones also arise from considering the space dual to a subset of vectors
in an inner product space.
Definition 2. The dual cone A∗ of a subset A of a real inner product space V is the
positive cone
A∗ = {b ∈ V| 〈a, b〉 ≥ 0 for all a ∈ A} . (14)
Figure (2a) illustrates, for a classical bit, the dual cone S∗B of the state space
SB. It is easy to see that, in general, the effect space E of a GPT must be contained
within the dual cone S∗ of the state space in order that the effects assign non-
negative probabilities to every state in the state space.
The following lemma describes a simple but important property of effect spaces
related to the fact that the elements of its dual cone effectively span the ambient
space.
Lemma 1. For any effect space E and any vector c ∈ Rd+1, we have c = a− b for some
a, b ∈ E+.
Proof. Firstly, the interior of E+ is non-empty since E is convex and spans Rd+1.
Let e be an interior point of E+. As e is an interior point of E+, we have that
e+ εc ∈ E+ for some ε > 0 and we may take a = (e+ εc) /ε and b = e/ε.
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(a) (b)
Figure 2: State and effect spaces SB and EB (the horizontal line and the dark
square, respectively) of the classical-bit GPT showing (a) the dual cone S∗B
(shaded) of the state space; (b) the effect space EB is given by the intersection
of the cones S∗B and u− S∗B since the bit is an unrestricted GPT (see Section 2.5).
Two further lemmata, which we will need later on, establish relations between
positive cones and their dual cones.
Lemma 2. Let A be a compact, convex subset of Rd+1, then A∗∗ = A+.
Proof. This result is a consequence of the hyperplane separation theorem and has
been shown as Theorem 14.1 in [19], for example.
Lemma 3. For a compact and convex subset A ⊂ Rd+1, we have A∗ = (A+)∗.
Proof. By Definition 2, a vector b is in the dual cone A∗ of A if and only if b · a ≥ 0
for all a ∈ A. Equivalently, we may require x (b · a) = b · (xa) ≥ 0 for all vectors
a in the set A and x ≥ 0, which holds if and only if b ∈ A+.
2.5 The no-restriction hypothesis
A particularly close relationship between state and effect spaces exists in GPTs
that satisfy the no-restriction hypothesis [9], i.e. GPTs with effect spaces consisting
of all linear maps e : Rd+1 → R such that 0 ≤ e (ω) ≤ 1 for all ω ∈ S . In such
an unrestricted theory the state space defines a unique effect space, and vice versa.
The effect space of an unrestricted GPT with state space S is given by
E (S) =
{
e ∈ Rd+1|0 ≤ e ·ω ≤ 1, for all ω ∈ S
}
= S∗ ∩ (u− S∗) , (15)
where u−S∗ = {u− e|e ∈ S∗}. The classical bit is an example of an unrestricted
GPT. The cones S∗ and (u− S∗) as well as their intersection are illustrated in
Figure 2b.
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Conversely, if an unrestricted GPT has an effect space E then a unique state
space is associated with it, namely:
W (E) =
{
ω ∈ Rd+1|e ·ω ≥ 0 for all e ∈ E and ω · u = 1
}
= E∗ ∩ 1d+1 , (16)
where 1d+1 =
{
ω ∈ Rd+1|u ·ω = 1}; we will omit the subscript d + 1 whenever
the dimension is clear from the context. We have introduced the maps E and W in
the context of unrestricted GPTs but they are well-defined for the state and effect
space of any GPT. The maps will play an important role in the derivation of our
main result (see Section 3).
2.6 Noisy unrestricted GPTs
The main result of this paper establishes a Gleason-type theorem for a class of
GPTs which we will now introduce, namely noisy unrestricted (NU) GPTs. For-
mally, the class of NU GPTs consists of all unrestricted GPTs along with a spe-
cial subset of restricted GPTs. The included restricted GPTs are those that can be
thought of as unrestricted GPTs in which some (or all) of the observables can only
be measured with a limited efficiency, or with some inherent noise.
Definition 3. A GPT with state space S and effect space E is a noisy unrestricted
(NU) GPT if for every vector e ∈ E (S) there exists a number pe ∈ (0, 1] such that
the rescaled vector pee is contained in the effect space E .
This definition implies that each NU GPT is closely related to an unrestricted
GPT in the following way: for each observable O = Je1, e2, . . . , enK in the unre-
stricted GPT, there exists an observable
Op = Jpe1, pe2, . . . , pen, (1− p) uK , (17)
of the NU GPT, for some p ∈ (0, 1], while the state spaces of the two GPTs are
given by the same set. Thus, measuring the observable Op of the NU GPT can
be thought of as successfully measuring the observable O (of the associated un-
restricted GPT) with probability p, and observing no outcome with probability
(1− p), regardless of the state of the system. For later convenience, the case in
which pe = 1 for all vectors in e ∈ E (S) is included in Definition 3; in other
words, “noiseless” unrestricted GPTs—i.e. those in which E = E (S) holds—are
also considered to be NU GPTs. All other NU GPTs, however, are restricted, i.e.
they violate the no-restriction hypothesis.
Figure 3 shows two modified versions of the bit GPT that violate the no-
restriction hypothesis, one of which is a NU GPT while the other is not. Fur-
ther examples of the three different varieties of GPTs—restricted, unrestricted
and noisy unrestricted—can be found in Section 4.
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(a) (b)
Figure 3: State and effect spaces for two restrictions of the classical-bit GPT: (a)
resulting in a NU GPT and (b) not resulting in a NU GPT (see Definition 3).
We conclude this section by pointing out an alternative characterisation of NU
GPTs.
Definition 4. A NU GPT has a state space S and an effect space E which are
related by E (S) = E+ ∩ (u− E+).
The equivalence of Definition 3 with Definition 4 can be seen as follows. Con-
sider a GPT with state space S and effect space E . Assume that the GPT satisfies
Definition 4 so that E (S) = E+ ∩ (u− E+) holds. Then if e ∈ E (S), we have
e ∈ E+ hence there exists p ∈ (0, 1] such that pe ∈ E which means that the
GPT satisfies Definition 3. Conversely, assume that the GPT satisfies Definition 3.
Hence, for every vector e ∈ E (S) there exists p ∈ (0, 1] such that pe ∈ E . This
implies E (S) ⊂ E+. Firstly, if e ∈ E (S) then u− e ∈ E (S) thus e, (u− e) ∈ E+
and we have E (S) ⊆ E+ ∩ (u− E+) . Secondly, if e ∈ E+ ∩ (u− E+) then
0 ≤ e · ω ≤ 1 for all ω ∈ S , so that e ∈ E (S), by the definition of E (S). Com-
bining these two arguments leads to E (S) = E+ ∩ (u− E+), and thus the GPT
satisfies Definition 4.
3 GPTs and Gleason-type theorems
Gleason’s theorem was motivated by the idea that a state of a quantum system
should be uniquely identified by the probabilities of the outcomes of any mea-
surement performed on the system. By this reasoning every state should have
a corresponding frame function, that is a probability assignment on the space of
projections (and later, quantum effects [3]), such that the probabilities of the dis-
joint outcomes of any measurement sum to unity. In order to formulate a GTT for
GPTs, we need to generalize the concept of a frame function.
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Definition 5. A frame function on an effect space E is a map v : Rd+1 → R satisfy-
ing
(V1) 0 ≤ v (e) ≤ 1 for all effects e ∈ E ;
(V2) v (e1) + v (e2) + . . .+ v (en) = 1 for all sequences of effects e1, e2, . . . , en ∈ E
which satisfy e1 + e2 + . . . + en = u.
Note that considering measurements with only a finite number of possible
outcomes is sufficient for our purposes; thus, assumption (V2) is only required
to hold for finite sequences of effects. Countable sequences of effects may be
required if one considers infinite-dimensional systems.
In quantum theory the results of Gleason and Busch show any frame func-
tion must correspond to a density operator. In other words, there are no states
beyond those we already believe to exist under the assumption that states must
correspond to frame functions. We will take the analog of this idea as the defini-
tion of a GTT for a GPT.
Definition 6. A GPT with state space S and effect space E admits a Gleason-type
theorem if and only if every frame function on E can be represented by a state in
S .
Such a GTT would allow the set of all possible states of a GPT to follow from
the effect space via the natural assumption that a state can be uniquely defined by
its propensity to take each possible value of every observable. The requirement
that all mathematically possible states are realised in a theory could be thought
of as analogous to the no-restriction hypothesis, i.e. requiring that all effects have
a corresponding measurement outcome. We will show, however, that the classes
of GPTs that satisfy these requirements are not the same.
3.1 A Gleason-type theorem for NU GPTs
After these preliminaries, let us state the main result of this paper which identifies
the condition under which Gleason-type theorems exist for general probabilistic
theories.
Theorem 1. Let S and E be the state and effect spaces, respectively, of a GPT. Any frame
function v : E → [0, 1] admits an expression v (e) = e ·ω for some ω ∈ S if and only if
E+ ∩ (u− E+) = E (S) , (18)
i.e. a GPT admits a Gleason-type theorem if and only if it is a noisy unrestricted GPT.
With quantum theory in finite dimensions being a GPT which obeys the non-
restriction hypothesis, Busch’s result [3] is an immediate consequence of Theorem
1; the infinite-dimensional case is, however, not treated here.
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Before presenting the proof of Theorem 1, we briefly explain how a GTT al-
lows one to simplify the postulates used to describe a specific GPT in an axiomatic
approach. A simple way to state the postulates, often used for quantum theory,
is to describe the mathematical objects that represent observables and states along
with the rule for calculating the probabilities of measurement outcomes (supple-
mented by postulates describing the composition of systems and, possibly, the
evolution of the system in time). In general, for some GPT with effect space E
and state space S , such postulates would take the following form:
(O) The observables of the system correspond exactly to the tuples of vectorsJe1, e2, . . .K in E that sum to the vector u, with each vector corresponding to
a possible disjoint outcome of measuring the observable.
(S) The states of the system correspond exactly to vectors ω ∈ S .
(P) When measuring the observable Je1, e2, . . .K on a system in state ω ∈ S , the
probability to obtain outcome ej is given by pj(ω) = ej ·ω.
If there exists a GTT for the GPT in hand, then it could be recovered by replac-
ing the postulates (S) and (P) by the operationally motivated assumption that every
state must have a corresponding frame function defining its outcome probabili-
ties, along with the converse assumption that every frame function must have a
corresponding state in the theory. Consequently, one only needs to supplement
postulate (O) with a single new postulate.
(F) There exists a state of the system for every frame function on the effect space
E .
Combined with the GTT and operational reasoning, postulates (O) and (F) lead to
the same theory as the postulates (O), (S) and (P). Thus, the Gleason-type theorem
would simplify the axiomatic formulation of the GPT, just as the theorems by
Gleason or Busch do in the case of quantum theory.
It could be argued that the operational assumptions present in the derivation
of the GPT framework are better suited to simplifying the postulates (O), (S) and
(P). In Appendix B we compare this strategy with the simplification achieved
using Theorem 1.
Our result also opens up an alternative approach to establish the GPT frame-
work as a whole. In Section 2 we reviewed the derivation of the framework from
operational principles which motivates the structure of state spaces in GPTs. One
may, however, arrive at the same framework by operationally motivating the
structure of effect spaces in GPTs (as convex, compact subsets of a real vector space
containing the zero vector, and a vector u such that u − e is in the set for every
effect e), combined with a minimal set of observables formed from the effects in
the space (namely, two-outcome observables and their convex combinations, see
Section 5 and [20, 21]). At this point a corollary to our Gleason-type theorem may
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be used to indeed recover the structure of the state space (as a subset of W (E)
where E is the effect space of the model) by simply assuming that a state must
have a corresponding frame function on this minimal set of observables.
In other words, assuming that states are frame functions offers an alternative
to the mathematically stronger assumption that states are linear functionals on
the real vector space containing the effect space. The details of this approach are
described in Appendix D.
3.2 Proof of Theorem 1
Using Definition 6 of a GTT, Theorem 1 shows that NU GPTs are exactly the class
of GPTs that admit GTTs. We will prove this result in two steps: (i) in Proposition
1, a frame function on a GPT effect space E is found to correspond to a vector in
the set W (E) defined in Section 2.5; (ii) the set W (E) is found to correspond to
the state space of the GPT if and only if the GPT is in the class of NU GPTs, in
Lemmata 4 and 5.
Step (i): The proof of the following proposition is inspired by the method used
for the quantum case given in [3].
Proposition 1. Let E be an effect space of a GPT. Any frame function v on E admits an
expression
v (e) = e ·ω, (19)
for some vector ω ∈W (E) and all effects e ∈ E .
Proof. Firstly, for any finite collection of effects e1, e2, . . . , en ∈ E such that e1 +
e2 + . . . + en ∈ E we have
v (e) + v (e2) + . . . + v (en) = v (e1 + e2 + . . . en) , (20)
since, by (V2),
n
∑
j=1
v
(
ej
)
+ v
(
u−
n
∑
j=1
ej
)
= v
(
n
∑
j=1
ej
)
+ v
(
u−
n
∑
j=1
ej
)
= 1. (21)
The next step is to show the homogeneity of v on E , i.e.
αv (e) = v (αe) for all e ∈ E and α ∈ [0, 1] . (22)
Note that the convexity of E ensures that rescaling an effect e by a factor α ≤ 1
produces another effect: αe = αe+ (1− α) 0 ∈ E . For any integer number n ∈N,
Eq. (20) implies
v (e) = v
(n
n
e
)
= v
(
1
n
e+ . . . +
1
n
e
)
= nv
(
1
n
e
)
; (23)
13
then, letting m ∈ N with m ≤ n, Eqs. (20) and (23) lead to the homogeneity of v
over the rationals,
v
(m
n
e
)
= v
(
1
n
e+ . . . +
1
m
e
)
= mv
(
1
n
e
)
=
m
n
v (e) . (24)
Now consider two rational numbers p, q ∈ [0, 1] with p ≤ q. Using property (V1)
of a frame function with argument (q− p) e ∈ E guarantees that v ((q− p) e) ≥ 0.
Also we find by property (V2) of a frame function that
v (qe) = v (qe− pe+ pe) = v ((q− p) e) + v (pe) . (25)
Thus, the values of frame functions on multiples of a given effect respect the
ordering induced by the scale factors,
v (pe) ≤ v (qe) . (26)
Next, let pµ and qν be sequences of rational numbers in the interval [0, 1] that tend
to α from below and above, respectively. Then we have
pµv (e) = v
(
pµe
) ≤ v (αe) ≤ v (qνe) = qνv (e) , (27)
so that the homogeneity of v claimed in Eq. (22) follows from taking the limit of
both sequences.
Thirdly, we construct a well-defined extension of the frame function v to E+,
the positive cone associated with E (see Definition 1) such that v (a+ b) = v (a)+
v (b) holds for all a, b ∈ E+. To do so, consider two effects e1, e2 ∈ E which give
rise to the same vector in the positive cone via a = a1e1 = a2e2 ∈ E+, with
1 < a1 < a2. Then we have
v (e2) = v
(
a1
a2
e1
)
=
a1
a2
v (e1) , (28)
hence a2v (e2) = a1v (e1), and we may uniquely define the frame function on
arbitrary vectors in the positive cone by
v (a) := a1v (e1) . (29)
Additivity of the extended frame function is easily seen to hold for vectors in the
positive cone: consider vectors a = aea and b = beb for ea, eb ∈ E and a, b > 1
and let c = a + b. Noting that (a+ b) /c ∈ E is an effect, we obtain
v (a+ b) = cv
(
1
c
(a+ b)
)
= cv
(
1
c
a
)
+ cv
(
1
c
b
)
= v (a) + v (b) . (30)
A linear extension of a frame function v to the whole of Rd+1 follows from
the fact that any c ∈ Rd+1 outside the positive cone E+ may be decomposed
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into c = a− b with a, b ∈ E+ by Lemma 1. If the decomposition is not unique,
c = a− b = a′ − b′, we have a+ b′ = a′ + b leading to
v
(
a+ b′
)
= v
(
a′ + b
)
. (31)
It then follows from Eq. (20), that v (a) + v
(
b′
)
= v (a′) + v (b) and hence
v (a)− v (b) = v (a′)− v (b′) . (32)
Therefore we may uniquely define the value of the frame function on the vector
c via
v (c) := v (a)− v (b) , (33)
i.e. independently of the decomposition of the vector c. Since this extension of
any frame function v on E to Rd+1 is linear (see Appendix A), the extended map
admits an expression as
v (a) = a ·ω, (34)
for some vectorω = ∑d+1j=1 v
(
xj
)
xj ∈ Rd+1, where {x1, . . . xd+1} is a basis ofRd+1.
Finally, requirements (V1) and (V2) on the behaviour of the frame function v on
the effect space E imply that ω ∈W(E) which concludes the proof.
Proposition 1 shows that if one defines states as frame functions on an effect
space E , then the associated state space must be W (E).
Step (ii): We will now prove that the set W (E) corresponds to the state space
of a GPT with effect space E if and only if the GPT is a NU GPT. Two lemmata
will be needed to show that W (E (S)) = S holds for all GPTs while the relation
E (W (E)) = E (S) only holds for NU GPTs.
Lemma 4. For any GPT with state space S , we have W (E (S)) = S .
Proof. Firstly, by the definitions of the maps W and E in Section 2.5, we have
W (E (S)) = (S∗ ∩ (u− S∗))∗ ∩ 1, (35)
which, using Lemma 3, implies
W (E (S)) =
(
(S∗ ∩ (u− S∗))+
)∗ ∩ 1. (36)
Secondly, we will show that
(S∗ ∩ (u− S∗))+ = S∗. (37)
The set on the left of this equation is clearly contained in that on the right since
we have (S∗ ∩ (u− S∗))+ ⊆ (S∗)+ = S∗. Conversely, we can show that S∗ ⊆
(S∗ ∩ (u− S∗))+ as follows. If e ∈ S∗, then non-negative rescalings of e are also
contained in S∗: xe ∈ S∗ for all x ≥ 0. Since u · ω = 1 for all ω ∈ S , u is an
internal point of S∗. Thus, there exists an open ball B (u, ε) around u of radius
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ε in S∗ for some ε > 0. Therefore, for x < ε/ ‖e‖ we have ‖u− (u− xe)‖ < ε
and hence u− xe ∈ S∗. By definition, xe ∈ (u− S∗), hence we have xe ∈ S∗ ∩
(u− S∗) and e ∈ (S∗ ∩ (u− S∗))+.
Finally, Eqs. (36) and (37) give
W (E (S)) = S∗∗ ∩ 1 = S+ ∩ 1
=
{
ω ∈ Rd+1|ω = xω′ for some ω′ ∈ S and ω · u = 1
}
,
(38)
and since ω · u = x we find
S+ ∩ 1 = S , (39)
as required for Lemma 4 to hold.
Lemma 5. Given a GPT with state and effect spaces S and E , respectively, the relation
E (W (E)) = E (S) holds if and only if E (S) = E+ ∩ (u− E+).
Proof. Firstly, by the definitions of the maps W and E given in Eqs. (15) and (16),
respectively, we have
E (W (E)) = (E∗ ∩ 1)∗ ∩ (u− (E∗ ∩ 1)∗) , (40)
as well as (E∗ ∩ 1)∗ =
(
(E∗ ∩ 1)+
)∗
, by Lemma 3.
Secondly, we will show that
(E∗ ∩ 1)+ = E∗. (41)
If ω ∈ E∗ then ω · u ≥ 0, which gives
1
ω · uω ∈ E
∗ ∩ 1 ; (42)
therefore, we conclude that ω ∈ (E∗ ∩ 1)+. Conversely, if ω ∈ (E∗ ∩ 1)+, then
xω ∈ E∗ for some x ≥ 0, hence ω ∈ E∗.
Finally, combining Eqs. (40) and (41), we have
E (W (E)) = E∗∗ ∩ (u− E∗∗) = E+ ∩ (u− E+) , (43)
completing the proof.
We are now in a position to prove our main result, Theorem 1, announced in
the previous section. It states that a general probabilistic theory admits a Gleason-
type theorem if and only if it is noisy unrestricted. The result is an immediate
consequence of the lemmata just shown.
Proof. By Lemma 1 we know that frame functions must be of the form v (e) =
e · ω for some ω ∈ W (E). Thus, to conclude the proof we need to show that
the state space of a GPT coincides with the set W (E) exactly in NU GPTs, i.e.
W (E) = S , if and only if Eq. (18) holds.
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Let W (E) = S ′. Firstly, assume that Eq. (18) holds. By Lemma 5 we have
E
(S ′) = E (W(E)) = E (S) . (44)
Now, by applying the W map to both sides of this equation and using Lemma 4,
we find
W
(
E
(S ′)) = S ′ = W (E (S)) = S . (45)
Secondly, assume that Eq. (18) does not hold, i.e. E+ ∩ (u− E+) 6= E (S), then
by Lemma 5
E
(S ′) 6= E (S) , (46)
and S ′ 6= S , which is the content of Theorem 1.
4 Examples and applications
In this section, we will consider examples of NU GPTs to show how their ax-
iomatic formulation simplifies due to the Gleason-type theorem they allow. We
also explain that GPTs with a GTT can be defined in a “measurement-first” ap-
proach, in contrast with the standard “states-first” approach. Finally, we point
out that a simple well-known non-quantum model does not belong to the class of
NU GPTs and, therefore, does not come with a GTT.
4.1 Simplified axioms for a rebit and other unrestricted GPTs
Unrestricted GPTs are a well-studied class of GPT. The rebit [10], for example, is
a GPT with a disc-shaped state space. The state space can be equivalently mod-
eled (see Section 2.3) by the subset of real density matrices of a qubit. Rebits are
convenient low-dimensional building blocks for a toy model of quantum theory,
giving rise to many characteristic features such as superposition, entanglement
and non-locality [12, 10, 22].
Using our notation, the state space of a rebit is given by
SR = Conv {ωθ}θ∈[0,2pi) , (47)
where
ωθ =
cos θsin θ
1
 . (48)
The convex hull of the zero effect 0, the unit effect u and a continuous ring of
effects
eθ =
1
2
cos θsin θ
1
 , θ ∈ [0, 2pi) , (49)
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form the rebit effect space
ER = Conv {0, u, eθ}θ∈[0,2pi) , (50)
illustrated in Figure 4a. The rebit satisfies the no-restriction hypothesis since the
effect space ER is as large as is permitted in the GPT framework (see Eq. 15).
Let us now apply the general argument given at the end of Section 3.1 to a
rebit, as a first example of an unrestricted GPT. Instead of using the GPT frame-
work, we could have described the rebit of this hypothetical world in an ax-
iomatic fashion, i.e. by assuming the axioms (O), (S) and (P) from Section 3.1,
using the effect and state spaces ER and SR. Then, Theorem 1 states that, alter-
natively, we could postulate the rebit observables and, by considering the frame
functions associated with them, recover both the state space SR and the probabil-
ity rule. More explicitly, we replace postulates (S) and (P) by a single postulate
with operational motivation.
(F) The states of a rebit correspond exactly to the frame functions on the effect
space ER.
In other words, we effectively introduce the states of the rebit as probability as-
signments on the outcomes of measurements. The model created by the postu-
lates (O) and (F) is equivalent to the the original one in the sense that it makes
exactly the same predictions.
Classical bits, qubits and qudits as well as square bits (or squits, for short) are
other unrestricted GPTs for which identical arguments also result in a smaller set
of axioms by means of our Gleason-type theorem. The state and effect spaces of
bits and qudits were described in Section 2.3 while a squit or gbit [6] is a GPT with
a square state space and an octahedral effect space, as illustrated in Figure 4b.
Pairs of squits are often considered in the study of non-local correlations since
they are capable of producing the super-quantum correlations of a PR-box [23].
(a) (b)
Figure 4: State and effect spaces: (a) of the rebit GPT and (b) of the squit GPT.
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4.2 Simplified axioms for a noisy rebit and other NU GPTs
Next, let us consider a noisy rebit characterized by the property that the extremal
rebit observables Deθ = Jeθ, u− eθK , θ ∈ [0, 2pi), can be measured only imper-
fectly, i.e. with some efficiency p ∈ (0, 1); see Eq. (49) for the definition of the ef-
fects eθ4. The state space of this NU GPT coincides with that of the rebit, SnR ≡ SR.
In order to define its effect space , let us introduce two continuous rings of effects,
e+θ =
p
2
cos θsin θ
1
 and e−θ = p2
 cos θsin θ
2/p− 1
 , θ ∈ [0, 2pi) . (51)
These rings, along with the zero effect 0 and the unit effect u, form the extremal
points of the noisy rebit effect space,
EnR = Conv
{
0, u, e+θ , e
−
θ
}
θ∈[0,2pi) , (52)
depicted in Figure 5. While still being a GPT, the model does not satisfy the no-
restriction hypothesis: the effect space EnR is restricted to a proper subset of ER
shown in Figure 4a. Nevertheless, Theorem 1 continues to apply: the noisy rebit
admits a GTT which is effectively due to the fact that there exist finite neighbour-
hoods of the zero effect and the unit effect in which EnR and ER coincide.
Repeating the argument presented in Section 4.1, we are able to simplify the
definition of the noisy rebit in terms of postulates (O), (S), and (P) which intro-
duce its effect space EnR, its state space SnR, and the Born rule, respectively. The
alternative axiomatic formulation in terms of only two postulates only rests on
the effect space of the system,
(O) The observables of a noisy rebit correspond exactly to the tuples of vectorsJe1, e2, . . .K in EnR that sum to the vector u, with each vector corresponding to
a possible disjoint outcome of measuring the observable.
(F) The states of a noisy rebit correspond exactly to frame functions on the effect
space EnR.
Mutatis mutandis, this procedure applies to any other NU GPT.
4.3 A GPT without a GTT: the Spekkens toy model
In 2007, a toy theory was introduced [24] capable of reproducing a number of im-
portant quantum features such as the existence of non-commuting observables,
the impossibility of cloning arbitrary states and the presence of entanglement,
while simultaneously admitting a description in terms of local hidden variables.
4The noisy rebit GPT also results from applying the general (shifted) depolarizing channel for
a generic state to the rebit effect space; see [15] details of the qubit case.
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Figure 5: The effect space EnR and the state space SR of the noisy rebit, an example
of a low-dimensional NU GPT; for comparison, the ring of extremal rebit effects
eθ is shown as a thick line.
Originally, Spekkens’ model had been introduced without reference to the GPT
framework. Here, we will consider its reformulation as a GPT, as described in [9].
Considered as a GPT, Spekkens’ model comes with a restricted effect space,
and it is not a NU GPT which can be seen as follows. Its state space is given by a
regular octahedron
SS = Conv
{
x±, y±, z±
}
, (53)
with vertices
x± =

±1
0
0
1
 , y± =

0
±1
0
1
 , z± =

0
0
±1
1
 . (54)
Under the no-restriction hypothesis the extremal effects associated with the space
SS would be the vertices of a cube (plus the zero and unit effects). In Spekkens’
model, however, they are taken to be the vertices of another octahedron inscribed
into this cube, as depicted in Figure 6. More explicitly, the effect space is the
convex hull of the zero and unit effects and the six extremal effects given by the
(rescaled) vectors in Eq. (54),
ES = Conv
{
0, u,
x±
2
,
y±
2
,
z±
2
}
. (55)
Not being a NU GPT, Theorem 1 tells us that the toy theory does not admit
a GTT.5 It is impossible to reproduce this GPT by assuming that the states of the
system are in one-to-one correspondence with the frame functions on the effect
space. There are, in fact, more frame functions than states in SS. The frame func-
tions correspond to all vectors in the set W (ES) which is a strict superset of SS
forming a cube around SS , in the same way that E (SS) encloses ES in Figure 6.
5This fact was, of course, clear without Theorem 1 since every vector in W (ES) ⊃ SS yields
frame function by definition.
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Figure 6: The octahedral effect space ES of Spekkens’ toy theory projected into the
hyperplane ofR4 obtained by fixing the fourth entry of the vectors to 1/2; ES is a
proper subset of the cubic effect space E (SS) (boundary depicted by black lines)
required by the no-restriction hypothesis given the state space SS defined in Eq.
(53).
In order to recover the original model, one would have to place a restriction
on which frame functions correspond to allowed states. This restriction can be
considered analogous to relaxing the no-restriction hypothesis on the effect space.
5 A Gleason-type theorem for NU GPTs based on two-
outcome observables
The definition of a frame function used in Section 3 is based on the idea that every
sequence of effects e, f , . . . ∈ E with e+ f + . . . = u corresponds to an observable.
In quantum theory, however, a Gleason-type theorem can already be derived by
involving only a specific subset of all POMs [25] known as projective-simulable
observables [21]. We will show now that a similar weakening of the assumptions
continues to imply the result of Theorem 1 in the context of GPTs.
Let us begin by introducing the idea of simulating the measurement of an ob-
servable by measuring other observables. This is achieved in a GPT by classically
mixing observables and post-processing measurement outcomes [20]. For exam-
ple, to simulate the observable
G =
s
1
3
(e1 + e2 + 2 f ) , u− 13 (e1 + e2 + 2 f )
{
. (56)
we may measure the observables
E = Je1, e2, u− e1 − e2K and F = J f , 0, u− f K (57)
with probabilities 1/3 and and 2/3, respectively, to simulate
G′ = 1
3
E+
2
3
F =
s
1
3
(e1 + 2 f ) ,
1
3
e2, u− 13 (e1 + e2 + 2 f )
{
(58)
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followed by coarse-graining the first two outcomes to produce the dichotomic
observable G. The only post-processing necessary in the proof to follow is to
add outcomes to an observable that occur with probability zero. For example,
the two-outcome observable Je, u− eK simulates the three-outcome observableJe, u− e, 0K if one considers there to be a third outcome of measuring Je, u− eK
which never occurs.
Now consider the set of observables which may be simulated by dichotomic
extremal observables, i.e. those described by an extremal effect e and its comple-
ment u− e. For brevity we will refer to such observables as simulable. Next, let
us call a frame function simulable if the property (V2) in Definition 5 is required
to hold for simulable observables only.
Definition 7. A simulable frame function on an effect space E is a map v : Rd+1 → R
satisfying
(S1) 0 ≤ v (e) ≤ 1 for all effects e ∈ E ;
(S2) v (e1) + v (e2) + . . .+ v (en) = 1 for all sequences of effects e1, e2, . . . , en ∈ E
which give rise to simulable observables O = Je1, e2, . . . , enK.
Theorem 1 can now be strengthened because the properties of simulable frame
functions are sufficient for a proof.
Theorem 2. Let S and E be the state and effect spaces, respectively, of a NU GPT. Any
simulable frame function v on E admits an expression
v (e) = e·ω, (59)
for some ω ∈ S and all e ∈ E .
Proof. See Appendix C.
This theorem can be used to provide an alternative operational derivation of
the GPT framework as described in Section 3.1, with full details given in Ap-
pendix D.
6 Summary and Discussion
From a conceptual point of view, the results of this paper imply that each general
probabilistic theory belongs to one of two distinct classes: either it admits, like
quantum theory, a Gleason-type theorem which allows us to infer a description
of the possible states of the theory, or it does not admit a GTT.
In Proposition 1 (see Section 3) frame functions were found to be linear func-
tionals on the effect space. If one considers this fact to be the main content of
the Gleason-type theorems in quantum theory then the proposition proves that
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Gleason-type theorems exist for all GPTs. In this paper we have, however, taken
the view that a Gleason-type theorem establishes a bijection between frame func-
tions and states in the theory under consideration.
Interpreting GTTs in this way, Theorem 1 shows that a GPT admits such a
theorem if and only if it is a noisy unrestricted GPT, of which classical and quantum
models are examples. Requiring that there is a state in a theory for every frame
function could be considered as an analog of the no restriction hypothesis which
demands that to every effect there should correspond a measurement outcome.
However, we have shown that the no-restriction hypothesis is more restrictive
than requiring the existence of a GTT, since there are NU GPTs that admit a GTT
but violate the no-restriction hypothesis.
In Section 3.1 we describe how a Gleason-type theorem can be used to derive
the state space in a given GPT from the set of observables. The postulates (O), (S)
and (P), which specify a given GPT, can be replaced by two postulates, namely
(O) and (F) when the description of states as frame functions is assumed. This
reduction is only possible in NU GPTs.
The current work relies heavily on the convex structure of GPTs. In future
work we would like to establish which GPTs admit an analog of Gleason’s orig-
inal theorem, in the sense that the frame functions would only be defined on
extremal effects where convexity arguments would no longer be available.
In recent work [26, 27, 28], alternatives to simplifying the postulates of quan-
tum theory have been put forward by assuming, for example, the postulates of
pure states and their dynamics in combination with operational reasoning. It
would be interesting to study whether similar approaches also hold for other
GPTs, or whether they are unique to quantum theory.
Finally, it might be possible to establish an unexpected link between Gleason-
type theorems and the set of almost-quantum correlations [29]. It is known that
GPTs satisfying the no-restriction hypothesis cannot produce the set of almost
quantum correlations in Bell scenarios [30]. If this result could be extended to NU
GPTs then the existence of a GTT for a GPT would also preclude the possibility
of that GPT producing the set of almost quantum correlations.
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A Proof of Proposition 1
Here we show that the extension of a frame function v described in the proof
of Proposition 1 is linear. First we show additivity; let Rd+1 3 cj = aj − bj for
aj, bj ∈ E+, then
v (c1 + c2) = v (a1 − b1 + a2 − b2)
= v (a1 + a2 − (b1 + b2))
= v (a1 + a2)− v (b1 + b2)
= v (a1) + v (a2)− v (b1)− v (b2)
= v (c1) + v (c2) .
(60)
Then to show homogeneity let Rd+1 3 c = a− b for a, b ∈ E+, firstly consider
γ ≥ 0, in which case we have
v (γc) = v (γa− γb)
= v (γa)− v (γb)
= γ (v (a)− v (b))
= γv (c) .
(61)
Secondly, consider γ < 0,
v (γc) = v ((−γ) (−c))
= v ((−γ) (b− a))
= γ (v (a)− v (b))
= γv (c) .
(62)
B An alternative simplification of the axioms defin-
ing a GPT
Let us briefly mention an alternative approach to simplifying the postulates (S),
(O) and (P) providing an equivalent definition a GPT which closely follows the
operational assumptions of the GPT framework. It should be compared with the
simplification using Theorem 1 outlined at the end of Section 3.1. The starting
point is a single postulate about the states of the model at hand.
(S’) There exist d fiducial measurement outcomes of observables whose proba-
bilities determine the state of the system. These states are restricted to being
represented by vectors in S .
The first part of the postulate, the existence of d fiducial measurement outcomes,
determines that the state space can be embedded in Rd and is convex, with con-
vex combinations of vectors representing classical mixtures of the corresponding
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states. However, this assumption does not determine the “shape” of the state
space, hence the inclusion of the second part of the postulate restricting the state
space to S . For a specific GPT, the second part of the postulate may take a more
natural-sounding form such as state vectors having modulus less than or equal
to one. From (S’), using the standard operational assumption that effects must
respect classical mixtures and the no-restriction hypothesis (see Section 2), the
postulates (O) and (P) are recovered easily.
Let us conclude by comparing this approach to our approach of using Theo-
rem 1 in order to reduce the postulates (O), (S) and (P).
First, postulate (O) does not assume that there exists d fiducial outcomes. This
property is a consequence in our approach once the states are identified as linear
functionals on the effect space. Therefore, postulate (O) is not simply a stronger
version of (S’).
Second, in order to postulate the existence of d fiducial measurement out-
comes, as is done in (S’), one assumes some knowledge of all the observables
of the system; otherwise one would not know that the two outcomes in question
form a complete fiducial set. Therefore, axiom (S’) makes assumptions about both
the states and the observables of the system whereas (O) only concerns observ-
ables.
Finally, in the approach based on (S’), additional assumptions would be neces-
sary to reconstruct a NU GPT which does not satisfy the no-restriction hypothesis
because one could not use the no-restriction hypothesis to recover the postulates
(O) and (P). However, such a GPT does admit a GTT, as Theorem 1 shows, and
hence the first method would still be valid.
C Proof of Theorem 2
Proof. Due to the convexity of the effect space E , we can express any effect e ∈ E
as a convex combination e = ∑j pjej, for some extremal effects ej and real num-
bers pj ∈ [0, 1] which sum to one. Thus we may simulate the observable
De = Je, u− eK (63)
by measuring the observables Dej =
q
ej, u− ej
y
, j ∈ J, with probability pj. Fur-
thermore, for any effects e, e′ ∈ E , we may simulate the observable
Te,e′ =
s
1
2
e,
1
2
e′, u− 1
2
(
e+ e′
){
(64)
by performing either T2e,0 = Je, 0, u− eK or T0,2e′ = J0, e′, u− e′K, with equal
probability.
Firstly, applying Definition 7 to Eqs. (63) and (64) with e = e′ gives
v (e) + v (u− e) = 1 = v
(
1
2
e
)
+ v
(
1
2
e
)
+ v (u− e) , (65)
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and hence
v (e/2) = v (e) /2. (66)
Secondly, for any effects e, e′ ∈ E such that e+ e′ ∈ E , the observable
D 1
2 (e+e
′) =
s
1
2
(
e+ e′
)
, u− 1
2
(
e+ e′
){
, (67)
is simulable by Eq. (63). Comparing with Eq. (64) gives
v
(
1
2
e
)
+ v
(
1
2
e′
)
= v
(
1
2
(
e+ e′
))
, (68)
so that v (e) + v (e′) = v (e+ e′) follows, using Eq. (66). By induction, any sim-
ulable frame function v is a frame function as defined in Definition 5. Thus, by
Theorem 1, any simulable frame function v admits the expression given in Eq.
(59).
D Deriving the GPT framework starting with mea-
surements
The GPT framework is typically derived, as in Section 2, by considering the states
of a system first, followed by a treatment of observables and their measurement.
However, this order may be reversed, i.e. the framework may be derived, using
equivalent operational assumptions, by first considering all possible measure-
ments and their outcomes then finding the compatible mathematical description
of states. Proceeding in this second manner the structure of effect spaces is es-
tablished first then Theorem 2 presents an alternative method for deriving the
structure of state spaces, compared with the standard argument involving mix-
tures of measurement outcomes.
We begin by summarising the “measurement first” derivation of the GPT
framework in parallel with Section 2. Consider all the possible outcomes of the
measurements of all the observables of a given system. We will assume that
there exists a finite set of fiducial states such that any one of these outcomes, ζ,
is uniquely determined by the probabilities of ζ being observed after a measure-
ment (of which ζ is a possible outcome) is performed on the system in each of
the fiducial states. In other words, for a system with d states in its fiducial set, an
outcome may be identified by the vector e ∈ Rd such that
e =
p1...
pd
 , (69)
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where pj is the probability of observing the outcome for a system in the jth fidu-
cial state. This representation of measurement outcomes is derived from the op-
erational assumption that one should be able to distinguish two distinct mea-
surement outcomes by their statistics on a finite number of states, in analogy to
assuming the possibility of distinguishing two distinct states from the probabili-
ties of a finite number of measurement outcomes in the “states first” approach.
In line with GPT terminology we will call the set of vectors corresponding to
outcomes in a model the effect space and the vectors within this set effects. Note
that the effects are now simply vectors and not linear functionals. For brevity, we
will often refer to a measurement outcome as the effect by which it is represented.
In the bit example from Section 2, the fiducial set of states could be the “0”
and “1” states. Thus the effect space would be a subset of R2.
We will assume the existence of an outcome that occurs with probability one
for any state of the system. This outcome must be represented by the effect
u =
1...
1
 . (70)
Similarly, we assume the existence of an outcome that never occurs, represented
by the effect
0 =
0...
0
 . (71)
Any outcome e must have a complement, namely the outcome “not e” necessar-
ily occurring with probability (1− pj) when the measurement of “e or not e” is
performed on the jth fiducial state. Therefore, for any effect e = (p1, . . . , pd)
T the
vector
u− e =
1− p1...
1− pd
 (72)
must also be in the effect space.
Consider two measurements on the system each with a discrete set of pos-
sible outcomes and label the outcomes of each measurement with positive inte-
gers such that the first measurement has outcomes {e1, e2, . . .} and the second
{e′1, e′2, . . .} (if the measurement has a finite number, n, of possible outcomes the
labels j for j > n are assigned the zero effect). If a classical mixture of these mea-
surements is performed then possible outcomes of this procedure can be repre-
sented by convex combinations of effects. Specifically, if the first measurement is
performed with probability p and the second with probability 1− p, then observ-
ing an outcome labeled j from this procedure must be represented by the vector
pej + (1− p)e′j in order to be consistent with the fiducial state set. Therefore we
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Figure 7: State and effect spaces SB′ (diagonal black line) and EB′ (grey square),
respectively, of the classical-bit GPT when formulated in the “measurement-first”
method.
assume the effect space is convex. Finally, since an arbitrarily good approxima-
tion of an effect would operationally be indistinguishable from the effect itself we
assume the effect space is a closed subset of Rd.
Returning to the bit example, we can build our effect space from the require-
ment of having a measurement that perfectly distinguishes “0” and “1”, and must
therefore have outcomes, (1, 0)T and (0, 1)T. Combined with the other require-
ments for an effect space we find the bit effect space to be the square in Figure 7,
a transformation of the bit effect space described in Section 2.2.
We have arrived at the same requirements for the structure of an effect space
as were described in Section 2 (a convex, compact subset of a real vector space
containing the zero vector, and a vector u such that u− e is in the set for every e
in the set). We may now consider how states should be represented in the frame-
work. We assume a state will be represented by a map ω from an outcome e to the
probability of observing e when a measurement (of which e is a possible outcome)
is performed on a system in state ω. From here we may derive the state space
structure of the GPT framework using the standard operational assumptions or
the alternative presented by Theorem 2.
One the one hand, the standard method for deriving the structure of the state
space is to exploit the fact that we wish for outcome probabilities to respect mix-
tures, in analogy with the reasoning behind (5), to find
ω
(
pe+ (1− p)e′) = pω (e) + (1− p)ω (e′) , (73)
for p ∈ [0, 1] and all effects e, e′. Thus each map ω admits an expression
ω(e) = e ·ω, (74)
for all effects e and some ω ∈W (E) ∈ Rd.
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One the other hand, we have already assumed that a pair {e, u− e} form
a measurement and have introduced the formalism for describing mixtures of
measurements, therefore the simulable measurements from Section 5 are already
included in the framework. Theorem 2 then tells us that if a state ω is to assign
probabilities to the possible outcomes of these measurements such that the prob-
abilities of all the outcomes sum to one then
ω(e) = e ·ω, (75)
for all effects e and some ω ∈W (E) ∈ Rd.
Both of these approaches lead to the conclusion that the state space of a GPT
with effect space E must be a subset of W (E). Although the conditions are
mathematically different there is no clear conceptual advantage to either argu-
ment.
The “measurement first” derivation of the framework highlights the existence
of a relative of the no-restriction hypothesis, which we will call the no-state-re-
striction hypothesis: the inclusion of all ω ∈ Rd satisfying e ·ω and u ·ω = 1 in the
state space. Note that this is not equivalent to the no-restriction hypothesis in all
cases, for example the noisy bit model in Figure 3a satisfies the no-state-restriction
hypothesis but not the no-restriction hypothesis.
Continuing the bit example, employing either the no-restriction or no-state-
restriction hypothesis leads to the state space SB′ , the convex hull of the points
(0, 1)T and (1, 0)T pictured in Figure 7. The pair of state and effect spaces SB′ and
EB′ are a transformation of the state and effect spaces SB and EB in Figure 1b.
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