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Hybrid devices combining quantum dots with superconductors are important building blocks of
conventional and topological quantum-information experiments. A requirement for the success of
such experiments is to understand the various tunneling-induced non-local interaction mechanisms,
namely, crossed Andreev reflection, elastic cotunneling, and direct interdot tunneling, that are
present in the device. Here, we provide a theoretical study of a simple device which consists of
two quantum dots and a superconductor tunnel-coupled to the dots, often called a Cooper-pair
splitter. We study the three special cases where one of the three non-local mechanisms dominates,
and calculate measurable ground-state properties, as well as the zero-bias and finite-bias differential
conductance characterizing electron transport through this device. We describe how each non-local
mechanism controls the measurable quantities, and thereby find experimental fingerprints that allow
one to identify and quantify the dominant non-local mechanism using experimental data. Finally,
we study the triplet blockade effect and the associated negative differential conductance in the
Cooper-pair splitter, and show that they can arise regardless of the nature of the dominant non-
local coupling mechanism. Our results should facilitate the characterization of hybrid devices, and
their optimization for various quantum-information-related experiments and applications.
I. INTRODUCTION
Superconducting hybrid nanodevices provide a promis-
ing platform for quantum architecture. While supercon-
ductors (SCs) allow for a spatially extended coherent
state, nanodevices provide the confinement of electrons
into 1D or 0D. The interplay of these properties is a key
ingredient of novel promising qubit realizations, such as
Majorana qubits1 and Andreev qubits.2
The basic physical mechanism behind these applica-
tions is the Andreev reflection, when a Cooper pair from
the SC is transformed to two electrons in the normal
conductor. The conversion of Cooper pairs has a special
form called crossed Andreev reflection (CAR), when the
two electrons originating from the Cooper pair ends up
in spatially separated normal parts.3–6
CAR is also a potential resource for quantum hard-
wares. On the one hand, it naturally generates en-
tangled spatially separated electron pairs.6 On the
other hand, several novel topological superconducting
proposals are based on CAR process, such as the
poor man’s Majorana setup,7 the Majorana chain,8
Tritops,9–13 Majorana states in graphene14–16 and de-
vices with even more exotic non-Abelian excitations,
such as parafermions.17–19 CAR was studied experimen-
tally in metallic nanostructures20–23 and later in so-called
Cooper pair splitter devices, where two quantum dots
(QDs) are weakly tunnel coupled to a superconductor
in a QD-SC-QD geometry.24–31 The QD-SC-QD setup
serves also as the basic building block of the poor man’s
Majorana setup7 and the Majorana chain.8
Strong tunnel coupling between a QD and a SC leads
to the formation of Andreev bound states (ABSs)32–50
via local Andreev reflection (LAR). Due to the charg-
ing energy on the QDs, the QD-SC-QD geometry prefers
CAR process over the LAR and leads to the expectation
that CAR hybridizes the states of the two QDs, gen-
erating the so-called Andreev molecular state.51–53 The
first experimental realization towards such state is al-
ready reported.54 However, CAR is not the only coupling
mechanism between the QDs. Electrons can be transmit-
ted from one of the QDs to the other via virtual inter-
mediate SC quasiparticle states, via the so-called elastic
cotunneling (EC) process.55–58 Furthermore, if there is
direct tunnel coupling between the dots, as in certain ex-
perimental realizations,59,60 then this interdot coupling
(IT) also influences the spectrum and the dynamics.
In an experimental realization of a QD-SC-QD setup,
any of the three non-local coupling mechanisms (CAR,
EC or IT) could dominate. The focus of this paper is to
calculate measurable quantities and explore differences
between the individual fingerprints of the three non-local
processes, which allow to identify and quantify the dom-
inant non-local term. In particular, we describe the
ground-state properties (phase diagram, average electron
occupation) of the system, the zero-bias conductance de-
scribing electron transport through the device in the pres-
ence of tunnel-coupled normal leads, and the excitation
spectrum that is accessible via finite-bias transport mea-
surements.
The paper is organized as follows: First, we intro-
duce the microscopic model of the Cooper-pair splitter,
and outline how to derive a simple effective Hamiltonian,
which describes the non-local coupling mechanisms as in-
dividual Hamiltonian terms, from the microscopic model.
Then, we analyze the ground state properties, the phase
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2diagram and average electron occupation, of the QD-
SC-QD system. Subsequently, we outline the transport
model describing the setup where each QD is coupled to a
normal lead. Finally, we analyze the transport signatures
of the different non-local coupling terms via the zero bias
conductance, the finite-bias conductance, and the triplet
blockade effect.
II. MODEL
A. Microscopic Hamiltonian of the proximitized
double quantum dot
Throughout this work, we study a standard Cooper
pair splitter device. The setup is shown in Fig. 1a. It
consists of two QDs, each of them tunnel-coupled to its
own normal (N) lead, and a common superconducting
lead (SC). The Hamiltonian of the system is:
H = HQD +HSC +HT,SC +HIT +HN +HT,N. (1)
We assume that the level spacings of the dots are large,
i.e. each QD has a single spinful orbital, which can be
occupied by 0, 1 or 2 electrons. The first term in the
Hamiltonian reads as
HQD =
∑
α=L,R
 ∑
σ=↑,↓
εαd
†
ασdασ + Uαnα↑nα↓
 , (2)
where εα is the on-site energy of QDα (α = L,R),
dασ (d
†
ασ) annihilates (creates) an electron on QDα with
spin σ, and Uα is the on-site Coulomb repulsion energy.
Note that the interdot Coulomb repulsion in neglected
here, since the SC lead between the QDs screens this in-
teraction. Throughout this work, we assume identical
Coulomb repulsion energies in the two dots, and use this
energy scale U = UL = UR as the unit of energy.
The SC lead is described by the standard mean-field
Bardeen-Cooper-Schrieffer (BCS) Hamiltonian
HSC =
∑
kσ
εSkc
†
SkσcSkσ −∆
∑
k
(cS−k↓cSk↑ + h.c.) , (3)
where εSk is the dispersion of conduction electrons in the
SC, cSkσ (c
†
Skσ) annihilates (creates) an electron in the
SC with momentum k and spin σ, and ∆ is the super-
conducting order parameter. Only one SC lead is present
in our setup, hence ∆ is chosen to be real. HSC can
be diagonalized by a Bogoliubov-transformation, cSkσ =
ukγkσ + σvkγ
†
−kσ¯, where(
uk
vk
)
=
[
1
2
(
1± εSk
Ek
)]1/2
, (4)
resulting in
HSC =
∑
kσ
Ekγ
†
kσγkσ, (5)
where Ek =
√
ε2Sk + ∆
2 the quasi-particle energy.
The Hamiltonian of the normal leads is
HN =
∑
αkσ
εαkc
†
αkσcαkσ, (6)
where α = L,R is the lead index, εαk is the dispersion re-
lation, and cαkσ
(
c†αkσ
)
annihilates (creates) an electron
with momentum k and spin σ in lead Nα.
Tunneling between the three leads and the two dots is
described by the following terms:
HT,SC =
∑
αkσ
(
tSαc
†
Skσdασ + h.c.
)
,
HT,N =
∑
αkσ
(
tNαc
†
αkσdασ + h.c.
)
, (7)
where HT,SC describes the tunneling between the QDs
and the SC lead, while HT,N between the dots and the
N leads, with tSα (tNα) being the tunneling amplitude
between the SC (Nα) lead and QDα. Tunneling to the
SC will be treated coherently, while tunneling to the N
leads is assumed to be weak, and are treated by Fermi’s
Golden Rule in the transport model outlined below.
Finally,
HIT = tLR
∑
σ
(
d†LσdRσ + h.c.
)
(8)
describes interdot tunneling (IT), i.e., direct tunneling
between the QDs, with an amplitude tLR.
B. Effective Hamiltonian of the proximitized
double quantum dot
The complete Hamiltonian H specified above is
infinite-dimensional. However, if the temperature T is
low and the superconducting gap ∆ is large, then one
may simplify the Hamiltonian by eliminating the super-
conducting quasiparticles from the description. Tech-
nically, this is done by integrating out the quasiparti-
cles using second-order perturbation theory in the SC-
QD tunneling term HT,SC. This procedure yields a
16-dimensional low-energy effective Hamiltonian for the
double QD, which describes the superconducting prox-
imity effect of the SC lead on the double QD. Here, we
describe this effective Hamiltonian and the procedure to
obtain it.
For this, we consider the Hamiltonian without the
N leads, HQD + HSC + HT,SC + HIT. (We will take
into account the N leads later to describe transport.)
Assuming ∆  U and further neglecting the QD-
SC tunneling HT,SC, the 16-dimensional quasiparticle-
free low-energy subspace is energetically well-separated
from other states containing a finite number of quasi-
particles. The low-energy subspace is spanned by the
product basis, the products of particle-number eigen-
states of each QD, namely, (|0〉L, | ↑〉L, | ↓〉L, | ↑↓〉L) ⊗
3FIG. 1. Coherent hybridization between a superconductor and two quantum dots in a Cooper pair splitter. a) Schematics
of the Cooper pair splitter setup. b) Two examples of the dependence of the EC matrix elements on the on-site energies of
the QDs. c) Invariant subspaces of the effective Hamiltonian Heff describing the QD-SC-QD setup, also showing the couplings
between the basis states. d) Examples of the coupling processes encoded in the effective Hamiltonian Heff. LAR couples, e.g.,
state |0, 0〉 to state |0, ↑↓〉 by transferring a Cooper pair from SC to QDR. CAR splits a Cooper pair by filling both QDs with
one electron with opposite spins. EC transfers an electron from one QD to the other via a virtual intermediate quasiparticle
state in SC. IT transfers an electron from one QD to the other without any interaction with SC.
(|0〉R, | ↑〉R, | ↓〉R, | ↑↓〉R), where the arrows denote the
spin states of the electrons. We will use the notation
|i, j〉 = |i〉L ⊗ |j〉R. We perform second-order Schrieffer-
Wolff perturbation theory in the tunneling term HT,SC to
obtain the effective Hamiltonian for the 16-dimensional
low-energy subspace. See Supporting Information File 1.
(SI) for the derivation and the validity conditions. As a
result of this procedure, we find that the QD-SC tunnel-
ing HT,SC generates three coupling terms in the effective
Hamiltonian: (i) a local (single-dot) pairing term, called
local Andreev reflection (LAR), (ii) a non-local (interdot)
pairing term, called crossed Andreev reflection (CAR),
and (iii) an effective interdot tunneling term, called elas-
tic cotunneling (EC):
Heff = HQD +H
LAR
eff +H
CAR
eff +H
EC
eff +HIT, (9)
In Heff, the second and third terms read as
HLAReff = −
∑
α
ΓLAR,α
(
d†α↑d
†
α↓ + h.c.
)
HCAReff = ΓCAR
(
d†R↑d
†
L↓ + d
†
L↑d
†
R↓ + h.c.
)
. (10)
The effective parameters ΓLAR,α and ΓCAR are related
to each other on the level of the presented model, i.e.
neglecting the spatial separation of the QDs. (See, e.g.,
Ref.51 and SI). However in the rest of this work, we will
consider ΓLAR,α and ΓCAR as independent parameters,
since the CAR mechanism is expected to be suppressed,
when a finite distance between the QDs is introduced.61
The EC term HECeff describes single-electron tunneling
between the QDs via the SC. This term, in contrast to
the LAR and CAR coupling, has a strong dependence on
the on-site energies εL, εR of the QDs. For example, the
EC matrix element coupling the | ↑, 0〉 and |0, ↑〉 states
is well approximated by[
HECeff
]
(0,↑)−(↑,0) = γEC (εL + εR) , (11)
whereas the matrix element coupling the | ↑, ↑↓〉 and | ↑↓
, ↑〉 states is[
HECeff
]
(↑↓,↑)−(↑,↑↓) = −γEC (εL + εR + UL + UR) , (12)
where the strength of the EC mechanism is characterized
by the dimensionless parameter γEC = ΓCAR/∆. See SI
4for the derivation and for the complete list of the matrix
elements.
To illustrate the dependence of these matrix elements
on the QD on-site energies, we plot the two matrix ele-
ments shown in Eqs. (11) and (12) in Fig. 1b, using ∆ =
5U and ΓCAR = 0.1U . The two matrix elements – deter-
mined from second-order perturbation theory – plotted
in Fig. 1b vanish at εL = −εR and εL +UL = −εR−UR,
respectively. Of course, if such a contribution vanishes,
then higher-order terms neglected here may actually be
important.
Importantly, fermion parity and spin are conserved in
our effective model. This implies that the 16-dimensional
effective Hamiltonian has a block structure; more pre-
cisely, there are 6 orthogonal subspaces that are not
mixed by the effective Hamiltonian. These invari-
ant subspaces are shown in Fig. 1c. The first invari-
ant subspace (Singlet - S, left panel of Fig. 1c) con-
tains the five spin-singlet states with even number of
electrons on the QDs: the empty and the doubly oc-
cupied states (|0, 0〉,|0, ↑↓〉,| ↑↓, 0〉,| ↑↓, ↑↓〉), and the
spin-singlet combination of the (1,1) states, |S(1, 1)〉 =
1√
2
(| ↑, ↓〉 − | ↓, ↑〉). The second and third invariant sub-
spaces (Doublet - D, right panel of Fig. 1c) contain the
states with odd number of electrons. Since we do not
account for a magnetic field, these 8 states are decom-
posed into two invariant subspaces with different to-
tal spin z component [(| ↑, 0〉, |0, ↑〉, | ↑, ↑↓〉, | ↑↓, ↑〉) and
(| ↓, 0〉, |0, ↓〉, | ↓, ↑↓〉, | ↑↓, ↓〉)]. Each energy eigenvalue in
one Doublet subspace has an equal partner in the spec-
trum of the other Doublet subspace. The three spin-
triplet combinations of the (1, 1) states, i.e. | ↑, ↑〉, | ↓, ↓〉
and |T0(1, 1)〉 = 1√2 (| ↑, ↓〉+ | ↓, ↑〉) remain uncoupled
from each other and from the other invariant subspaces,
and these three states have the same energy eigenvalue.
In Fig. 1c, the arrows visualize the tunneling-induced
matrix elements coupling the basis states of the effective
Hamiltonian. Note that in Fig. 1c, we use the singlet-
triplet basis instead of the product basis. The tunneling
processes giving rise to the coupling matrix elements indi-
cated by red arrows on Fig. 1c, are illustrated in Fig. 1d.
E.g., one of the LAR matrix elements corresponds to
transferring a Cooper pair from the SC to QDR through
a virtual intermediate state, in which one electron oc-
cupies QDR and one quasiparticle is present in the SC.
The analogous CAR matrix element corresponds, again,
to extracting a Cooper pair from the SC, but in this
case the electrons end up in different QDs. Both the EC
and the IT matrix elements correspond to the transfer
of an electron from one QD to the other. In the case of
EC, there is an intermediate virtual state with one quasi-
particle in the SC, but in the case of IT, the tunneling
is direct. The difference between EC and IT processes
results an important difference of their matrix elements:
for EC, they depend on the on-site energies [see, e.g.,
Eqs. (11) and (12)], while for IT they do not. [see Eq.
(8)].
In what follows, we will rely on the numerically ob-
tained eigenvalues Eχ and eigenstates |χ〉 of the effective
Hamiltonian Heff of Eq. 9. Furthermore, we will use U =
UL = UR as the energy unit, ΓLAR,L = ΓLAR,R = 0.25U ,
and will focus on the parameter range ΓCAR ∈ [0, 0.1]U ,
γEC ∈ [0, 0.15], tLR ∈ [0, 0.1]U . To convert our results
to physical units, we can use, e.g., U = 1 meV; then the
above numbers correspond to an experimentally realistic
parameter set.
III. GROUND-STATE PROPERTIES
Here we analyze the ground-state properties of the ef-
fective Hamiltonian Heff, namely, the ground-state de-
generacy, the fermion parity and the average electron
occupations of the QDs, as functions of the on-site en-
ergies εL and εR, for different values of the non-local
coupling terms CAR, EC and IT (see Fig. 2a-e). First
we analyze the fingerprints of the three non-local cou-
pling mechanisms, one-by-one, and finally we show an
example where all coupling terms are finite. We show
that although CAR and EC couple different states (see
Fig. 1b), they produce rather similar phase diagrams, but
IT can be clearly distinguished from the previous two.
In an experimental situation when one of these mecha-
nisms is dominant, our results can be used to identify
that dominant mechanism. We also note that in an ac-
tual experiment, it is challenging to effectively tune the
ratio of these parameters.
The left column of Fig. 2 shows the phase diagram,
the middle column shows the zero-bias conductance of
QDL, and the right column shows the average electron
occupation of QDL for different ΓCAR, γEC and tLR val-
ues. Note that for all cases the local pairing term is
finite, ΓLAR,L = ΓLAR,R = 0.25U . In this subsection, we
discuss the phase diagram and the average electron occu-
pation, and return to the zero-bias conductance results
later, after introducing the transport model.
The phase diagrams of the QD-SC-QD system display
the dependence of two ground-state properties on the on-
site energies εL and εR: (i) the degree of degeneracy of
the ground state, and (ii) the fermion parity of the ground
state. For example, Fig. 2a shows the phase diagram
without non-local couplings, i.e., ΓCAR = γEC = tLR = 0.
Different colors correspond to different ground-state de-
generacies: yellow denotes a two-fold degenerate ground
state, dark blue denotes a non-degenerate ground state,
and light blue denotes a four-fold degenerate ground
state. The ground state has even (odd) fermion parity in
the dark blue and light blue (yellow) regions. Note that
such a phase diagram should be regarded as the general-
ization of the stability diagrams of non-superconducting
double QDs, see, e.g., Fig. 2 of Ref..62
In Fig. 2a, where non-local couplings are absent, the
two QDs are independent, thus the phase boundaries
are vertical and horizontal lines. (Recall that intradot
Coulomb repulsion is neglected.) The dark blue regions
correspond to a Singlet (S), unique ground state, where
5FIG. 2. Phase diagram and related measurable quantities of the QD-SC-QD system. Phase diagram (left column), zero-bias
conductance GL of the left lead NL (middle column), and average electron occupation 〈nL〉 of QDL (right column) are shown,
for different non-local coupling configurations: a) without non-local couplings, b) only CAR, c) only EC, d) only IT, e) all
three.
6both QDs are in the bonding combination of the states
|0〉α and | ↑↓〉α. Note that in the absence of non-local
couplings, the state |S(1, 1)〉 remains uncoupled from the
other four states in the Singlet subspace, and degenerate
with the three triplets |T0(1, 1)〉, |(↑, ↑)〉, and |(↓, ↓)〉. As
a consequence, the ground-state degeneracy in the cen-
tral, light blue region is four-fold. The two ground states
of the yellow regions are drawn from the Doublet (D)
subspace of Fig. 1b.34
In general, if a non-local coupling is turned on,
then the light blue regions (four-fold degenerate ground
state) disappear, see Fig. 2b-e. The reason for that
is as follows. Due to the non-local coupling, the
state |S(1, 1)〉 couples to the other four Singlet states
(|0, 0〉, |0, ↑↓〉, | ↑↓, 0〉, | ↑↓, ↑↓〉). Therefore, the energy of
the lowest-energy Singlet eigenstate will be lower than
the energy of the triplets. This mechanism leaves two
possibilities for the ground state: non-degenerate Singlet,
or a two-fold degenerate Doublet. The only exception is
a line, when EC is the only finite non-local mechanism,
where the four-fold degeneracy is preserved, which we
discuss below.
The case of finite CAR coupling is presented in Fig. 2b
with ΓCAR = 0.1U . Besides the disappearance of the
four-fold degenerate light blue region, another difference
compared to Fig. 2a is the merging of the Singlet phase
regions along the the diagonal (i.e., the εL = εR line) and
the merging of the Doublet phase regions parallel to the
diagonal. These features are consequences of the CAR
coupling, and can be understood via simple perturbative
arguments.
For example, consider the top left quadruple point in
the phase diagram of Fig. 2a. In that point, the most
relevant Doublet states are | ↑↓, σ〉 and |σ, 0〉. These
states are coupled directly by CAR, as shown in Fig. 1b;
as a consequence, the bonding combination of these will
form the Doublet ground state, with an energy low-
ered by ∼ ΓCAR due to the non-local coupling. On the
other hand, the most relevant Singlet states are | ↑↓, 0〉
and S(1, 1), which are not coupled directly by CAR, see
Fig. 1b. In conclusion, the Doublet ground state will have
a lower energy than the Singlet ground state in the top
left quadruple point, explaining the merge of the Dou-
blet phase parallel to the diagonal in Fig. 2b. Similar
considerations apply to the other three quadruple points
of Fig. 2a.
Consider now the case when the only non-local cou-
pling mechanism in the setup is EC. For this case, we
can infer the ground-state character from a perturbative
consideration similar to the one above. This consider-
ation yields the expectation that the Singlet (Doublet)
phases would merge along (parallel to) the skew diago-
nal (i.e., the line εR = U − εL) of the phase diagram, in
contrast to the case of CAR. However, the numerically
evaluated phase diagram for this case (γEC = 0.15), plot-
ted in Fig. 2c, shows that the phase diagram is actually
very similar to Fig. 2b.
To understand this surprising feature, we have to (i)
go beyond the previous first-order perturbative analysis,
and (ii) go beyond the qualitative arguments based on
the selection rules of Fig. 1b, i.e., taking into account the
on-site energy dependence of the EC coupling matrix el-
ements, exemplified in Eqs. (11) and (12). For example,
consider the top right quadruple point in Fig. 2a. Here,
the lowest-energy states are dominantly |0, 0〉, |0, σ〉,
|σ, 0〉 and |σ, σ′〉, from which the Doublet states |0, σ〉
and |σ, 0〉 should be coupled directly by EC (see Fig. 1b),
but the corresponding matrix elements
[
HECeff
]
(0,σ)−(σ,0)
are proportional to εL + εR (see Eq. (11)), and hence are
strongly suppressed. On the other hand, the two other
states, |0, 0〉 and |σ, σ′〉 are coupled by LAR and EC in
second order via intermediate states, by (cf. Fig. 1b)
|0, 0〉 LAR↔ | ↑↓, 0〉, |0, ↑↓〉 EC↔ |S(1, 1)〉
which includes the
[
HECeff
]
(0,↑↓)−(σ,σ¯) matrix element,
which is not suppressed. Hence, at the top right quadru-
ple point, this second-order hybridization results in a low-
ered energy of the Singlet ground state. Similar consider-
ations explain the features of the phase diagram in Fig. 2c
at all four quadruple points.
A difference between Fig. 2b and 2c is the presence
of a light blue skew diagonal line at the central region
of Fig. 2c. Along this line, the EC matrix element[
HECeff
]
(0,↑↓)−(σ,σ¯) vanishes (see Eq. 13 in SI), and there-
fore the state |S(1, 1)〉 is decoupled from the other Singlet
states, and remain degenerate with the triplets, preserv-
ing the four-fold degeneracy.
Fig. 2d shows the phase diagram for the case when the
only non-local coupling mechanism is IT, for tLR = 0.1U .
Here, the Singlet and Doublet phases merge parallel to
the skew-diagonal. This is explained by arguments anal-
ogous to the first-order perturbative considerations out-
lined above, keeping in mind that the non-local coupling
matrix elements of IT do not depend on the QD on-site
energies.
In conclusion, if we assume that only one non-local cou-
pling mechanism is present, then CAR and EC produce
rather similar phase diagrams, but they can be clearly
distinguished from the case of IT.
All phase diagrams a-d of Fig. 2 are symmetric in two
ways: (i) for the transformation (εL, εR) 7→ (εR, εL), and
(ii) for the transformation (εL, εR) 7→ (−UL− εL,−UR−
εR). The property (i), which we call the left-right symme-
try, originates from the symmetric choice of local param-
eters, i.e., UL = UR, ΓLAR,L = ΓLAR,R. The property (ii)
is the result of a particle-hole symmetry of the system,
as discussed in the following.
A particle-hole transformation converts the filled elec-
tron states to empty ones and vica versa, i.e. exchange
the role of creation and annihilation operators. Eight dif-
ferent particle-hole transformations are introduced and
discussed in SI. One example is the transformation (iv)
in Table 1 of SI, corresponding to the mapping d†Lσ →
(−1)σ dLσ, d†Rσ → − (−1)σ dRσ. Each transformation
can be represented as a unitary transformation W on
7the 16 dimensional Fock space. For each Hamiltonian
terms H(εL, εR), these transformations connect the in-
verted points of the phase diagram (see SI for details),
namely
WH(εL, εR;UL, UR)W
† ∝ H(−εL − UL,−εR − UR;UL, UR) (13)
In this sense, these transformations correspond to an
inversion in the phase diagram to the central point
(εL, εR) = (−UL/2,−UR/2), usually called particle-hole
symmetric point. We say that the transformation W is
the particle-hole symmetry of the Hamiltonian term H,
if Eq. (13) is an equality. All coupling Hamiltonians
HLAReff , H
CAR
eff , H
EC
eff and HIT have a few such particle-
hole symmetries, but each term has a different set of
those, see Table 1 of SI. If there exists a single particle-
hole transformation that is a particle-hole symmetry of
all coupling terms forming the Hamiltonian, then the
phase diagram (along with other quantities) reflects the
particle-hole symmetry. For example, the phase diagram
in Fig. 2d, where IT is the only non-local coupling mecha-
nism, shows particle-hole symmetry, since transformation
(iv) in Table 1 of SI is a particle-hole symmetry of the
Hamiltonian from which HCAReff and H
EC
eff are omitted.
Finally, consider the general case, having all non-local
couplings finite, ΓCAR = tLR = 0.1U and γEC = 0.02.
The phase diagram for this case is shown in Fig. 2e. First,
the left-right symmetry is apparent, and it is still a con-
sequence of the left-right symmetric choice of the param-
eter values. Second, the particle-hole symmetry is absent
in Fig. 2e. That is consistent with the fact that none of
the eight particle-hole transformations is a particle-hole
symmetry of all terms in this general Hamiltonian (see
Table 1 in SI).
The phase boundaries between ground states of dif-
ferent fermion parities can be mapped by low-energy
transport.62 The expected zero-bias conductance, with
peaks following the even-odd phase boundaries, is illus-
trated by the middle column of Fig. 2, and will be dis-
cussed in more detail below. A drawback of transport
analysis is that the coupling to the electrodes lead to
the broadening of conductance peaks (which effect is ne-
glected from the model presented here). One may reduce
broadening by decreasing the coupling at the price of de-
creasing the currents too.
Charge sensing63,64 is another method to map out the
boundaries of the phase diagram, as we illustrate in the
right column of Fig. 2. A charge sensor is usually en-
gineered to be mostly sensitive to the average electron
occupation of one of the quantum dots, say, QDL. Com-
pared to the conductance measurement through the QD-
SC-QD system, charge sensing has the advantage of con-
ceptual simplicity, and the measurability without addi-
tional N leads attached to the QD-SC-QD system; but
might have the disadvantage of a more complex device
design, since the charge sensor is an additional device el-
ement. Similar methods, yielding information related to
average electron occupation, are based on reflectometry
with electromagnetic radiofrequency signals65,66 or mi-
crowave resonators;67,68 those are not discussed further
in this work.
The ground-state average electron occupation in QDL
is expressed as 〈nL〉 =
〈∑
σ d
†
LσdLσ
〉
. We plot 〈nL〉 as
the function of the on-site energies εL and εR in the right
column of Fig. 2, for the parameter values providing the
previously discussed phase diagrams.
In the absence of non-local couplings (Fig. 2a), the
QDs are independent, therefore 〈nL〉 does not depend
on εR. We emphasize, since it is not apparent in the
〈nL〉 density plot in Fig. 2a, that values of 〈nL〉 are not
restricted to the integer values 0, 1 and 2: this is because
the LAR mechanism provides coherent coupling within a
given fermion-parity sector between states with different
electron numbers, see Fig. 1b. In fact, 〈nL〉 as a function
of εL slightly decreases in the yellow (〈nL〉 ≈ 2) and black
(〈nL〉 ≈ 0) regions in the right panel of Fig. 2a, its value is
strictly 〈nL〉 = 1 in the green region, and jumps abruptly
at the boundaries.
The non-local couplings are switched on in Figs. 2b-e.
Similarly to Fig. 2a, the average electron occupation 〈nL〉
decreases as εL is increased, and the jump locations in
〈nL〉 follow the phase boundaries. The jumps are more
pronounced along the vertical phase boundaries, i.e. in
a charge sensing experiment the measurement of QDL
maps out the vertical phase boundary lines more effi-
ciently. Due to the finite non-local couplings, the vari-
ation of the average electron occupation within a given
fermion-parity sector is smooth, as shown in Fig. 2b-e.
Due to the left-right symmetry, for all cases presented
here, the average electron occupation of QDR, that is,
〈nR〉, can be obtained by mirroring 〈nL〉 to the diago-
nal. Therefore, in the 〈nR〉 map the horizontal phase
boundary lines are more pronounced. This allows for the
measurement of the phase boundaries by measuring the
occupation of the two QDs independently.
In this subsection, we have shown that on contrary to
the naive expectations, the CAR and the EC mechanisms
produce rather similar phase diagrams as the function
of εL and εR, but IT can be clearly distinguished from
the previous two mechanisms. Furthermore, the mea-
surement of the average electron occupation of the QDs
allows for determining the phase boundaries, even in the
absence of normal electrodes tunnel-coupled to the QD-
SC-QD system.
8IV. TRANSPORT CALCULATION
As pointed out earlier, a charge-sensing measurement
is demanding, since the addition of the charge sensor
complicates device fabrication. However, the ground-
state phase diagrams discussed above can also be ex-
plored experimentally by electronic transport measure-
ments, utilizing two additional N leads besides the SC
lead (see Fig. 1a) and low bias voltages. We will demon-
strate this using the results shown in the middle column
of Fig. 2. In addition, transport measurements using a
sufficiently large bias voltage allow to determine energy
gaps above the ground state. We will show (see Fig. 4)
that such finite-bias measurements can distinguish the
CAR-dominated and EC-dominated cases, i.e., the two
cases that are not distinguished by the ground-state prop-
erties shown in Figs. 2b,c.
The transport setup we wish to describe is shown in
Fig. 1a. Throughout this work, we assume that the SC
lead is grounded, µSC = 0, and the two N leads are biased
symmetrically, µNL = µNR = µN, with the convention
that for positive (negative) µN, the electrons tend to flow
into (out from) the SC lead.
Our transport model is based on the effective Hamil-
tonian Heff of Eq. (9) describing the QD-SC-QD system.
In addition, here we also take into account the N-lead
Hamiltonians and the lead-QD tunneling Hamiltonians,
that is, HN +HT,N. We describe the electronic transport
in this device using a classical master equation, where
the tunnel rates between the N leads and the QD-SC-QD
system are obtained perturbatively, from Fermi’s golden
rule.
The classical master equation describes the time evolu-
tion of the occupation probabilities Pχ(t) of the 16 energy
eigenstates |χ〉 of Heff, and reads
dPχ
dt
=
∑
χ′ 6=χ
(Wχχ′Pχ′ −Wχ′χPχ) , (14)
with the normalization condition
∑
χ Pχ = 1. The tran-
sition rates Wχχ′ =
∑
ασ
(
Wχχ′
(
d†ασ
)
+Wχχ′ (dασ)
)
are
obtained from the leading-order term in Fermi’s golden
rule as
Wχχ′
(
d†ασ
)
= ΓNα
∣∣〈χ|d†ασ|χ′〉∣∣2 f (Eχ − Eχ′ − µNα) ,
Wχχ′ (dασ) = ΓNα |〈χ|dασ|χ′〉|2 f (Eχ − Eχ′ + µNα) ,(15)
where α ∈ {L,R} is the lead index, ΓNα = piρNαt2Nα is
a characteristic tunneling rate between the normal lead
Nα and the SC-QD-SC system, ρNα is the density of
states at the Fermi-energy in the lead Nα, and f (x) =
1/
(
ex/kBT + 1
)
is the Fermi-function.
We calculate the stationary (dPχ/dt = 0) solution of
Eq. (14) to obtain the steady-state occupation probabil-
ities Pχ, and use the latter to evaluate the steady-state
current in lead Nα via
Iα =
e
~
∑
χ′σ
(
Wχ′χ (dασ)−Wχ′χ
(
d†ασ
))
Pχ. (16)
Since we use a leading-order Fermi’s golden rule, each
non-zero transition rate corresponds to the tunneling of
a single electron between a lead and the QD-SC-QD sys-
tem, therefore connects states with different fermion pari-
ties. The differential conductance of lead Nα is calculated
by numerically differentiating the current by the chemical
potential of the normal leads, i.e. Gα = e
dIα
dµN
. We plot
the conductance in the units of the conductance quantum
G0 = 2e
2/h.
In the following, we will use ΓNL = ΓNR = ΓN =
0.005U and kBT = 0.005U . If our energy unit is
U = 1 meV, then ΓN = 5 µeV. Note that in our model,
the currents and differential conductances are simple lin-
ear functions of ΓN , since we use a leading-order Fermi’s
golden rule. Furthermore, the broadening of the con-
ductance resonances in our results is caused only by the
finite temperature of kBT = 0.005U ≈ kB · 60 mK, since
the presented model neglects the life-time broadening.
Experimentally, life-time broadening of the conductance
resonances might be dominant over the thermal broad-
ening; in that case, the linewidth can be reduced by de-
creasing the tunnel coupling to the N leads, at the price
of suppressing the currents.
V. RESULTS OF THE TRANSPORT
SIMULATION
Here, we present the results we obtained from the
transport model of the previous section. First, we dis-
cuss how to experimentally map the phase boundaries
using zero-bias conductance measurements, as presented
in Fig. 2. Second, we demonstrate that finite-bias dif-
ferential conductance measurements provide a means
to distinguish a system dominated by CAR from one
dominated by EC. Third, we demonstrate and ana-
lyze the appearance of negative differential conductance
in our setup, which is often attributed to the triplet
blockade51,52 and the CAR mechanism; here we show
that not only CAR but any of the three non-local cou-
pling mechanism can result in triplet blockade and a cor-
responding negative differential conductance.
A. Zero-bias conductance
The zero-bias conductance of lead NL, GL is shown
in the middle column of Fig. 2, for the five previously
discussed cases, i.e. in the absence of non-local cou-
plings (a), having only one of them turned on (b,c,d),
and in a general case of having all three finite (e). For all
five cases, GL shows a resonant enhancement along the
phase boundaries. The conductance in Fig. 2b-e shows
further enhancement in the vicinities of the quadruple
points seen in the left panel of Fig. 2a.
Due to the left-right symmetric choice of the parameter
values, similarly to the average electron occupation, the
9conductance GR of QDR can be obtained from GL by
mirroring the latter to the diagonal εL = εR line.
In conclusion, the zero-bias measurement is a sufficient
tool to locate the phase boundaries in the εL− εR plane,
and to determine whether the interaction between the
dots is due to the proximity of the superconductor (CAR
or EC dominates over IT), or not (IT dominated).
B. Finite-bias conductance
Here, first we show how the presence non-local cou-
plings affect the finite-bias transport for a general case,
then we show that CAR and EC provide different finger-
prints, and therefore these measurements can distinguish
between a CAR-dominated setup and an EC-dominated
setup.
Fig. 3a shows the finite-bias conductances GL and GR
of the two leads, in the absence of non-local couplings,
for a fixed value εR = −1.2U , as the function of εL and
the bias voltage µN . Fig. 3b shows the same quantities,
for a general case when all three non-local couplings are
switched on.
Without non-local couplings (Fig. 3a), Andreev bound
states (ABSs) are formed on each QD due to the coupling
to the superconductor. The ABSs on the two QDs are
independent. In Fig. 3a, the conductance GL in the left
panel shows an eye-shaped resonance with two crossing
points at zero bias. This characteristic resonance is the
usual fingerprint of an ABS in a single QD (see e.g.34).
The resonance maps the excitation energy between the
two lowest-energy eigenstates of the QDL-SC subsystem:
the bonding linear combination of the singlet-like state,
|−〉L = α−|0〉L+β−| ↑↓〉L, and the doublets, |σ〉L. In the
central region, the doublets are the ground states, while
on the sides, the ground state is the singlet |−〉L. Note
that the higher-energy antibonding singlet state, |+〉L =
α+|0〉L + β+| ↑↓〉L, can be accessed from the doublet
states, but the corresponding conductance resonance lies
out of the energy window used here. Note also that in
our model, transitions between the two singlet states are
forbidden, since these two states both have even fermion
parity.
As noted earlier, the positive µN sides of the finite-bias
conductance plots of Fig. 3 correspond to transport by
adding electrons from the NL to QDL, while the negative
µN sides represent the opposite processes. Although the
finite-bias conductance plots are not symmetric to the
zero-bias axis, the conductance lines are positioned sym-
metrically, since (i) the spectrum does not depend on µN
and (ii) transition between the eigenstates with different
fermion parity is possible either by adding or by remov-
ing one electron. Generally, the tunnel rate for adding
an electron is different from the tunnel rate for remov-
ing an electron, therefore the heights of the conductance
resonances at positive and negative bias are different.
A complete transport cycle constitutes of the transport
of two electrons, e. g., for positive bias, the first electron
enters the QD with positive energy, bringing it to an
excited state, while the second electron enters with neg-
ative energy, making the system relax back to its ground
state. These two electrons, which reside in the leads at
the beginning of the cycle, are absorbed by the SC as a
Cooper pair by the end of the cycle. Analogously, for
negative bias, the first (second) electron leaves the QD
with negative (positive) energy.
The finite-bias conductance plots in the absence of
non-local couplings (Fig. 3a) have an inversion sym-
metry, GL (εL, µN ) = GL (−UL − εL,−µN ). We at-
tribute this to the particle-hole symmetry discussed
above, with an extension of the particle-hole transfor-
mations to the lead electrons. In the presence of non-
local couplings, if the Hamiltonian is particle-hole sym-
metric, then the inversion symmetry GL (εL, εR, µN ) =
GL (−UL − εL,−UR − εR,−µN ) would be reflected in
the finite-bias conductance plots (not shown).
In the finite-bias conductance plot of QDR only two
horizontal lines are present (see the right panel in
Fig. 3a). This is due to the independence of the QDs:
εL has no effect on the transport via QDR. The position
and the amplitude of the lines is the same as the ones in
the left panel of Fig. 3a, at εL = −1.2U .
When the non-local couplings are switched on, they
induce a crosstalk between the two QDs, resulting in a
strong modification of the finite-bias conductance plots.
This is shown in Fig. 3b, for a general case with all three
non-local coupling being finite, ΓCAR = 0.1U , γEC = 0.02
and tLR = 0.06U . The previously discussed features, i.e.,
the eye-shaped resonances in GL and the horizontal lines
in GR, appear in both finite-bias conductance plots of
Fig. 3b. In addition, anticrossings between conductance
resonances are openened by the non-local couplings wher-
ever the excitation energies of the two uncoupled dots
would coincide. The two most pronounced anticrossings
are marked with arrows in the left panel of Fig. 3b, open
at εL = εR = −1.2U and εL = −U − εR = 0.2U .
The analysis of the conductance resonances as func-
tions of the on-site energies allows one to distinguish
between the coupling terms. This is shown in Fig. 4,
where the finite-bias conductance along the skew diago-
nal εR = −U−εL of the phase diagram is shown, for only
one finite non-local coupling. Note that along this skew
diagonal, we have GL = GR. Panel a), b) and c) shows
the case of CAR, EC and IT coupling, with ΓCAR = 0.1U ,
γEC = 0.15 and tLR = 0.1U , respectively. The conduc-
tance resonances in Fig. 4a and Fig. 4b show an ap-
preciable splitting, which is absent in the right panel.
The size of the splitting is constant for CAR, while for
EC it is the largest at the particle-hole symmetric point,
εL = εR = −U/2 and decreases further from it. This dif-
ference between the finite-bias conductance can used to
identify whether the dominant non-local coupling mech-
anism is CAR or EC. As expected from the qualitatively
different nature of the phase diagrams of Fig. 2 (b and c
versus d), the case of IT is also qualitatively different in
terms of finite-bias conductance (Fig. 4 a and b versus
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FIG. 3. Hybridization of the two quantum dots of the Cooper-pair splitter due to the non-local coupling mechanisms.
Differential conductances GL and GR of the Cooper-pair splitter are shown in the left and right panels, respectively, for
UL = UR = U , ΓLAR,L = ΓLAR,R = 0.25U , and fixed εR = −1.2U , as a function of εL and bias voltage µN . a) Without non-
local couplings. Differential conductance shows the single-dot Andreev bound states formed on the dots. b) With non-local
couplings. Their presence leads to the hybridization of the Andreev bound states on the dots, indicated by the appearance of
anticrossings marked with arrows. Parameters: ΓCAR = 0.1U , γEC = 0.02, tLR = 0.1U . For better visibility, different color
scales were used for different panels.
c).
Further finite bias data and discussion on the features
of Figs. 3&4 is provided in SI.
C. Triplet Blockade
In certain cases, the finite-bias conductance plots show
line-shaped regions of negative differential conductance
(NDC). Examples, marked with white circles, are shown
in the right panel of Fig. 3b and in Fig. 5. Further ex-
amples are shown on Fig. S1&S2 in SI.
The NDC lines appear when a so-called blocking state
becomes energetically available as µN reaches its excita-
tion energy. The blocking state starts to be populated,
but the rates of transitions out of this state are small,
therefore the population is accumulating in the blocking
state, reducing the current. When the blocking states are
spin-triplets, then this effect is called the triplet blockade.
The triplet blockade is often referred to as a hallmark of
the CAR coupling in the literature: it is argued that the
spin incompatibility of the triplet state in the QDs and
the spin-singlet Cooper pairs in the SC prohibit CAR
coupling of the QDs.51,52 Here, we show that the pres-
ence of NDC lines is not exclusive for the CAR, but they
can appear for all three non-local couplings.
Fig. 5a shows an example of triplet-blockade-related
NDC lines in the CAR coupled case, for ΓCAR = 0.1U
and εR = −U/2. Let us focus on the εL = 0.1U
cut, marked with the dashed orange vertical line. For
these parameter values, we show the relevant energy lev-
els in the left panel of Fig. 5b. The ground state is
a Doublet, |D〉 = 0.096|σ, 0〉 ± 0.959|0, σ〉 + 0.196| ↑↓
, σ〉± 0.179|σ, ↑↓〉, and the first excited state is a Singlet,
|S〉 = 0.632|S(1, 1)〉 − 0.4|0, 0〉 − 0.193|0, ↑↓〉 − 0.054| ↑↓
, 0〉 + 0.039| ↑↓, ↑↓〉, with a dominant |S(1, 1)〉 contribu-
tion. The second excited level is the threefold degenerate
triplet level. All excited states are reachable from the
ground state via electron tunneling, but tunneling tran-
sitions between two different excited states are forbidden,
as both states have even fermion parity.
In the left panel of Fig. 5b, we illustrate the tunneling
transitions (arrows) relevant for electron transport in this
parameter point. If the bias voltage is sufficiently large
to induce a transition to the Singlet excited state, then
a well-conducting transport channel opens up, character-
ized by the uphill rate WSD and the downhill rate WDS .
In this transport cycle, the uphill transition, |D〉 → |S〉,
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FIG. 4. Differential conductance as a fingerprint of the non-local coupling mechanism. Differential conductance of the QD-
SC-QD system is shown, for the previously used parameters UL = UR = U and ΓLAR,L = ΓLAR,R = 0.25U , along the
skew-diagonal line εR = −U − εL. Only one non-local coupling mechanism is non-zero for each panel. a) ΓCAR = 0.1U ,
b) γEC = 0.15 c) tLR = 0.1U . The dependence of the splitting on εL is qualitatively different in a) and b), implying that
experimental conductance data can be used to determine whether CAR or EC is the dominant non-local coupling mechanism.
is dominated by the |0, σ〉 d
†
Lσ¯→ |S(1, 1)〉 process, while
the downhill transition, |S〉 → |D〉, is dominated by
|0, 0〉 d
†
Rσ→ |0, σ〉 and |σ, σ¯〉 d
†
Rσ→ |σ, ↑↓〉 processes. Here,
WSD = 0.383 ΓN and WDS = 0.297 ΓN are the relevant
transition rates.
When the bias voltage is further increased, then the
triplet states are also populated, see Fig. 5b. In this
case, the uphill transition from the ground state to the
triplet is dominated by the |0, σ〉
d†
Lσ/σ¯→ |T (1, 1)〉 pro-
cess, with the rate WTD = 0.465 ΓN rate. The down-
hill transitions from the triplets are possible, and their
rates are dominated by the |T (1, 1)〉
d†
Lσ/σ¯→ | ↑↓, σ〉 and
|T (1, 1)〉
d†
Rσ/σ¯→ |σ, ↑↓〉 processes, but these rates are small,
WDT = 0.019 ΓN , more than an order of magnitude
smaller than the other transition rates. This small down-
hill transition rate results in the accumulation of the pop-
ulation in the triplet states, and the reduction the Sin-
glet and Doublet populations that would provide efficient
conduction. Therefore, the net effect of the triplet states
becoming available upon increasing the bias voltage is
the reduction of the current, and as a consequence, the
appearance of the NDC lines in the differential conduc-
tivity.
We show the level diagram and the transitions, in the
absence of CAR coupling, in the right panel of Fig. 5b.
In this case, due to the absence of CAR, the |σ, ↑↓〉 com-
ponent is missing from the ground states, and the |0, 0〉
is missing from the excited states, which are parts of
the two main downhill processes enabling the |S〉 → |D〉
transition, as we have seen above. Therefore all four,
now degenerate, (1, 1) states block the transport, as il-
lustrated on the right panel of Fig. 5b.
The comparison of the two cases is shown in Fig. 5c,
where the current IL in the left lead is plotted as the
function the bias voltage µN with blue (orange) line with-
out non-local coupling (with ΓCAR = 0.1U) for the same
εL = 0.1U and εR = −U/2 as above. In the presence
of finite CAR, as the bias voltage is increased from zero,
first a well conducting channel opens around µN ≈ 0.1U ,
and the current jumps down at µN ≈ 0.17U due to the
triplet blockade. In contrast, in the absence of non-local
couplings, above µN ≈ 0.15U the current is comparably
small as in the blockaded case. Note that in the pres-
ence of CAR coupling, the triplet excitation is shifted to
somewhat higher energy, since the energy of the ground
state is lowered due to the non-local coupling.
The orange line in Fig. 5c indicates a negative differ-
ential conductance. However, the current does not drop
to zero but forms a finite plateau for µ > 0.17U , i.e.,
the triplet blockade is ‘incomplete’, and there is a finite
‘leakage current’. As discussed by Trocha and Weymann
in Ref.,52 this leakage current is due to the fact that dou-
ble occupancy of the QDs is allowed in this model. In
contrast, in models neglecting double occupancy, e.g., by
assuming infinite on-site Coulomb repulsion U →∞, this
leakage current vanishes exactly.51
As we have seen, the presence of the high current due
to the well-conducting Singlet-Doublet channel requires
that (i) the Singlet energy is brought below the energy of
the triplets, and (ii) the |S(1, 1)〉 state is mixed with the
empty or double occupied states. Importantly, these con-
ditions can be induced not only by CAR, but by any of
the three non-local couplings described here. Therefore,
for all the three cases, triplet-blockade-induced NDC
lines can appear. In Fig. 5c-e we map the on-site en-
ergy regions where the triplet blockade is present for the
three different couplings. We have marked with black
those (εL, εR) values where there exists a bias voltage,
at which the absolute value of the current IL decreases,
and the triplet occupation of the QD-SC-QD system in-
creases by at least 0.25 simultaneously. The black regions
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FIG. 5. Triplet blockade and negative differential conductance in the Cooper-pair splitter. a) Finite-bias differential conduc-
tances GL and GR for ΓCAR = 0.1U , γEC = 0, tLR = 0, at εR = −U/2. b) Levels and transitions taking part in triplet blockade.
c) Current-voltage dependence in lead NL with (orange) and without (blue) CAR coupling, along the dotted vertical line in
panel a). Introducing a non-local coupling mixes the states, hence a well conducting channel is opened. d-f) On-site-energy
regions where triplet-blockade-induced negative differential conductance is present (black) d) ΓCAR = 0.1U , e) γEC = 0.15, f)
tLR = 0.1U .
of Fig. 5d-f are not symmetric for mirroring to the diag-
onal εL = εR line, therefore the NDC lines are present in
somewhat different (εL, εR) regions for QDL and QDR.
Note that due to the left-right symmetry the NDC map
calculated from IR would be the same as the presented
ones mirrored to the diagonal.
In our setup, NDC can also appear in cases where it
is not caused by triplet blockade. In the main text, we
have been focusing on triplet-blockade-induced NDC, but
an example for non-triplet-induced NDC is show in SI in
Fig. S1b.
In conclusion, we have shown that the triplet block-
ade is not exclusive for CAR, but can appear also in the
presence of any of the three non-local coupling mecha-
nisms. In fact, a blockade can arise even in the absence
of non-local couplings, even though the Singlet state is
also blocking in that case. The presence of a non-local
coupling makes the Singlet state well conducting, and
makes the triplet blockade effect easily observable in a
transport experiment by the appearance of NDC lines.
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VI. SUMMARY
We have analyzed the spectrum of a QD-SC-QD sys-
tem in the presence of different non-local coupling mech-
anisms: CAR, EC and IT. Our aim was to calculate
the effects of these on measurable quantities (phase dia-
grams, average electron occupations, zero-bias and finite-
bias conductance), with the goal of identifying features
that are characteristic for each non-local coupling mech-
anism.
The phase diagram of the system can be mapped via
charge-sensing or zero-bias conductance measurements.
We find that that CAR and EC produces very simi-
lar phase diagrams, thus measuring the phase diagram
alone would not allow to distinguish between these two
non-local coupling mechanisms. However, IT produces
a qualitatively different phase diagram, and hence it
should be straightforward to identify if the non-local cou-
plings are dominated by IT in a device. Furthermore, we
have demonstrated that finite-bias measurements could
be used to distinguish between the cases when CAR or
EC dominates the non-local couplings.
In the literature, triplet blockade is often linked to the
presence of the CAR mechanism. Here we have shown
that the suppression of the current due to the population
of the triplet states is not specific to CAR coupling. In
fact, such a current suppression can appear even without
any non-local mechanism present in the device. In the
presence of non-local processes, the current suppression
can be interpreted as a triplet blockade, and it is observed
via NDC lines, and this effect is not unique for CAR, but
EC and IT can also generate it.
We expect that the results presented here will facil-
itate the accurate characterization of hybrid supercon-
ductor - quantum dot devices,which are likely to be used
as building blocks of future conventional and topological
quantum-information schemes.
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