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Abstract
The paper addresses the question of convergence of Chebyshevian spline subdivision algorithms. This
study suggests some ideas about the general treatment of non-interpolatory irregular (non-uniform/non-
stationary) subdivision schemes.
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1. Introduction
This article can be considered to be a companion article to [12] in which we readdressed the
question of convergence of subdivision algorithms for polynomial splines [16,1,3]. These studies
led us to new considerations concerning the general treatment of non-interpolatory irregular (non-
uniform/non-stationary) subdivision schemes.
A brief reminder of polynomial spline subdivision, in the basic case of simple knots, will be
useful here. We start from a Cn−1 spline S with polynomial sections of degree at most n relative
to a knot vector T0 = (t0,k)k given by its poles, i.e., given by its control polygon. Between any
two consecutive knots t0,p and t0,p+1, we insert a new knot t1,2p+1 and we construct the new
poles of S relative to the new reﬁned knot vector T1 = (t1,k)k , with t1,2p := t0,p. Naturally, the
inﬁnite sequence of control polygons obtained by iterating the process “converges to S” under a
weak assumption concerning the way we insert new knots at each step.
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The above is an example of non-interpolatory binary subdivision scheme reproducing con-
stants. We shall denote this process by Sn. It is irregular, unless the initial knots are regularly
spaced and at each level we insert the midpoints. Binary subdivision schemes are more generally
systematic procedures to create smooth curves as limits of polygonal lines, the number of vertices
being roughly doubled at each level. Difference schemes and derived schemes are ideal tools
for studying such schemes which reproduce constants. The former, which link the differences
between consecutive vertices at different levels, give conditions of convergence for the schemes
which gave them birth. According to the situation, this can be necessary and sufﬁcient conditions
(uniform, stationary schemes, see [6] for instance) or only sufﬁcient (see [9,12] for instance). The
latter, which link the divided differences of the vertices at different levels, with respect to the grid
used, serve to show the regularity of the limit functions produced by the schemes which gave
them birth.
The study of polynomial spline subdivision described above reveals that, in this case, the grid
which should be used is not the nested one formed by the successive knot vectors, but the non-
nested one deﬁned by the poles of the identity function at all levels. The basic reason for this is as
follows: it is precisely with respect to this latter grid that the derived scheme of Sn is the spline
subdivision scheme Sn−1 involving Cn−2 splines with polynomial sections of degree at most
n − 1 relative to the same knot vectors. Under a weak assumption concerning the knot vectors,
this result enables us also to show that the norm of the difference scheme of Sn is strictly less
than 1, which guarantees the convergence of the scheme Sn (see [12]).
Two essential ideas should be remembered from the example of polynomial spline subdivision.
On the one hand, we must allow the use of non-nested grids for the treatment of non-interpolatory
subdivision schemes. On the other hand, we have to change grids when moving from Sn to Sn−1,
then from Sn−1 to Sn−2, etc. This suggests that we should also allow changes of grids as we
want to prove more regularity for the limit functions, the successive grids being “equivalent” in
a certain sense.
For the description of the polynomial spline subdivision scheme Sn as well as of the passage
from Sn to Sn−1, we have at our disposal a tool of remarkable simplicity and efﬁciency: blossoms
[15]. This is due to the well-known properties of polynomial blossoms, and in particular to the
classical derivative formula giving the blossom of the ﬁrst derivative of a polynomial in terms of
its own blossom. Let us now replace the degree n polynomial spacePn by an (n+1)-dimensional
space En containing constants and the derivative of which is an Extended Chebyshev space.
As recalled in Section 2, blossoms still exist in such a larger context, and they possess similar
properties to polynomial ones [14,13]. Once again, they are thus the ideal tool for describing
Chebyshevian spline subdivision, as shown in Section 4. In this section, we will also remind the
reader how the polynomial derivative formulamentioned above is generalised to theChebyshevian
framework [11]. In this case,we are not dealingwith the ordinary differentiation, but in the sense of
differential operators classically associated with Extended Chebyshev spaces. As a consequence,
we shall show that the natural grid to use is now deﬁned by the poles of a fundamental function
which is to the space En that which the identity function is to the polynomial space Pn. Section 5
is then devoted to the proof of the convergence of Chebyshevian spline subdivision algorithms.
This proof relies on certain new properties concerning the regularity of Chebyshevian blossoms
established in Section 3. For completion, Section 6 draws from this example conclusions for
the study of non-interpolatory subdivision schemes, which complements the ideas developed in
[12].Among other things, this enhances the relevance of using grids which themselves satisfy the
subdivision schemes to analyse the regularity of the limit curves they produce, as ﬁrst suggested
in [7] (also see [5]).
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2. An insight on Chebyshevian blossoms
Throughout the paper we shall work in the context of Extended Chebyshev spaces [8,17]. It is
thus necessary to start by brieﬂy reminding the reader of some essential properties of such spaces,
in particular in connexion with blossoms. More details on blossoms can be found in [13] and
other references therein.
2.1. Extended Chebyshev spaces
An (n + 1)-dimensional space En ⊂ Cn(I) is classically said to be an Extended Cheby-
shev space on I (in short, EC-space) if any non-zero F ∈ En cannot vanish more than n
times in I, counting multiplicities. If we choose a basis (F0, . . . , Fn) in En, and if we set
F := (F0, . . . , Fn)T , this means that the space En is an EC-space on I iff, for any integer r1, any
positive integers 1, . . . , r such that
∑r
i=1 i = n+1, and any pairwise distinct a1, . . . , ar ∈ I ,
we have
det
(
F(a1), . . . , F
(1−1)(a1), F(a2), . . . , F(ar), . . . , F(r−1)(ar )
) = 0. (2.1)
As a special case of (2.1), the Wronskian of any basis of an EC-space on I never vanishes on
I, i.e.,
W(F0, . . . , Fn)(x) := det
(
F(x), F′(x), . . . , F(n)(x)
) = 0 for all x ∈ I. (2.2)
There are various other equivalent ways to deﬁne EC-spaces, e.g., they are the spaces in which
Hermite interpolation is always possible. Let us mention the following recently obtained charac-
terisation, especially interesting for blossoming [13].
Proposition 2.1. Let En be an (n + 1)-dimensional space contained in Cn(I). Then, En is an
EC-space on I if and only if, for any integer r1, any positive integers 1, . . . , r such that∑r
i=1 i = n + 1, and any pairwise distinct a1, . . . , ar ∈ I , it possesses a basis a1n , . . .,
a1n−1+1,
a2
n , . . . ,
ar
n , . . . ,
ar
n−r+1 such that, for 1 ir and n−i +1kn, the function
aik vanishes exactly k times at ai .
The following property, also crucial for blossoms, was proved in [13].
Proposition 2.2. Let En be an (n + 1)-dimensional EC-space on I. Then, for any integer r1,
any positive integers 1, . . . , r such that
∑r
i=1 in, and any pairwise distinct a1, . . . , ar ∈ I ,
we have (with the same notations as in Proposition 2.1):
W(a1n , . . . ,
a1
n−1+1,
a2
n , . . . ,
ar
n , . . . ,
ar
n−r+1)(x) = 0
for all x ∈ I \ {a1, . . . , ar}. (2.3)
2.2. EC-spaces and weight functions
On a given interval I, a classical way to build (n + 1)-dimensional EC-spaces consists in
choosing (n + 1) weight functions w0, . . . , wn, supposed to never vanish on I and to satisfy
wi ∈ Cn−i (I ) for 0 in. Associated with such weight functions, one considers the differential
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operators L0, . . . , Ln deﬁned by induction on Cn(I) as follows:
L0U := 1
w0
U, LiU := 1
wi
DLi−1U, i = 1, . . . , n, (2.4)
whereD stands for the ordinary differentiation. It is thenwell-known that the set En of all functions
U ∈ Cn(I) such that LnU is constant on I is an (n + 1)-dimensional EC-space on I. We denote
it by EC(w0, . . . , wn). As a matter of fact, the weight functions w0, . . . , wn provide us with two
interesting sequences of EC-spaces on I: on the one hand, a nested one, namely
E0 ⊂ E1 ⊂ · · · ⊂ En−1 ⊂ En, Ei := EC(w0, . . . , wi), 0 in; (2.5)
on the other hand, a non-nested one, namely
Ei := Ln−iEn := {Ln−iU, U ∈ En} = EC(1, wn−i+1, . . . , wn), 0 in, (2.6)
so that in particular En := En. Note that, conversely, given any (n+ 1)-dimensional EC-space En
on an interval I assumed to be closed and bounded, it is always possible to ﬁnd weight functions
w0, . . . , wn such that En = EC(w0, . . . , wn) (see [14]).
Just to give a simple illustration, on I := R one can choose wi(x) := ei x for 1 in,
where (0, . . . , n) is any sequence of real numbers. The corresponding spaces EC(w0, . . . , wn)
are all kernels of linear differential operators with constant coefﬁcients and only real roots for
their characteristic polynomial. The special case 0 = · · · = n = 0, i.e., w0 := · · · :=
wn := 1, yields the space Pn of all polynomials of degree less than or equal to n, that is,
Pn = EC(1, . . . , 1︸ ︷︷ ︸
n+1 times
).
In the EC-space En = EC(w0, . . . , wn), it is classical to introduce the following basis, said to
be canonical at a, where a is any given point in I:
U0(x) := w0(x),
U1(x) := w0(x)
∫ x
a
w1(1) d1,
U2(x) := w0(x)
∫ x
a
w1(1)
∫ 1
a
w2(2) d2 d1,
...
Un(x) := w0(x)
∫ x
a
w1(1)
∫ 1
a
w2(2) . . .
∫ n−1
a
wn(n) dn . . . d1, x ∈ I. (2.7)
For 0 in, (U0, . . . , Ui) is a basis of the space Ei introduced in (2.5). In the case w0 = · · · =
wn = 1, and with a = 0 we have Ui(x) = xi/i!, 0 in; in particular U1(x) = x. Later on,
we shall deal with the general case En = EC(1, w1, . . . , wn), for which the strictly monotonic
function U1 will be of fundamental importance (see next sections).
2.3. Blossoms
In this subsection we assume that En is an (n+ 1)-dimensional subspace of Cn(I), containing
constants, and that the n-dimensional space DEn is an EC-space on I. It is known that En itself is
then an EC-space on I (consequence of Rolle’s theorem).
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Selecting n functions1, . . . ,n ∈ En so that (′1, . . . ,′n) form a basis ofDEn, that is, so that
(1,1, . . . ,n) form a basis of En, we set  := (1, . . . ,n)n : I → Rn. For any kn and any
x ∈ I , we denote by Osck (x) the osculating ﬂat of order k of  at x, that is, the k-dimensional
afﬁne ﬂat passing through (x) and the direction of which is the linear space spanned by the k
vectors ′(x), . . . ,(k)(x). In particular, Osc0 (x) = {(x)}.
Given any distinct points a1, . . . , ar ∈ I and any positive integers 1, . . . , r the sum of
which is equal to n, the intersection of the r osculating ﬂats Oscn−i (ai), 1 ir , consists of
a single point. This fact can be obtained for instance as a simple consequence of Propositions 2.1
and 2.2.
Throughout the paper, the notation a[k] will stand for a repeated k times. The blossom of  is
then the function  := (1, . . . ,n) : In → Rn deﬁned by setting:
{(x1, . . . , xn)} :=
r⋂
i=1
Oscn−i (ai), (2.8)
whenever (x1, . . . , xn) ∈ In is equal to (a[1], . . . , a[r ]) up to a permutation. More gener-
ally, the blossom f of any function F ∈ End , d1, is deﬁned by f := h ◦ , where h de-
notes the unique afﬁne function Rn → Rd such that F = h ◦ . Let us recall the following
expression of blossoms, which can be obtained as a consequence of Propositions 2.1 and 2.2
(see [13]).
Proposition 2.3. Let 1, . . . , r be positive integers such that
∑r
i=1 i = n, and let a1, . . . , ar ∈
I be pairwise distinct. Then,with the same notations as in Proposition 2.1, the value of the blossom
f of any F ∈ En at (a1[1], . . . , ar [r ]) is given by
f (a1
[1], . . . , ar [r ]) =
W(F,a2n , . . . ,
a2
n−2+1, . . . ,
ar
n , . . . ,
ar
n−r+1)(a1)
W(1,a2n , . . . ,
a2
n−2+1, . . . ,
ar
n , . . . ,
ar
n−r+1)(a1)
. (2.9)
The blossom f of any F ∈ End satisﬁes the following three fundamental properties:
(B)1 symmetry: f is symmetric on In;
(B)2 diagonal property: For all x ∈ I , f (x[n]) = F(x);
(B)3 n-pseudoafﬁnity: For any (a1, . . . , an−1) ∈ In−1 and for any a, b, x ∈ I , a < b, we have:
f (a1, . . . , an−1, x)=
(
1 − (a1, . . . , an−1; a, b; x)
)
f (a1, . . . , an−1, a)
+(a1, . . . , an−1; a, b; x)f (a1, . . . , an−1, b), (2.10)
where the function (a1, . . . , an−1; a, b; .) is C1 on I and satisﬁes (a1, . . . , an−1; a, b; a) = 0,
(a1, . . . , an−1; a, b; b) = 1, and, most important, where this function is independent of F.
If the ﬁrst two properties (B)1 and (B)2 are obvious consequences of deﬁnition (2.8), the third
one is not. It is obtained by proving that the function (a1, . . . , an−1, .) : I → Rn, which takes
in values in the afﬁne line D := ∩ri=1Oscn−i (bi), is C1 and strictly monotone on the interval
I [13], where (a1, . . . , an−1) is equal to (b1[1], . . . , br [r ]) up to a permutation, with pairwise
distinct bi’s and positive i’s.
Remark 2.4. The importance of the three fundamental properties satisﬁed by blossoms lies in
the fact that they lead to de Boor-type algorithms for the evaluation of all functions in End and of
their blossoms as brieﬂy explained subsequently. Let f be the blossom of a given F ∈ End , and
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let a−n+1a−n+2 · · · a0 < a1a2 · · · an−1an be a given increasing sequence of 2n
points in I. Then, along with the symmetry of f, its n-pseudoafﬁnity (B)3 produces each value of
f as an afﬁne combination of the (n + 1) points f (ai+1, . . . , ai+n), −n i0, that is
f (x1, . . . , xn) =
0∑
i=−n
i (x1, . . . , xn)f (ai+1, . . . , ai+n),
0∑
i=−n
i (x1, . . . , xn) = 1, x1, . . . , xn ∈ I,
with coefﬁcients independent of F. Furthermore the latter afﬁne combination is a strictly convex
one as soon as x1, . . . , xn all belong to the interval ]a0, a1[, i.e.,
i (x1, . . . , xn) > 0 for all x1, . . . , xn ∈]a0, a1[, −n i0.
As a special case, we obtain, due to (B)2:
F(x) =
0∑
i=−n
i (x
[n])f (ai+1, . . . , ai+n),
0∑
i=−n
i (x
[n]) = 1, x ∈ I. (2.11)
Relation (2.11) implies in particular that any F ∈ End is uniquely determined by the (n + 1)
points f (ai+1, . . . , ai+n) ∈ Rd , −n i0.
More generally, given two integers i0, k such that i00 i0 + k, the same arguments can be
applied to the function (x1, . . . , xn−k) → f (ai0+1, . . . , ai0+k, x1, . . . , xn−k) and to the sequence
ai0−(n−k)+1 · · · ai0 < ai0+k+1 · · · ai0+n. This gives
f (ai0+1, . . . , ai0+k, x1, . . . , xn−k) =
i0∑
i=i0+k−n
i (x1, . . . , xn−k)f (ai+1, . . . , ai+n),
i0∑
i=i0+k−n
i (x1, . . . , xn−k) = 1, x1, . . . , xn−k ∈ I, (2.12)
with coefﬁcients independent of F. In particular, for any x1, . . . , xn−k ∈]ai0 , ai0+k+1[, (2.12) is a
strictly convex combination, i.e.,
i (x1, . . . , xn−k) > 0 for all x1, . . . , xn ∈]ai0 , ai0+k+1[, i0 + k − n i i0. (2.13)
This will be crucial for the description of the spline subdivision algorithms addressed later on.
Example 2.5. To illustrate the previous reminder of blossoming we deliberately choose the sim-
plest possible non-polynomial case which will serve as a reference example throughout the paper.
Let E3 be the space spanned on I =]0,+∞[ by the four functions 1,1,2,3, with i (x) :=
xi+1 for i = 1, 2, 3, that is E3 := EC(1, w1, 1, 1), with w1(x) := x for x > 0. On ]0,+∞[3, the
blossoms 1,2,3 of 1,2,3 are given by (see [10])
1(x1, x2, x3)= (x12 + x22 + x32 + x1x2 + x2x3 + x3x1)/6,
2(x1, x2, x3)= (x1 + x2)(x2 + x3)(x3 + x1)/8,
3(x1, x2, x3)= x1x2x3(x1 + x2 + x3)/3. (2.14)
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In particular, the ﬁrst equality yields
1(x1, x2, y) − 1(x1, x2, x) = (y − x)(x1 + x2 + x + y)/6, (2.15)
implying that the corresponding formula (2.10) is as follows:
f (a1, a2, x)= x − b
a − b
a1 + a2 + b + x
a1 + a2 + b + a f (a1, a2, a)
+x − a
b − a
a1 + a2 + a + x
a1 + a2 + a + b f (a1, a2, b). (2.16)
3. Preliminary results
This section is devoted to some preliminary new results on blossoms. Although interesting in
themselves, in this paper they are mainly useful tools to achieve the convergence of the spline
subdivision scheme, which will be done in Section 5. The proofs can thus be skipped at ﬁrst
reading.
3.1. About divided differences
We need to ﬁrst prove some preliminary results on ordinary or Chebyshevian divided differ-
ences, which will prove useful for the next two subsections.
Given any interval I, any Cn function F : I → Rk (k1), and any x0, . . . , xn ∈ I , we denote
by [x0, . . . , xn]F the nth order ordinary divided differences of F based on the (n + 1) points
x0, . . . , xn.
Proposition 3.1. Suppose that F := (F0, . . . , Fn)T is CN on I, with Nn. Then, the function
which associates with (x0, . . . , xn) ∈ In+1 the real number
˜
(
F0, . . . , Fn
x0, . . . , xn
)
:= det([x0]F, [x0, x1]F, [x0, x1, x2]F, . . . , [x0, . . . , xn]F) (3.1)
is symmetric andCN−n on In+1. It is the continuous extension of the function deﬁned for pairwise
distinct values of x0, . . . , xn ∈ I by

(
F0, . . . , Fn
x0, . . . , xn
)
:= det
(
F(x0), F(x1), . . . , F(xn)
)∏
0 i<jn(xj − xi)
. (3.2)
When, up to a permutation, (x0, . . . , xn) = (a1[1], . . . , ar [r ]) with positive 1, . . . , r and
pairwise distinct a1, . . . , ar ∈ I , we have
˜
(
F0, . . . , Fn
x0, . . . , xn
)
=det
(
F(a1), . . . , F
(1−1)(a1), F(a2), . . . , F(ar), . . . , F(r−1)(ar )
)∏
1 i j r (aj−ai)ij
∏r
i=1 1!2! . . . (i−1)!
. (3.3)
Proof. The numerator and the denominator in the right-hand side of (3.2) being both antisymmet-
ric, the function (x0, . . . , xn) → 
(
F0, . . . , Fn
x0, . . . , xn
)
is symmetric on the set of all (x0, . . . , xn) ∈
In+1 such that xi = xj for i = j . It is easy to check that the two expressions (3.1) and (3.2)
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coincide on. This results from the classical recurrence relations for divided differences. Suppose
that
(x0, . . . , xn) = (x11 , . . . , x11 , x21 , . . . , x22 , . . . , xr1, . . . , xrr ),
with positive 1, . . . , r and with xki = xj as soon as k = . The recurrence relations for divided
differences also show that the right-hand side of (3.1) is equal to
det
([x11 ]F, [x11 , x12 ]F, . . . , [x11 ,.., x11 ]F, [x21 ]F, . . . , , . . . , [xr1]F, . . . , [xr1,.., xrr ]F)∏
1k< r
∏
1 i k
1 j  
(xj − xki )
.
Therefore, all announced results readily follow from the fact that (x0, . . . , xn) → [x0, . . . , xn]F
is CN−n on In+1 due to F being CN on I, and also from the equality [a, . . . , a︸ ︷︷ ︸
i+1 times
]F = (1/i!)F(i)(a)
for all a ∈ I . 
Corollary 3.2. Let w0, . . . , wn be non-vanishing weight functions, with wi ∈ Cn−i (I ) and let U
be a function in Cn(I). For any x0, . . . , xn ∈ I , we introduce the quantities:
[
w0, . . . , wi
x0, . . . , xi
]
U :=
˜
(
U0, . . . , Ui−1, U
x0, . . . , xi−1, xi
)
˜
(
U0, . . . , Ui−1, Ui
x0, . . . , xi−1, xi
) , 0 in, (3.4)
where (U0, . . . , Un) is the canonical basis of the space En = EC(w0, . . . , wn) deﬁned by
(2.7). Then, for 0 in,
[
w0, . . . , wi
x0, . . . , xi
]
U is the ith-order Chebyshevian divided difference of
U w.r. to w0, . . . , wi , based on x0, . . . , xi , and the function (x0, . . . , xi) →
[
w0, . . . , wi
x0, . . . , xi
]
U
is Cn−i on I i+1.
Proof. To transform the right-hand sides in (3.4) into the formulae classically used to deﬁne
Chebyshevian divided differences (see [17, (9.14)], for instance), we just have to apply (3.3) to
both the numerators and the denominators. The rest of the announced statements is a consequence
of Proposition 3.1, all denominators being different from 0 due to (2.1). 
Though the canonical basis (2.7) does involve a point a ∈ I , for ﬁxed points x0, . . . , xn, the
right-hand side of (3.4) is independent of a. It thus depends on w0, . . . , wn, not on U0, . . . , Un.
This justiﬁes our notation
[
w0, . . . , wn
x0, . . . , xn
]
U .
Remark 3.3. As observed in [17, Example 2.8], the function deﬁned on In+1 by the numerator of
(3.3), classically used to introduce Chebyshevian divided differences, is not continuous in general.
The denominators in (3.2) and (3.3) are essential to achieve their continuity (or more).
We conclude the present subsection by recalling the following property concerning Chebyshe-
vian divided differences, also important for next subsection (see [17, Theorem 9.7]). It is a result
of (2.4), (3.3), and of (2.1) applied in the space En−1 = EC(1, w0, . . . , wn−1).
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Proposition 3.4. Under the same assumptions as in Corollary 3.2, we suppose that, up to a
permutation, (x0, . . . , xn) = (a1[1], . . . , ar [r ]) with positive 1, . . . , r and pairwise distinct
a1, . . . , ar ∈ I . Then, if L0, . . . , Ln are the differential operators deﬁned in (2.4), there exist real
numbers Ak0, . . . , A
k
k−1, 1kr , with A
k
k−1 = 0 for 1kr , which are independent of U and
such that[
w0, . . . , wn
x0, . . . , xn
]
U =
r∑
k=1
k−1∑
p=0
AkpLpU(ak). (3.5)
3.2. On the regularity of blossoms
The framework being here exactly the same as in Section 2.3, the object of the present subsection
is to prove the following result.
Theorem 3.5. Blossoms are C1 on In.
Let us ﬁrst establish the following lemma,which can actually be viewed as another interpretation
of formula (2.9).
Lemma 3.6. Let 1, . . . , r be positive integers such that
∑r
i=1 i = n, and let a1, . . . , ar ∈ I
be pairwise distinct. Then, with the same notations as in previous section, the value of the blossom
f of any F ∈ En at (a1[1], . . . , ar [r ]) is given by
f (a1
[1], . . . , ar [r ]) =
W(F,a1n , . . . ,
a1
n−1+1, . . . ,
ar
n , . . . ,
ar
n−r+1)(x)
W(1,a1n , . . . ,
a1
n−1+1, . . . ,
ar
n , . . . ,
ar
n−r+1)(x)
, (3.6)
the latter expression being valid for any x ∈ I .
Proof. Due to Proposition 2.1 and to DEn being an EC-space on I, the functions 1,a1n , . . .,
a1n−1+1, . . . ,
a1
n , . . .,
ar
n−r+1 form a basis of En. This implies that the right-hand side of (3.6)
is independent of x ∈ I : indeed, it is the ﬁrst coordinate of F in the latter basis. Choosing x = a1,
it is easy to check that the right-hand sides of (3.6) and (2.9) are equal. 
Since the property we want to prove is a local one, without loss of generality we can assume
that En = EC(1, w1, . . . , wn) and we denote by L0 = Id, L1, . . . , Ln the associated differential
operators. For the rest of the section, we shall require the weight functions to be more regular
than assumed so far (see Section 2.2). Namely, we shall require them to satisfy
wi ∈ Cmax(n−i,i−1), 1 in. (3.7)
Such an assumption is classical: it is intended to enable the introduction of the following new
weight functions:
w∗i := −wn−i+1, 1 in, (3.8)
along with the associated EC-space
E∗n := EC(1∗, w∗1, . . . , w∗n) ⊂ Cn(I). (3.9)
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This way, in order to prove Theorem 3.5, we shall be allowed to directly apply in the latter
space all known results on EC-spaces, and in particular Corollary 3.2 and Proposition 3.4 on
Chebyshevian divided differences. However, we want to stress that Theorem 3.5 is valid in any
space En containing constants and such thatDEn is an EC-space on I. Indeed, we could do without
the stronger assumption (3.7) concerning the weights, but this would take us too far from our main
subject which is Chebyshevian spline subdivision and non-interpolatory subdivision schemes in
general.
The space E∗n is called the dual space of En. It is deﬁned as the set of all U∗ ∈ Cn(I) such that
L∗nU∗ is constant, where L∗0 = Id∗, L∗1, . . . , L∗n are the differential operators associated with the
weights 1∗, w∗1, . . . , w∗n according to (2.4). Obviously En is the dual space of E∗n .
Subsequently, all variables concerning the dual space will be denoted with a ∗. For x, x∗ ∈ I ,
let us set
Hn(x, x
∗) :=
∫ x
x∗
w1(1)
∫ 1
x∗
w2(2)
∫ 2
x∗
. . .
∫ n−1
x∗
wn(n) dn dn−1 . . . d1. (3.10)
Choosing a point a ∈ I , we can consider the two canonical bases at a deﬁned according to (2.7),
say (U0, . . . , Un) in En and (U∗0 , . . . , U∗n ) in E∗n . It is known (see [17] for instance) that
Hn(x, x
∗) =
n∑
i=0
Ui(x)U
∗
i (x
∗), x, x∗ ∈ I.
The symmetry between En and E∗n thus ensures that
Hn(x, x
∗) :=
∫ x∗
x
w∗1(∗1)
∫ ∗1
x
w∗2(∗2)
∫ ∗2
x
. . .
∫ ∗n−1
x
w∗n(∗n) d∗n d∗n−1 . . . d∗1. (3.11)
In other words, for any x, x∗ ∈ I ,Hn(., x∗) is the unique function F inEC(1, w1, . . . , wn)which
satisﬁes the conditions
F(x∗) = L1F(x∗) = · · · = Ln−1F(x∗) = 0, LnF (x∗) = 1 (3.12)
while Hn(x, .) is the unique function F ∗ in EC(1∗, w∗1, . . . , w∗n) which satisﬁes the conditions
F ∗(x) = L∗1F ∗(x) = · · · = L∗n−1F ∗(x) = 0, L∗nF ∗(x) = 1. (3.13)
Taking account of Lemma 3.6, the comments above enable us to establish the following new
expression for blossoms:
Lemma 3.7. For any F ∈ EC(1, w1, . . . , wn) and any x∗1 , . . . , x∗n, x ∈ I , we have
f (x∗1 , . . . , x∗n)
=
W
(
F,
[
1∗
x∗1
]
Hn(.,.),
[
1∗, w∗1
x∗1 , x∗2
]
Hn(.,.),...,
[
1∗, . . . , w∗n−1
x∗1 , . . . , x∗n
]
Hn(.,.)
)
(x)
W
(
1,
[
1∗
x∗1
]
Hn(.,.),
[
1∗, w∗1
x∗1 , x∗2
]
Hn(.,.),...,
[
1∗, . . . , w∗n−1
x∗1 , . . . , x∗n
]
Hn(.,.)
)
(x)
, (3.14)
where Hn is deﬁned in (3.10).
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Proof. For 0 in, applying the previous remarks to the space Ei = EC(1, w1, . . . , wi), the
dual space ofwhich isE∗i = EC(1, w∗n−i+1, . . . , w∗n) = L∗n−iE∗n , we canmore generally introduce
the functions
Hi(x, x
∗) :=
∫ x
x∗
w1(1)
∫ 1
x∗
. . .
∫ i−1
x∗
wi(i ) di di−1 . . . d1
=
∫ x∗
x
w∗n−i+1(∗n−i+1)
∫ ∗n−i+1
x
. . .
∫ ∗n−1
x
w∗n(∗n) d∗n d∗n−1 . . . d∗n−i+1.
Clearly, Hi(., x∗) = L∗n−iHn(., .)(x∗), which we shall write
Hi(., x
∗) = L∗n−iHn(., x∗). (3.15)
Applying (3.12) in the space Ei ⊂ En allows us to choose
x
∗
i := Hi(., x∗) for all x∗ ∈ I, 0 in. (3.16)
Suppose that, up to a permutation, (x∗1 , . . . , x∗n) = (a∗1 [1], . . . , a∗r [r ]) with positive 1, . . . , r
and pairwise distinct a∗1 , . . . , a∗r ∈ I . Then, as a consequence of (3.5), (3.15), and (3.16), there
exists a non-zero A ∈ R such that, for all F ∈ En,
W
(
F,
[
1∗
x∗1
]
Hn(., .),
[
1∗, w∗1
x∗1 , x∗2
]
Hn(., .), . . . ,
[
1∗, . . . , w∗n−1
x∗1 , . . . , x∗n
]
Hn(., .)
)
= AW(F,a∗1n , . . . ,a
∗
1
n−1+1, . . . ,
a∗r
n , . . . ,
a∗r
n−r+1). (3.17)
Formula (3.14) follows from (3.6) and (3.17). 
Proof of Theorem 3.5. Let i be an integer such that 1 in. From Corollary 3.2, we know
that, for any ﬁxed x ∈ I , the function (x∗1 , . . . , x∗i ) →
[
1∗, . . . , w∗i−1
x∗1 , . . . , x∗i
]
Hn(x, .) is Cn−i+1 on I.
Accordingly, so are all function
(x∗1 , . . . , x∗i ) →
dj
dxj
[
1∗, . . . , w∗i−1
x∗1 , . . . , x∗i
]
Hn(x, .) =
[
1∗, . . . , w∗i−1
x∗1 , . . . , x∗i
]
dj
dxj
Hn(x, .),
0jn.
On this account, the fact that the blossom f of any F ∈ En is C1 on I is a simple consequence of
(3.14). 
3.3. The blossom of the fundamental function
Throughout the rest of the section we assume that En = EC(1, w1, . . . , wn). As mentioned in
Section 2.2, the function
V (x) :=
∫ x
a
w1(1) d1, x ∈ I, (3.18)
will later play a fundamental rôle in the proof of convergence of Chebyshevian spline subdivision.
In the polynomial case w1 = · · · = wn = 1, V (x) = x and the blossom v of this function
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considered as an element of Pn is given by v(x1, . . . , xn) = (x1 + · · · + xn)/n. Therefore, w.r. to
any variable, its partial derivative is
v(x1, . . . , xn) = 1/n, x1, . . . , xn ∈ R.
In particular it never vanishes onRn.We are going to extend the latter property to theChebyshevian
case.
Theorem 3.8. Let v : In → R denote the blossom of the function V deﬁned by (3.18) considered
as an element of EC(1, w1, . . . , wn). Then, w.r. to any variable, its partial derivative v never
vanishes on In.
Proof. Let 1, . . . , r be positive integers such that
∑r
i=1 i = n− 1, and let a1, . . . , ar ∈ I be
pairwise distinct. Then, given x ∈ I \ {a1, . . . , ar}, we know from Proposition 2.3 that the value
at (a1[1], . . . , ar [r ], x) of the blossom f of any F ∈ En can be expressed as
f (x, a1
[1], . . . , ar [r ]) =
W(F,a1n , . . . ,
a1
n−1+1, . . . ,
ar
n , . . . ,
ar
n−r+1)(x)
W(1,a1n , . . . ,
a1
n−1+1, . . . ,
ar
n , . . . ,
ar
n−r+1)(x)
. (3.19)
Differentiating (3.19), we obtain, via Sylvester’s identity for determinants (see [13], also [2]),
f (x, a1[1], . . . , ar [r ]) = (x)W(1, F,a1n , . . . ,a1n−1+1, . . . ,
ar
n−r+1)(x), (3.20)
where the function  is deﬁned on I \ {a1, . . . , ar} by
(x) :=
W(a1n , . . . ,
a1
n−1+1, . . . ,
ar
n−r+1)(x)[
W(1,a1n , . . . ,
a1
n−1+1, . . . ,
ar
n−r+1)(x)
]2 .
According to Proposition 2.2, the function  does not vanish on I \ {a1, . . . , ar}. On the other
hand, Lemma 31 of [13] proves the existence of non-zero real numbers C1, . . . , Cr such that
lim
x→ai
(x) = Ci, 1 ir.
This enables us to extend by continuity  to the whole of I. So extended,  vanishes nowhere on
I. On the other hand, Theorem 3.5 implies that the function f (., a1[1], . . . , ar [r ]) is continuous
on the whole of I. Therefore, equality (3.20) is valid not only on I \ {a1, . . . , ar} but even on the
whole of I. Accordingly, given x ∈ I ,
f (x, a1[1], . . . , ar [r ]) = 0 ⇔ W(1, F,a1n , . . . ,a1n−1+1, . . . ,
ar
n−r+1)(x) = 0.
Apply the previous results with F := V . In order to prove Theorem 3.8, we therefore just have
to check that the function
W(1, V ,a1n , . . . ,
a1
n−1+1, . . . ,
ar
n−r+1)
= W(w1,Da1n , . . . , Da1n−1+1, . . . , D
ar
n−r+1)
never vanishes on I. Now, standard calculations on Wronskians lead to
W(w1,D
a1
n , . . . , D
a1
n−1+1, . . . , D
ar
n−r+1)(x)
= [w1(x)]n[w2(x)]n−1W(L2a1n , . . . , L2a1n−1+1, . . . , L2
ar
n−r+1)(x),
x ∈ I. (3.21)
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From Proposition 2.1 we know that (L2a1n , . . . , L2
a1
n−1+1, . . . , L2
ar
n−r+1) is a basis of
En−2 = L2En = EC(1, w3, . . . , wn) which is an (n − 1)-dimensional EC-space on I. This
guarantees that the Wronskian involved in the right-hand side of (3.21) never vanishes on I
(see (2.2)). 
To conclude this section, observe that Theorems 3.5 and 3.8 provide us with a new proof of the
fact that each function (a1, . . . , an−1, .) is C1 and strictly monotone on the interval I, i.e., a new
proof of the pseudoafﬁnity property (B)3.
4. The Chebyshevian spline subdivision scheme
Subdivision is a classical process for splines. In the Chebyshevian framework as well as in
the polynomial one, its description is made especially elegant and efﬁcient by the use of blos-
soms. Blossoms are also essential to show how Chebyshevian spline subdivision behaves under
Chebyshevian differentiation: this will lead to the crucial Theorem 4.7.
4.1. On splines, poles, and blossoms
In this subsection we suppose that K := (tk)k∈Z is a bi-inﬁnite sequence of knots tk ∈ R, with
the meaning that tk < tk+1 for all k ∈ Z. We denote by I the interval ]Infk∈Z tk,Supk∈Z tk[, and
we assume that En ⊂ Cn(I) is an (n + 1)-dimensional space containing constants and such that
the space DEn is an EC-space on I.
4.1.1. Poles
It is necessary to ﬁrst remind the reader of the link between blossoms and control polygons of
Chebyshevian splines (see [13] for instance). This is the object of the present subsection.
Let Pk , k ∈ Z, be any bi-inﬁnite sequence of points in Rd for some d1. Choose an integer
k ∈ Z. Then, among all n-tuples of the form (t+1, . . . , t+n),  ∈ Z, select those which are
concerned by the interval [tk, tk+1] in the sense that they contain at least one of its end points.
They are exactly (n + 1), namely those for which k − nk. Applying Remark 2.4, we can
consider the unique Gk ∈ End the blossom gk of which satisﬁes
gk(t+1, . . . , t+n) = P, k − nk. (4.1)
Any two consecutive such blossoms gk−1, gk thus satisfy
gk(t+1, . . . , t+n) = gk−1(t+1, . . . , t+n), k − nk − 1,
which means that they coincide on all n-tuples (t+1, . . . , t+n) containing tk . Equivalently (see
Remark 2.4, (2.12)), they coincide on all n-tuples containing tk at least once. Using the geometric
deﬁnition of blossoms, this guarantees that the functions Gk−1 and Gk join Cn−1 at tk , i.e.,
G
(r)
k (tk) = G(r)k−1(tk) for 0rn− 1 [14]. This enables us to state that the function S : I → Rd
such that
S(x) := Gk(x), x ∈ [tk, tk+1], k ∈ Z (4.2)
is well-deﬁned and belongs to S(En,K)d , where S(En,K) denotes the spline space of all Cn−1
real-valued functions which are piecewise in En (relative to the knot vector K).
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For any given k ∈ Z, it follows from (4.1) that the point Pk is the common value of all blossoms
gk, gk+1, . . . , gk+n at the n-tuple (tk+1, . . . , tk+n). Symbolically, we write this as
Pk = gk,k+1,...,k+n(tk+1, . . . , tk+n), k ∈ Z. (4.3)
Due to (4.1) and (4.2), for any k ∈ Z, the de Boor algorithm relative to the sequence tk−n+1 <
· · · < tk < tk+1 < · · · tk+n enables us to evaluate any value S(x) = Gk(x), x ∈ [tk, tk+1], as a
convex combination (a strictly convex one if x ∈]tk, tk+1[) of the points Pk−n, . . . , Pk (see (2.11),
Remark 2.4). Gathering all such results leads to
S(x) =
∑
k∈Z
Nnk (x)Pk,
∑
k∈Z
Nnk (x) = 1, x ∈ I. (4.4)
The sequence Nnk , k ∈ Z, independent of the points Pk , is classically called the B-spline basis of
the space S(En,K). Due to all knots being simple, it is the unique sequence in S(En,K) which
satisﬁes the classical properties:
(BSB)1 support property: For each k ∈ Z the support of Nk is equal to [tk, tk+n+1];
(BSB)3 positivity property: For each k ∈ Z, Nk is positive on the interior of its support;
(BSB)4 normalisation property:
∑
k∈Z Nk(x) = 1 for all x ∈ R.
Conversely, any spline S ∈ S(En,K)d can be written as (4.4). The points Pk ∈ Rd , k ∈ Z,
called the poles of S, have the meaning (4.3), given that the spline S satisﬁes (4.2), the polygonal
line joining them being referred to as the control polygon of S.
4.1.2. Insertion of knots
The framework being exactly the same as in the previous subsection, for each k ∈ Z, we insert
a knot uk ∈]tk, tk+1[. We consider the new knot vector
K˜ = (. . . , uk−1, tk, uk, tk+1, uk+1, . . .) := (˜tk)k∈Z,
with t˜2k := tk for all k ∈ Z, and the associated new spline space S(En, K˜). Consider the previous
spline S ∈ S(En,K)d , deﬁned from given poles Pk ∈ Rd , k ∈ Z, through (4.3) and (4.2). Due to
the obvious inclusion
S(En,K) ⊂ S(En, K˜)
the spline S can also be regarded as an element of S(En, K˜)d . Blossoms are then remarkably
efﬁcient to achieve the following crucial result.
Proposition 4.1. Let Pk , k ∈ Z, be the poles of a spline S ∈ S(En,K)d and let P˜k , k ∈ Z, be
the poles of S viewed as an element of S(En, K˜)d . Then, for each k ∈ Z, there exist positive real
numbers k ,  k−n−12  k2, independent of S, such that
P˜k =
k/2]∑
=(k−n−1)/2
k Pk,
k/2∑
=(k−n−1)/2
k = 1, (4.5)
where x and x stand for the ﬂoor and ceiling functions, respectively.
Proof. Given k ∈ Z, we know from (4.3) that, in order to calculate the new pole P˜k , we can
use the blossom g of the function G ∈ End such that S(x) = G(x) for all x ∈ [˜tk, t˜k+1], namely
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G = Gk/2. Whence
P˜k = gk/2(˜tk+1, . . . , t˜k+n), k ∈ Z. (4.6)
Suppose that n = 2m + 1. Then, for all p ∈ Z, (4.6) yields
P˜2p = gp(up, tp+1, up+1, . . . , tp+m, up+m) = gp(tp+1, . . . , tp+m, up, . . . , up+m).
Since up, . . . , up+m all belong to ]tp, tp+m+1[, from (2.12) and (2.13) we can assert that the
new pole P˜2p is a strictly convex combination of the (m + 2) old poles Pp−m−1, . . . , Pp, with
coefﬁcients independent of Gp, that is, independent of S. Formula (4.6) also gives
P˜2p+1 = gp(tp+1, up+1, . . . , tp+m, up+m, tp+m+1)
= gp(tp+1, . . . , tp+m+1, up+1, . . . , up+m).
According to (2.12) and (2.13) the new pole P˜2p+1 can thus be obtained as a strictly convex
combination of the (m + 1) old poles Pp−m, . . . , Pp. In case n = 2m, the same arguments
prove that both new poles P˜2p and P˜2p are strictly convex combinations of the (m+ 1) old poles
Pp−m, . . . , Pp. All cases can be summarised as in (4.5). 
In order to deﬁne a spline S via equality (4.2) we implicitly assumed n1 so as to deal with
continuous functions. When n = 0, the spline space S(E0,K) can be deﬁned as the set of all
functions S on I such that S(x) is a constant Pk ∈ R on each [tk, tk+1[, and the constants Pk ,
k ∈ Z, are the poles of S. Then, (4.5) is obviously still valid for n = 0.
Example 4.2. Generalising the classical case of cubic splines, Fig. 1 illustrates insertion of
knots for Chebyshevian splines when n = 3. Due to (2.12) and (2.13), for any k ∈ Z and
any x ∈]tk, tk+3[, the point gk,k+1,k+2(tk+1, tk+2, x) is a strictly convex combination of the
two poles Pk−1 = gk,k+1,k+2(tk, tk+1, tk+2) and Pk = gk,k+1,k+2(tk+1, tk+2, tk+3). On each
segment Pk−1Pk of the initial control polygon, we can thus place three points of interest: on
the one hand, the new pole P˜2k+1 = gk,k+1,k+2(tk+1, uk+1, tk+2); on the other, the two points
Qk := gk,k+1,k+2(uk, tk+1, tk+2) and Rk := gk,k+1,k+2(tk+1, tk+2, uk+2). The new pole P˜2k =
gk,k+1,k+2(uk, tk+1, uk+1) can then obtained by intersecting the two segments P˜2k−1Qk and
Rk−1P˜2k+1. As an instance, in our reference example, we suppose that the bi-inﬁnite sequence
of knots satisﬁes Inf
k∈Z tk = 0, Supk∈Z tk = +∞, and the points Qk, P˜2k+1, Rk are placed on
Pk−1Pk according to the following formula (see (2.16)):
gk,k+1,k+2(tk+1, tk+2, x)= x − tk+3
tk − tk+3
x + tk+1 + tk+2 + tk+3
tk + tk+1 + tk+2 + tk+3 Pk−1
+ x − tk
tk+3 − tk
tk + tk+1 + tk+2 + x
tk + tk+1 + tk+2 + tk+3 Pk.
4.1.3. Poles and differential operators
Given weight functions w0 = 1, w1, . . . , wn, with wi ∈ Cn−i (I ), let L0 = Id, L1, . . . , Ln be
the associated differential operators. We now assume that
En = EC(1, w1, . . . , wn). (4.7)
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Pk-2
Pk-1
Pk
Pk+1
Qk-1
Qk
Qk+1
Rk-1
Rk
Rk+1
P2k-2
P2k-1
P2k
P2k+1
P2k+2
P2k+3
P2k+4
Fig. 1. Insertion of knots: the case n = 3.
As introduced in (2.6) we shall also consider the space
En−1 := L1En = EC(1, w2, . . . , wn). (4.8)
As in Section 3.3, we denote by v the blossom of the fundamental function V deﬁned in (3.18)
viewed as an element of En. The following result shows how to calculate the blossom of the
Chebyshevian derivatives of functions in En [11].
Theorem 4.3. Given a function F ∈ End , with blossom f, the blossom f {1} of the function L1F ∈
E dn−1 is given by
f {1}(a1, . . . , an−1) := f (a1, . . . , an−1, y) − f (a1, . . . , an−1, x)
v(a1, . . . , an−1, y) − v(a1, . . . , an−1, x) , (4.9)
where x, y denote any two distinct points in I.
Proof. The latter result was proved in [11] under the assumptions that En ⊂ C∞(I ). As a matter
of fact, formula (4.9) remains valid under our present weaker assumption En ⊂ Cn(I). Indeed,
the difﬁcult part of the proof consists in proving the injectivity of the function v(a1, . . . , an−1, .),
which now readily follows from Theorem 3.8. 
Note that, when n = 1, any F ∈ En can be written as F = 1 + V for some ,  ∈ R, and
L1F is the constant function . Then, (4.9) simply becomes the obvious equality
F(y) − F(x)
V (y) − V (x) =  for all distinct x, y ∈ R.
Example 4.4. Let us apply (4.9) to our reference space E3 := span(1,1,2,3) presented
in Example 2.5. Since w1(x) = x, the space E2 := L1E3 is the restriction to ]0,+∞[ of the
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polynomial spaceP2 (see (2.6)). Now, from (3.18) we can derive that v(a1, a2, y)−v(a1, a2, x) =(
1(a1, a2, y)−1(a1, a2, x)
)
/2. Accordingly, on account of (2.14) and (2.15), for F = 2 and
F = 3, formula (4.9) gives
2
{1}(a1, a2) = 3(a1 + a2)/4, 3{1}(a1, a2) = 2a1a2, a1, a2 > 0
which are nothing but the expressions of the ordinary blossoms in two variables of the two
polynomial functions (on ]0,+∞[) L12(x) = 3x/2, L13(x) = 2x2.
Theorem 4.3 has the following important implication.
Corollary 4.5. Given S ∈ S(En, T )d , L1S is a spline in S(En−1, T )d . Its poles P {1}k , k ∈ Z, can
be calculated from the poles Pk , k ∈ Z, of S as follows:
P
{1}
k =
Pk − Pk−1
vk − vk−1 , k ∈ Z, (4.10)
where the real numbers vk := v(tk+1, . . . , tk+n), k ∈ Z, are the poles of the function V viewed as
an element of the spline space S(En, T ).
Proof. Let S be a spline in S(En, T )d , satisfying (4.2). Then the function L1S is Cn−2 on I and
it satisﬁes
L1S(x) = L1Gk(x), k ∈ [tk, tk+1], k ∈ Z. (4.11)
According to (4.3), the poles of the spline L1S are then given by
P
{1}
k = g{1}k (tk+1, . . . , tk+n−1), k ∈ Z. (4.12)
Applying (4.9) to Gk , with x := tk and y := tk+n, we obtain
g
{1}
k (tk+1, . . . , tk+n−1) =
gk(tk+1, . . . , tk+n−1, tk+n) − gk(tk, tk+1, . . . , tk+n−1)
v(tk+1, . . . , tk+n−1, tk+n) − v(tk, tk+1, . . . , tk+n−1) .
On account of (4.3), the latter equality is nothing but (4.10). 
4.2. The spline subdivision scheme
All results established in the previous subsection will now be applied to the situation where
insertion of knots, as described in 4.1.2, is performed inﬁnitely many times.
4.2.1. The scheme
We consider a nested binary grid T = (Tj )j0, meaning that:
• at any level j0 the bi-inﬁnite sequence Tj =
(
tj,k
)
k∈Z satisﬁes tj,k < tj,k+1 for all k ∈ Z;• from any level j to the next one, we require the binary nestedness condition
tj+1,2k = tj,k, j0, k ∈ Z. (4.13)
The latter requirement (4.13) guarantees that the interval
I :=
]
Inf
k∈Z
tj,k,Sup
k∈Z
tj,k
[
, j0
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does not depend on the level j. As in Section 4.1, we assume that En ⊂ Cn(I) is an (n + 1)-
dimensional space containing constants and such that the space DEn is an EC-space on I.
The nestedness condition (4.13) means that, for any j0, the knot vector Tj+1 is obtained
from Tj by insertion of new knots tj+1,2k+1 ∈]tj,k, tj,k+1[, k ∈ Z, which leads to the following
inclusion between spline spaces of consecutive levels:
S(En, Tj ) ⊂ S(En, Tj+1), j0.
For j0, the poles of any spline S ∈ S(En, Tj )d considered as an element of S(En, Tj+1)d can
thus be calculated according to Proposition 4.1. Doing this repeatedly from level 0 constitutes
the spline subdivision scheme relative to the space En and to the nested grid T . Generalising the
polynomial case addressed in [12], it can thus be described as follows.
Theorem 4.6. Let T = (Tj )j0 be a nested binary grid, let f0 := (f0,k)Tk∈Z be an initial bi-
inﬁnite sequence of points in Rd , and let S ∈ S(En, T0)d be the spline the sequence of poles of
which is f0. For any j0, let fj := (fj,k)Tk∈Z denote the sequence of poles of S viewed as an
element of S(En, Tj )d . The sequence fj , j0, can then be calculated by induction as follows:
fj+1 = Snj fj , j0, (4.14)
where for any j0, the entries of the matrix Snj :=
(Snj,k,)k,∈Z do not depend on f0. These
entries satisfy∑
∈Z
Snj,k, = 1 for all k ∈ Z, Snj,k,0 for all k,  ∈ Z, (4.15)
along with
Snj,k, = 0 ⇔ 2k2 + n + 1. (4.16)
Subsequently, we identify the spline subdivision scheme described in Theorem 4.6 with the
sequence Sn := (Snj )j0.
4.2.2. Spline subdivision and Chebyshevian differentiation
Here, we assume that En is associated with positive weight functions w1, . . . , wn as in (4.7)
and the space En−1 is deﬁned by (4.8). The following result was established for polynomial spline
subdivision schemes in [12]; it complemented the remarks concerning such schemes developed
in [5].
Theorem 4.7. Let a sequence fj :=
(
fj,k
)T
k∈Z, j0, of bi-inﬁnite sequences of points in Rd
satisfy (4.14), and let
vj,k := v(tj,k+1, . . . , tj,k+n), k ∈ Z (4.17)
denote the poles of level j of the fundamental function V introduced in (3.18). Then the backward
divided differences
f
[1]
j :=
(
f
[1]
j,k
)T
k∈Z, f
[1]
j,k :=
fj,k − fj,k−1
vj,k − vj,k−1 (4.18)
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satisfy
f
[1]
j+1 = Sn−1j f [1]j , j0, (4.19)
where Sn−1 := (Sn−1j )j0 is the spline subdivision scheme relative to the space En−1 deﬁned in
(4.8) and to the nested grid T .
Proof. For any j0, we know from Theorem 4.6 that fj,k , k ∈ Z, are the poles of level j of
some spline S ∈ S(En, T0)d , that is, its poles when viewing it as an element of S(En, Tj )d .
Accordingly, by application of Corollary 4.5 we know that, for each j0, the points f [1]j,k , k ∈ Z,
are the poles of level j of the spline L1S (that is, of L1S viewed as an element of S(En−1, Tj )d ).
Whence (4.19). 
In the next section it is the following consequence of Theorem 4.7 which will be the key-point
to establish convergence of the spline subdivision scheme Sn.
Corollary 4.8. With the same data as in Theorem 4.7, the backward differences
fj := (fj,k − fj,k−1)Tk∈Z, j0
can be calculated by induction as follows:
fj+1 = Dnj fj , j0, (4.20)
where the entries of the matrix Dnj :=
(Dnj,k,)k,∈Z are given by
Dnj,k, :=
vj+1,k − vj+1,k−1
vj, − vj,−1 S
n−1
j,k,, j0, k,  ∈ Z. (4.21)
Proof. For any j0, we denote by [[Vj ]] the bi-inﬁnite diagonal matrix with diagonal
Vj = (vj,k − vj,k−1)Tk∈Z. Clearly
fj = [[Vj ]] f [1]j , j0.
Accordingly, (4.20) follows from (4.19), with
Dnj := [[Vj+1]] Sn−1j [[Vj ]]−1, j0.  (4.22)
To conclude this section let us note that Theorem 4.6 is valid for all n0, and therefore
Theorem 4.7 and Corollary 4.8 are valid for all n1.
5. Convergence
Given a spline S, under a weak assumption on the nested grid T , we shall now prove the
“convergence to S” of the sequence of its control polygons provided by the Chebyshevian spline
subdivision scheme described in the previous section. We will not focus on the best rate of
convergence, but rather on treating Chebyshevian spline subdivision as an example of irregular
subdivision scheme so as to ﬁnd in the present study some ideas for the treatment of general
non-interpolatory subdivision schemes.
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For the sake of simplicity, we shall assume that the EC-space DEn (n1) is associated with
weight functions on the whole of I, i.e., that (4.7) holds. Comments on the general case will be
given in Section 5.3.2.
5.1. Proof of the convergence
We shall obtain convergence under the followingweak assumption on the nested grid T , already
used in the polynomial case [12]. The terminology is as introduced in [4].
Deﬁnition 5.1. The nested grid T is said to be homogeneous if
 := Sup
j0, k∈Z
Max
(
tj,k+1 − tj,k
tj,k − tj,k−1 ,
tj,k − tj,k−1
tj,k+1 − tj,k
)
< +∞. (5.1)
On account of the kind of convergence we expect to prove here (see Theorem 5.3), it would
actually be sufﬁcient to introduce a weaker assumption of “local” homogeneity without changing
any of our results. Nevertheless, for simplicity we shall keep the deﬁnition above as in [12]. We
shall in particular use the following consequence of homogeneity, for the proof of which we refer
to [12].
Proposition 5.2. Suppose that the nested gridT is homogeneous. Then, there exists a real number
An ∈]1/2, 1[ such that
tj+1,k+n − tj+1,k
tj,+n − tj, An for 2k2 + n and for all j0. (5.2)
In [12] we proved that one can take An :=  n+12 /(1 +  n+12 ), where  is deﬁned in (5.1).
Thanks to the preliminary results obtained in Section 3, we are going to establish the following
result.
Theorem 5.3. Given a bi-inﬁnite sequence f0 = (f0,k)Tk∈Z, of points in Rd which are the poles
of a spline S ∈ S(En, T0)d , for all j0, let fj = (fj,k)Tk∈Z, j0, be the sequence of poles of
S viewed as an element of S(En, Tj )d . For each j0, we denote by Fj : I → Rd the following
parametric representation (in short, parameterisation) of the control polygon of level j of S:
Fj (tj,k) = fj,k, Fj is afﬁne on [tj,k, tj,k+1], k ∈ Z. (5.3)
If the nested grid T is homogeneous, then the sequence Fj , j0, converges to S uniformly on
any compact of I.
Proof. The proof below relies on a number of preliminary results gathered in Section 5.2. Let us
show the uniform convergence on [t0,K, t0,L] for given K,L ∈ Z, K < L. With this aim in view,
we introduce the following quantity:
‖Fj − Fj+1‖K,L,∞ := Max
x∈[t0,K ,t0,L]
|Fj (x) − Fj+1(x)|, (5.4)
an upper bound of which in terms of differences is given by Lemma 5.5.As a matter of fact, using
the notation introduced in (5.21), Lemma 5.5 guarantees that
‖Fj − Fj+1‖K,L,∞
(⌊n
2
⌋
+ 1
)
‖fj (K,L)‖∞, j0. (5.5)
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On the other hand, Lemma 5.6 provides us with the following inequality:
‖fj+1(K,L)‖∞‖Dnj (K,L)‖∞‖fj (K,L)‖∞, j0, (5.6)
where the matrix Dnj (K,L) is deﬁned by (5.20). Choose B ∈]An, 1[. Taking property () of
Lemma 5.9 into account, (5.6) implies:
‖fj (K,L)‖∞Bj−J ‖fJ (K,L)‖∞, jJ, (5.7)
with J := Ĵ (K,L). As a straightforward consequence of (5.5) and (5.7) we obtain, for any jJ
and any q0,
‖Fj − Fj+q‖K,L,∞Bj−J
(⌊n
2
]
+ 1
)
‖fJ (K,L)‖∞ 1 − B
q
1 − B .
Whence the uniform convergence on [t0,K, t0,L] along with the following error bound for the limit
function F:
‖Fj − F‖K,L,∞
(⌊n
2
]
+ 1
)
‖fJ (K,L)‖∞ B
j−J
1 − B , jJ. (5.8)
We now want to check that the limit function F is nothing but the spline function S. For any
j0 and any x ∈ I , we denote by kj (x) ∈ Z an integer such that
|tj,kj (x) − x| =Min
k∈Z
|tj,k − x|.
By application of (5.23), it is easy to see that the homogeneity of the grid T guarantees its density
in the sense that
lim
j→∞ tj,kj (x) = x, x ∈ I. (5.9)
Choose any  ∈ I and an integer K0 ∈ Z such that  ∈]t0,K0−1, t0,K0+1[. From (5.9) and from the
uniform convergence of the sequence Fj , j0, on the interval [t0,K0−1, t0,K0+1], we can derive
lim
j→+∞ Fj (tj,kj () ) = F(). (5.10)
Now, for all j0, we know that Fj (tj,kj () ) = fj,kj () is the common value of a number of
consecutive blossoms at the n-tuple (tj,kj ()+1, . . . , tj,kj ()+n) (see (4.3)). On account of (5.9) and
of the nestedness of T , there exists (at least) one integer k ∈ {K0 − 1,K0} such that
fj,kj () = gk(tj,kj ()+1, . . . , tj,kj ()+n) for all j0, S() = Gk(). (5.11)
The blossom gk being continuous (see Theorem 3.5), relations (5.10) and (5.11) prove that
F() = gk([n]) = Gk() = S(). 
On the other hand, setting C := (n2 ] + 1)/(BJ (1 − B)), relation (5.8) obviously yields the
following error bound.
Proposition 5.4. The assumptions and notations are the same as in Theorem 5.3. For anyK,L ∈
Z K < L, and for any B ∈]An, 1[, there exists a positive C and a non-negative integer J, both
independent of the initial f0, such that
‖Fj − S‖K,L,∞C‖fJ (K,L)‖∞Bj , jJ. (5.12)
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5.2. Preliminary results used in the proof
In the present subsection we state and prove the various lemmas involved in the proof of
Theorem 5.3.
Lemma 5.5. Given any nested binary grid T , and any initial f0, the piecewise afﬁne functions
Fj deﬁned in (5.3) satisfy, for any integers K,L ∈ Z, K < L, and for all j0,
‖Fj − Fj+1‖K,L,∞
(⌊n
2
⌋
+ 1
)
Max
2jK− n+12 +1 r2jL
‖fj,r − fj,r−1‖. (5.13)
Proof. The continuous functionFj −Fj+1 being afﬁne on each interval [tj+1,k, tj+1,k+1], k ∈ Z,
we have
‖Fj − Fj+1‖K,L,∞ = Max
2j+1Kk2j+1L
‖Fj (tj+1,k) − Fj+1(tj+1,k)‖. (5.14)
For any k ∈ Z, we know that Fj+1(tj+1,k) = fj+1,k . Suppose ﬁrst that k = 2p. Using the
nestedness relation tj+1,2p = tj,p we know Fj (tj+1,2p) = fj,p. The deﬁnition of Fj+1 (see
(5.3)) along with (4.14) and the left part of (4.15) yield
Fj (tj+1,2p) − Fj+1(tj+1,2p) =
p∑
r=p− n+12 
Snj,2p,r (fj,p − fj,r−1).
Using the equalities fj,p − fj,r = ∑ps=r+1 (fj,s − fj,s−1) for n+12 rp, we can write the
previous formula as follows:
Fj (tj+1,2p) − Fj+1(tj+1,2p) =
p∑
r=p− n+12 +1
Aj,2p,r (fj,r − fj,r−1) (5.15)
with
0 < Aj,2p,r :=
r−1∑
s=p− n+12 
Snj,2p,r < 1, p −
⌊
n + 1
2
⌋
+ 1rp. (5.16)
Suppose now that k = 2p + 1. Then, according to (5.3),
Fj (tj+1,2p+1)=fj,p + Aj,2p+1,p+1(fj,p+1 − fj,p), Aj,2p+1,p+1:= tj+1,2p+1−tj,p
tj,p+1−tj,p .
Taking account of (4.14), the latter relations lead to
Fj (tj+1,2p+1) − Fj+1(tj+1,2p+1) =
p+1∑
r=p− n2 +1
Aj,2p+1,r (fj,r − fj,r−1), (5.17)
with Aj,2p+1,r := ∑r−1s=p− n2  Snj,2p+1,r for p − n2  + 1rp. Again we have
0 < Aj,2p+1,r < 1, p −
⌊n
2
⌋
+ 1rp + 1. (5.18)
The announced inequality (5.13) easily follows from relations (5.14) to (5.18). 
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Lemma 5.6. The assumptions and data being the same as in Lemma 5.5, we have
fj+1(K,L) = Dnj (K,L) fj (K,L) for all j0, (5.19)
where Dnj (K,L) denotes the matrix Dnj introduced in (4.20) after truncation as follows:
Dnj (K,L) :=
(Dnj,k,) 2j+1K−n k 2j+1L
2j K−n  2j L
, (5.20)
and where fj (K,L) stands for the matrix
fj (K,L) :=
(
fj,k − fj,k−1
)T
2jK−nk2jL. (5.21)
Proof. According to (4.16), the spline subdivision scheme Sn−1 = (Sn−1j )j0 introduced in
Theorem 4.7 satisﬁes
Sn−1j,k, = 0 ⇔ 2k2 + n. (5.22)
From (4.21) we can thus deduce that Dnj,k, = 0 iff 2k2 + n. Relation (5.19) thus results
from (4.20) after observing that
2j+1K − nk2j+1L
2k2 + n
}
⇒ 2jK − n2jL. 
Lemma 5.7. Suppose the nested grid to be homogeneous. Then, givenK,L ∈ Z, withLK+n,
Max
2jK2jL−n
(tj,+n − tj,)Anj (t0,L − t0,K). (5.23)
Proof. This readily results from (5.2) and from the following elementary remark:
{2j+1K, . . . , 2j+1L − n} =
⋃
2jK2jL−n
{2, . . . , 2 + n}. 
Lemma 5.8. Assume the grid T to be homogeneous. Choose a real number B ∈]An, 1[. Then,
given any two integers K,L ∈ Z, K < L, there exists a non-negative integer J (K,L) such that,
for all jJ (K,L), the poles of level j of V, introduced in (4.17), satisfy
2jK2jL − n
2k2 + n
}
⇒ vj+1,k − vj+1,k−1
vj, − vj,−1 B. (5.24)
Proof. From Theorem 3.5, we know that the blossom v of V considered as an element of En
is C1 on I. For any j0 and any k,  ∈ Z, this and (4.17) guarantee the existence of some
j, ∈]tj,, tj,+n[ and some j+1,k ∈]tj+1,k, tj+1,k+n[ such that
vj+1,k − vj+1,k−1
vj, − vj,−1 =
tj+1,k+n − tj+1,k
tj,+n − tj,
v(j+1,k, tj+1,k+1, . . . , tj+1,k+n−1)
v(j,, tj,+1, . . . , tj,+n−1)
. (5.25)
Furthermore, from Theorems 3.5 and 3.8, we can deduce that v is uniformly continuous and
keeps a strict sign on [t0,K, t0,L]n. Given ε > 0, this implies the existence of some 	 > 0 such
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that, for any (a1, . . . , an), (b1, . . . , bn) ∈ [t0,K, t0,L]n
|bi − ai |	 for 1 in ⇒ 0 < v(a1, . . . , an)v(b1, . . . , bn) < 1 + ε. (5.26)
Due to (5.23) we can ﬁnd an integer J (ε)0 such that, for all jJ (ε),
2jK2jL − n ⇒ tj,+n − tj,	. (5.27)
Clearly, on account of the nestedness of T , for all j0,
2jK2jL − n ⇔ [tj,, tj,+n] ⊂ [t0,K, t0,L],
2k2 + n ⇔ [tj+1,k, tj+1,k+n] ⊂ [tj,, tj,+n].
Therefore, as soon as both conditions 2jK2jL − n and 2k2 + n hold, all variables
involved in the right-hand side of (5.25) belong to [tj,, tj,+n] ⊂ [t0,K, t0,L]. From (5.26), (5.27),
we can thus deduce that, for all jJ (ε),
2jK2jL − n
2k2 + n
}
⇒ 0 < v(j+1,k, tj+1,k+1, . . . , tj+1,k+n−1)
v(j,, tj,+1, . . . , tj,+n−1)
1 + ε.
To obtain (5.24) we just have to set J (K,L) := J (ε) where the positive ε is chosen so that
(1 + ε)An = B. 
Note that the proof of (5.24) strongly relied on the preliminary results on blossoms established
in Section 3. As a consequence of (5.24) we can now state the key-point of the proof of Theorem
5.3, which extends Proposition 4.3 of [12] to the Chebyshevian framework.
Lemma 5.9. Assume the grid T to be homogeneous. Then, given B ∈]An, 1[, there exists a
non-negative integer Ĵ (K,L) such that
‖Dnj (K,L)‖∞B for all j Ĵ (K,L). ()
Proof. In addition to (5.22), we know from Theorem 4.6 that the spline subdivision scheme Sn−1
satisﬁes∑
∈Z
Sn−1j,k, = 1 for all k ∈ Z and all j0
and that all matrices Sn−1j have only non-negative entries. From (4.21) we can thus derive
‖Dnj (K,L)‖∞ := Max2j+1K−nk2j+1L
∑
∈Z
Dnj,k,
 Max
2j+1K−nk2j+1L, 2k2+n
vj+1,k − vj+1,k−1
vj, − vj,−1
Accordingly, relation () readily follows from (5.24), with Ĵ (K,L) := J (K̂, L̂), the two integers
K̂ , L̂ being deﬁned as K̂ := K − n, and L̂ := L + n. 
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5.3. Comments
5.3.1. The natural grid
In order to prove convergence, we parameterised the successive control polygons of the given
spline S relative to the nested gridT . The only justiﬁcation for this is the advantage of its nestedness
for expressing the difference Fj −Fj+1 between two consecutive functions. Still, as observed in
the polynomial case (see [12]) several points give us a clue as why the nested grid T is not the
natural grid relative to which to study the spline subdivision scheme Sn:
1. At each level j, the pole fj,k is attached not to one particular knot but to the n-tuple (tj,k+1, . . . ,
tj,k+n); therefore the point xj,k of a “natural grid” X should logically depend on the knots
tj,k+1, . . . , tj,k+n in a symmetric way.
2. For simplicity, we considered only the basic case of a bi-inﬁnite sequence of simple knots
t0,k , k ∈ Z. We could also formalise as subdivision schemes other examples of Chebsyshevian
spline subdivision and obtain their convergence in a similar way, e.g., subdivision for splines
with double knots, or subdivision for splines relative to a closed bounded interval [a, b] with
knots of multiplicity (n+ 1) at the end points, that is, starting with a = t0,−n = · · · = t0,−1 =
t0,0 < t0,1 < · · · < t0,q < t0,q+1 = t0,q+2 = · · · = t0,q+n+1. Such examples would more
clearlymake the grid T irrelevant. In the latter case for instance, it is impossible to parameterise
the control polygon of level j, deﬁned by 2j (q + 1) + n poles using the only 2j (q + 1) + 1
distinct tj,k , 0k2j (q + 1).
3. The last point (but not the least one!) is Theorem 4.7 in which the divided differences are not
based on T .
All these facts suggest that in the Chebyshevian case, the “grid” naturally associated with the
spline subdivision scheme Sn should be composed of the poles of the fundamental function V
deﬁned in (3.18), that is, the“grid” V := (Vj )j0, where Vj := (vj,k)k∈Z is deﬁned according
to (4.17). It cannot be a binary grid in the sense of the nestedness condition (4.13). Nevertheless,
due to Theorem 3.8, we know that it satisﬁes
vj,k < vj,k+1, vj+1,2k+1vj,kvj+1,2k+n for all k ∈ Z and for all j0, (5.28)
at least if we assume the ﬁrst weight w1 to be positive, which we can clearly do without loss
of generality. It can thus be considered a binary grid in a more general sense (see conditions
(G1) and (G2), next section), and it is with respect to that precise grid V that the spline subdi-
vision scheme Sn−1 appears as the “derived scheme” of the spline subdivision scheme Sn (see
Section 6.3). Such considerations are in keepingwith the example of polynomial splines for which
the relevant binary grid is
vj,k := (tj,k+1 + · · · + tj,k+n)/n, k ∈ Z, j0,
as we pointed out in [12] through similar arguments (see also [5]).
5.3.2. Weights or not weights?
In order to prove convergence, we assumed the existence of weight functions w1, . . . , wn :
I → R such that (4.7) holds. Actually, this assumption was only intended to facilitate the
presentation of the proof: by means of the ﬁrst-order differential operator L1 it enabled us to
transform the space En = EC(1, w1, . . . , wn) into the space En−1 = EC(1, w2, . . . , wn) and
thereby, via divided differences, the spline subdivision scheme relative to En := En into the one
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relative to En−1. However, it is not always possible to ﬁnd such weight functions as shown by the
classical example of the space E2 spanned by the functions 1, cos x, sin x. Although the derived
space DE2 is an EC-space on the open interval ]0, 
[, it is not possible to ﬁnd weight functions
w1, w2 :]0, 
[→ R such that E2 = EC(1, w1, w2).
Nevertheless, Theorem 5.3 remains valid even when it is impossible to have any relation
of the form (4.7). Indeed, as we already mentioned, given any space En ⊂ I such that DEn
is an n-dimensional EC-space on I, and any compact interval [a, b] ⊂ I , it is always possi-
ble to ﬁnd weight functions w1, . . . , wn : [, ] → R such that the restriction of En to [, ]
satisﬁes
En|[,] = EC(1, w1, . . . , wn). (5.29)
The fundamental function V introduced in (3.18) is then deﬁned only on [, ], using for instance
a := , and its blossom (when V is viewed as an element of En|[,]) only on [, ]n.
It is not so difﬁcult then to adapt the proof accordingly in order to prove uniform convergence
on a given interval [t0,K, t0,L]. We have to choose weights w1, . . . , wn relative not to the in-
terval [t0,K, t0,L] but to the larger interval [t0,K̂ , t0,L̂] used in the proof of Lemma 5.9. Lemma
5.8 still works on this interval (and consequently Lemma 5.9 too) since the n-tuples involved
all belong to [t0,K̂ , t0,L̂]n. The corresponding space EC(1, w2, . . . , wn) is of course deﬁned
only on [t0,K̂ , t0,L̂]. So is the associated spline subdivision scheme Sn−1 which can be consid-
ered as the locally derived scheme of Sn w.r. to the local grid composed of all vj,k , 2j K̂ − 1
k2j L̂ − n.
The latter argument relative to “local weights” may be used to apply the present results to
the larger situation where the space DEn is an EC-space only on each interval [ti+1, ti+n]. For
instance, this applies to obtaining L-splines (see [17] for the deﬁnition) as limits as piecewise
afﬁne functions.
6. Non-interpolatory subdivision schemes analysed via non-nested grids
Polynomial spline subdivision relative to a nested grid already suggested to us two main ideas
concerning non-interpolatory irregular subdivision schemes: ﬁrstly, to allow the use of non-nested
grids to analyse the convergence of such schemes; secondly, to allow changes of grids in order to
prove the regularity of the limits [12].The example ofChebyshevian spline subdivision encourages
us to go deeper into the subject, which will be the object of the last section of the present paper.
For another interesting approach of such schemes, with some connections with ours, we refer to
[5] (see also [7]).
6.1. Subdivision schemes: convergence
Here, a linear subdivision scheme is always meant as an inﬁnite sequence S = (Sj )j0 of
matrices Sj := (Sj,k,)k,∈Z, meeting the following requirement:
(SS)1 the scheme S is binary and local, in the sense that there exist two integers M1,M2 such
that for any j0, and any k,  ∈ Z,
Sj,k, = 0 ⇒ 2 + M1k2 + M2. (6.1)
At level 0 we start with an initial bi-inﬁnite sequence f0 := (f0,k)Tk∈Z of vectors in Rd . Then
(SS)1 permits the inductive construction of bi-inﬁnite sequences fj := (fj,k)Tk∈Z at all levels
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j0 as follows:
fj+1 := Sj fj , j0. (6.2)
It is often quite natural to consider the fj,k’s as points in Rd rather than vectors, the recur-
sive relation (6.2) being then required to be an afﬁne construction of new points of next level
(j + 1) from points of level j. This corresponds to the following requirement on the subdivision
scheme S:
(SS)2 the scheme S is said to be afﬁne when, for all j0, and all k ∈ Z,∑
∈Z
Sj,k, = 1 for all j0 and all k ∈ Z. (6.3)
Equivalently, (SS)2 means that Sj1 = 1 for all j0, where 1 denotes the bi-inﬁnite sequence
all components of which are equal to 1. On account of (SS)1, when the subdivision scheme S is
afﬁne, each vertex fj+1,k of level (j + 1) is an afﬁne combination of at most (M2 −M1)/2+ 1
consecutive vertices of level j.
At each level j0, the fj,k , k ∈ Z, constructed by means of (6.2), constitute the vertices of a
polygonal lineLj , the aim of such a subdivision scheme being to obtain smooth curves as limits of
the sequence Lj , j0. This requires a “geometrical” deﬁnition of convergence, which could be
done, for instance, by using the Hausdorff distance. However, classically, convergence is deﬁned
with the help of parameterisations of the polygonal lines. Some schemes, said to be interpolatory,
keep all vertices of level j at level (j + 1), e.g., when Sj,2p, = p, for all j0 and all p,  ∈ Z.
In such a case, it is quite logical to parameterise the polygonal lines by reference to a nested grid as
deﬁned in Section 4 (see [4,9] for instance). It is no longer sowhenworkingwith non-interpolatory
schemes (see [5,7,12]). This is why we consider non-nested binary grids, that is, sequences
X := (Xj )j0, where:
• for each j0, the grid of level j is a bi-inﬁnite sequence Xj :=
(
xj,k
)
k∈Z, of real numbers,
meeting the following natural requirement:
(G1) xj,k < xj,k+1 for all k ∈ Z;
• the binary nature of the grid is related to the way consecutive levels are connected, namely
(G2) there exist two integers N1, N2 ∈ Z such that:
xj+1,2k+N1xj,kxj+1,2k+N2 , k ∈ Z, j0. (6.4)
The latter two properties generalise (5.28) in which N1 = 1, N2 = n, as well as the grids
used in [7]. The special case of nested binary grids as deﬁned in (4.13) corresponds to N1 =
N2 = 0. The two requirements (G1) and (G2) make it possible to consider the following
interval:
I(X ) :=]Inf
k∈Z
x0,k,Sup
k∈Z
x0,k[=]Inf
k∈Z
xj,k,Sup
k∈Z
xj,k[, j0. (6.5)
On this account, iffj , j0, is the sequence built via (6.2) fromagiven initialf0, at each level j0,
as a parameterisation of the polygonal lineLj , we can use the function [S,X , f0]j : I(X ) → Rd
deﬁned by
[S,X , f0]j (xj,k) = fj,k, [S,X , f0] is afﬁne on [xj,k, xj,k+1], k ∈ Z. (6.6)
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Deﬁnition 6.1. We say that the subdivision scheme S converges relative to a grid X (in short,
(S,X ) converges) if, for any initial sequence of vertices f0, the corresponding sequence [S,
X , f0]j , j0, converges uniformly on any compact subset of I(X ). If so, the (continuous) limit
function will be denoted [S,X , f0].
Convergence is, indeed, a geometrical notion in the following elementary sense: as expected,
for any initial f0, the limit curve (simply understood as a set of points) produced by a subdivision
scheme S does not depend on the binary grid relative to which it converges, if any (see [12]).
Thanks to the following deﬁnition, it does become a mathematical geometrical notion.
Deﬁnition 6.2. Given two binary grids X = (Xj )j0 and X̂ = (X̂j )j0, with the notation
introduced in (6.5), let us consider the piecewise afﬁne functions j : I(X ) → I(X̂ ), j0,
deﬁned by:
j (xj,k) = x̂j,k, j is afﬁne on [xj,k, xj,k+1], k ∈ Z. (6.7)
We say that the two grids X and X̂ are equivalent if the sequence of functions j , j0, deﬁned
in (6.7) is pointwise convergent to some C1 function  : I(X ) → I(X̂ ) such that ′(x) = 0 for
all x ∈ I .
This is really a relation of equivalence between grids. Indeed, a sequence of strictly increasing
functions j : I(X ) → I(X̂ ), j0, is pointwise convergent iff it is uniformly convergent on all
compact sets of I(X ). When, in addition, the limit function  is C1 on I(X ) and its derivative ′
never vanishes on I(X ), the function −1 satisﬁes the same latter two properties on I(X̂ ), and
the sequence −1j , j0, pointwisely converges to 
−1
.
Given a subdivision scheme S, two different grids X , X̂ clearly lead to the equality
[S,X , f0]j = [S, X̂ , f0]j ◦ j , j0, (6.8)
for any initial f0, the notations being those introduced in (6.7). Therefore, the observations above
also yield the following result.
Proposition 6.3. Let X and X̂ be two equivalent binary grids, and let  be the limit function
of the sequence j , j0, deﬁned in (6.7). Given a subdivision scheme S, suppose that (S,X )
converges. Then, (S, X̂ ) converges too, and for any initial f0, the limit functions satisfy
[S,X , f0] = [S, X̂ , f0] ◦ . (6.9)
Remark 6.4. (1) Equality (6.9) means that  is a C1 change of parameterisation for all limit
curves produced by the scheme S. Clearly, this is interesting only when dealing with C1 limit
functions as will be done in Section 6.3. Otherwise, we could weaken the relation of equivalence,
the limit  of the sequence j , j0, being only assumed to be a bijection between I(X ) and
I(X̂ ) (see [12]).
(2) Our requirements on grids are deliberately the weakest possible. Many open questions on
such grids would be interesting to tackle, such as on which additional conditions a binary grid
as deﬁned by the two conditions (G1) and (G2) is equivalent to a nested one, in particular to
the classical nested binary grid 2−j k. However, we will not address such questions here. In
Section 6.4.1 we shall see that Chebyshevian spline subdivision naturally provides us with
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interesting examples of binary grids which are equivalent to a nested one in the sense of
Deﬁnition 6.2.
6.2. Convergence via differences
With the same notations as in Section 4, for any bi-inﬁnite sequence fj =
(
fj,k
)T
k∈Z in R
d
,
we consider the bi-inﬁnite sequence fj = (fj,k − fj,k−1)Tk∈Z of backward differences. Let us
recall the following result (see [5,12]).
Proposition and Deﬁnition 6.5. Suppose that a given subdivision schemeS is afﬁne and satisﬁes
(6.1). Then, there exists a subdivision scheme DS := (DSj )j0, such that, for any sequence fj ,
j0, obtained via (6.2), the differences satisfy
fj+1 = DSj fj , j0. (6.10)
The scheme DS is called the difference scheme of S and, for any j0, the entries of the matrix
DSj := (DSj,k,)k,∈Z satisfy
DSj,k, = 0 ⇒ 2 + M1k2 + M2 − 1. (6.11)
Differences are classical tools to analyse convergence of subdivision schemes. In Section 5, we
saw that the key-point to demonstrate the convergence of the Chebyshevian spline subdivision
scheme was property (). This naturally suggests the introduction of condition () below with a
view to generalising Theorem 5.3.
Theorem 6.6. Let S be an afﬁne subdivision scheme. Suppose that its difference scheme DS
satisﬁes the following property:
for any K,L ∈ Z, K < L, there exists a non-negative integer J (K,L) such that
‖D˜Sj (K,L)‖∞B(K,L) < 1 for all jJ (K,L), ()
where the matrix D˜Sj (K,L) is deﬁned as
D˜Sj (K,L) :=
(DSj,k,) 2j+1K  k 2j+1L
2j K   2j L
. (6.12)
Then, (S,X ) converges for any binary grid X .
We start the proof by the following technical lemma, which extends relations (5.15) to (5.18)
to non-nested grids.
Lemma 6.7. Let fj , j0, be a sequence built from an afﬁne subdivision scheme S via (6.2)
and let X be a binary grid. We assume that the binary nature of S and X are expressed by (6.1)
and (6.4), respectively. Then, for any j0 and any k ∈ Z, there exist real numbers j,k,r , j,k,s ,
satisfying |j,k,r |, |j,k,s |1 such that, for any initial f0 = (f0,k)Tk∈Z,
[S,X , f0]j (xj,k) − [S,X , f0]j+1(xj,k) =
r2(k)∑
s=r1(k)+1
j,k,s
(
fj,s − fj,s−1
)
, (6.13)
[S,X , f0]j (xj+1,k) − [S,X , f0]j+1(xj+1,k) =
s2(k)∑
s=s1(k)+1
j,k,s
(
fj,s − fj,s−1
) (6.14)
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the integers r1(k), r2(k), s1(k), s2(k) being deﬁned by
r1(k) := k + Min
(
0,
⌈
N1 − M2
2
⌉)
, r2(k) := k + Max
(
0,
⌊
N2 − M1
2
⌋)
, (6.15)
s1(k) := Min
(⌈
k − M2
2
⌉
,
⌊
k − N2
2
⌋)
,
s2(k) := Max
(⌈
k − N1
2
⌉
,
⌊
k − M1
2
⌋)
. (6.16)
Proof. Let us start with a preliminary elementary result. For j0, consider two convex combi-
nations of some vertices fj,s , say
P :=
r2∑
s=r1
sfj,s , Q :=
s2∑
s=s1
sfj,s ,
r2∑
s=r1
s =
s2∑
s=s1
s = 1.
with non-negative coefﬁcients s , r1sr2, and s , s1ss2. With S1 := Min(r1, s1),
S2 := Max(r2, s2), the difference P − Q can then we written as follows:
P − Q =
S2∑
s=S1+1
s(fj,s − fj,s−1) with |s |1 for S1 + 1sS2. (6.17)
Let us ﬁx two integers j0, k ∈ Z. Due to (6.4), there exists an integer p, 2k +N1p2k +
N2−1 such that xj,k ∈ [xj+1,p, xj+1,p+1]. From (6.6),we can thus derive that [S,X , f0]j+1(xj,k)
is a convex combination of the two points
[S,X , f0]j+1(xj+1,p) = fj+1,p =
∑
2+M1p2+M2
Sj,p,fj,
and
[S,X , f0]j+1(xj+1,p+1) = fj+1,p+1 =
∑
2+M1p+12+M2
Sj,p+1,fj,.
Whence the existence of non-negative real numbers j,k,s such that
[S,X , f0]j+1(xj,k) =
s=k+N2−M12 ∑
s=k+N1−M22 
j,k,sfj,s ,
s=k+N2−M12 ∑
s=k+N1−M22 
j,k,s = 1.
Accordingly, the two relations (6.13) and (6.15) are obtained by applying (6.17) to
P := [S,X , f0]j (xj,k) = fj,k, Q := [S,X , f0]j+1(xj,k).
The two equalities (6.14) and (6.16) can be obtained in a similar way with
P := [S,X , f0]j (xj+1,k),
Q := [S,X , f0]j+1(xj+1,k) = fj+1,k =
∑
2+M1k2+M2
Sj,k,fj,.
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Indeed, relation (6.4) ensures that
xj,k1xj+1,kxj,k2 , k1 :=
⌊
k − N2
2
⌋
, k2 :=
⌈
k − N1
2
⌉
. (6.18)
From (6.6) and (6.18) we can thus deduce the existence of non-negative integers j,k, such that
P = [S,X , f0]j (xj+1,k) =
k2∑
s=k1
j,k,sfj,s ,
s=k2∑
s=k1
j,k,s = 1. 
Using the notations introduced in (5.4), we then obtain the analogue of Lemma 5.5 for non-
nested grids.
Lemma 6.8. The assumptions are the same as in Lemma 6.7. Given any K,L ∈ Z,K < L, there
exist a positive number C and two integers Q1,Q2 such that, for any initial f0, we have
‖[S,X , f0]j − [S,X , f0]j+1‖K,L,∞C Max
Lj (K)+Q1kRj (L)+Q2
‖fj,k − fj,k−1‖, (6.19)
where for any a ∈ I and any j0, the two integers Lj (a), Rj (a) are deﬁned by
Lj (a) := Max{k ∈ Z, xj,ka}, Rj (a) := Min{k ∈ Z, xj,ka}. (6.20)
Proof. For simplicity, in this proof, we set Fj := [S,X , f0]j for all j0. The continuous
function Fj − Fj+1 is afﬁne on any subinterval of I(X ) the interior of which contains both no
xj,k and no xj+1,k , k ∈ Z. This enables us to state that
‖Fj − Fj+1‖K,L,∞Max
(
Max
Lj (K)kRj (L)
‖Fj (xj,k) − Fj+1(xj,k)‖,
Max
Lj+1(K)kRj+1(L)
‖Fj (xj+1,k) − Fj+1(xj+1,k)‖
)
. (6.21)
Relations (6.13), (6.14) yield, for all k ∈ Z,
‖Fj (xj,k) − Fj+1(xj,k)‖(r2(k) − r1(k)) Max
r1(k)+1 s r2(k)
‖fj,s − fj,s−1‖,
‖Fj (xj+1,k) − Fj+1(xj+1,k)‖(s2(k) − s1(k)) Max
s1(k)+1 s s2(k)
‖fj,s − fj,s−1‖.
Therefore, the announced result (6.19) easily follows from (6.21) when taking account of (6.15)
and (6.16), and also of the following two inequalities which are direct consequences of (6.4):
Lj+1(a)2Lj (a) + N1, Rj+1(a)2Rj (a) + N2. (6.22)
For the sake of completeness, let us specify that one can take
Q1 := Min
(⌈
N1 − M2
2
⌉
,
⌊
N1 − N2
2
⌋)
+ 1,
Q2 := Max
(⌈
N2 − N1
2
⌉
,
⌊
N2 − M1
2
⌋)
,
and C := Max(N2−N12 + 2, M2−N12 + 1, N2−M12 + 1, M2−M12 ). 
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Lemma 6.9. The assumptions are the same as in Lemma 6.7. Given any integersK,L,Q1,Q2 ∈
Z, we introduce the following notations:
D̂Sj (K,L,Q1,Q2) :=
(DSj,k,)Lj+1(K)+Q1  kRj+1(L)+Q2
Lj (K)+Q1  Rj (L)+Q2
,
̂fj (K,L,Q1,Q2) :=
(
fj,k − fj,k−1
)T
Lj (K)+Q1kRj (L)+Q2 .
Then, for any K,L,Q1,Q2 ∈ Z, there exists an integer Ĵ such that
‖D̂Sj (K,L,Q1,Q2)‖∞B̂ < 1 for j Ĵ . (6.23)
Moreover, when choosing Q1N1 − M2 + 1 and Q2N2 − M1, we have
̂fj+1(K,L,Q1,Q2) = D̂Sj (K,L,Q1,Q2) ̂fj (K,L,Q1,Q2). (6.24)
Proof. Applying (6.22) repeatedly proves that, for all a ∈ I(X ) and all j0,
Lj (a)2jL0(a) + (2j − 1)N1, Rj (a)2jR0(a) + (2j − 1)N2.
Therefore, in order to ensure that
[Lj (K) + Q1, Rj (L) + Q2] ⊂ [2j K̂, 2j L̂] for all j0,
it is sufﬁcient to choose the two integers K̂, L̂ so that
K̂L0(K) + Min(Q1, N1), L̂R0(L) + Max(Q2, N2).
This guarantees that
‖D̂Sj (K,L,Q1,Q2)‖∞‖D˜Sj (K̂, L̂)‖∞
and (6.23) is thus a simple consequence of (), with B̂ := B(K̂, L̂) and Ĵ := J (K̂, L̂).
On the other hand, due to (6.11), relation (6.24) will be valid as soon as we have, for all j0,
Lj+1(K) + Q1kRj+1(L) + Q2
2 + M1k2 + M2 − 1
}
⇒ Lj (K) + Q1Rj (L) + Q2.
On account of (6.22) this holds provided that we choose Q1 and Q2 as indicated. 
Now thatwe have at our disposal Lemmas 6.8 and 6.9, the proof ofTheorem6.6 can bemodelled
on that of Theorem 5.3, with a similar error bound (Proposition 5.4). We leave this to the reader.
Remark 6.10. Condition () is inspired by the example of Chebyshevian spline subdivision.
However, we could replace it by the following weaker condition:
for any K,L ∈ Z, K < L, there exists two non-negative integers J (K,L), p(K,L)
such that
‖D˜Sj+p(K,L)(K,L) . . . D˜Sj+1(K,L)D˜Sj (K,L)‖∞
B(K,L) < 1 for all jJ (K,L). ()
Condition () too is sufﬁcient for convergence. This can be shown by modifying the proof of
Lemma 6.8 accordingly via standard arguments (see [6,9] for instance).
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6.3. Regularity via divided differences
Regularity of the limit functions produced by a convergent subdivision scheme is classically
analysed by means of divided differences. As pointed out in [7], the choice of the grid w.r. to
which the divided differences are calculated is then essential.
Proposition and Deﬁnition 6.11. Let fj , j0, be a sequence built from an initial f0 through
an afﬁne subdivision scheme S according to (6.2), and let X be a binary grid. The corresponding
sequences of divided differences relative to X , namely
fj
Xj :=
(
fj,k − fj,k−1
xj,k − xj,k−1
)T
k∈Z
, j0 (6.25)
are built through a subdivision scheme
DS
DX :=
(DS
DX j
)
j0
, i.e.,
fj+1
Xj+1 =
DS
DX j
fj
Xj , j0. (6.26)
The scheme
DS
DX is called the derived scheme of S w.r. toX . If the binary nature of S is expressed
by (6.1), then, the entries of each matrix DSDX j satisfy
DS
DX j,k, = 0 ⇒ 2 + M1k2 + M2 − 1. (6.27)
Proof. As in Section 4, we denote by [[Xj ]] the bi-inﬁnite diagonal matrix with Xj =
(xj,k − xj,k−1)Tk∈Z, as its diagonal. Then, on account of (6.25), it is easy to derive (6.26) from(6.10), with
DS
DX j = [[Xj+1]]
−1 DSj [[Xj ]], j0. (6.28)
Whence (6.27) as a result of (6.11). 
In addition to (G1) and (G2) it is natural to require the grids to satisfy some density condition.
This, of course, is especially important for differentiation. It can be a weaker condition than (5.9),
namely (see [12])
(G3) a binary grid X is said to be dense if, for all x ∈ I(X ), there exists two sequences of
integers jr (x)0, kr (x) ∈ Z, r0, such that
x = lim
r→∞ xjr (x),kr (x), limr→∞ jr (x) = +∞. (6.29)
We are now in a position to state sufﬁcient conditions for a subdivision scheme to produce
differentiable limit functions.
Theorem 6.12. LetX and X̂ be two equivalent binary grids, and let be the limit function of the
sequence j , j0, deﬁned in (6.7). Let S be an afﬁne subdivision scheme. We assume the grid
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X to be dense in the sense of (G3). Suppose that (S,X ) and
(DS
DX̂ ,X
)
both converge. Then, for
any initial f0, the function [S,X , f0] is C1 on I(X ) and[DS
DX̂ ,X ,
f0
X̂0
]
(x) = 1
′(x)
[S,X , f0]′(x) for all x ∈ I(X ). (6.30)
Proof. On account of the equivalence between the two grids X and X̂ , by application of Propo-
sition 6.3 to each of the two schemes S and DSDX̂ we know that (S, X̂ ) and
(DS
DX̂ , X̂
)
both
converge. Moreover, equality (6.9) is valid, along with the following one:[DS
DX̂ ,X ,
f0
X̂0
]
=
[DS
DX̂ , X̂ ,
f0
X̂0
]
◦ . (6.31)
Being equivalent to a dense grid, the grid X̂ is dense too, in the sense of (G3). This is exactly
why we can apply Proposition 2.11 of [12]. The latter theorem guarantees that [S, X̂ , f0] is C1
on I(X̂ ) with
[S, X̂ , f0]′ =
[DS
DX̂ , X̂ ,
f0
X̂0
]
. (6.32)
From (6.9) we can derive that [S,X , f0] is C1 on I(X ), the announced equality (6.30) resulting
from differentiation of (6.9) and comparison with (6.32). 
Applying Theorem 6.6 to both the initial scheme S and its derived scheme w.r. to a convenient
grid, we obtain the following corollary of Theorem 6.12.
Corollary 6.13. Let S be an afﬁne subdivision scheme the difference scheme of which satisﬁes
(). Assume that there exists a binary grid X̂ such that the derived scheme DSDX̂ is afﬁne and
its difference scheme DDSDX̂ satisﬁes (). Then, relative to any dense binary grid X equivalent
to X̂ , the scheme S produces C1 limit functions. Moreover, for any initial f0, formula (6.30) is
valid.
6.4. Conclusions
6.4.1. Flashback to spline subdivision
Spline subdivision is a good illustration of Corollary 6.13. Given a nested homogeneous grid
T , given positive weight functions wi ∈ Cn−i (I(T )), 1 in, and the associated differential
operators L0 := Id, L1, . . . , Ln, as previously we consider the space En := EC(1, w1, . . . , wn),
and more generally, for 0 in, the (n − i + 1)-dimensional space En−i := LiEn = EC
(1, wi+1, . . . , wn).
For 0 in, let S i stand for the spline subdivision scheme relative to the space Ei and to the
nested grid T . On the other hand, given a ∈ I(T ), we introduce the following functions:
Vi(x) :=
∫ x
a
wn−i+1(t) dt, x ∈ I(T ), 1 in. (6.33)
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For 1 in, Vi is the fundamental function in the space Ei = EC(1, wn−i+1, . . . , wn). We
denote by vi its blossom when regarding Vi as an element of Ei , therefore a blossom in i variables.
We then deﬁne non-nested grids V i := (V ij )j0, 1 in, by setting
V ij := (vij,k)k∈Z, vij,k := vi(tj,k+1, . . . , tj,k+i ), k ∈ Z, j0. (6.34)
As an application of Theorem 4.7, for 1 in, the derived scheme of the subdivision scheme S i
w.r. to the grid V i is the subdivision scheme S i−1, i.e.,
DS i
DV i = S
i−1, 1 in. (6.35)
Let us now assume the nested grid T to be homogeneous. From Lemma 5.9 we can conclude
that, for i1, the difference schemeDS i satisﬁes condition () (which is equivalent to condition
()). Consider the piecewise afﬁne functions deﬁned on I(T ) such that
ij (t
i
j,k) = vij,k, k ∈ Z, j0, 1 in.
Due to the homogeneity of T , all non-nested binary grids V i , i1, are equivalent to the dense
nested binary grid T , the limit function of each sequenceij , j0, being theC1 functioni := Vi
the ﬁrst derivative i ′ = wn−i+1 never vanishes on I(T ). Therefore, spline subdivision provides
us with an example where we can apply Corollary 6.13 (n−1) consecutive times. This guarantees
that, relative to any dense binary grid equivalent to all grids V i , 2 in, that is, relative to any
grid equivalent to the nested grid T , the scheme Sn produces Cn−1 functions.
Let us go into further details. Due to (6.35), for any initial f0 = (f0,k)k∈Z, and for any i2,
the limit function [S i , T , f0] is thus C1 on I(T ), with
1
i ′(x)
[S i , T , f0]′(x)= 1
wn−i+1(x)
[S i , T , f0]′(x)
=
[
S i−1, T , f0
V i0
]
(x), x ∈ I(X ). (6.36)
Applying (6.36) repeatedly yields, for any initial f0 and for in − 1:
Li[Sn, T , f0](x) =
[
Sn−i , T , 
if0
Vn−i+10 . . .Vn−10 Vn0
]
(x), x ∈ I(X ), (6.37)
where
i .
Vn−i+10 . . .Vn−10 Vn0
denotes the result of taking i times backward divided differences
of order 1, based successively on the grids Vn0 , Vn−10 , …, Vn−i+10 . The latter equality (6.37) is
consistent with Theorem 5.3. Indeed, if S ∈ S(En, T )d is the spline with poles f0,k , k ∈ Z,
repeated application of Corollary 4.5 ensures that 
if0
Vn−i+10 . . .Vn−10 Vn0
is the sequence of
poles of the splineLiS ∈ S(En−i , T )d . ThereforeTheorem5.3 yields the following two equalities:
[Sn, T , f0] = S,
[
Sn−i , T , 
if0
Vn−i+10 . . .Vn−10 Vn0
]
= LiS.
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6.4.2. Prospective analysis of subdivision schemes?
Let S be an afﬁne subdivision scheme the difference scheme of which satisﬁes () (or the
weaker condition () as well). We know that, for any initial f0 and relative to any binary grid
X , it produces a continuous function [S,X , f0]. What about proving that the limit functions are
C1? Corollary 6.13 suggests to proceed as follows:
(1) ﬁnd a dense binary grid X̂ (if any) such that the derived scheme DSDX̂ is afﬁne;
(2) the difference scheme of DSDX̂ does exist; prove (if possible) that it satisﬁes () (or ());
(3) relative to any binary gridX equivalent to X̂ , any limit function [S,X , f0] isC1 and it satisﬁes
a formula of type (6.30);
(4) further regularity may be proved by iterating the process, possibly involving at each step a
change of grid via (6.9) and (6.30).
Let us comment on the ﬁrst point. The underlying idea, already considered in [7,5], is to use
divided differences adapted to the subdivision scheme. We are looking for a binary grid X̂ such
that
DS
DX̂ j1 = 1 for all j0.
On account of (6.28), the latter relation is equivalent to
X̂j+1 = DSj X̂j for all j0, (6.38)
which means that the sequence X̂j , j0, is obtained from the difference scheme DS. As a
consequence of Proposition 6.5, we know that, for equality (6.38) to hold, it is sufﬁcient that the
sequence X̂j , j0, satisﬁes
X̂j+1 = Sj X̂j for all j0, (6.39)
i.e., that it is, itself, built via the subdivision scheme S. The idea of using a grid adapted to the
scheme via (6.39) was ﬁrst exploited to prove the smoothness of limit curves resulting from non-
uniform corner cutting subdivision in [7] (see [5, Proposition 13] too). In order to guarantee (6.39)
we have to ﬁnd a strictly increasing bi-inﬁnite sequence of real numbers X̂0 = (̂x0,k)k∈Z such
that at each level the bi-inﬁnite sequence X̂j satisﬁes both conditions (G1) and (G2). Note that, in
case the scheme S is not only afﬁne, but also convex (in the sense that all Sj,k, are non-negative),
then (G2) will automatically result from (SS1) and (G1). But even so, it is not guaranteed that, at
any level j1, the sequence X̂j will be strictly increasing as X̂0. In case S is the Chebyshevian
spline subdivision scheme Sn, everything works with the initial choice X̂0 := Vn0 . Indeed, the
equality Vnj+1 = Snj Vnj is guaranteed by the fact that at any level Vnj is the sequence of poles of
the above function Vn while condition (G1) results from Theorem 3.8.
6.4.3. Local changes of grids
As a concluding remark, let us draw the reader’s attention on another interesting idea emerging
from the study of Chebyshevian spline subdivision, and more precisely from our comments 5.3.2.
In all points (1)–(4) mentioned in 6.4.2, it may be necessary to consider “local” grids rather than
global ones, that is, to work with locally derived schemes. This is not surprising in so far as derived
schemes are tools to prove regularity of the limit functions. We should accordingly allow local
changes of grids and consider locally equivalent grids.
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