In this paper, we study Cauchy problem for viscous shallow water equations. We work in the Sobolev spaces of index s > 2. We obtain local solutions for any initial data, and global solutions for small initial data.
Introduction
We consider in this work the Cauchy problems for viscous shallow water equations as follows:
h(u t + (u · ∇)u) − ν∇ · (h∇u) + h∇h = 0, (1.1) h t + div(hu) = 0, (1.2) u| t=0 = u 0 , h| t=0 = h 0 ; (1. 3) where h(x, t) is the height of fluid surface, u(x, t) = (u 1 (x, t), u 2 (x, t)) t is the horizontal velocity field, x = (x 1 , x 2 ) ∈ R 2 and 0 < ν < 1 is the viscous coefficient.
The equations form a quasi-linear hyperbolic-parabolic system. For the initial data h 0 (x), we suppose that it is a small perturbation of some positive constanth 0 . We study the Cauchy problem (1.1)- (1.3) in Sobolev function spaces. The main theorem of this paper is the following : The local existence and uniqueness of classical solutions to the Cauchy-Dirichlet problem for the shallow water equations using Lagrangian coordinates and Hölder space estimates with initial data in C 2+α was studied in [2] . Kloeden [5] and Sundbye [10] proved global existence and uniqueness of classical solutions to the Cauchy-Dirichlet problem using Sobolev space estimates by following the energy method of Matsumura and Nishida [7, 8, 9] . Sundbye [11] proved also the existence and uniqueness of classical solutions to the Cauchy problem using the method of [7, 8, 9] . But all of these results only consider the problems for small initial data. In general, the problems of existence of solutions for large initial data is difficult, since there are stronger non-linearization than in the small initial data case. We use the Littlewood-Paley decomposition theory (see [1, 3] ) for Sobolev spaces to obtain the losing energy estimates in H s+2 for any s > 0, and we then get the local existence of solution for all size of the initial data. Moreover, we also improve the global existence of solution and regularity for small initial data. From this result of global existence, we will give some decay estimate as in [6, 12] by the method of Green function. For brevity, we leave it to the future.
The structure of the paper is the following:
In the second section we recall Littlewood-Paley theory for Sobolev spaces. In section 3, we prove the first part of main theorem: local existence of solution for all size of the initial data. In section 4, we prove the global existence of solution for small initial data. Finally in section 5, we prove the losing energy estimates for nonlinear terms.
whereû denote the Fourier transformation of u, and f = F −1 (ϕ). So that for u ∈ S , we have that ∆ j u, ∆ −1 u ∈ C ∞ ∩ L 2 . Then the Sobolev space can be defined as following, for s ∈ R,
In the low vertical frequencies estimates, we have to use the homogeneous Sobolev spaces,
where C s is Sobolev constant in R 2 . We have also that, for any q ≥ 0,
and
For the product of two functions, we have the decomposition:
Here T u is a linear operator, and we have that:
if u ∈ L ∞ , then for all s ∈ R,
For the nonlinear composition, if F ∈ C ∞ (I) such that F (0) = 0, u ∈ H τ (R 2 ), τ > 1 with u(x) ∈ I for all x ∈ R 2 , then there exists a function of one variable B 0 depending only on τ , F , I such that
In our equation, we have the products of 3 functions, so that we need the following precise estimates:
For the detail of those results, we send to the reference [3] .
In the proof of main theorem, we need to estimate the nonlinear term in the equations, this is so-called "Losing energy estimates".
with {d k } 2 ≤ 1, and
In the proof of existence of global solutions, we need the following high vertical frequencies estimates.
with {d k } 2 ≤ 1.
We will prove these five lemmas in the last section.
The local existence of solution
In order to study the local existence of solution, we define the function set,
The main result of this section is the following local existence theorem for any initial data:
, then there exist a positive time T and a solution
for the Cauchy problem (1.1)- (1.3) . Here
and C s is the Sobolev constant.
For convenience sake, we takeh 0 = 1. Substitute h by 1+h in (1.1)-(1.3), we have
The proof of Theorem 3.1 involves the method of successive approximations. We define the sequence {u n , h n } by following linear systems:
Since S q are smooth operators, the initial data S n+2 (u 0 , h 0 ) are smooth functions. If (u n , h n ) ∈ X ([0, T ], s + 2, E 1 , E 2 ) and smooth, we have
then G 1 (u n , h n ) and G 2 (u n , h n ) are also smooths functions. Note that (3.1) is the heat equation for u n+1 , and (3.2) is the transport equation for h n+1 , then the existence of the smooth solutions for the Cauchy problems (3.1)-(3.3) is evident. We denote by P n the application from (u n , h n ) to (u n+1 , h n+1 ) the solution of problem (3.1)-(3.3). Now the proof of theorem 3.1 is in two steps: "Estimates for big norms" and "convergence for small norms".
Estimates for big norms
Proof. For convenience sake, we suppose that 1 ≤ E 1 (the proof for E 1 < 1 is easy), and remark that 0 < E 2 < 1, 0 < ν < 1. We take now
We prove the proposition by induction. Firstly, (u 1 , h 1 ) = S 2 (u 0 , h 0 ), then
Applying the operator ∆ k to the equations (3.1), (3.2), multiplying the first by ∆ k u n+1 , and the second by ∆ k h n+1 , integration over R 2 yields
By using Lemma 2.1, Lemma 2.2 (a) and hypotheses on (u n , h n ), we obtain
Multiplying (3.4) and (3.5) by 2 2k(s+2) , and taking the sum over k gives respectively
Integrating from 0 to t yields
By the definition of (u n+1 , h n+1 )| t=0 we know that
Thus, the choice of T 1 gives that
We have proved the proposition 3.1.
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Convergence for small norm
Proof. From the equations (3.1) and (3.2), we have
As in the proof Proposition 3.1, applying the operator ∆ k to the equations (3.6) and (3.7), multiplying the first by ∆ k (u n+1 − u n ), and the second by ∆ k (h n+1 − h n ), then integrating over R 2 , we obtain
Below we only consider the case of 0 < s < 1. By using Lemma 2.1, Lemma 2.2, Lemma 2.3 and the fact of u n (t) H s+1 ≤ E 1 and h n (t) H s+1 ≤ E 2 when t ≤ T 1 , we have that
where A 0 is a constant, and A 0 = O(E 4 1 E −2 2 ). By using Cauchy-Schwarz inequality, we obtain
).
We prove now that there exist a positive time T 2 (≤ T 1 ), such that, for any n,
We will prove (C n ) by induction on n. In fact, it is easy to see that (
We suppose now that (C n ) holds and prove that (C n+1 ) is valid by using the estimates (3.8) and (3.9) . Taking integration from 0 to t on (3.8), we deduce
Using (C n ), we obtain
The same calculus for (3.9) deduce
. The proofs of uniqueness of solution is similar to the proofs for the convergence of approximative sequence. In fact, we consider
Regularity and uniqueness of solutions
Following the proof of Proposition 3.2, we obtain that
This gives the uniqueness of the solutions.
The global existence for small initial data
We prove firstly a priori estimates for local solutions. 
Then there exist positive constants ε and C 1 with εC 1 ≤ E 0 , which are independent of T such that, if N (T ) ≤ ε, then
A combination of local existence theorem 3.1 and above a priori estimate give the following theorem. For the proof of this theorem see for example Sundbye [11] . Remark. We get the global solution with index s + 2, since we have only the local solution with index s + 2 in Theorem 3.1. But we have proved the a priori estimate for small index s + 1, so if we can get the local solution for s + 1, we get also the global solution for small index s + 1.
We prove now the theorem 4.1. We linearize the equations (1.1) and (1.2) on (h, u) = (1, 0) as following
where
In the following, we will estimate (u, h) under the a priori assumption
where s > 0 and 0 < δ 0 << 1.
Applying the operator ∆ k on (4.2), and multiplying first equation of (4.2) by ∆ k (u − u + λ∇h), second equation by ∆ k (h − h), then summing them and integrating over R 2 yields
High vertical frequencies estimates
Now we will give some estimates to the right hand of (4.4) for the case of high vertical frequencies. This means that for some M large enough, we study (4.4) for k > M . By lemma 2.4 we have
We also have
Since f q H s ≤ ∇f q H s for q ≥ 0, we can obtain that
By using lemma 2.5, we get
It is easy to see
Multiplying inequality (4.4) by 2 2ks and integrating over (0, t), we obtain
Low vertical frequencies estimates
Now we will consider the low vertical frequencies. Denoting S M = k<M ∆ k , and applying the operator S M on (4.2), and multiplying first equation of (4.2) by S k (u+λ∇h), second equation by S k h, then summing them and integrating over R 2 yields
where 0 < λ << 1. As in the proof of (4.8), we will give some estimates to the right hand of (4.9). It is easy to see that
Using the estimates (2.2), we have
As in the above proofs, we have
Integrating both sides of (4.9) over (0, t), and summing above estimates to the right hand of (4.9), we have
Since
). This proves the theorem 4.1
Losing energy estimates
We prove now the losing energy estimates of the section 2 ; the proofs of this section are technical.
Lemma 5.1 Let τ > 1 and −1 ≤ k < +∞, then there exists C > 0 such that for all v, ∇v, g, ∇g ∈ H τ , we have
Proof. By the paraproduct calculation, we have
Then there exists N 1 > 0 such that for any fixed M > N 1 and k > M ,
Here we have used Sobolev inequality for g L ∞ since τ > 1. For k ≤ M , by using |q−k|≤N 1 
we can get the same results. For the term I 2 , since we want pass the operator ∇ from g to v, we rewrite
Note that the operators ∆ k are convolution operators in R 2 , so
where f (x) = (F −1 ϕ)(x). Using the fact |q − k| ≤ N 1 and Hausdorff-Yang inequality, we have
A similar computation for other terms yields :
, then {d k } ∈ l 2 since q > k and τ > 1.
For convenience sake, we also denote d k by d k below. Thus
The lemma 5.1 is proved. 
Proof. (a) As in the proof of Lemma 5.1, we have firstly
For k > M , it is easy to obtain
For k ≤ M , we have
For the second term, we rewrite
The part (a) is proved.
(b) Firstly, we write
the estimates for the first term and the third term are easy, so we discuss only the second term for which we consider two case : 1) k > M , we have firstly
Since 1 < τ < 2, by using the Sobolev's inequality, we obtain
2) k ≤ M , it is easy to see that
The lemma is proved. 
Let 1 < τ < 2 and −1 ≤ k < +∞, then there exists C > 0 such that for all f, v, g 1 , g 2 , u, ∇u, v, ∇v ∈ H τ ,we have R 2 ∆ k (g 1 − g 2 ) (1 + g 1 )(1 + g 2 ) ∇f ∇v ∆ k udx ≤ Cd 2 k 2 −2kτ H 1 (g 1 , g 2 ) f H τ g 1 − g 2 H τ U τ (u, v), with {d k } ∈ 2 , and U τ (u, v) as in Lemma 5.2 (b) .
The proof of this lemma is similar to Lemma 5.2. Remark that if F j = 1 1+g j ,F j = g j 1+g j (j = 1, 2), we have
with the following estimates
. Below we will consider the losing energy estimate for the case of high vertical frequencies, i. e., k > M . Here, we assume that M > N 1 + N 2 .
Lemma 5.4 Let τ > 0 and M ≤ k < ∞, then there exists C > 0 such that for all g, u, v, ∇g, ∇u ∈ H τ , we have
The proof of this lemma is similar to the proof of lemma 5.2 and the following lemma.
Lemma 5.5 Let τ > 0 and M ≤ k < ∞, then there exists C > 0 such that for all g ∈ H τ +1 and u ∈ H τ +2 , we have
Proof. Firstly we write It is easy to estimate the first and the second terms by
for the third term, since we can't control h, we first need to write
Since (S q − S k )u = − q≤p≤k−1 ∆ p u,
As in the proof of lemma 5.1, we have
By using the following computation
we get immediately
This proves the Lemma.
