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We study the effect of superconducting fluctuations on the conductivity of metals at arbitrary
temperatures T and impurity scattering rates τ−1. Using the standard diagrammatic technique but
in the Keldysh representation, we derive the general expression for the fluctuation correction to the
dc conductivity applicable for any space dimensionality and analyze it in the case of the film geom-
etry. We observe that the usual classification in terms of the Aslamazov-Larkin, Maki-Thompson
and density-of-states diagrams is to some extent artificial since these contributions produce similar
terms, which partially cancel each other. In the diffusive limit, our results fully coincide with recent
calculations in the Keldysh technique. In the ballistic limit near the transition, we demonstrate
the absence of a divergent term (Tτ)2 attributed previously to the density-of-states contribution.
In the ballistic limit far above the transition, the temperature-dependent part of the conductivity
correction is shown to grow as Tτ/ ln(T/Tc), where Tc is the critical temperature.
I. INTRODUCTION
Superconducting transition is a second-order phase
transition, with pairing correlations emerging in a contin-
uous fashion when the temperature T passes through the
critical temperature Tc. In the mean-field description,
Cooper pairs appear only below Tc, since their formation
is energetically unfavorable above the transition. Nev-
ertheless they can emerge as virtual excitations also for
T > Tc, due to thermal fluctuations. Fluctuation forma-
tion of Cooper pairs in the normal state is known as su-
perconducting fluctuations. They manifest themselves in
various physical properties, which acquire a temperature-
dependent correction growing at T → Tc [1, 2].
The study of the effect of superconducting fluctuations
on transport properties began with observation of fluc-
tuation corrections to conductivity [3]. Theoretical un-
derstanding of the effect was elaborated in the seminal
paper by Aslamazov and Larkin [4], who calculated the
direct contribution of fluctuation Cooper pairs to charge
transport. Later on, an additional mechanism was ana-
lyzed by Maki [5] and Thompson [6]. Eventually it was
recognized that there are three contributions to the fluc-
tuation correction: paraconductivity (Aslamazov-Larkin,
AL), scattering on superconducting fluctuations (Maki-
Thompson, MT), and the contribution due to the de-
pletion of the normal density of states (DOS) [7]. The
theory developed in the beginning of 1970-ies was lim-
ited to the immediate vicinity of the critical temperature
and described (apart from the AL term) the dirty limit,
Tτ  1, where τ is the mean-free time (we use the sys-
tem of units with e = ~ = kB = 1). This limit is shown
as region (a) in Fig. 1.
In 1980-ies, the theory of fluctuation conductivity was
extended to large temperatures above Tc [8, 9], where the
dirty limit was considered [region (b)]. The rise of high-
temperature superconductivity in 1990-ies stimulated in-
terest in less disordered superconductors, and the theory
was generalized to the clean limit, Tτ  1, in the vicinity
of Tc [10–13] [regions (a) and (c)]. The case of a super-
conductor without impurities was considered in Ref. [14]
[regions (c) and (d)].
In the presence of a magnetic field H, the supercon-
ducting transition takes place at the line Hc2(T ), above
which superconducting fluctuations modify the normal-
state conductivity. They have been studied in Ref. [15],
where the low-temperature region in the vicinity of the
quantum phase transition, H → Hc2, has been analyzed
in the diffusive limit. The general phase diagram in the
plane (H,T ) was addressed in Refs. [16, 17]. Frequency
dependence of the conductivity correction for arbitrary
T > Tc in the diffusive limit was studied in Ref. [18].
Besides conductivity, superconducting fluctuations affect
the Nernst coefficient [19–23], that has a profound effect
due to its smallness in the normal state.
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FIG. 1. A sketch of the diagram for the fluctuation conduc-
tivity in the variables  = lnT/Tc and Tcτ (inverse disorder
strength) showing the leading contributions and the corre-
sponding formulae. The regions (a)–(d) label four asymptotic
cases: close to Tc/far from Tc, and the diffusive/ballistic lim-
its. The behavior of the anomalous MT (AMT) contribution
near Tc is different in the moderately clean (c
′) and superclean
(c′′) regions separated by the line Tcτ
√
 ∼ 1.
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2Though the physical picture of superconducting fluc-
tuations is rather well understood, their analytical de-
scription is a sufficiently complicated task. Despite half a
century of studies, the dependence of the fluctuation con-
ductivity on varius parameters is still debated: two recent
papers [16, 17] predict a similar but different expressions
for δσ(H,T ) in the dirty limit. Historically, fluctuation
corrections were calculated using the diagrammatic tech-
nique in the Matsubara representation, with the subse-
quent analytic continuation to real frequencies [7]. This
method was employed also in Ref. [16]. On the other
hand, recent publications use a different Keldysh tech-
nique: either in the form of the Usadel equation [17] or in
the sigma-model formalism [18]. That makes comparison
between different approaches problematic. Reported in-
consistencies appeal for a revision of previously obtained
results in the whole phase diagram of Fig. 1.
Motivated by existing discrepancies, in this paper we
derive a general expression for the dc conductivity cor-
rection for an arbitrary temperature, T > Tc, and dis-
order strength measured by the parameter Tτ , assuming
an arbitrary space dimensionality d. The final analy-
sis will be performed in the experimentally relevant two-
dimensional (2D) case corresponding to the film geome-
try. The existence of the exact expression interpolating
between the four limiting cases discussed above provides
us a tool for a critical review of previous results.
Our approach is based on the diagrammatic technique
in the Keldysh representation. The use of the diagram-
matic language makes a bridge with the majority of pre-
vious calculations and allows us to compare individual
contributions. On the other hand, the use of the Keldysh
technique is crucial for accurate disorder averaging be-
yond the diffusive limit. Otherwise the number of terms
with different analytic structure makes the routine pro-
cedure of analytic continuation extremely sophisticated.
The paper is organized as follows. In Sec. II we for-
mulate the model, discuss the main ingredients of the
technique and present the general expression for the con-
ductivity correction. In Secs. III and IV we analyze dc
conductivity in the diffusive and ballistic regimes, respec-
tively. The crossover between the diffusive and ballistic
regimes in the vicinity of the transition is studied in Sec.
V. In Sec. VI we summarize our results and discuss them
in the context of previous approaches. Finally, numerous
technical details are relegated to several Appendices.
II. GENERAL EXPRESSION FOR THE
CONDUCTIVITY CORRECTION
A. Model
We consider a disordered s-wave BCS superconductor
described by the second-quantized Hamiltonian
H =
∫
dr
[∑
α
ψ†αHˆ0ψα −
λ
ν
ψ†↑ψ
†
↓ψ↓ψ↑
]
, (1)
where ψα(r) is the fermionic field, with α = ↑, ↓ labeling
the spin degrees of freedom, λ  1 is the dimensionless
interaction strength, and ν is the density of states at the
Fermi energy (per one spin projection).
The single-particle Hamiltonian has the form:
Hˆ0 = − (∇− ia)
2
2m
− µ+ U(r), (2)
where µ is the chemical potential. We will consider the
system at zero magnetic field, and the vector potential
a will play the role of a source field to generate current
and will be set to zero afterwards. The disorder potential
U(r) is assumed to be a Gaussian white noise specified
by the correlation function
〈U(r)U(r′)〉 = δ(r− r
′)
2piντ
, (3)
where τ is the mean-free time.
We assume that disorder is weak, with the quasiclas-
sical parameter µτ  1. This inequality allows us to
apply the usual diagrammatic cross technique for disor-
der averaging. We also assume that the system is far
from the metal-insulator transition, such that the weak-
localization and interaction [24] corrections can be ne-
glected.
B. Keldysh technique
In order to calculate the conductivity σ, we use the
Keldysh technique for superconducting systems [25–27].
Integrating out fermions, we obtain a theory formulated
in terms of the classical, ∆cl, and quantum, ∆q, compo-
nents of the order parameter and defined by the partition
function
Z[a] =
∫
D[∆]eiS[∆,a], (4)
with the effective action
iS[∆,a] = Tr ln Gˇ−1 − 2iν
λ
∫
dr dt
(
∆∗cl∆q + ∆
∗
q∆cl
)
.
(5)
Here Tr is the full operator trace, and Gˇ−1 is an operator
in the Nambu and Keldysh spaces. Its structure in the
Nambu space has the following form:
Gˇ−1 =
(
i∂t − Hˇ0 ∆ˇ
−∆ˇ∗ −i∂t − Hˇ∗0
)
N
. (6)
The operator Hˇ0 is obtained from Eq. (2) by replacing a
by aˇ, and the Keldysh matrices ∆ˇ and aˇ are given by
∆ˇ = ∆clσ0 + ∆qσ1, aˇ = aclσ0 + aqσ1, (7)
where σi stand for the Pauli matrices in the Keldysh
space.
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FIG. 2. Diagrams that determine the fluctuation correc-
tion to conductivity: (a) density of states (DOS), (b) Maki-
Thompson (MT), (c) Aslamazov-Larkin (AL) contributions.
The wavy line is the fluctuation propagator, the solid line is
the Green function. Solid (open) dots indicate quantum (clas-
sical) current vertices. The diagrams should be averaged over
disorder.
In the normal state (∆ = 0), the Green function be-
comes diagonal in the Nambu space, with the particle
(G) and hole (G˜) components:
G =
(
G 0
0 G˜
)
N
. (8)
At equilibrium with the temperature T , the particle com-
ponent is diagonal in the energy space with:
GE =
(
GRE G
K
E
0 GAE
)
K
, GKE = FE(G
R
E −GAE), (9a)
with FE = tanh(E/2T ) being the fermionic equilibrium
distribution function. The hole component has the same
structure in the Keldysh space and is related to the par-
ticle component by the energy inversion:
G˜
R(A)
E = −GA(R)−E , G˜KE = −GK−E . (9b)
Gaussian fluctuations of the order parameter field gov-
erned by the action (5) are described by the fluctuation
propagator
Lij(ω, q) = 2iν
〈
∆i(ω, q)∆
∗
j (−ω,−q)
〉
. (10)
Its structure in the Keldysh space at equilibrium reads:
L(ω, q) =
(
LKω L
R
ω
LAω 0
)
K
, LKω = Bω(L
R
ω − LAω ), (11)
where B(ω) = coth(ω/2T ) is the bosonic equilibrium dis-
tribution function, and LAω = (L
R
ω )
∗.
C. Conductivity correction
In the Keldysh formalism, the linear response conduc-
tivity tensor is calculated by taking the second derivative
with respect to the source fields a:
δσαβ(ω) =
Qαβ(ω)
ω
, Qαβ = −1
2
δ2Z[a]
δaαq δa
β
cl
∣∣∣∣
a=0
. (12)
FIG. 3. Equation for the disorder averaged fluctuation prop-
agator. Solid (red) line is the retarded and dashed (blue)
line is the advanced Green’s function. The black dot denotes
the electron-electron interaction vertex, and the gray sector
stands for the disorder-dressed vertex shown in Fig. 4.
The fluctuation correction to conductivity in the one-
loop (with respect to the fluctuation propagator) approx-
imation is given by the three standard skeleton diagrams
shown in Fig. 2: (a) DOS, (b) MT, and (c) AL [7]. The
kernel Q(ω) is given by the sum of the three correspond-
ing contributions
Q(ω) = QDOS(ω) +QMT(ω) +QAL(ω). (13)
The most complicated technical part of the calculation
is the procedure of disorder averaging that is discussed in
Appendices A and B. The general expression for δσ will
be presented in Sec. II E, and meanwhile we introduce
the necessary ingredients.
D. Ingredients
The general expression for the fluctuation correction
involves two basic ingredients: the fluctuation propagator
LR(ω, q) and the functions fm(ω, q), gm(ω, q) obtained
from disorder averaging of the blocks of Green’s functions
in Fig. 2. We discuss these objects below.
1. Fluctuation propagator
Fluctuation propagator is defined as the sum of dia-
grams shown in Fig. 3, which should also be averaged
over disorder. In the leading approximation, the averag-
ing should be performed in each bubble independently.
The result is expressed in terms of the vertex correction
(see Fig. 4):
γR(ω, q) =
1
1− fR1 (ω, q)
, (14)
where f1(ω, q) =
∫
GRE+ω(p + q)G
A
E(p)(dp)/2piντ is the
primitive step of the ladder. In the limit q  pF , it is
= + + +
FIG. 4. Vertex correction γ due to the impurity ladder. Black
dotted lines denote the impurity correlator (3).
4given by
fR1 (ω, q) =
〈
1
1− iωτ + iqlnx
〉
n
, (15)
where the averaging is taken over the unit d-dimensional
vector n, l = vF τ is the mean-free path and vF is the
Fermi velocity. Explicit expression for f1 depends on the
space dimensionalilty. In the 2D and 3D cases, it is given
by
fR1 (ω, q) =

1√
(1− iωτ)2 + q2l2 , 2D;
arctan[ql/(1− iωτ)]
ql
, 3D.
(16)
In what follows we will work in the 2D case and use the
corresponding expression for f1.
The retarded fluctuation propagator LR(Ω, q) can be
written as the sum over Matsubara energies εn =
2piT (n+ 1/2) [7]:
1
LR(Ω, q)
= + 4piT
∞∑
n=0
[
1
2εn
− τf
R
1 (2iεn + Ω, q)
1− fR1 (2iεn + Ω, q)
]
,
(17)
where
 = ln(T/Tc). (18)
It’s worth emphasizing that Eq. (17) is consistent with
the definition (10) and does not contain the typical factor
of −1/ν inherited from the interaction term in Eq. (1).
We find it convenient to follow the present notation,
which renders L dimensionless and simplifies intermedi-
ate expressions.
The general form (17) of the fluctuation propagator
is quite cumbersome. It can be significantly simplified
in the two partially overlapping limits: (i) in the diffu-
sive regime at arbitrary temperatures, and (ii) near the
transition at arbitrary disorder strength.
• In the diffusive limit (ql  1 and Ωτ  1), the
function f1 is close to unity, f
R
1 (ω, q) ≈ 1 − iωτ +
Dq2τ , and the fluctuation propagator takes a sim-
ple form:
1
LR(Ω, q)
= + ψ
(
1
2
+
Dq2 − iΩ
4piT
)
− ψ
(
1
2
)
, (19)
where ψ(z) is the digamma function.
• Near the transition (T → Tc), the main contri-
bution to conductivity comes from small momenta
and frequencies. The fluctuation propagator then
takes the so-called local form regardless of the value
of Tτ [7]:
1
LR(Ω, q)
= + ξ2(Tτ)q2 − ipi
8T
Ω, (20)
where ξ(Tτ) is the disorder-dependent coherence
length. It interpolates between the dirty, ξ2d =
piD/8T , and clean, ξ2c = 7ζ(3)D/16pi
2τT 2, limits
according to the general expression [4, 28]:
ξ2(Tτ) = Dτ F(1/2), (21)
where the function F is defined as
F(z) = ψ(z) + ψ
′(z)
4piTτ
− ψ
(
z +
1
4piTτ
)
. (22)
Note that ξ(Tτ) remains finite at T → Tc. It is
the correlation length ξ(Tτ)/
√
 [see Eq. (20)] that
becomes singular near the transition.
2. Disorder averaged blocks
The procedure of disorder averaging of the blocks of
electron Green’s functions is outlined in Appendix B. In
calculating the integrals over the Fermi sphere, one en-
counters the following expressions:
fRm(ω, q) =
〈
1
(1− iωτ + iqlnx)m
〉
n
, (23a)
gRm(ω, q) =
〈
inx
(1− iωτ + iqlnx)m
〉
n
. (23b)
The functions fm(ω, q) are generalizations of the function
f1(ω, q) in Eq. (15). They appear after disorder averaging
of the blocks for the DOS and MT diagrams. The func-
tions gm(ω, q) containing an additional nx in the numera-
tor originate from averaging of the vector triangular ver-
tex for the AL diagram. As usual, fAm(ω, q) = [f
R
m(ω, q)]
∗
and gAm(ω, q) = [g
R
m(ω, q)]
∗.
E. DC conductivity at arbitrary disorder
In the zero-frequency limit, the general expression for
the conductivity correction can be conveniently repre-
sented as a sum of the contributions with one and two
fluctuation propagators:
δσ = δσ(1) + δσ(2). (24)
The term with one proparator, δσ(1), accounts for the
DOS and MT diagrams and also contains a part of the
AL diagram (AL1) naturally transformed to a single L
via integration by parts, as described in Appendix C.
The remaining part of the AL correction (AL2) yields a
two-propagator contribution δσ(2).
5After some algebra, the expression for δσ(1) can be conveniently represented as
δσ(1) = 2piDτ2
∫
dΩ
2pi
∫
ddq
(2pi)d
{
BΩ Im
[
LR(Ω, q)ΣR(Ω, q)
]
+B′Ω Im
[
LR(Ω, q)
]
ΣZ(Ω, q)
}
, (25)
where ΣR,Z(Ω, q) denote blocks of electron Green’s functions averaged over disorder. The square block of the DOS
diagram (a) in Fig. 2 yields ΣDOS (without an additional cooperon; in the diffusive limit equivalent to the diagrams
5–8 from Ref. [7]) and ΣDOS(C) (with an additional cooperon; in the diffusive limit equivalent to the diagrams 9–10
from Ref. [7]). The square block of the MT diagram (b) yields the regular contribution ΣRMT [without an additional
cooperon, see diagrams (a)–(e), (g), (h) in Fig. 7; in the diffusive limit it is contained in the diagram 2 from Ref. [7]],
the anomalous contribution ΣAMT [the diagram (f) in Fig. 7; in the diffusive limit it is contained in the diagram 2
from Ref. [7]], and ΣMT(C) [with an additional cooperon, see diagrams (b’)–(h’) in Fig. 7; in the diffusive limit it is
equivalent to the diagrams 3, 4 from Ref. [7]].
The functions ΣR,Z(Ω, q) are given explicitly by the following expressions:
ΣRDOS+RMT(Ω, q) =
∫
dE
2pi
F ′E
[
fA1 − fA1 (γA)2 − 2fA2 γA − 3fA3 (γA)2
]
, (26a)
ΣZDOS+RMT(Ω, q) = 2 Re
∫
dE
2pi
FE
[
fA1 + f
A
1 (γ
A)2 − 2fA2 γA + fA3 (γA)2
]
, (26b)
ΣRMT(C)(Ω, q) = 2
∫
dE
2pi
F ′E
[
fA1 g
A
1 g
A
2 (γ
A)2 + fA1 (g
A
2 )
2(γA)3
]
, (26c)
ΣZMT(C)(Ω, q) = 4 Re
∫
dE
2pi
FEf
A
1 g
A
1 g
A
2 (γ
A)2, (26d)
ΣRDOS(C)(Ω, q) =
∫
dE
2pi
F ′E
[
fA1 (g
A
2 )
2(γA)3 − fA1 (gA1 )2γA
]
, (26e)
ΣZDOS(C)(Ω, q) = −2 Re
∫
dE
2pi
FE
[
fA1 (g
A
2 )
2(γA)3 + fA1 (g
A
1 )
2γA
]
, (26f)
ΣZAMT(Ω, q) = −4 Re
∫
dE
2pi
FEf
A
1 γ
RγA, (26g)
ΣRAL1(Ω, q) =
2
l
1
qd−1
∂q
{
qd−1
∫
dE
2pi
F ′E
[
gA2 (γ
A)2 + 2gA1 γ
A
]}
, (26h)
where the arguments of functions fm, gm and γ are fm(2E−Ω, q), etc., and ∂q = ∂/∂|q| is the derivative with respect
to the absolute value of the momentum. The blocks absent in the list (26) are zeros: ΣRAMT = Σ
Z
AL1 = 0.
To regularize the infra-red divergency of the AMT correction in the dimensionalities d ≤ 2, one should take into
account a finite dephasing time τφ [5, 6]. We will neglect dephasing due to scattering on superconducting fluctuations
[29, 30] which is characterized by an energy-dependent dephasing rate [31] and assume, e.g., the standard Coulomb-
mediated dephasing [32].
Remarkably, the two-propagator contribution, δσ(2) = δσAL2, can be expressed solely in terms of two L’s and their
derivatives [which generate the blocks, according to Eq. (C3)]:
δσ(2) =
1
2d
∫
dΩ
2pi
∫
ddq
(2pi)d
B′(Ω)
[
2
(
LR∂q[L
R]−1 − LA∂q[LA]−1
)2 − LRLA (∂q[LR]−1 − ∂q[LA]−1)2]. (27)
Equations (24)–(27) describe dc fluctuation conductivity in units of e2/~ for arbitrary temperatures, T > Tc,
disorder scattering times τ , and space dimensionality d. We analyze them below in the 2D geometry.
III. DC CONDUCTIVITY IN THE DIFFUSIVE
REGIME
In this Section we analyze the fluctuation correction at
arbitrary temperatures in the diffusive regime, Tτ  1
[regions (a) and (b) in Fig. 1]. In terms of length scales
that corresponds to the inequality l  ξc, when the
coherence length is given by the dirty-limit expression
ξd =
√
piD/8T ∼ √ξcl, see Eq. (21). In the diffu-
sive regime, fm ≈ 1, gm ≈ mql/d, and the generalized
cooperon acquires the standard diffusive form:
γR(A)(ω, q) =
1
τ(Dq2 ∓ iω) . (28)
Then the integrals over E in Eqs. (26) except for the
ΣZAMT can be calculated by the residues of FE , since the
6integration contour can be deformed to avoid singulari-
ties of f ’s and γ’s. The resulting expression is then ex-
pressed in terms of the digamma function. On the other
hand, the AMT contribution (26g) contains a part deter-
mined by the poles of γRγA.
A. General expression in 2D
In the two-dimensional case, the fluctuation correction
to the conductivity can be written as
δσ =
1
4pi2
∫ ∞
0
dx
∫ ∞
−∞
dy ς(x, y), (29)
where the dimensionless variables x and y are related to
the momentum and frequency of the fluctuation propa-
gator as
x =
Dq2
4piT
, y =
Ω
4piT
. (30)
Following Ref. [18], we find it convenient to express
the result in terms of the function G(z) of the complex
variable z = x+ iy:
G(z) =
1
LA(Ω, q)
= + ψ
(
1
2
+ z
)
− ψ
(
1
2
)
, (31)
which determines both the fluctuation propagator, and
the blocks Σ in Eqs. (26). The contribution of the dia-
grams to ς(x, y) are listed below:
ςDOS+RMT = −4b Im G
′′
G
− 2b′ ImG ImG
′
|G|2 , (32)
ςDOS(C)+MT(C) = −3b x Im G
′′′
G
− b′x ImG ImG
′′
|G|2 , (33)
ςAL1 = 4b Im
G′′ + xG′′′
G
, (34)
ςAMT = − 2b
′
x+ x∗
Im2G
|G|2 , (35)
ςAL2 = 2b′x
(
Im2G′
|G|2 − 2 Im
2 G
′
G
)
, (36)
where G = G(z), b = b(y) = coth 2piy, x∗ = (4piTτφ)−1
is the dimensionless dephasing rate, and primes indicate
derivatives with respect to the corresponding argument.
We see that the mathematical structure of the expres-
sions for the DOS, RMT, DOS(C), MT(C), and AL1 con-
tributions is similar. Therefore we find it natural to com-
bine them into a single quantity
ςREG = ςDOS+RMT + ςDOS(C)+MT(C) + ςAL1, (37)
which after partial cancellations acquires a fairly simple
form:
ςREG = b x Im
G′′′
G
− b′ ImG Im(2G
′ + xG′′)
|G|2 . (38)
As a result, the total correction can be written in the
form (29) with
ς = ςREG + ςAL2 + ςAMT, (39)
where ςREG, ςAL2, and ςAMT are given by Eqs. (38), (36)
and (35), respectively.
B. Comparison with previous results
Our expression for the fluctuation correction in the
2D diffusive case [given by Eqs. (29), (35), (36), (38)
and (39)] exactly coincides with the zero-field result ob-
tained by Tikhonov et al. in a different approach [17].
In Ref. [17], the total correction is represented as a sum
of three terms, δσ(dos) + δσ(sc) + δσ(an). Direct com-
parison shows that their δσ(an) is equal to our δσAMT.
The other two terms, δσ(dos) and δσ(sc), are given by
Eqs. (D1) and (D2), respectively. Though these terms
are not separately equal to δσREG and δσAL2, we demon-
strate in Appendix D that their overall contribution is
same: δσ(dos) + δσ(sc) = δσREG + δσAL2. Thus we have
established a complete equivalence between the standard
diagrammatic approach (in the Keldysh form) and the
method based on the Usadel equation in the field of a
fluctuating order parameter (also in the Keldysh form)
developed in Ref. [17].
In the language of the Keldysh sigma model, the fluc-
tuation conductivity was studied by Petkovic´ and Vi-
nokur [18], where the total correction was written in a
different way: δσDOS + δσAL + δσMT. Their MT correc-
tion, δσMT, coincides with δσ
(an) of Ref. [17] and with
our δσAMT. However the expressions for δσDOS + δσAL
in Ref. [18] are too cumbersome, and we did not compare
them with our δσREG +δσAL2. Nevertheless, our asymp-
totic expansion of the correction in the region γ   1
[see Eq. (44) below] fully agrees with their result, which is
a strong argument in favor of a full equivalence between
our theory and the theory of Ref. [18].
Finally, we mention the work by Glatz et al. [16], where
the fluctuation correction at arbitrary temperatures and
magnetic fields was calculated within the standard Mat-
subara diagrammatic technique. As we fully coincide
with Ref. [17] in the zero-field regime, we do not repro-
duce the results of Ref. [16] (results of Refs. [16, 17] are
known to be inconsistent).
C. Vicinity of the transition, T → Tc
In the vicinity of Tc [region (a) in Fig. 1], the general
expressions for δσREG, δσAL2, and δσAMT can be sim-
plified. While the leading AL and AMT terms are well
established [7], the behavior of the subleading terms as
a function of  and γ = (pi/8)(Tτφ)
−1 is still a subject
of controversy [17, 18]. Keeping the terms which are sin-
gular in the limit , γ → 0, we get with the accuracy of
7O(1):
δσAL2 =
1
16
+ . . . , (40)
δσREG = −7ζ(3)
pi4
ln
1

+ . . . , (41)
δσAMT =
1
8
ln(/γ)
− γ + h
(γ

)
−
[
7ζ(3)
pi4
+ κ
]
ln
1
γ
+ . . . ,
(42)
where the numerical constant κ = 0.1120 and the func-
tion h(x) is given by
h(x) =
7ζ(3)
2pi4
ln(1/x)− 1 + x
(1− x)2 . (43)
The coefficient in front of ln(1/γ) in the AMT cor-
rection (42) contains two terms of different origin, as
discussed in Appendix E. The one proportional to ζ(3)
comes from small y [see Eq. (30)] corresponding to the
frequency Ω ∼ T−Tc, where the functionG(z) in Eq. (35)
can be expanded in a power series. On the contrary, the
term with κ is determined by the integral (E6), where
y ∼ 1 (corresponding to Ω ∼ Tc) are important and
the digamma function should be left unexpanded. The
relevance of this parameter region was pointed out in
Ref. [18], where the parameter κ (equal to 7ζ(3)(c−1)/pi4
in the notations of Ref. [18]) was estimated numerically
with the 4% accuracy.
In the relevant case of weak phase breaking, γ  
1, we find for the total correction:
δσ =
1 + 2 ln(/γ)
16
− 21ζ(3)
2pi4
ln
1

−
[
7ζ(3)
2pi4
+ κ
]
ln
1
γ
+ . . .
(44)
Here the first term is the sum of the standard AL and
AMT corrections in the leading approximations, and the
coefficient c = −21/2 in front of the subleading term
ζ(3) ln(1/)/pi4 is a sum of
cREG = −7, cAL2 = 0, cAMT = −7/2. (45)
Equation (44) exactly coincides with the expression de-
rived in Ref. [18], where the coefficient c = −21/2 is
obtained as a sum of cDOS = −21, cAL = 14, and
cMT = −7/2. The coefficients c(dos) = −7 and c(sc) = 0
found in Ref. [17] coincide with our cREG = −7 and
cAL2 = 0, respectively, whereas their c(an) contains an
error corrected in Ref. [18].
In this Section we present our results in terms of
δσREG, δσAL2, and δσAMT, due to their compact analyt-
ical form. One can easily show that the initial diagrams
produce the following contributions to the coefficients in
front of the logarithmic term:
cDOS = −14, cAL = 14, cMT = −7− 7/2 (46)
(where cRMT = −7 and cAMT = −7/2). In the standard
diagrammatic calculation in the Matsubara technique [7],
the contribution of the MT diagram is often represented
as a sum of the regular and anomalous terms, δσMT,reg
and δσMT,an. Such decomposition is purely technical,
naturally arising in the process of analytic continuation.
It is similar but yet different from our splitting of the
MT diagram into the RMT and AMT terms, which is
also a matter of technical convenience. In the vicin-
ity of the transition, δσMT,reg grows logarithmically with
cMT,reg = −14, leading to the doubling of the DOS cor-
rection [7]. Note however that an accurate extraction
of the subleading logarithmic term from the anomalous
part of the MT contribution should give cMT,an = 7/2,
restoring the correct overall coefficient cMT = −21/2.
D. Far above the transition, T  Tc
At high temperatures,  = ln(T/Tc)  1 [region (b)
in Fig. 1], the main temperature-dependent contribution
to the conductivity is given by the term δσREG coming
from large momenta and frequencies (x, y ∼ e  1).
Formally, the correction diverges at large momenta, x
e, and is usually cut at the upper limit of the diffusion
region x ∼ 1/(Tτ), leading to the known result [9]:
δσREG = − 1
2pi2
ln
ln 1/Tcτ

+O (−1) . (47)
In the ballistic region, as we will see in Sec. IV A, the
ultra-violet divergency becomes even stronger, leading to
a large but temperature-independent and therefore un-
measurable contribution.
The functions ςAMT and ςAL2 are proportional to
b′, therefore the corresponding conductivity corrections
come from x ∼ 1 and y ∼ 1. Hence they are additionally
suppressed in the parameter 1/ compared to δσREG:
δσAMT =
1
12
ln 1/γ
2
+O (−3) , (48)
δσAL2 =
κ
2
+O (−3) , (49)
where a large factor ln 1/γ in the AMT correction is due
to the singularity at small momenta, and a numerical
constant κ = 0.0150 is determined by the integral
κ =
∫ ∞
0
dx
∫ ∞
−∞
dy
x Im2 ψ′(1/2 + x+ iy)
pi sinh2 2piy
. (50)
For the sake of comparison with previous diagrammatic
studies, it is instructive to look at the full contribution
of the AL diagram, δσAL = δσAL1 + δσAL2. In our rep-
resentation, the term δσAL1 relegated to δσREG appears
to be much larger than δσAL2 and thus determines the
leading asymptotics of the AL correction:
δσAL =
1
pi2
(
1

− 1
ln 1/Tcτ
)
+O (−2) . (51)
Fluctuation conductivity at T > Tc was first consid-
ered in Ref. [9]. We reproduce their results for the lead-
ing correction (47) and the AL contribution (51). At
8the same time, we cannot reproduce the partial contribu-
tions of individual diagrams in Ref. [9]. The discrepancy
appears, e. g., in the relative contributions of the DOS
and MT diagrams crossed by additional cooperons: In-
stead of their relation 2δσDOS(C) = −δσMT(C) we obtain
2δσDOS(C) = δσMT(C). Also, our AMT correction (48)
is pi2/2 times smaller than the one obtained in Ref. [9].
Finally, our asymptotic expressions fully agree with the
result of Ref. [17].
IV. DC CONDUCTIVITY IN THE BALLISTIC
REGIME
A. General discussion
Consider now the fluctuation correction in the ballistic
regime, Tτ  1, corresponding to the inequality l  ξc
[regions (c) and (d) in Fig. 1]. In this case it is convenient
to use the dimensionless momentum, x, and frequency, y,
introduced according to [cf. Eq. (30)]
x =
qv
4piT
, y =
Ω
4piT
. (52)
In the two-dimensional case considered hereafter, the
general expression (25) for the one-propagator contribu-
tion can be written as
δσ(1) = 16pi2T 3τ3
∫ ∞
0
x dx
∫ ∞
−∞
dy
×
{
b(y) Im(LRΣR) +
b′(y)
4piT
Im(LR)ΣZ
}
, (53)
where b(y) = coth 2piy, as in Sec. III A.
Let us analyze the behavior of δσ(1) in the limit τ →
∞. The blocks fn and gn defined in Eqs. (23) scale as
O(1/τn). Then the most singular contributions among
Eqs. (26) are given by ΣZDOS+RMT and Σ
Z
AMT, where one
should replace γ → 1 and keep only f1. Both terms
behave as O(1/τ) but are opposite in sign and exactly
cancel each other. Retaining the next-to-leading terms
O(1/τ2), we obtain
ΣR = 2
∫
dE
2pi
F ′E
[
fA2 − (fA1 )2
]
+O(1/τ3), (54)
ΣZ = −4 Re
∫
dE
2pi
FE
[
fA2 + f
R
1 f
A
1
]
+O(1/τ3), (55)
where we have employed the identity 1l
1
qd−1
∂
∂q q
d−1g1 =
f2 (valid for any dimensinality d) in transforming Σ
R
AL1.
The two-propagator AL2 contribution (27) and omit-
ted terms of the MT contributions contain a smaller
power of the large parameter Tτ but have a stronger
divergency at T → Tc, see below.
The analytic structure of the integrands in ΣR and ΣZ
[Eqs. (26)] is determined by (i) the poles of the distri-
bution function FE and (ii) the singularities of f
A
1 γ
RγA
() ()
FIG. 5. Singularities of the term fA1 (ω
′, q)γR(ω′, q)γA(ω′, q)
in the integrand of Eq. (26g) in the plane of complex frequency
ω′ = 2E − ω: branch cuts of fR,A1 shown by wavy lines and
poles of γR,A shown by crosses. Panels (a) and (b) corre-
spond to diffusive (ql  1) and ballistic (ql  1) momenta,
respectively.
in the AMT term ΣZAMT. Indeed, the singularities due
to fR,A1 and γ
R,A in all the terms except for the AMT
term are located either above of below the real axis and
therefore can be avoided by a proper deformation of the
integration contour. The corresponding integral over E
is then determined by the poles of FE .
On the contrary, the AMT term (26g) contains the
product fA1 γ
RγA which has singularities both above and
below the real axis: the branch cuts of fR,A1 and the
poles of γR,A, see Fig. 5. The poles of cooperons γR,A
becomes essential only for small momenta, ql  1. The
contribution of this region is smaller than the contribu-
tion of the region ql 1 [the term fR1 fA1 in Eq. (55)] by
the factor of 1/Tτ , but is more singular at → 0. It will
be analyzed in Sec. IV B.
Since in the ballistic case the poles of FE are located
much further from the real axis than other singularities
in ΣZAMT, it is natural to separate the AMT term into
the contribution of the poles of the distribution function,
ΣZ,AMTtanh , and the singularities of f
A
1 γ
RγA, ΣZsing. Hence
we have three contributions: ΣR, ΣZtanh (which includes
ΣZ,AMTtanh and all other Σ
Z) and ΣZsing. The functions Σ
R
[Eq. (F6)], ΣZtanh [Eq. (F11)] and Σ
Z
sign [Eq. (F9)] are
evaluated in Appendix F in the leading order in τ . Since
both ΣR and ΣZtanh scale as 1/τ
2, the resulting δσ is pro-
portional to τ , analogously to the bare Drude conductiv-
ity. Below we analyze the fluctuation correction near the
transition and at high temperatures.
B. Vicinity of the transition, T → Tc
The fluctuation propagator in the ballistic regime is
given by Eq. (F1). In the limit T → Tc [region (c) in
Fig. 1], the singular part of the fluctuation correction
is determined by small momenta and frequencies that
9allows to expand assuming x, y  1:
1
LA(Ω, q)
= +
7ζ(3)
2
x2 + i
pi2
2
y, (56)
which is the ballistic limit of the general expression (20).
We start with analyzing the leading contributions in
Tτ  1. According to Eq. (56), the singular part of
δσ comes from by x ∼ √ and y ∼ , corresponding
to q ∼ √ T/vF and Ω ∼ T . Therefore in the leading
order in , the blocks fRn (2E − Ω, q) in Eqs. (54) and
(55) can be evaluated at zero momentum and frequency:
fRn (2E−Ω, q) ≈ (1∓2iτE)−n. This leads to an additional
suppression of both ΣR and ΣZtanh, which now behave as
ΣR ∼ ΣZtanh/Ω ∼ O(1/τ3). The corresponding correction
to conductivity then becomes τ -independent.
It is instructive to trace this cancellation in terms of
particular diagrammatic contributions:
δσDOS =
[
− 2pi
2
7ζ(3)
(Tτ)2 − 2
pi
Tτ +O(1)
]
ln
1

, (57a)
δσMTtanh =
[
2pi2
7ζ(3)
(Tτ)2 − 2
pi
Tτ +O(1)
]
ln
1

, (57b)
δσAL1 =
[
4
pi
Tτ +O(1)
]
ln
1

. (57c)
Here cancellation of the quadratic terms (Tτ)2 is a
general feature of the ballistic correction discussed in
Sec. IV A, whereas cancellation of the linear terms Tτ
takes place only for the leading ln 1/ contribution in
the vicinity of the transition. The remaining δσtanh =
O(1) ln(1/) will be discussed in Sec. V B.
Cancellation of the linear in Tτ terms in Eqs. (57)
forces us to analyze the singular part of the AMT contri-
bution. The function ΣZsing(Ω, q) behaves differently for
small and large momenta. In the diffusive limit (ql 1),
only the poles of cooperons γR,A are important. In the
ballistic limit (ql  1), it is given by Eq. (F9). Thus we
find
ΣZsing(Ω, q) ≈ −
Ω
2Tτ2
{
1/2Dq2, ql 1,
ln(qvF τ)/piqvF , ql 1. (58)
As mentioned above, the form of the propagator (56)
sets the temperature-dependent coherence length ξc/
√

as the relevant spatial scale. Depending on its relation to
l one should distinguish between the two limiting regimes:
the moderately clean case, ξc  l  ξc/
√
 [region (c′)],
and the superclean case, ξc/
√
 l [region (c′′) in Fig. 1].
• In the moderately clean case, the relevant momenta
belong to the diffusive region, ql  1. In this
regime we can simply use the diffusive result for
the AMT contribution (42), provided the diffusive
fluctuation propagator (31) is replaced by the bal-
listic one, Eq. (56). Hence we obtain [33]
δσAMTsing, mod.cl. ≈
1
8
1
− γ′ ln

γ′
, (59)
where γ′−1 = [16pi2/7ζ(3)](Tτ)(Tτφ). The param-
eter γ′ is related to its diffusive counterpart γ via
γ′/γ = (ξc/ξd)2, see Sec. V C.
• In the superclean case, one should take both the
contributions from the diffusive and ballistic mo-
menta into account. The diffusive contribution is
given by Eq. (59), whereas the ballistic contribu-
tion is calculated using Eqs. (53) and (58):
δσAMTsing, sup.cl. ≈ δσAMTsing, mod.cl. +
piTτ√
14ζ(3)
ln
l
√

ξc
. (60)
The second term in Eq. (60) has been derived in
Ref. [11] (with the coefficient pi times larger due
to an arithmetical error). Due to the logarithmic
factor, it predicts that the AMT correction grows
faster with τ than the Drude conductivity. In fact,
Eq. (60) is valid as long as the mean free path l is
shorter than the inelastic length lin. In the opposite
case, lin < l, the logarithm should be replaced by
ln(lin
√
/ξc), restoring the scaling δσ
AMT
sing, sup.cl. ∝ τ
for very clean samples.
Finally, there is the AL2 term (40), whose leading con-
tribution is insensitive to disorder near Tc and is given by
Eq. [4]. Though it remains finite in the limit Tτ →∞, it
should be retained as it is more singular near the transi-
tion and thus competes with the AMT contribution.
Hence we see that in the ballistic limit in the vicinity
of Tc the fluctuation correction to conductivity is deter-
mined by the interplay of the AMT [Eqs. (59) or (60)]
and AL2 [Eq. (40)] contributions. The former contains a
large factor Tτ , while the latter has a stronger singularity
at → 0.
Our results are in contradiction with the conclusion of
Ref. [12], where the ballistic correction was claimed to
be proportional to (Tτ)2 in the moderately clean limit.
This strongly growing with τ fluctuation correction was
attributed to the DOS diagram, in accordance with our
result (57a). However we find that the pole contribution
of the MT diagram has the same leading behavior but
with the opposite sign [see Eq. (57b)], that leads to the
exact compensation of the (Tτ)2 terms (as explained in
Sec. IV A, this cancellation is general, holding not only
in the vicinity of Tc). Thus we believe that the discrep-
ancy with Ref. [12] is due to their incorrect evaluation
of the MT diagram. Understanding that the growth of
δσ as fast as (Tτ)2 is unphysical, in Ref. [13] it was sug-
gested (and even numerically confirmed) that this behav-
ior is realized only in the moderately clean case, while in
the superclean case ‘the large negative DOS contribution
can be cancelled with the positive anomalous MT one’.
However our analysis demonstrates that this explanation
is flawful: the cancellation of the most divergent terms
takes place already in the moderately clean limit due to
the pole contribution of the MT diagram.
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C. Far above the transition, T  Tc
1. Ultraviolet divergency
At high temperatures [region (d) in Fig. 1], the leading
contribution to the fluctuation correction is determined
by the term with b(y) = B(Ω) in Eq. (53), where both
frequency and momentum can be large: Ω, qv  Tc.
In this region, LR is a logarithmically slow function,
while ΣR given by Eq. (54) can be roughly estimated
as 1/[τ2 max2(Ω, qv)], and with logarithmic accuracy we
obtain
δσ ∼ v2τ
∫
dΩ ddq
max2(Ω, qv)
∼ vτ
∫
ddq
q
∼ vτqd−1max. (61)
The correction diverges in the ultraviolet for all space di-
mensionalities d ≥ 1 [for d = 1, δσ ∝ ln ln qmax due to
the logarithmic dependence of the fluctuation propaga-
tor omitted in Eq. (61)]. In the ballistic limit close to
Tc, the blocks Σ
R,Z can be evaluated at zero Ω and q,
and convergence of the integrals for the fluctuation cor-
rection is provided by LR [see Eq. (56)]. In the ballistic
region at T  Tc, the situation is opposite: here LR is
nearly constant, and a weak decay of ΣR(Ω, q) cannot
compensate the growing phase volume of superconduct-
ing fluctuations with large frequency and momentum.
Such a behavior should be compared with the situation
at T  Tc in the diffusive regime [region (b) in Fig. 1],
where the presence of diffusive poles in ΣR and ΣZ pro-
vides a better convergence of the integrals in Eq. (25).
Nevertheless, for d ≥ 2 the fluctuation correction in the
diffusive case still diverges in the ultraviolet ∝ qd−2max,
where qmax ∼ 1/l is the upper boundary of the diffusive
limit. It is this divergency that leads to the ln ln 1/Tcτ
term in Eq. (47). In the ballistic region, it transforms to
a stronger divergency in Eq. (61). Strong temperature-
independent infrared divergency in the ballistic limit was
first discussed by Zala et al. [34].
Three interrelated properties of the fluctuation prop-
agator simplify the analysis at large temperatures (T 
Tc): (i) its smallness, L
R < 1/  1, (ii) its logarithmi-
cally weak dependence on Ω and q, and (iii) the fact that
ImLR  ReLR.
2. Contribution of ΣR
Consider first the contribution of ΣR to Eq. (53), that
will be denoted as δσR. Neglecting ImLR for the reason
described above and taking ΣR from Eq. (F6) we get
δσR ≈ 2Tτ
pi
∫ ∞
−∞
dy
∫ ∞
0
x dx coth(2piy)LR
×
∫ ∞
0
dt
t2[J0(xt)− S0(xt)] sin(yt)
2 sinh t/2
, (62)
where J0(z) is the Bessel function, and S0(z) = sin(z)/z.
Next we integrate over y neglecting a logarithmically
weak dependence of LR on y:
δσR =
4Tτ
pi
∫ ∞
0
x dxLR
∫ ∞
0
dt
t2[J0(xt)− S0(xt)]
16 sinh2 t/4
.
(63)
As already discussed in Sec. IV C 1, this integral di-
verges in the limit x → ∞. Since large x correspond
to small t, one can replace (t/4)2/ sinh2(t/4) by 1, and
the integral over t gives (1 − pi/2)/x. Then cutting the
remaining integral over x at x = xmax  1 we obtain
δσRdiv ∼ −Tτ
xmax
+ lnxmax
∼ − vτqmax
ln(vqmax/Tc)
, (64)
in accordance with the estimate (61). The key point is
that this divergent correction is temperature independent
and hence can be absorbed into the Drude conductivity
[34].
The temperature-dependent contribution to the fluc-
tuation conductivity is given by the subleading term
in Eq. (63) originating from x ∼ t ∼ 1 (and hence
y ∼ 1). In order to find it, we should account for the
difference between (t/4)2/ sinh2(t/4) and 1 in Eq. (63).
Since the resulting integrals converge sufficiently fast,
we may replace LR by 1/. Then integrating over x as∫∞
0
dxx [J0(xt)− S0(xt)] = δ(t)/t− 1/t2, we get
δσRT =
4Tτ
pi
∫ ∞
0
dt
t2
[
1− (t/4)
2
sinh2 t/4
]
. (65)
The final integration gives the leading T -dependent cor-
rection:
δσRT =
Tτ
pi
. (66)
A more accurate estimate of the integrals as well as ac-
count for ImLR would generate smaller terms of the or-
der of Tτ O(1/2).
The interaction correction to the conductivity of clean
normal metals has been studied in Ref. [34]. In the case
of weak point-like interaction with the dimensionless in-
teraction amplitude λ = νV0, their Eq. (2.14) predicts
δσZNA = −λTτ/pi. The case of short-range attractive
interaction studied in our paper formally corresponds to
λ = −1/ ln(T/Tc). Substituting such λ into δσZNA, one
immediately recovers our expression (66).
3. Contribution of ΣZ
Now we turn to the analysis of the contribution from
ΣZ = ΣZtanh + Σ
Z
sing to Eq. (53), that will be denoted
as δσZ = δσZtanh + δσ
Z
sing. Due to the presence of b
′(y)
this correction does not contain a divergent part, and
its high-temperature expansion contains 1/2 originating
from ImLR. So one could expect that δσZ is always
smaller than δσR. However, this is not the case due to
the presence of a special cut contribution ΣZsing from the
AMT diagram, which does not appear in ΣR.
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Calculation of δσZtanh and δσ
Z
sing is quite straightfor-
ward. Using Eqs. (53), (F3), (F9) and (F11), we obtain
δσZtanh = αp
Tτ
2
, (67)
δσZsing = αc
Tτ lnTτ
2
, (68)
where αp = 0.458 and αc = 0.190 are the numeric values
for the integrals (F12) and (F13).
4. Resulting expression
Taking into account Eqs. (66), (67) and (68), we obtain
for the leading asymptotic behavior:
δσ = const +
Tτ
pi
+ 0.190
Tτ lnTτ
2
+ . . . (69)
Keeping the term (67) in the resulting expression is be-
yond the accuracy, as it is of the same order as the sub-
leading term from Eq. (66) also proportional 1/2. How-
ever the AMT term (68) is retained since it contains an
additional large factor of lnTτ . As it was discussed in
Sec. IV B, the logarithmic factor in the AMT contribu-
tion should be replaced by lnTτin as long as the mean
free time τ exceeds the inelastic scattering time τin due
to interaction (very clean limit).
Fluctuation conductivity in the absolutely clean limit
(no impurities, τ = ∞) was studied in Ref. [14]. The
limit τ → ∞ was taken first while keeping ω finite, and
then ω was set to zero. It was reported that the sum
of the DOS and MT corrections was proportional to ω
and thus did not contribute to the dc conductivity. In
the limit T  Tc, the remaining AL contribution was
claimed to scale as 1/3. On the contrary, we first take
the limit ω = 0 and then arrive at a much larger expres-
sion (69), which grows roughly as Tτ . The discrepancy
between our result and that of Ref. [14] indicates that the
limits ω → 0 and τ → ∞ do not commute. Since some
amount of disorder is inevitably present in real samples,
we argue that in calculating the dc conductivity the limit
ω → 0 should be taken first. Frequency dependence of
the fluctuation correction in the ballistic limit will be
calculated elsewhere [35].
V. DIRTY/CLEAN CROSSOVER NEAR Tc
This Section reviews the behavior of the fluctuation
correction in the vicinity of the transition (T → Tc) for
an arbitrary disorder strength characterized by the pa-
rameter Tτ . The resulting expressions will describe the
crossover between the dirty [region (a) in Fig. 1 discussed
in Sec. III C] and clean [region (c) discussed in Sec. IV B]
limits. We will follow the approach of Sec. IV A and sep-
arate the AMT correction (26g) into the contributions
of the singularities of fA1 γ
AγR (δσAMTsing ) and the poles of
the distribution function (δσAMTtanh ). Hence we have three
contributions: (i) δσAL2, (ii) δσtanh due to the poles of
FE (which includes DOS, AL1, RMT and a part of MT)
and (iii) δσAMTsing due to cooperons in AMT.
A. AL2 contribution
The two-propagator AL2 contribution (27) gives the
leading Aslamazov-Larkin correction δσAL2 ≈ 1/16,
which is known to be insensitive to disorder [4]. However
less-singular subleading terms proportional to ln(1/) do
depend on disorder. To find them we have to calculate
the fluctuation propagator with a higher precision. Re-
taining the next-order terms (qvF )
4, Ω2 and (qvF )
2Ω in
Eq. (20), we get after some algebra:
δσAL2 =
1
16
+ s(Tτ) ln
1

+O(0). (70)
Here the crossover function s(Tτ) can be expressed in
terms of the function F introduced in Eq. (22) as follows:
s(Tτ) =
ψ′′(1/2)
4pi4
− 1
4pi2
F ′(1/2)
F(1/2) +
+
6F(1/2) + [2ψ′′(1/2) + ψ′′(1/2 + 1/4piTτ)]
32F2(1/2)(4piTτ)2 . (71)
This is a monotonous function interpolating from s(0) =
0 in the diffusion limit [in accordance with Eq. (45)] to
s(∞) ≈ 0.0183 in the ballistic limit.
B. Poles of FE contribution
The contribution of the poles of FE in Eqs. (26a),
(26b), (26g) and (26h) is proportional to ln(1/). The
corrections with an additional cooperon, Eqs. (26c)–
(26f), are not singular near Tc and will be disregarded.
Evaluating the functions (23) in the first non-vanishing
order in Ω and q, and summing the contributions of the
poles of FE in the doing the integrals over E in the blocks
ΣZtanh and Σ
R, we arrive at surprisingly concise expres-
sions:
ΣZtanh(Ω, q) = −
ΩF ′(1/2)
pi2Tτ
, ΣR(Ω, q) = 0. (72)
Using then Eq. (25) with the local form (20) of the fluctu-
ation propagator, we obtain for the leading conductivity
correction:
δσtanh =
1
2pi2
F ′(1/2)
F(1/2) ln
1

+O(0). (73)
This crossover formula interpolates between the diffusive
and ballistic regimes:
δσtanh = ln
1

×
{−14ζ(3)/pi4, T τ  1,
−pi2/28ζ(3), T τ  1.
(74)
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In the notations of Sec. III C, the diffusive limit of
Eq. (74) corresponds to ctanh = −14, which differs from
cREG = −7 in Eq. (45). The reason for this discrepancy
is that unlike σtanh, σ
REG does not contain a contribution
coming from the poles of FE in AMT term.
C. Singularities of the AMT contribution
The analysis of this term has already been performed
in Sec. IV B. The only difference is in the form the
fluctuation propagator (20) which contains the disorder-
dependent coherence length ξ(Tτ) defined in Eq. (21).
Therefore we conclude that both in the diffusive and
moderately clean cases (when Tτ  1/√) one can use
the result (59), provided γ′ is replaced by γ(Tτ):
γ(Tτ) =
ξ2(Tτ)
Dτφ
= F(1/2) τ
τφ
. (75)
This function interpolates between γ in the diffusive
regime and γ′ in the ballistic regime.
In the superclean case (Tτ  1/√), there is an ad-
ditional contribution from high momenta given by the
second term in Eq. (60).
VI. DISCUSSION AND CONCLUSION
In this work, we have studied the Cooper-channel con-
tribution to the fluctuation conductivity of disordered s-
wave superconductors above the transition temperature.
Working in the leading, one-loop approximation in the
fluctuation propagator, we have derived the general ex-
pression for the fluctuation correction valid for arbitrary
temperatures T > Tc and disorder strengths character-
ized by the parameter Tτ . The result obtained for an
arbitrary space dimensionality is then analyzed in the
experimentally relevant 2D case.
Our approach is based on the usual diagrammatic tech-
nique [7], yet in the Keldysh representation. The use of
the Keldysh technique was crucial for proper disorder
averaging in blocks of electron Green’s functions. This
operation is sensitive to a particular combination of re-
tarded and advanced Green’s functions in the block, and
each particular combination should be treated in a dif-
ferent manner. The advantage of the Keldysh technique
is that all the blocks made of GR and GA are gener-
ated automatically, whereas in the Matsubara technique
that requires a tedious procedure of analytic continua-
tion, which might be an additional source of possible
computational errors. Though both approaches are in
principle equivalent, the simplicity of the Keldysh ma-
chinery becomes especially beneficial beyond the diffu-
sive limit, where all possible combinations of GR and GA
should be taken into account.
Our analysis demonstrates that the standard classifica-
tion of the diagrammatic contributions involving the AL,
DOS and MT terms does not unambiguously reflect the
underlying physical processes. We see that the resulting
expressions for different disorder-averaged diagrams con-
tain a number of similar fragments. Therefore it is nat-
ural to split them and rearrange the terms according to
their mathematical structure. In particular, we split the
AL contribution into AL1 (one fluctuation propagator)
and AL2 (two fluctuation propagators), with the AL1
term partially cancelling the contribution of the DOS
and MT diagrams. This illustrates the fact that each
of the individual AL, DOS and MT diagrams can hardly
be ascribed a well-defined physical meaning. It is the
sum of all diagrams that contains the effects of paracon-
ductivity, DOS suppression and scattering on supercon-
ducting fluctuations, and these physical processes cannot
be uniquely associated with the standard AL, DOS and
MT diagrams. This circumstance has been recognized in
a number of recent publications [16–18], where different
classification schemes have been suggested.
The derived analytical expression is used to critically
revise previous results for the fluctuation correction. The
majority of these results was obtained with the help of
the Matsubara diagrammatic technique and are available
only in the four asymptotic regions (close to Tc/far above
Tc and in the diffusive/ballistic limit) shown in Fig. 1.
In the diffusive limit (Tτ  1), the full temperature
dependence has been recently addressed in Refs. [16–18].
We entirely reproduce the results of Refs. [17, 18] for
the fluctuation correction at arbitrary temperatures. No-
tably the same result has been obtained by three indepen-
dent groups that used different versions of the Keldysh
technique.
In the ballistic limit (Tτ  1), we provide the first
analytical description of the fluctuation correction at ar-
bitrary temperatures. Here we observe a significant dis-
crepancy with previous calculations obtained within the
Matsubara technique. Our main conclusions can be sum-
marized as follows:
• In the vicinity of Tc [region (c) in Fig. 1], it is only
the anomalous part of the MT correction that be-
haves differently in the moderately clean (c′) and
superclean (c′′) limits, see Eqs. (59) and (60). All
other contributions are insensitive to the moder-
ately clean/superclean crossover. In this region we
report the absence of the terms growing as (Tτ)2,
contrary to the claims of Refs. [12, 13].
• At high temperatures (T  Tc), we find that the
fluctuation correction contains a formally divergent
temperature-independent term that should be in-
corporated into the bare conductivity. The remain-
ing temperature-dependent correction grows as Tτ
up to some logarithmic factors, see Eq. (69). This
result is consistent with Ref. [34] and contradicts
the 1/3 decay reported in Ref. [14], where the limit
τ →∞ was taken before the limit ω → 0.
In Fig. 6 we present the temperature dependence of the
total fluctuation correction to the conductivity of a 2D
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FIG. 6. Temperature dependence of the total superconduct-
ing correction to the conductivity of a 2D film in units of
e2/~ above the transition. The curves correspond to different
disorder strength measured by the parameter kBTcτ/~: 0.1
(lower curve, diffusive case), 1, 5, and 10 (upper curve, ballis-
tic case). The dephasing time is taken to be τφ = 100~/kBTc
for all disorder strengths. The curves are vertically offset for
clarity.
film obtained numerically for different disorder strengths
(here we recover the physical units). As the correction
diverges in the ultraviolet (see discussion in Sec. IV C 1),
δσ is determined up to a temperature-independent con-
stant chosen arbitrarily in Fig. 6.
Two features of the temperature dependence of δσ are
to be pointed out. First, we see that near the transition
the correction grows with τ . Since Fig. 6 is plotted for a
week dephasing, γ ≈ 0.004, the visible parts of the curves
at T → Tc are described by the AMT contribution rather
than by the universal AL contribution. In the diffusive
limit, the AMT correction is insensitive to τ , whereas in
the ballistic limit it grows with τ according to Eqs. (59)
and (60). Second, far above the transition the fluctua-
tion correction grows with T for all disorder strengths as
predicted by Eqs. (47) and (69). Even for kBTcτ/~ = 0.1
(the most diffusive sample), dδσ/dT > 0 at T/Tc = 10.
Thus the dependence δσ(T ) has a minimum for all dis-
order strengths. Note that this minimum (corresponding
to the maximum in the temperature dependence of the
resistance) is obtained even in the absence of the weak
localization and interaction corrections!
Knowledge of the exact expression for the tempera-
ture dependence of the fluctuation conductivity is not
only of academic interest. In combination with the weak-
localization and interaction corrections [24, 34], it pro-
vides a powerful tool for the high precision determination
of Tc from transport measurements [36]. Extension of the
theory to the case of arbitrary disorder achieved in our
work opens a way for application of the same technique
to clean superconductors (e.g., NbSe2 [37] or organic su-
perconductors [38, 39]).
As an open question we would like to mention the sensi-
tivity of the fluctuation correction to microscopic details
of the disorder potential that become important in the
ballistic limit. In our analysis, we assumed the simplest
form of a weak Gaussian disorder [see Eq. (3)]. It is a nat-
ural model in the diffusive limit, where the observables
are expressed only in terms of the diffusion coefficient
D and do not involve the mean-free time τ itself. In
the ballistic limit, the result is sensitive to a particular
type of disorder and might be different for the white-noise
and Poissonian statistics of the random potential [40, 41].
This concern applies to all previous studies of fluctua-
tion corrections to conductivity in the ballistic limit and
to other superconducting fluctuation phenomena in this
regime (see, e.g., Ref. [42]).
Finally, we mention an interesting direction of gener-
alizing the developed theory for the fluctuation conduc-
tivity to the case of unconventional superconductors. In
these materials nonmagnetic disorder is known to acts
as an effective pair breaker [43], such that the system is
always in the clean limit.
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Appendix A: Initial expression for the diagrams
The analytic expressions for the diagrams shown in
Fig. 2 have the form:
QDOS(ω) =
i
2
∫
dE
2pi
∫
dΩ
2pi
∫
dr1dr2dr3
× tr{σ1vˆxGE(r0, r1)γaG˜E−Ω(r1, r2)
× γbGE(r2, r3)vˆxGE−ω(r3, r0)
+ σ1vˆxGE(r0, r3)vˆxGE−ω(r3, r1)
× γaG˜E−Ω−ω(r1, r2)γbGE−ω(r2, r0)
}
× Lab(Ω; r1 − r2), (A1)
QMT(ω) = − i
2
∫
dE
2pi
∫
dΩ
2pi
∫
dr1dr2dr3
× tr{σ1vˆxGE(r0, r1)γaG˜E−Ω(r1, r2)vˆxG˜E−Ω−ω(r2, r3)
γbGE−ω(r3, r0)
}
Lab(Ω; r1 − r3), (A2)
QAL(ω) = −2
(
i
2
)2 ∫
dE
2pi
∫
dE′
2pi
∫
dΩ
2pi
∫
dr1 . . . dr5
× tr{σ1vˆxGE(r0, r1)γaG˜E−Ω(r1, r2)γbGE−ω(r2, r0)}
× tr{vˆxGE′−ω(r3, r4)γcG˜E′−Ω(r4, r5)γdGE′(r5, r3)}
× Lad(Ω; r1 − r5)Lcb(Ω− ω; r4 − r2). (A3)
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FIG. 7. Disorder averaging of various blocks that appear in calculating the MT diagram shown in Fig. 2. Solid red lines denote
GR and dashed blue lines denote GA, cooperons are shown in gray, and the current vertices are depicted by dots. There are
similar diagrams with GR ↔ GA. The second line shows the results of averaging with an additional cooperon, denoted as
MT(2). In the diffusive regime, only the diagrams with the largest number of cooperons [(f), (g), (g′) and (g′′)] are important.
The diagram (f) is responsible for the anomalous MT contribution.
Here tr acts only in the Keldysh space as we have al-
ready taken the trace in the Nambu space employing the
diagonal form of the Green’s function (8).
Expressions for the kernels (A1)–(A3) should be aver-
aged over disorder. Using Eqs. (9) and taking the trace
over the Keldysh space, one obtains a product of several
GR and GA that should be averaged with the standard
impurity diagrammatic technique.
Appendix B: Disorder averaging
In this Section we illustrate how the general procedure
of disorder averaging outlined in Appendix A is imple-
mented for the MT contribution. Calculating the trace
in Eq. (A2) one encounters 24 = 16 blocks (labeled by
n) with four lines, where each Green’s function can be
either GR or GA. Averaging them independently from
the fluctuation propagator, we reduce the kernel to the
sum of partial contributions of the form
QMT(n) (ω) =
i
2
∫
(dΩ)(dq)(dE)BMT(n) LMT(n) , (B1)
where Bn is the averaged block, while Ln contains both
the propagator and the distribution function [arising
from GK in Eqs. (9)]. Hereafter we use the notations
(dΩ) ≡ dΩ/2pi and (dq) = ddq/(2pi)d.
FIG. 8. The AMT diagram shown in Fig. 7(f) with the energy
and momentum arguments indicated.
Various blocks and the ways they should be averaged
over disorder are shown in Fig. 7. As usual, the basic el-
ement is the single Green’s function averaged in the non-
crossing approximation: GR,A(E, p) = 1/[E − ξ ± i/2τ ],
where ξ(p) = p2/2m− µ [44]. Then one should draw all
possible impurity lines without intersections, that results
in a number of impurity ladders (generalized cooperons)
[45].
Consider, for example, the averaging of a typical block
of Fig. 7(f), which is reponsible for the AMT contri-
bution. The energy and momentum arguments of the
Green’s functions are indicated in Fig. 8. Assuming the
momentum q carried by the fluctuation propagator sat-
isfies q  pF , we get for the corresponding block:
BMT(f) = −
∫
(dp)v2x
〈
GREG
A
Ω−EG
A
E−ωG
R
Ω+ω−E
〉
, (B2)
where vx is the x-component of the velocity, and the sign
is due to its opposite directions at the left and right cur-
rent vertices. After averaging one obtains two generalized
cooperons: γA2E−2ω−Ω(q) and γ
A
−2E+Ω(q) in the lower and
upper corners, respectively. Integrating first over ξ and
then averaging over the directions of momentum at the
Fermi surface with the help of Eq. (23a), one gets:
BMT(f) (E,Ω, ω, q) = −2piνDτ2γA2E−2ω−Ω(q)γA−2E+Ω(q)
× f
A
1 (2E − 2ω − Ω, q) + fA1 (−2E + Ω, q)
(1− iωτ)2 . (B3)
The part with the propagator and distribution functions
corresponding to the block of Fig. 7(f) has the form:
LMT(f) = [FE−Ω − FE−Ω−ω]
[
FEL
A
Ω + L
K
Ω − FE−ωLRΩ
]
.
(B4)
Finally, the AMT contribution QMT(f) (ω) is determined by
Eqs. (B1), (B3) and (B4).
This procedure should be repeated with other blocks
of GR and GA, and then with others diagrams, leading
to the final expression for the kernel Q(ω). To find the
static conductivity, we extract the linear in ω term from
Q(ω). After that we simplify the general expression by
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shifting the variable E → E−Ω in a number of terms and
integrating by parts over E. Additional simplification is
achieved by using the detailed balance identity
BΩ(FE − FE−Ω) = 1− FEFE−Ω (B5)
and its derivatives.
Appendix C: AL contribution and its decomposition
into AL1 and AL2
Staring with Eq. (A3) and following the approach de-
scribed in Appendices A and B, after some algebra we
obtain the following expression for the AL correction:
δσAL = 2pi2Dτ3
∫
(dΩ)(dq)
×
{
B′Ω
[
LRLA(ΦR + ΦA)2 − 2(LRΦR + LAΦA)2]
+ 2BΩ
[
(LR)2ΦRΨR + (LA)2ΦAΨA
] }
, (C1)
where the arguments of the functions in the square brack-
ets are Ω and q. In Eq. (C1), the functions Φ and Ψ
originating from averaging of blocks with three Green’s
functions are given by
ΦR(Ω, q) =
∫
(dE)FEg
A
2 (γ
A)2, (C2a)
ΨR(Ω, q) =
∫
(dE)F ′E
[
2gA1 γ
A + gA2 (γ
A)2
]
. (C2b)
where the arguments of the functions gm and γ are 2E−Ω
and q.
The AL contribution (C1) can be naturally decom-
posed into a sum of the terms with one (AL1) and two
(AL2) fluctuation propagators. To this end we note that
the function ΦR can be represented as the derivative of
the inverse fluctuation propagator:
ΦR(Ω, q) = − i
2piτl
∂[LR(Ω, q)]−1
∂q
. (C3)
Therefore the term proportional to BΩ in Eq. (C1) can
be expressed via the derivative of a single propagator:
δσAL1 = −4piDτ
2
l
∫
(dΩ)(dq)BΩ Im(Ψ
R∂qL
R). (C4)
Then integrating by parts over |q| we transform δσAL1 to
the form of Eqs. (25) and (26h). Finally, with the help
of Eq. (C3) the remaining part with two propagators,
δσAL2 = δσAL − δσAL1, can be brought to the form (27)
which contains only fluctuation propagators.
Appendix D: Equivalence to Ref. [17] in the diffusive
region
In this Appendix we demonstrate that our expression
for the fluctuation correction coincides with the result of
Ref. [17] at zero magnetic field. We start with rewriting
δσ(dos) and δσ(sc) given by Eqs. (77) and (79) of Ref. [17]
in the representation of Eq. (29). Taking the limit of zero
magnetic field and expressing everything in terms of the
function G(z) [see Eq. (31)], we obtain:
ς(dos) = −b Im G
′′
G
− b′ ImG ImG
′
|G|2 , (D1)
ς(sc) = bx Im
G′G′′
G2
+ b′x
(
4
ReG′ ImG
|G|2 Im
G′
G
− ImG′ Im G
′
G2
)
. (D2)
In order to compare δσ(dos) + δσ(sc) with δσREG +
δσAL2, we first write G′/G2 in the first term in Eq. (D2)
as −∂G−1/∂x and integrate it over x by parts. This pro-
cedure leads to the cancellation of the linear in b term in
the difference
δς = ςREG + ςAL2 − ς(dos) − ς(sc), (D3)
where integration over x according to Eq. (29) is implied.
Then we single out the terms in δς which do not contain
the factor of x (originating from δςREG − δς(dos)), write
there G′ + xG′′ = ∂(xG′)/∂x, and integrate over x by
parts. Using the identity
Im
G′
|G|2 + Im
G′
G2
= 2 Re
G
|G|2 Im
G′
G
, (D4)
we reduce the difference to the form
δς = 4b′x Im
G′
G
ImG′ReG− ReG′ ImG− ImG′G∗
|G|2 ,
(D5)
which equals zero due to a general identity ImAReB −
ReA ImB = ImAB∗.
Finally, one can easily verify that δσ(an) = δσAMT,
proving full equivalence of our approach to that of
Ref. [17].
Appendix E: Anomalous MT correction in the
diffusive region near the transition
In this Appendix, we compute the expansion of δσAMT
in the vicinity of the transition,   1. The dephasing
rate is also assumed to be small, γ  1, but the relation
between  and γ can be arbitrary.
The most singular contribution [5, 6] originates from
small x and y, where one can replace G by G0 =
(pi2/2)(x + iy) +  and b(y) by the leading asymp-
totics b0(y) = 1/(2piy). Then substituting Eq. (35) into
Eq. (29) and integrating over y, we arrive at
δσAMT0 =
1
4pi2
∫ ∞
0
dx
1
x+ x∗
1
x+ x
, (E1)
where x = (2/pi
2). Thus one readily recovers the lead-
ing asymptotics given by the first term in Eq. (42).
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The terms omitted in the derivation of Eq. (E1) can
be written as
δσAMT1 = −
1
2pi2
∫ ∞
0
dx
x+ x∗
∫ ∞
−∞
dy H(x, y, ), (E2)
where
H(x, y, ) = b′(y)
Im2G(z)
|G(z)|2 − b
′
0(y)
Im2G0(z)
|G0(z)|2 . (E3)
In order to extract the leading contribution from Eq. (E2)
at small , one has to study the behavior of the function
H(x, y, ) in the limit x, → 0. This should be done with
care, since the resulting function contains both a smooth
part decaying at y ∼ 1, and a sharp δ-function like peak
originating from the first term in Eq. (E3):
H(x, y, ) ≈ b′(y) Im
2 ψ(1/2 + iy)
|ψ(1/2 + iy)− ψ(1/2)|2 − b
′
0(y)
+
14ζ(3)
pi4
(x+ xe)(x
2 + 2xxe + y
2)
[(x+ xe)2 + y2]2
. (E4)
Substititing Eq. (E4) into Eq. (E2), we arrive at
δσAMT1 = −
[
7ζ(3)
pi4
+ κ
]
ln
1
γ
+
7ζ(3)
2pi4
[ ln(/γ)− + γ]
(− γ)2 +O(1), (E5)
where κ = 0.1120 is the value of the integral
κ =
1
2pi3
∫ ∞
0
dy
[
1
y2
− [ψ
′(1/2)]2 sech4(piy)
|ψ(1/2 + iy)− ψ(1/2)|2
]
. (E6)
Appendix F: LR, ΣR, and ΣZ in the clean limit
In this Appendix we refine the basic ingredients of Eq.
(53), LR, ΣR, and ΣZ , in the ballistic limit. For the
functions ΣR and ΣZ we use Eqs. (54) and (55) which
provide the leading asymptotic behavior at τ →∞.
a. Fluctuation propagator
In the ballistic limit, the function fR1 defined in Eq.
(23a) scales as 1/τ , and the fluctuation propagator (17)
becomes τ -independent. Summation over the Matsubara
energies can then be easily performed, leading to
(LR)−1 = + 〈ψ(1/2 + ix cos θ − iy)〉 − ψ(1/2), (F1)
where the dimensionless momentum, x, and frequency,
y, in the ballistic region are defined in Eq. (52), and
〈· · · 〉 = ∫ (· · · )dθ/2pi stands for the angular averaging in
2D. Equation (F1) can be brought to a form more suit-
able for further evaluation with the help of the integral
representation for the digamma function [46], which we
present in the form with 1/2 isolated:
ψ(1/2 + z) =
∫ ∞
0
[
e−t
t
− e
−zt
2 sinh t/2
]
dt. (F2)
Then the angular averaging can be easily performed and
we obtain
(LR)−1 = +
∫ ∞
0
1− J0(xt)eiyt
2 sinh t/2
dt, (F3)
where J0(z) is the Bessel function.
b. Function ΣR
In the leading order in τ →∞, ΣR is given by Eq. (54).
We write it as ΣR(11) +ΣR(2), in accordance with the two
summands in Eq. (54). In calculating ΣR(11), we use the
explicit form of fA1 (2E − Ω, q) = fR1 (Ω − 2E, q) given
by Eq. (16), deform the integration contour to the lower
half-plane picking the poles of FE , and keep the leading
order in 1/τ :
ΣR(11) = −4iT
τ2
∑
>0
∂
∂E
1
(2iE − iΩ)2 + q2v2
∣∣∣∣
E=−i
= −iψ
′(1/2 + ix− iy)− ψ′(1/2− ix− iy)
16pi3xT 2τ2
. (F4)
On the other hand, in order to calculate ΣR(2) we find it
more convenient to keep f2 in the original form (23a),
that allows to perform integration over E similar to
Eq. (F4):
ΣR(2) =
4iT
τ2
∑
>0
∂
∂E
〈
1
(2iE − iΩ + iqv cos θ)2
〉∣∣∣∣
E=−i
= −〈ψ
′′(1/2 + ix cos θ − iy)〉
8pi3T 2τ2
, (F5)
where the angular averaging is still to be done.
Since ΣR = ΣR(11) + ΣR(2), it is convenient to bring
Eqs. (F4) and (F5) to a similar form. That can be done
with the help of Eq. (F2), leading to
ΣR =
1
8pi3T 2τ2
∫ ∞
0
t2[J0(xt)− S0(xt)]eiyt
2 sinh t/2
dt, (F6)
where S0(z) ≡ sin(z)/z. The terms with J0 and S0 cor-
respond to ΣR(2) and ΣR(11), respectively.
c. Function ΣZ
In the leading order in τ →∞, ΣZ is given by Eq. (55).
In this approximation we neglect cooperons and there-
fore a special region of low momenta, ql  1, shown in
Fig. 5(a) does not appear. Following Eq. (55), we write
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ΣZ as ΣZ(11) + ΣZ(2). The first term, ΣZ(11), involves
the product of fR1 f
A
1 , which has branch cuts both in the
upper and lower half-planes of complex E, as shown in
Fig. 5(b). Therefore it can be written as the sum of the
contributions from the poles, Σ
Z(11)
tanh , and from the cut,
ΣZsing. The former is calculated similar to Eq. (F4):
Σ
Z(11)
tanh = Re
8iT
τ2
∑
>0
1
(2iE − iΩ)2 + q2v2
∣∣∣∣
E=−i
=
Re[ψ(1/2 + ix− iy)− ψ(1/2− ix− iy)]
4pi2xTτ2
. (F7)
The contribution from the branch cut contains an ad-
ditional logarithmic singularity in the limit Tτ → ∞,
originating from the pinching of the cuts in the upper
and lower half-planes [see Fig. 5(b)]. Making the energy
shift, E = E′ + Ω/2, we obtain:
ΣZsing ≈ −
8
τ2
∫ qv/2−1/τ
−qv/2+1/τ
dE
2pi
F (E′ + Ω/2)
q2v2 − (2E′)2 . (F8)
The logarithmic divergency is regularized at |E′|−qv/2 ∼
1/τ , which is the vertical distance between the two
branch cuts. With logarithmic accuracy we obtain
ΣZsing ≈ −
tanhpi(x+ y)− tanhpi(x− y)
4pi2Tτ2x
lnTτx. (F9)
Calculation of ΣZ(2) is completely analogous to that of
ΣR(2) in Eq. (F5):
ΣZ(2) = Re
8iT
τ2
∑
>0
〈
1
(2iE − iΩ + iqv cos θ)2
〉∣∣∣∣
E=−i
=
Re i〈ψ′(1/2 + ix cos θ − iy)〉
2pi2Tτ2
. (F10)
Now using Eq. (F2) we reduce the sum of Eqs. (F7)
and (F10) to a concise form:
ΣZtanh = −
1
2pi2Tτ2
∫ ∞
0
t[J0(xt) + S0(xt)] sin(yt)
2 sinh t/2
dt.
(F11)
The resulting expression for ΣZ = ΣZtanh + Σ
Z
sing is the
sum of the two contributions given by Eqs. (F11) and
(F9), respectively.
d. Coefficients in Eqs. (67) and (68)
The coefficients αp and αc in Eqs. (67) and (68) are
given by the following integrals:
αp =
∫ ∞
0
x dx
∫ ∞
−∞
dy
∫ ∞
0
ds
∫ ∞
0
t dt
× J0(xs)[J0(xt) + S0(xt)] sin(ys) sin(yt)
sinh(s/2) sinh(t/2) sinh2(2piy)
, (F12)
αc =
∫ ∞
−∞
dy
∫ ∞
0
dx
∫ ∞
0
dt
J0(xt) sin(yt)
sinh t/2
× tanhpi(x+ y)− tanhpi(x− y)
sinh2(2piy)
. (F13)
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