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Abstract
The primary objective of this thesis is to obtain a better understanding of
the 3D velocity structure of the lithosphere in central Italy. To this end, I
adopted the Spectral-Element Method to perform accurate numerical sim-
ulations of the complex wavefields generated by the 2009 Mw 6.3 LAquila
event and by its foreshocks and aftershocks together with some additional
events within our target region. For the mainshock, the source was repre-
sented by a finite fault and different models for central Italy, both 1D and
3D, were tested. Surface topography, attenuation and Moho discontinuity
were also accounted for. Three-component synthetic waveforms were com-
pared to the corresponding recorded data. The results of these analyses
show that 3D models, including all the known structural heterogeneities
in the region, are essential to accurately reproduce waveform propagation.
They allow to capture features of the seismograms, mainly related to topog-
raphy or to low wavespeed areas, and, combined with a finite fault model,
result into a favorable match between data and synthetics for frequencies up
to ∼0.5 Hz. We also obtained peak ground velocity maps, that provide valu-
able information for seismic hazard assessment. The remaining differences
between data and synthetics led us to take advantage of SEM combined
with an adjoint method to iteratively improve the available 3D structure
model for central Italy. A total of 63 events and 52 stations in the region
were considered. We performed five iterations of the tomographic inversion,
by calculating the misfit function gradient - necessary for the model update
- from adjoint sensitivity kernels, constructed using only two simulations
for each event. Our last updated model features a reduced traveltime mis-
fit function and improved agreement between data and synthetics, although
further iterations, as well as refined source solutions, are necessary to obtain
a new reference 3D model for central Italy tomography.
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Chapter 1
Introduction
1.1 Overview of the problem
The final aim of this work is to obtain an improved 3D model for the velocity structure
of central Italy by performing an iterative tomographic inversion that exploits full
observed waveforms. As a starting point, one needs to be able to reproduce the seismic
wavefield generated in the region by the recorded events.
Accurate modeling of seismic wave propagation in realistic 3D heterogeneous media
represents a paramount task in seismology. The wavefield produced by an earthquake
carries a great amount of extremely valuable information. Building up a detailed,
forward model is crucial in view of predicting large earthquake ground motion and
assessing seismic hazard. Moreover, comparing accurately simulated waveforms to ob-
served ones represents a preliminary fundamental step in order to address seismological
inverse problems. For 1D Earth models, one can use semi-analytical techniques to calcu-
late the wavefield generated by a point source (Aki & Richards (3), 1980; Kennett (96),
1983; Dahlen & Tromp (51), 1998). However, when complex 3D models (and, possibly,
sources of finite size) are involved, suitable numerical techniques are required to solve
the seismic wave equation of motion. The computational resources are tremendously
increasing at present. Thus, developing performant numerical methods and softwares
that exploit this power to calculate accurate 3D synthetic seismograms is a task that
attracts the attention of several research groups worldwide. It is worth mentioning,
e.g., the European project SPICE (Seismic Wave Propagation and Imaging in Com-
plex Media: A European Network, 2004-2007), that aimed at producing computational
1
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tools for seismic wave propagation, earthquake motion, and seismic imaging; or an-
other European project, QUEST (QUantitative estimation of Earth’s seismic source
and STructure), that followed SPICE and focuses on developing and exploiting pow-
erful 3D simulation techniques to address both forward and inverse modeling; or also
Global ShakeMovie (Tromp et al. (199), 2010), a Princeton University’s global seismic-
ity portal, that provides in near real time 1D and 3D synthetic seismograms for recent
earthquakes.
Amongst the numerical approaches developed for seismic wavefield simulations, the
most widely known is probably the finite difference (FD) method (Madariaga (123),
1976; Virieux (202), 1986), in which derivatives are approximated by using differences
of functions at adjacent grid points. FD has been applied for local and regional 3D
simulations (e.g., Olsen & Archuleta (150), 1996; Graves (79), 1996; Ohminato &
Chouet (148), 1997; and more recently Kristek et al. (111), 2009), but it suffers from
limitations when dealing with 3D full complexity, such as the presence of free surface
topography (Robertsson (169), 1996; Ohminato & Chouet (148), 1997) or anisotropy
(Igel et al. (89), 1995). Thus, for global models, only simplified geometries can be
accounted for (e.g., Igel & Weber (87, 88), 1995, 1996). However, recent improvements
are being developed, such as staggered-grid schemes for viscoelastic media with material
interfaces, or optimally accurate schemes (e.g., Moczo et al. (141), 2007).
Other methods include, for example, spectral and pseudo-spectral techniques, that
have been used for both regional (e.g, Carcione (23), 1994) and global (e.g., Furu-
mura et al. (77), 1998) problems. They are characterized by high spatial accuracy and
very low numerical dispersion with only a small number of grid points per wavelength
(Chaljub et al. (32), 2007). Nevertheless, since they use global basis functions, they
are limited to media with smooth variations, because numerical noise arises at sharp
discontinuities. Moreover, simulations of surface waves suffer from lower accuracy with
respect to body waves, as in FD methods.
Boundary element (e.g., Kawase (94), 1988) or boundary integral (e.g., Sa´nchez-
Sesma & Campillo (171), 1991) techniques are well suited to handle realistic surface
and interface topography. However, they are restricted to models with a finite number
of homogeneous layers, and in 3D the increasing numerical costs require approximations
that cause artefacts in the solutions (e.g., Bouchon et al. (20),1996).
2
1.1 Overview of the problem
Classical finite-element methods (FEMs) are characterized by a very high geomet-
rical flexibility. The grid boundaries can coincide with major interfaces in the model;
this allows one to tackle difficulties related to the implementation of complex geome-
tries with topography and discontinuities. The technique has been successfully applied
to seismic wave simulations in 3D sedimentary basins (e.g., Bao et al. (12), 1998).
However, FEMs use low-degree polynomials to discretize functions on elements, which
causes low spatial accuracy and high numerical dispersion (Marfurt (129), 1984). The
resulting large linear systems need to be solved by using approximate, iterative rou-
tines. This increases the computational costs and complicates the implementation of
the algorithm, especially on parallel computers with distributed memory.
Recently, the arbitrary high-order derivative discontinuous Galerkin method (ADER-
DGM; e.g., Ka¨ser & Dumbser (92), 2006; Dumbser & Ka¨ser (65), 2006; Ka¨ser et al.
(93), 2007; de la Puente et al. (52, 53), 2007, 2008) is attracting the attention of
the seismological community, since it combines the flexibility of tetrahedric meshes as
FEM, but it is more accurate and computationally efficient (e.g., Chaljub et al. (33),
2010). In particular, this numerical technique allows one to solve the governing PDE
with arbitrarily high-order approximation in space and then in time, whose accuracy
is automatically coupled to the space accuracy determined by the degree of the used
basis polynomials. Moreover, all the calculations are performed locally on each element
and its direct neighbors, thus the method can be very well implemented on parallel
computers.
The numerical technique used in this work is the spectral-element method (SEM),
a well established approach for accurately solving both forward and inverse seismic
problems with reduced computational costs in terms of memory and CPU time (e.g.,
Tromp et al. (198), 2008). SEM was originally developed in computational fluid dynam-
ics (Patera (156), 1984; Maday & Patera (124), 1989) and its adoption in seismology
is only recent. Initially, the method was applied to simulate seismic wave propagation
in 2D (Cohen et al. (46), 1993; Priolo et al. (166), 1994). At present, it is widely and
successfully used for 3D global and regional problems (e.g., Komatitsch (98), 1997; Fac-
cioli et al. (70), 1997; Komatitsch & Vilotte (104), 1998; Komatitsch & Tromp (100),
1999; Paolucci et al. (152), 1999; Chaljub (29), 2000; Komatitsch & Tromp (101, 102),
2002a,b; Capdeville et al. (22), 2003; Chaljub & Valette (30), 2004; Fichtner et al. (74),
3
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2009a), and local-scale simulations in complex regions, for example southern Califor-
nia, USA, (Komatitsch et al. (109), 2004; Tape et al. (188, 189), 2009, 2010), Taipei,
Taiwan, (Lee et al. (113, 114, 115), 2008, 2009a,b), Caracas, Venezuela (Delavaud et al.
(55), 2006), Grenoble, France (Chaljub et al. (31), 2005; Stupazzini et al. (184), 2009;
Chaljub et al. (33), 2010), northern Apennines, Italy (Stich & Morelli (182), 2007; Stich
et al. (183), 2009) and central Italy (Magnoni et al. (126), in prep.). SEM combines
the accuracy and exponential convergence rate of spectral methods with the flexibility
of FEMs. The conjunction between the chosen basis functions and integration rule
leads to a great simplification of the algorithm, that lends itself very well to be imple-
mented on parallel architecture, drastically reducing the cost of calculations. Moreover,
the method allows the incorporation of all the 3D complexities that influence seismic
wave propagation, such as the 3D lateral heterogeneity, topography, bathymetry, ma-
jor discontinuities in the model like faults and also fluid-solid boundaries, anisotropy,
anelasticity, ellipticity, self-gravitation, rotation and effect of the oceans (Komatitsch
& Vilotte (104), 1998; Komatitsch & Tromp (100), 1999; Komatitsch et al. (106, 107),
2000a,b; Komatitsch & Tromp (101, 102), 2002a,b; Chaljub et al. (32), 2007). As a
consequence, SEM turns out to be highly powerful and performant in simulating for-
ward seismic wavefields and this represents the key motivation of our choice. A more
detailed presentation of the method can be found in section 2.2. Figure 1.1 shows an
example of the wavefield generated by the 2009 L’Aquila (Italy) event and simulated by
using the spectral-element code, SPECFEM3D 2.0, considered in this work (sections
2.4 and chapter 3).
Once a powerful method, such as SEM, is available to accurately simulate seismic
waveforms, the paramount challenge is exploiting this capability to tackle the 3D in-
verse problem. The general aim is to minimize a measure of the difference between
observed and synthetic waveforms, represented by a misfit function (section 2.3.1),
while improving models of the Earth’s structure and earthquakes’ sources (e.g., Tape
et al. (188, 189), 2009, 2010; Kim et al. (97), 2011).
In seismology, most traditional tomographic methods use ray theory to interpret
traveltime or phase measurements between data and synthetics. Inversion methods that
take into account finite-frequency effects by using so-called finite-frequency sensitivity
kernels, instead of techniques based upon ray theory, have been introduced, e.g., by
Marquering et al. (131) (1999), Zhao et al. (210) (2000) and Dahlen et al. (49) (2000).
4
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t = 18 s
time [s]
ve
lo
ci
ty
 [c
m
/s
]
AQK
(a) (b)
Figure 1.1: SEM simulations - (a) Z-component velocity wavefield (after 18 s) generated
by the 2009 Mw 6.3 L’Aquila event, simulated by using SPECFEM3D 2.0 and a 3D model
for the region. Red colors denote positive values and blue negative values. Yellow areas
represent low velocity regions where the energy is trapped causing resonance effects. The
black line is the fault trace. (b) Example of the comparison between Z-component velocity
of our synthetic (red) and of the data (black) recorded at station AQK, 2 km far from the
epicenter. The frequency range is 0.02-0.5 Hz. See section 3.7.
They considered 1D reference Earth models and calculated the sensitivity kernels using,
respectively, surface-wave Green’s functions, normal modes, and asymptotic, ray-based
methods. This new kernel-based approach, to which seismic tomography is transition-
ing, recognizes that traveltime and amplitude anomalies of seismic waves are frequency-
dependent, and incorporates traveltime effects associated with wavefront healing (e.g.,
Malcolm & Trampert (127), 2011). The kernels, in general, reflect the sensitivity of
the waveforms to changes in the model parameters, hence leading the inversion. Other
examples are Hung et al. (84) (2000) and Zhou et al. (212) (2004), which, for kernel
calculations, used asymptotic, ray-based methods, Dahlen & Baig (50) (2002), that
calculated kernels for body-wave amplitudes, Montelli et al. (142) (2004), which imple-
mented kernels for compressional-wave tomography, or Zhao & Jordan (209) (2006),
which used normal modes to compute global finite-frequency kernels for spherically
symmetric models. Simple 3D traveltime kernels for phases like P and S are often
called banana-doughnut kernels, due to their shape (e.g., Tromp et al. (197), 2005),
and for 1D reference models their calculation is relatively inexpensive using techniques
such as those cited above.
At present, the computational resources are dramatically growing, as well as the ca-
pabilities to simulate forward wavefields in complex media thanks to powerful methods
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like SEM. Thus, performing tomographic inversions based upon 3D reference Earth
models and fully 3D numerical simulations becomes feasible. Three-dimensional ray
tracing techniques in 3D models have been used e.g. by Bijwaard & Spakman (14)
(2000) to iteratively improve a global P-wave model. Zhao et al. (211) (2005), instead,
used a FD method and obtained the 3D finite-frequency sensitivity kernels for 3D
models by calculating and storing 3D Green’s functions for every considered source
and receiver as a function of space and time. This is a possible approach to construct
kernels for 3D models and it would allow the calculation of both the first and second
derivative of the misfit function to be used in the inversion (i.e., the gradient and the
Hessian, respectively; section 2.3.1). However, for large 3D realistic applications, where
numerous stations and earthquakes are involved, the storage requirements are almost
unaffordable.
An alternative approach, followed in this work, to calculate 3D kernels for fully
heterogeneous 3D media is based upon adjoint methods (e.g., Tromp et al. (197, 198),
2005, 2008; Liu & Tromp (118), 2006; Fichtner et al. (72, 73), 2006a,b. See section 2.3).
For any time window in a seismogram, e.g. a specific pick for a source-receiver pair,
one could calculate the corresponding sensitivity kernel as the integrated interaction
between the regular forward wavefield and an adjoint wavefield, whose source is lo-
cated at the receiver and is based upon the difference between data and synthetics
in the selected window (e.g., Tromp et al. (197), 2005). The gradient of traveltime
or amplitude misfit functions may be expressed in terms of a weighted sum, over all
source-receiver pairs, of these 3D banana-doughnut kernels, with weights determined
by the corresponding traveltime or amplitude differences. Also the second derivatives
of the misfit functions, i.e. the Hessian matrix, could be calculated from these phase-
specific kernels (e.g., Tape et al. (187), 2007). Thus, in principle, to solve the inverse
problem, one would need to perform one forward and one adjoint simulation for each
measurement in a seismogram to construct the corresponding kernel, for a total of
(2Nevents*Nreceivers*Ncomponents*Npicks) simulations 1. These calculations have a pro-
hibitive computational cost for 3D realistic cases (e.g., Tromp et al. (198), 2008).
1Nevents is the number of events, Nreceivers the number of receivers, Ncomponents the number of
components for each receiver and Npicks is the number of picks or measurements contained in each
component.
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The main advantage of the adjoint approach is, thereby, that it is not necessary to
calculate individual banana-doughnut kernels for each measurement (or time window),
but one can directly calculate kernels that represent the overall sensitivity of the data,
highlighting where the current 3D model is inadequate and needs to be modified (see
section 2.3.3). For each event, these kernels are called event kernels and, in principle,
they are weighted combinations of phase-specific banana-doughnut kernels, but, based
upon the adjoint theory, they can be readily constructed by performing just two 3D
simulations per event: one simulation for the forward wavefield and one for the ad-
joint wavefield, that now is generated by considering time-reversed signals at all the
receivers as simultaneous sources (e.g., Tromp et al. (197), 2005; Tape et al. (187),
2007). Then, based upon Tarantola (190) (1984), the derivatives of the misfit func-
tion can be expressed as spatial integrals involving model perturbations and these 3D
volumetric kernels, so an adjoint calculation can be thought as a means of explicitly
determining the gradient of a misfit function needed for the inversion (Talagrand &
Courtier (185), 1987). As a consequence of how the adjoint kernels are constructed, an
essential advantage of the adjoint approach is that the number of required simulations
to construct the gradient of a misfit function scales linearly only with the number of
events, but it is independent of the number of stations and measurements. In addition,
storing all the Green’s functions is not necessary. It is worth noting, however, that in
such an adjoint approach the calculation of the Hessian is practically unfeasible, since
the single phase-specific kernels are not calculated due to computational costs. Thus,
one needs to resort to iterative gradient-based procedures, e.g. conjugate gradient (e.g.,
Fletcher & Reeves (76), 1964) or steepest descent methods (e.g., Nolet (147), 1987),
in order to minimize the misfit function and solve the inverse problem (e.g., Tarantola
(190, 191, 192), 1984, 1987, 1988. See section 2.3.4).
Following Tape et al. (187) (2007), we refer to adjoint tomography as an inver-
sion approach that uses only the misfit function gradient, calculated through adjoint
methods, compared to a classical tomography, defined as a Newton inversion method
based upon both the gradient and the Hessian of a misfit function (e.g., Woodhouse &
Dziewonski (205), 1984; Ritsema et al. (168), 1999). The basics of the adjoint theory in
seismology refer to Tarantola (190, 191, 192) (1984, 1987, 1988); early applications of
the theory may be found in Gauthier et al. (78) (1986), Mora (144, 145) (1987, 1988),
Crase et al. (48) (1990), Vasco et al. (201) (1995); Pratt et al. (165) (1998), Pratt (164)
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(1999), Akc¸elik et al. (1, 2) (2002, 2003). The significant advantages of the method, as
previously introduced, lead us to perform, in this work, a 3D adjoint tomography for
central Italy lithosphere (chapter 4) by exploiting the powerful combination of SEM
with the adjoint method, as shown, e.g., in Tromp et al. (198) (2008), Liu & Tromp
(118) (2006), Tape et al. (187) (2007), Fichtner et al. (75) (2009b). A previous success-
ful example we refer to is Tape et al. (188, 189) (2009, 2010), which presented a new
3D tomographic model for southern California crust after 16 iterations of the adjoint
inversion procedure (combined with SEM simulations). In addition to tomographic in-
versions, adjoint methods can be also used to perform source inversions or joint source
and structural inversions (e.g., Tromp et al. (197), 2005; Tape et al. (187), 2007; Kim
et al. (97), 2011), but this is beyond the scope of this thesis.
SyntData
Figure 1.2: Adjoint tomography - Examples of the comparison between data (black)
and synthetics (red) for the initial 3D velocity model of central Italy m0 and the updated
model m5, obtained with 5 iterations of our adjoint tomographic inversion. The timeseries
are for two different stations that recoded two different events. The top panel refers to the
period range 2-20 s, the bottom panel to the range 6-20 s. See section 4.9.2
The following chapters and sections start with the introduction of the fundamen-
tal equations for the forward wavefield modeling (section 2.1). Then, section 2.2 will
discuss in detail the spectral-element method used in this work. The basic theory of
the adjoint approach for 3D tomographic inversions will be presented in section 2.3,
after a brief outline of the inverse problem formulation, also in the classical approach.
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In chapter 3 I will show the results obtained by using SEM for high frequency simula-
tions of the wavefield generated by the 2009 Mw 6.3 L’Aquila earthquake, represented
as a finite fault. The effects on ground motion simulations due to the introduction of
models with topography and 3D heterogeneities will be discussed, comparing the syn-
thetic seismograms to the observed data (see Fig. 1.1 (b) for a preview). This will also
highlight the power of a numerical method like SEM, that is able to account for all
these complexities, together with a finite source description, in modeling seismic wave-
fields. Moreover, this analysis provides valuable preliminaries for the study in chapter
4. In this section, the tomographic inversion for central Italy lithosphere, based on the
adjoint method in combination with a steepest descent algorithm and SEM, will be pre-
sented. The last updated model, that we have obtained so far, results from 5 iterations
of the inversion strategy. It represents an improved structure, compared to the initial
model, that reduces the misfit between data and synthetics (see Fig. 1.2 for a preview)
and features velocity patterns, that seem to be physically consistent and in agreement
with recent studies about central Italy. This analysis yields promising results in view of
obtaining a new 3D reference model of central Italy lithosphere, that requires however
further improvements of the structure model with successive iterations, as well as an
inversion also for seismic source parameters (e.g., Liu et al. (119), 2004, or Kim et al.
(97), 2011; see Appendix A). Conclusions and future perspectives will be discussed in
chapter 5.
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Chapter 2
Forward and inverse modeling in
seismology based upon
Spectral-Element and Adjoint
Methods
2.1 Basic theory of seismology
2.1.1 Constitutive relationships
Let us denote the displacement wavefield generated by an earthquake as s(x, t), where
x=(x, y, z ) is the position vector and t time.
For an elastic Earth the symmetric stress tensor T is linearly related to the dis-
placement gradient ∇s via the constitutive relationship
T = c : ∇s . (2.1)
The fourth-order elastic tensor c or stiffness tensor denotes the elastic properties of the
medium and in a general anisotropic case it has 21 independent components, due to its
own symmetries.
In an isotropic, elastic Earth model the number of independent coefficients of c
reduces to just two, the bulk modulus k and the shear modulus µ:
cjklm = (κ− 2µ/3) δjkδlm + µ (δjlδkm + δjmδkl) , (2.2)
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and Hook’s law 2.1 is expressed as
T = (k− 2
3
µ) tr(∇s) I + 2µ∇s . (2.3)
In order to account for the anelasticity of the Earth, the constitutive equation for
an attenuating medium relating the stress to the entire strain history (e.g., Komatitsch
et al. (110), 2005) is
T(t) =
∫ t
−∞
∂tc(t− t′) : ∇s(t′)dt′ . (2.4)
In seismology, the quality factor Q is observed to be approximately constant over a
wide range of frequencies. Such an absorption-band solid may be approximated using
a series of L standard linear solids (Liu et al. (117), 1976). Usually, three of such linear
solids are sufficient to accurately mimic an almost constant Q (Emmerich & Korn (69),
1987). In the Earth the attenuation is dominated by the shear quality factor Qµ, that
is several hundreds times smaller than the bulk quality factor Qk. Thus, in order to
implement the attenuation, it is sufficient to model the time evolution of the isotropic
shear modulus µ (Liu et al. (117), 1976)
µ(t) = µR
[
1−
L∑
l=1
(
1− τ

l
τσl
)
e−t/τ
σ
l
]
H(t) , (2.5)
where µR denotes the relaxed modulus, H(t) the Heaviside function, and τσl and τ

l the
stress and strain relaxation times of the l-th standard linear solid.
Using equation 2.5 the constitutive relation 2.4 becomes
T = cU : ∇s−
L∑
l=1
Rl , (2.6)
where the unrelaxed elastic tensor cU is determined by the unrelaxed shear modulus
µU = µR
[
1−
L∑
l=1
(
1− τ

l
τσl
)]
. (2.7)
Thus, for each standard linear solid one has to solve the equation for the symmetric,
traceless memory-variable tensor Rl
∂tRl = −(Rl − δµlD)/τσl , (2.8)
where δµl is the modulus defect for the l-th standard linear solid
δµl = −µR(1− τ l /τσl ) , (2.9)
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and D is the traceless strain deviator
D =
1
2
[∇s + (∇s)T ]− 1
3
(∇ · s) I ; (2.10)
the superscript T denotes the transpose and I is the identity tensor.
2.1.2 Equation of motion
Assume a finite Earth model with volume Ω, free surface ∂Ω, artificial absorbing bound-
ary Γ and possible internal discontinuities. The unit outward normal to the boundary
∂Ω+Γ is denoted by nˆ , as well as the unit upward normal to any discontinuity.
In such an Earth model, the strong or differential formulation of the seismic wave
equation that governs the displacement field s(x, t) associated to an earthquake is
ρ ∂2t s = ∇ ·T + f , (2.11)
where ρ is the distribution of mass density and the stress tensor T is related to the
displacement gradient by one of the constitutive relations in section 2.1.1, depending
on the considered Earth model.
The force f in equation 2.11 represents the earthquake source. Using a point source
representation one can write f in terms of the moment tensor M as (Dahlen & Tromp
(51), 1998)
f = −M · ∇δ(x− xs)S(t) , (2.12)
where the point source location is xs, δ(x− xs) is the Dirac delta distribution located
at xs and S(t) the source-time function. A source of finite size, such as a finite fault
plane Σs, may be modeled as a number of point sources, each with its own time history;
thus, f can be expressed in terms of a moment-density tensor m as (e.g., Komatitsch
et al. (110), 2005)
f = −m(xs, t) · ∇δ(x− xs) on Σs . (2.13)
The equation of motion 2.11 is subject to the initial conditions
s(x, 0) = 0, ∂ts(x, 0) = 0 . (2.14)
The boundary condition at the free surface requires that the traction nˆ ·T vanishes
on ∂Ω, that is
nˆ ·T = 0 . (2.15)
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On boundaries between solid materials, both traction nˆ · T and displacement s
must be continuous; on fluid-solid boundaries traction nˆ ·T and normal component of
displacement nˆ · s must be continuous.
For regional and local simulations, the model is not the entire Earth and one needs
to introduce fictitious boundaries Γ of the domain on which seismic energy must be
absorbed to mimic a semi-infinite medium. An approximate absorbing boundary con-
dition may be expressed as (Clayton & Engquist (44), 1977; Quarteroni et al. (167),
1998)
nˆ ·T = ρ [vn(nˆ · ∂ts)nˆ + v1(tˆ 1 · ∂ts)tˆ 1 + v2(tˆ 2 · ∂ts)tˆ 2] . (2.16)
tˆ 1 and tˆ 2 are orthogonal unit vectors tangential to Γ, vn is the quasi-P wave speed of
waves traveling in the nˆ direction, v1 is the quasi-S wave speed of waves polarized in
the tˆ 1 direction, and v2 is the quasi-S wave speed of waves polarized in the tˆ 2 direction.
The condition 2.16 perfectly absorbs waves impinging at a right angle to the boundary,
but is less effective on waves that graze the boundary (Clayton & Engquist (44), 1977).
It is valid for transversely isotropic media with a horizontal or vertical symmetry axis,
but can be extended to more general anisotropy. A significant more efficient absorbing
condition is, for example, the Perfectly Matched Layer (PML) (e.g., Be´renger (13),
1994; Komatitsch & Tromp (103), 2003; Chaljub et al. (32), 2007; Komatitsch &
Martin (99), 2007; Martin et al. (134), 2008; Martin & Komatitsch (133), 2009).
At periods longer than about 150 s, the momentum equation 2.11 will involve addi-
tional terms, since the self-gravitation and rotation of the Earth should be taken into
account modeling seismic wave propagation (Dahlen & Tromp (51), 1998). Dealing
with these long period effects is beyond our scope.
2.1.3 Weak formulation of the problem
Many numerical methods, such as finite-difference and pseudospectral methods, are
based upon a strong formulation of the problem; that is, they work directly with the
equation of motion 2.11 and related boundary conditions written in differential form.
Finite-element (FE) and spectral-element (SE) methods, instead, use a weak or integral
formulation. This is obtained by first taking the dot product of the momentum equation
2.11 with an arbitrary test vector w; then, integrating by parts over the volume Ω of
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the model and imposing the boundary conditions 2.15 and 2.16, one obtains (e.g.,
Komatitsch et al. (110), 2005)∫
Ω
ρw · ∂2t s d3x = −
∫
Ω
∇w : T d3x + M : ∇w(xs)S(t) +
∫
Γ
nˆ ·T ·w d2x . (2.17)
In a finite-element context, the term on the left hand side is called mass matrix and
the first term on the right is the stiffness matrix.
The second term on the right hand side of 2.17 represents the source term
∫
Ω f ·w d3x
for a simple point source and it is obtained by explicitly integrating equation 2.12 using
the properties of the Dirac delta distribution. In the case of a finite fault model it
becomes, by integrating equation 2.13,∫
Σs
m(xs, t) : ∇w(xs) d2xs . (2.18)
The last term on the right in 2.17 arises for local and regional simulations. It
involves the integral over the artificial absorbing model boundaries Γ of the traction
nˆ · T, that can be expressed in terms of the paraxial equation 2.16 (e.g., Komatitsch
& Tromp (100), 1999).
Equation 2.17 is mathematically equivalent to the strong formulation 2.11, because
it holds for any test vector w. However, using a weak form of the equation of motion
allows the traction-free surface condition 2.15 to be automatically satisfied during the
integration by parts. In fact, the contour integral over the free surface ∂Ω, that would
have appeared in equation 2.17, simply vanishes. Condition 2.15 is, thereby, a natu-
ral condition of the problem, leading SEM to very accurately simulates surface wave
propagation (e.g., Komatitsch & Vilotte (104), 1998; Komatitsch et al. (105), 1999).
Equation 2.17 is valid also for an attenuating medium, by representing the stress
tensor as in 2.6 instead of 2.1. However, in this case one needs to solve equations
2.8 for the memory-variables, that significantly increases computer memory and time
requirements (e.g., Komatitsch & Tromp (100), 1999; Komatitsch et al. (110), 2005).
In this study we won’t take into account the case of an Earth model with fluid and
solid coupled regions. Nevertheless, these complexities can be implemented in SEM,
using for example a domain decomposition approach (Komatitsch & Tromp (101),
2002).
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2.2 Spectral-element method (SEM)
2.2.1 Introduction
As discussed in section 1.1, accurately simulating seismic wavefields in complex media
is of primary interest in seismology and a spectral-element method is very well suited
to handle such a problem.
Next paragraphs outline, following for example Komatitsch & Tromp (100) (1999),
Komatitsch et al. (110) (2005) and Tromp et al. (198) (2008), how the basic theory
that governs local and regional seismic wave propagation is implemented in a spectral-
element method in order to model seismic waveforms in detail. Moreover, in section
2.4, I will present the main features of the code SPECFEM3D version 2.0 (Peter et al.
(160), 2011), that is based upon SEM on a local scale and has been used in this work.
As an introduction, in what follows I briefly summarize the key points of a SEM,
that make this method particularly suitable for our needs and have led our choice. The
following subsections will explain in more details all these aspects.
• SEM is based upon the weak formulation 2.17 of wave equation; thus, as discussed
in section 2.1.3, the free-surface topography can be easily implemented and surface
waves are as accurately simulated as body waves.
• Simulation volumes are discretized using a grid (mesh) of hexahedral elements
(section 2.2.2). This mesh can honor any discontinuity in the model and can be
fully unstructured (i.e., the number of elements that share a given point can vary
and take any value), thus very complex geometries and any arbitrary shaped do-
main can be accommodated. Mechanical properties can vary inside each element,
allowing fully heterogeneous media to be implemented. Moreover, a low numeri-
cal dispersion can be obtained with a small number of grid points per wavelength
and the element size can be adjusted based upon the seismic frequency under
consideration; this saves computing time and memory, and allows very high reso-
lution simulations. Despite these favorable aspects, hexahedral meshing for real-
istic complex volumes is very challenging and more demanding than, for example,
tetrahedral meshing (Shepherd & Johnson (178), 2008; Casarotti et al. (24), 2008;
Staten et al. (181), 2010).
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• As already stated in section 1.1, all the complexities of a 3D Earth model can be
incorporated in simulating forward wavefields.
• SEM uses high-degree (between 4 and 10) Lagrange polynomials as basis functions
to represent wavefields on the mesh elements (section 2.2.3). This ensures a very
high spatial accuracy and an exponential decreasing of errors typical of spectral
and pseudo-spectral methods.
• A Gauss-Lobatto-Legendre (GLL) quadrature is used to perform integrals in 2.17
at elemental level (section 2.2.3). This, together with the Lagrange interpolants
defined at the GLL points of integration, give rise of an exactly diagonal mass
matrix in the equation of motion 2.17. The SEM algorithm is drastically simplified
and, as a consequence, it can be marched in time using a fully explicit integration
scheme (section 2.2.4).
• The time scheme that solves the governing equation for the global system lends
itself to be very efficiently implemented on parallel computers with distributed
memory (section 2.2.4). This tremendously reduces the computational costs,
making SEM suitable to be used for large, high-resolution simulations on very
powerful machines (e.g., Komatitsch et al. (110), 2005).
2.2.2 Meshing
As in any FEM (e.g., Hughes (83), 1987), the first, crucial step in a SEM is to construct
a high-quality mesh that discretizes the considered 3D domain.
Let us divide the model volume Ω into ne non-overlapping, hexahedral elements
Ωe, e=1,..,ne, such that Ω=
⋃ne
e Ωe. In SEM, unlike FEM, only hexahedral meshing is
possible1. However, this leads to several benefits, such as optimized tensor products,
a diagonal mass matrix and a smaller number of elements compared to tetrahedral
meshing (e.g., Peter et al. (160), 2011).
The deformed volume elements Ωe can be mapped to a reference cube, thus points
x=(x, y, z) within each Ωe are uniquely related to points ξ=(ξ, η, ζ), -1≤ ξ, η, ζ ≤1,
1Note that also triangles may be used in SEMs (e.g., Komatitsch et al. (108), 2001), but this will
introduce some complications we won’t deal with.
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in each cube by the invertible mapping
x(ξ) =
na∑
a=1
xaNa(ξ) . (2.19)
The geometry of a hexahedral element is, therefore, defined in terms of na anchors or
control points xa=x(ξa, ηa, ζa), a=1,..,na, and na shape functions Na(ξ). The anchors
are eight, if we consider only the corners of a volume element; they become 20 by adding
the edge centers, and 27 by adding also the face centers and element center.
The shape functions Na(ξ) are usually products of Lagrange polynomials of degree
one or two. The n+1 Lagrange polynomials of degree n are defined in terms of n+1
control points -1≤ ξα ≤1, α=0,..,n, by
lnα(ξ) =
(ξ − ξ0)...(ξ − ξα−1)(ξ − ξα+1)...(ξ − ξn)
(ξα − ξ0)...(ξα − ξα−1)(ξα − ξα+1)...(ξα − ξn) . (2.20)
As a consequence, at any control point ξβ the Lagrange polynomials return either 0 or
1, that is
lnα(ξβ) = δαβ , (2.21)
where δ denotes the Kronecker delta. Hexahedral shape functions for an element de-
scribed by 8 control nodes are triple products of degree 1 Lagrange polynomials, one for
each direction in the reference cube; shape functions of 27-node hexahedral elements
are triple products of degree 2 Lagrange polynomials.
An element of volume d3x=dxdydz within a hexahedral element Ωe is related to an
element of volume d3ξ=dξdηdζ in a reference cube by
d3x = Jed3ξ , (2.22)
where the volumetric Jacobian of the mapping 2.19 is
Je =
∣∣∣∣∂(x, y, z)∂(ξ, η, ζ)
∣∣∣∣ . (2.23)
The partial derivative matrix ∂x/∂ξ in 2.23 is obtained by differentiating 2.19
∂x
∂ξ
=
na∑
a=1
xa
∂Na
∂ξ
, (2.24)
where the partial derivatives of the hexahedral shape functions can be calculated ana-
lytically in terms of degree 1 or 2 Lagrange polynomials and their derivatives.
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The weak formulation 2.17 also involves a surface integral over the absorbing bound-
ary Γ, that arises in the case of local and regional simulations. The mesh of hexahedra
Ωe should honor the major discontinuities in the model, as well as the absorbing edges.
Thus, the surfaces are naturally divided into non-overlapping, quadrilateral elements
Γb mapped to a reference square. Points x of any surface element are related to points
(ξ, η) in the square in terms of anchors xa and 2D shape functions Na(ξ, η), that is
x(ξ, η) =
na∑
a=1
xaNa(ξ, η) . (2.25)
In this case, quadrilateral shape functions are products of two degree 1 or 2 Lagrange
polynomials defined by 2.20 and 2.21. The normal nˆ to a boundary element Γb is
defined as
nˆ =
1
Jb
∂x
∂ξ
× ∂x
∂η
, (2.26)
where the Jacobian Jb of the mapping 2.25,
Jb =
∣∣∣∣∣∣∣∣∂x∂ξ × ∂x∂η
∣∣∣∣∣∣∣∣ , (2.27)
defines the relation between an element of surface d2x=dxdy in Γb and an element
of surface d2ξ=dξdη in the reference square by d2x= Jb d2ξ. The partial derivatives
in 2.26 and 2.27 are calculated in terms of the partial derivatives ∂ξNa and ∂ηNa by
analytically differentiating the mapping 2.25 (e.g., Komatitsch & Tromp (100), 1999).
The design of the mesh is subject to several constraints in order to perform stable
and accurate calculations (e.g., Komatitsch et al. (110), 2005; Casarotti et al. (24),
2008):
• The mesh is required to be geometrically conforming, that is, the edges of each
element should match up exactly with the edges of adjacent elements.
• The volume and surface elements should be constructed such that the Jacobians
Je (eq. 2.23) and Jb (eq. 2.27), respectively, should never vanish; this ensures
that the mapping from the reference elements to the deformed ones is unique and
invertible, i.e., from 2.19, for example, ξ(x) is well-defined.
• The geometrical distortion of the elements shouldn’t be too strong (e.g., Casarotti
et al. (24), 2008), that is, only smooth local variations of the Jacobians are allowed
within the mesh, in order to avoid inaccurate or unstable calculations.
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• The number of grid points per shortest wavelength, i.e. the numerical resolution,
defines the quality of the mesh (see also eq. 2.39). In order to maintain the same
resolution everywhere in the model, the size of the elements should increase at
increasing seismic wave speed.
• Finally, the mesh should satisfy the numerical stability condition imposed by the
time scheme used to solve the governing equations (section 2.2.4).
2.2.3 Wavefield representation on elements and numerical integration
After meshing the model, the integrals over the volume Ω and the absorbing surface Γ
in equation 2.17 are subdivided into smaller integrals over the volume elements Ωe and
the surface elements Γb, respectively. Thus, we need to represent at the elemental level
the involved functions, such as the displacement s and the test vector w, and to define
the corresponding integration rule.
As seen in the previous section, in a SEM (as in a FEM) the geometry of the mesh
elements is expressed in terms of low-degree (1 or 2) Lagrange polynomials. In a tra-
ditional FEM these low-degree polynomials are also used to represent the functions on
an element. On the contrary, SEMs use higher-degree Lagrange interpolants as basis
functions to discretize the wavefields. This is one of the most relevant differences be-
tween SEMs and FEMs. Usually, Lagrange polynomials of degree between 4 and 10 are
considered, which guarantees a high spatial accuracy but still affordable computational
costs (e.g., Seriani & Priolo (177), 1994; Komatitsch & Vilotte (104), 1998; Komatitsch
et al. (110), 2005).
In a SEM, the control points ξα, α=0,..,n, needed in the definition 2.20 of the n+1
Lagrange polynomials of degree n, are chosen to be the n+1 Gauss-Lobatto-Legengre
(GLL) points, that are calculated numerically as roots of the equation (Canuto et al.
(21), 1988)
(1− ξ2)P ′n(ξ) = 0 , (2.28)
where P ′n is the derivative of the Legendre polynomial of degree n. Values -1 and 1
are always roots of 2.28, thus in a SEM some GLL points always lie exactly on the
boundaries of the elements. For Lagrange polynomials of degree n, each 3D spectral
element contains (n + 1)3 non-evenly spaced GLL points, and each 2D face contains
(n+ 1)2 GLL points (Fig. 2.1).
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As shown in what follows, using high-degree Lagrange polynomials, defined at the
GLL points, to interpolate wavefield functions is a crucial choice. In fact, these inter-
polants, in conjunction with a particular integration rule, result in an exactly diagonal
mass matrix. This, in turn, leads to a simple explicit time scheme extremely suitable
for parallel implementation (section 2.2.4).
Figure 2.1: GLL point distribution - For Lagrange polynomials of degree n=4, each
edge of a hexahedral element contains 5 non-evenly spaced GLL points, thus, each 2D face
contains (n+ 1)2=25 GLL points and each 3D element contains (n+ 1)3=125 GLL points.
Functions on an element
On a volume element Ωe, a function f may be represented in terms of Lagrange
polynomials with degree n (eq. 2.20) and GLL control points as
f(x(ξ, η, ζ)) ≈
n∑
α,β,γ=0
fαβγlα(ξ)lβ(η)lγ(ζ) . (2.29)
Due to definition 2.21 of the Lagrange polynomials, the coefficients fαβγ =f(x(ξα, ηβ, ζγ))
are the values of the function at the GLL interpolation points x(ξα, ηβ, ζγ). The poly-
nomial degree n is omitted in 2.29.
Analogously, on a surface element Γb, f is expressed as
f(x(ξ, η)) ≈
n∑
α,β=0
fαβlα(ξ)lβ(η) , (2.30)
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where fαβ =f(x(ξα, ηβ)).
Equation 2.17 involves gradients of vectors s and w. Based upon relation 2.29, the
gradient of a function f , evaluated at the GLL point x(ξα′ , ηβ′ , ζγ′), may be written as
∇f(x(ξα′ , ηβ′ , ζγ′)) ≈
3∑
i=1
xˆ i
(∂iξ)α′β′γ′ n∑
α=0
fαβ
′γ′ l′α(ξα′) + (∂iη)
α′β′γ′
n∑
β=0
fα
′βγ′ l′β(ηβ′)
+(∂iζ)α
′β′γ′
n∑
γ=0
fα
′β′γl′γ(ζγ′)
 ,
(2.31)
where x1=x, x2=y, x3=z, ∂i=∂xi , and a prime denotes derivatives of the Lagrange
polynomials. The matrix ∂ξ/∂x is calculated as the inverse of the Jacobian matrix
∂x/∂ξ, that exists because it is one of the constrain of the mesh design (section 2.2.2).
Integration over elements
In a classical FEM integrals in 2.17 are numerically evaluated at the elemental
level using a Gauss quadrature. On the contrary, SEM uses a Gauss-Lobatto-Legendre
(GLL) integration rule, where points of integration are exactly the GLL interpolants,
hence leading to the exactly diagonal mass matrix.
Based upon GLL quadrature, integrals over the volume elements Ωe of a function
f are expressed as∫
Ωe
f(x)d3x =
∫ 1
−1
∫ 1
−1
∫ 1
−1
f(x(ξ, η, ζ))Je(ξ, η, ζ)dξ dη dζ ≈
n∑
α,β,γ=0
ωαωβωγf
αβγJαβγe ,
(2.32)
where Jαβγe =Je(ξα, ηβ, ζγ), and ωα > 0, α=0,..,n, denote the n+1 weights of the GLL
integration points, that are numerically estimated (Canuto et al. (21), 1988).
Similarly, the integrals over the surface element Γb of the absorbing boundary may
be written as∫
Γb
f(x)d2x =
∫ 1
−1
∫ 1
−1
f(x(ξ, η))Jb(ξ, η)dξ dη ≈
n∑
α,β=0
ωαωβf
αβJαβb , (2.33)
where Jαβb =Jb(ξα, ηβ).
Other authors (e.g., Priolo et al. (166), 1994; Seriani (176), 1988) use an implemen-
tation of SEM based upon Chebyshev polynomials. The Gauss-Lobatto-Chebyshev
(GLC) integration rule is exact for the chosen polynomial basis; the GLL quadrature,
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instead, is exact only for polynomials of degree 2n-1, thus, never exact in SEM1. More-
over, the GLC points and weights can be analytically determined. However, in this case
the advantage of a diagonal mass matrix is lost (e.g., Komatitsch et al. (110), 2005).
2.2.4 Global system time-marching
In the previous section we have defined the basis functions for wavefield interpolation
and the numerical integration rule used by SEM. At this point, the equation of mo-
tion 2.17 in weak formulation may be discretized at the elemental level. In order to
approximate the term on the left hand side, i.e., the mass matrix, we firstly expand
the displacement vector s and the test vector w using the polynomial representation in
2.29
s(x(ξ, η, ζ), t) ≈
3∑
j=1
xˆ j
n∑
σ,τ,ν=0
sσ,τ,νj (t)lσ(ξ)lτ (η)lν(ζ) , (2.34)
w(x(ξ, η, ζ)) =
3∑
i=1
xˆ i
n∑
α,β,γ=0
wαβγi lα(ξ)lβ(η)lγ(ζ) . (2.35)
Since both the displacement and the test vectors are expressed in terms of the same basis
functions, the SEM is a so-called Galerkin method. Next, using the GLL quadrature
rule in 2.32 and the expressions of s and w in 2.34 and 2.35, the mass matrix on
hexahedral elements Ωe may be written as (e.g., Komatitsch & Tromp (100), 1999)∫
Ωe
ρw · ∂2t s d3x =
∫ 1
−1
∫ 1
−1
∫ 1
−1
ρ(x(ξ))w(x(ξ)) · ∂2t s(x(ξ), t)Je(ξ)d3ξ
≈
∑
α,β,γ
ωαωβωγJ
αβγ
e ρ
αβγ
3∑
i=1
wαβγi s¨
αβγ
i (t) ,
(2.36)
where ραβγ=ρ(x(ξα, ηβ, ζγ)), and a dot indicates differentiation with respect to time.
The density ρ may be different at each gridpoint, thus SEM can implement fully hetero-
geneous media. It is worth noting that the weak equation 2.17 holds for any test vector
w. Therefore, one can independently set factors of wαβγ1 , w
αβγ
2 and w
αβγ
3 equal to zero,
which results in independent equations for each component of acceleration s¨αβγi (t) at
grid point (ξα, ηβ, ζγ). As a consequence of 2.36, the value of acceleration at each point
of a given element, s¨αβγi (t), is simply multiplied by the factor (ωαωβωγJ
αβγ
e ραβγ), that
1In SEM, integrands are of degree 2n, since they involve products of two polynomials of degree n,
the displacement and the test function.
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is, the elemental mass matrix is exactly diagonal. This is one of the key points of
SEM, and the main reason of the choice of Lagrange interpolation at GLL points in
conjunction with GLL numerical quadrature (section 2.2.3).
Similarly to equation 2.36, the other terms in 2.17, i.e., the stiffness matrix, the
source term and the integral over the absorbing model boundary, may be written in
a discrete form. Explicit expressions of these terms at the elemental level, by using
expansions in 2.34 and 2.35, the GLL integration rule and the constitutive relationships
in section 2.1.1, are thoroughly reported e.g. in Komatitsch & Tromp (100) (1999).
As previously shown, in a SEM the volume is subdivided into hexahedral elements,
and the functions are interpolated at the GLL integration points within each element.
Neighboring hexahedra share points on their sides, faces and corners. Thus, one needs
to determine a mapping between the gridpoints that define an element, the local points,
and the collective points of the system, the global points, many of which are shared
amongst different elements. This can be accomplished by using finite-element routines
(e.g., Komatitsch et al. (110), 2005).
The next step requires to sum up, at each point of the global mesh, the contribu-
tion from all the elements that share a common global gridpoint. This stage is called
the assembly of the system and involves exchange of information between neighboring
elements.
One of the main advantages of SEM is that it can be easily implemented on parallel
computers, that drastically reduces the computational costs. To this purpose, the mesh
is subdivided into slices of elements, each of which is assigned to a different processor.
The distribution is accomplished by a partitioner (such as SCOTCH, Chevalier & Pel-
legrini (37), 2008) and is based upon a load-balancing logic (e.g., Peter et al. (160),
2011), i.e., the mesh is partitioned such that each processor involved in the calculation
performs roughly the same number of operations per time step. The standard way of
programming such parallel machines with distributed memory is to use a message pass-
ing methodology, that is based upon the Message Passing Interface (MPI) (e.g., Gropp
et al. (80), 1994)1. In this context, the assembling of the system requires that, at each
time step, the values of the forces, computed separately on each element, are summed
at common gridpoints shared by elements of adjacent slices. Thus, it involves commu-
nication between distinct CPUs, that is a very expensive process on parallel computers.
1More details on parallel implementation of SEM may be found in, e.g., Peter et al. (160) (2011).
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The use of a particular time scheme can help in reducing the computational load, as
shown in what follows.
After assembling, the differential equation that governs the global system may be
deduced. Let us define the global displacement vector U ; its components are the dis-
placement vector at all the global grid points, classically referred to as the global de-
grees of freedom of the system. The corresponding global test vector is denoted by
W . Moreover, from the elemental form of each term of equation 2.17 (e.g. 2.36), one
can construct, respectively, the global mass matrix M , the global stiffness matrix K ,
the source term F for the global system and the global absorbing boundary matrix C
(e.g., Komatitsch & Tromp (100), 1999; Komatitsch & Vilotte (104), 1998). All these
terms combine into the second-order ordinary differential equation that governs the
time evolution of the global system:
M U¨ = −KU + F −CU˙ . (2.37)
Since the elemental mass matrix is diagonal, after the assembly of the system, also the
global mass matrix M results to be diagonal.
As mentioned above, one can take full advantage of a diagonal global mass matrix by
using a fully explicit second-order finite-difference time scheme to march the differential
equation 2.37. This scheme is a particular case of a more general Newmark one (Hughes
(83), 1987) and is conditionally stable, i.e., for a given mesh and a given model there
exists an upper limit on the time step above which the calculations become unstable.
The Courant number of the integration scheme may be defined as C = ∆t(v/∆h)max,
where ∆t is the time step, and (v/∆h)max is the maximum ratio between the P-wave
speed and the grid spacing ∆h. The Courant stability condition (Courant et al. (47),
1928) requires that C ≤ Cmax, where Cmax is the maximum Courant number. This
means that the time step should not be chosen higher than an upper limit:
∆t ≤ Cmax
(
∆h
v
)
min
. (2.38)
Based upon a heuristic rule, Cmax is roughly equal to 0.3 or 0.4 for irregular meshes
and heterogeneous media (e.g., Komatitsch et al. (110), 2005). Thanks to this explicit
time scheme, the SEM algorithm implemented in a parallel machine mostly consists
of small local calculations, performed by each processor on the elements of the slice
it carries. Instead, the most expensive phase, i.e., the communication between CPUs
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required at each time step, represents only a small fraction of the computation time,
as desirable.
For anelastic media, the strong form of the memory-variable equation 2.8 is solved
separately for Rl by using a modified second-order Runge-Kutta scheme in time (Car-
cione (23), 1994; Komatitsch et al. (110), 2005).
To conclude, concerning the accuracy of the method, in a SEM this is controlled by
both the grid spacing ∆h in the mesh, and by the degree n of the Lagrange polynomials
used to represent functions on elements. On the contrary, in a classical FEM, functions
are expressed in terms of low-degree polynomials (section 2.2.3), thus only the element
size is relevant to adjust the accuracy. In the SEM, the following heuristic rule can
be used to choose the average grid spacing ∆h for a given polynomial degree n (e.g.,
Komatitsch et al. (110), 2005):
∆h = λmin
n+ 1
f(n)
= T0 vmin
n+ 1
f(n)
, (2.39)
where f(n) describes the average number of grid points per minimum wavelength λmin
in an element and depends on n; T0 is the minimum period that one seeks to resolve,
and vmin is the minimum wave speed in the element1. Thus, in order to obtain accurate
results, for n=4, ∆h should be chosen such that f(n) is roughly equal to 5.
Based upon equation 2.39, the numerical stability condition 2.38, that defines the
choice of the time step in the time scheme for SEM, may be rewritten as
∆t ≤ Cmax T0 vmin
vmax
n+ 1
f(n)
. (2.40)
2.3 Adjoint methods
2.3.1 General formulation of the inverse problem
As introduced in section 1.1, the objective is to minimize a measure of the misfit
between a set of observed data and a corresponding set of synthetics computed for a
model m. Several choices are possible for the misfit function F (m), depending on the
chosen measure of the misfit between the two time series, for example a least-squares
1This is the S-wave speed for elements inside the model and the surface-wave speed for elements
at the free surface (Komatitsch et al. (110), 2005).
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waveform difference (section 2.3.2) or a travel time difference (section 2.3.3). The
model vector m contains, for example, the values of structural and source parameters
and we seek to determine a model correction δm which leads to a minimum of the misfit
function F (Nolet (147), 1987; Tarantola (193), 2005). The quadratic approximation
of F (m+δm) may be written (e.g., Tape et al. (187), 2007) 1:
F(m + δm) ≈ F(m) + g(m)T δm + 1
2
δmT H(m)δm , (2.41)
where the gradient vector, evaluated at m, i.e. the first derivative of the misfit function
or Fre´chet derivative, is
g(m) =
∂F
∂m
∣∣∣∣
m
, (2.42)
and the Hessian matrix, evaluated at m, is defined in terms of the second derivatives
of the misfit function by
H(m) =
∂2F
∂m∂m
∣∣∣∣
m
. (2.43)
The gradient of equation 2.41 with respect to δm is
g(m + δm) ≈ g(m) + H(m)δm , (2.44)
which can be set equal to zero to obtain the model correction δm that minimizes 2.41:
H(m)δm = −g(m), (2.45)
δm = −H−1(m) g(m) . (2.46)
An updated model m+δm can be obtained with or without the Hessian H. As intro-
duced in section 1.1, approaches to solve the inverse problem that can access to both
gradient and Hessian are called Newton methods; this is generally the case of classical
traveltime tomography, that is based upon equations 2.45 - 2.46. Considering complex
3D heterogeneous models, only the calculation of the gradient in 2.42 is feasible; then
one needs to solve the inverse problem using iterative gradient-based approaches, e.g.
the steepest descent or conjugate gradient methods, as in adjoint tomography (e.g.,
Tape et al. (187, 189), 2007, 2010).
1It comes from the Taylor series expansion of a function f(x0+δx) about a point x0 by substituting
x0 → m and δx→ δm
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In this work, we are interested in iteratively improve an initial 3D velocity model
for central Italy lithosphere by using an adjoint approach and a steepest descent algo-
rithm to minimize traveltime differences between observed and synthetic waveforms. In
order to introduce the general basic formulation of the adjoint methods, I will start by
considering a waveform tomography (section 2.3.2). Then, in section 2.3.3, I will dis-
cuss traveltime tomography based upon the adjoint approach, highlighting connections
and differences with respect to a classical traveltime tomography based upon finite-
frequency kernels. Other choices for the misfit function are discussed, e.g., in Tromp
et al. (197) (2005), leading to different tomographic approaches.
2.3.2 Waveform tomography and general adjoint equations
Following Tromp et al. (197) (2005), in waveform tomography one can choose to mini-
mize a waveform misfit function defined in terms of the least-squares difference between
three-component waveform data d(xr,t) and the corresponding synthetics s(xr, t,m)
for a given model m (Nolet (147), 1987):
F (m) =
1
2
N∑
r=1
∫ T
0
||s(xr, t,m)− d(xr, t)||2 dt , (2.47)
where xr, r=1,...,N , are the coordinates of the N receivers, and the model vector m
consists of M components. The data d and synthetics s are assumed to be processed,
i.e. they have been already windowed and filtered on the time window [0, T ]. The misfit
function 2.47 may include the uncertainties associated to the differences between data
and synthetics, that give rise to a data covariance matrix CD (refer to section 2.3.4).
We do not include this weighting for sake of simplicity. In addition, norms other than
L2 may be introduced (Crase et al. (48), 1990).
The variation of the waveform misfit function 2.47 due to a model perturbation δm
is given by
δF (m) =
N∑
r=1
∫ T
0
[s(xr, t,m)− d(xr, t)] · δs(xr, t,m) dt , (2.48)
where δs is the perturbation in the displacement field s due to δm. A generic anisotropic
model may be described in terms of the density ρ and the fourth-order elastic tensor
c with components cjklm; the corresponding perturbations are, respectively, δρ and
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δcjklm. Using index notation, the i-th component of the perturbed displacement δs,
based upon the Born approximation (Hudson (82), 1977; Wu & Aki (206), 1985), may
be written as (e.g., Tromp et al. (197), 2005):
δsi(x, t) = −
∫ t
0
∫
V
[
δρ(x′)Gij(x,x′; t− t′) ∂2t′sj(x′, t′)
+ δcjklm(x′) ∂′kGij(x,x
′; t− t′) ∂′lsm(x′, t′)
]
d3x′ dt′ ,
(2.49)
where V is the model volume, Gij are the components of the Green’s tensor and from
here on we neglect the dependence on m. Substituting 2.49 in 2.48 we obtain
δF = −
N∑
r=1
∫ T
0
[si(xr, t)− di(xr, t)]
∫ t
0
∫
V
[
δρ(x′)Gij(xr,x′; t− t′) ∂2t′sj(x′, t′)
+ δcjklm(x′) ∂′kGij(xr,x
′; t− t′) ∂′lsm(x′, t′)
]
d3x′dt′dt . (2.50)
One can introduce the field
Φk(x′, t′) =
N∑
r=1
∫ T
t′
Gik(xr,x′; t− t′) [si(xr, t)− di(xr, t)] dt , (2.51)
that, using the reciprocity of the Green’s tensor (Aki & Richards (3), 1980; Dahlen &
Tromp (51), 1998)
Gik(xr,x′; t− t′) = Gki(x′,xr; t− t′) , (2.52)
and reversing time by substituting t → T − t, may be rewritten as
Φk(x′, t′) =
N∑
r=1
∫ T−t′
0
Gki(x′,xr;T − t− t′) [si(xr, T − t)− di(xr, T − t)] dt . (2.53)
At this point, one can define the function
f †i (x, t) =
N∑
r=1
[si(xr, T − t)− di(xr, T − t)] δ(x− xr) , (2.54)
that can be thought as the source of a so-called adjoint field in waveform tomography,
i.e. it is the waveform adjoint source, constructed by considering the time-reversed
differences between data and synthetics located at each receiver as N simultaneous
point sources. Thus, using 2.54, the field in 2.53 may be written as
Φk(x′, t′) =
∫ T−t′
0
∫
V
Gki(x′,x;T − t− t′)f †i (x, t) d3x dt , (2.55)
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and, by using the standard Green’s function approach, one can finally introduce the
waveform adjoint field s† generated by the waveform adjoint source 2.54
s†k(x
′, t′) =
∫ t′
0
∫
V
Gki(x′,x; t′ − t)f †i (x, t) d3x dt , (2.56)
that is related to 2.55 by
Φk(x′, t′) = s
†
k(x
′, T − t′) . (2.57)
The adjoint wavefield s† is, thereby, generated based upon time-reversed signals at the
stations and, in general, it must satisfy all the same equations as the regular forward
displacement field s (section 2.1.2), except for the fact that adjoint quantities are now
involved in the equations 1. In particular, s† is obtained by solving the adjoint seismic-
wave equation
ρ ∂2t s
† = ∇ ·T† + f † , (2.58)
where the adjoint stress is given by (compared to 2.1)
T† = c : ∇s† , (2.59)
or for the anelastic case (compared to 2.6, 2.8, 2.10)
T† = cU : ∇s† −
L∑
l=1
R†l , (2.60)
with
∂tR
†
l = −(R†l − δµlD†)/τσl , (2.61)
D† =
1
2
[∇s† + (∇s†)T ]− 1
3
(∇ · s†) I . (2.62)
As shown above, the main difference, comparing 2.11 and 2.58, is that the regular field
s is determined by the source term f , that represents the earthquake (equations 2.12
or 2.13), whereas the adjoint field s† is generated by the adjoint source f †, that, in
waveform tomography, is given by (from 2.54)
f †(x, t) =
N∑
r=1
[s(xr, T − t)− d(xr, T − t)] δ(x− xr) . (2.63)
1The adjoint equations and the following kernel formulations could have been also explicitly derived
by using a Lagrange multiplier approach as in Liu & Tromp (118), (2006)
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Thus, from 2.63, in waveform tomography the simultaneously back-propagated signals
are time-reversed differences between observed and synthetic waveforms at stations.
In other tomographic approaches, different signals are sent back (see section 2.3.3 for
adjoint traveltime tomography), thus f † has different forms other than 2.63, however
2.58 - 2.62 must hold in general. Finally, the set of adjoint wave equations needs to
satisfy the initial conditions
s†(x, 0) = 0, ∂ts†(x, 0) = 0 , (2.64)
the boundary condition at the free surface
nˆ ·T† = 0 , (2.65)
and, at solid-solid boundaries, both adjoint traction nˆ · T† and adjoint displacement
s† must be continuous, whereas at fluid-solid boundaries adjoint traction nˆ · T† and
normal component of adjoint displacement nˆ · s† must be continuous.
With the definition of the adjoint wavefield 2.56, the variation of the misfit function
2.50 can be rewritten as (following e.g. Tromp et al. (197), 2005)
δF =
∫
V
(
Kρ(x) δ ln ρ(x) +Kcjklm(x) δcjklm(x)
)
d3x , (2.66)
where δcjklm denotes perturbations in the elastic tensor and δlnρ is more precisely
δln(ρ/ρ0) = δρ/ρ, i.e., the relative perturbation in density with ρ0 a scaling param-
eter. Equation 2.66 shows a key point, i.e., in an adjoint tomographic inversion (as
in Talagrand & Courtier (185) (1987) for general formulation of adjoint methods), the
variation of the misfit function may be rewritten as a volume integral, which involves
the model perturbations and 3D kernels, that are the Fre´chet derivatives of F with
respect to model parameters (see also section 2.3.3).
For the density and the elastic tensor the waveform misfit kernels are, respectively:
Kρ = − ρ
∫ T
0
s†(T − t) · ∂2t s(t) dt , (2.67)
Kcjklm = −
∫ T
0
†jk(T − t) lm(t) dt , (2.68)
where lm and 
†
jk denote elements of the strain and adjoint strain tensors. Here and
in what follows we have neglected the dependence on x to avoid clutter.
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For an isotropic model, based upon relationship 2.2, equation 2.66 becomes
δF =
∫
V
(Kρ δlnρ+Kµ δlnµ+Kκ δlnκ) d3x , (2.69)
where the isotropic misfit kernels Kµ and Kκ are the Fre´chet derivatives with respect
to relative shear and bulk modulus perturbations, respectively:
Kµ = − 2µ
∫ T
0
D†(T − t) : D(t) dt , (2.70)
Kκ = − κ
∫ T
0
[
∇ · s†(T − t)
]
[∇ · s(t)] dt , (2.71)
with D given by 2.10 and D† given by 2.62.
Alternatively, in the isotropic case, one can use the relationship between (κ, µ, ρ)
and the compressional and shear wave speeds vp and vs, to express δF as a function of
the compressional and shear wave speed kernels Kα and Kβ, respectively (e.g., Tromp
et al. (197), 2005)
δF =
∫
V
(
K ′ρ δlnρ+Kα δlnvp +Kβ δlnvs
)
d3x , (2.72)
where
K ′ρ = Kκ +Kµ +Kρ , Kα = 2
(
κ+ 43µ
κ
)
Kκ , Kβ = 2
(
Kµ − 43
µ
κ
Kκ
)
.
(2.73)
Another possible parametrization for isotropic models is to use bulk sound wave speed
vb =
√
κ/ρ, shear wave speed vs and density ρ (Tarantola (191), 1987), since vb and vs
are independent combinations of the bulk and shear moduli κ and µ (e.g., Tape et al.
(189), 2010). As shown in section 4.2.1, in our tomographic inversion we will use vp
and vs; in future developments of this work we could try to use vb.
It is worth noting that all the kernels in 2.66, 2.69 and 2.72 are obtained based
upon the interaction between the regular wavefield s and the adjoint wavefield s†, as
introduced in section 1.1. Thus, for each event, the so-called event kernels are directly
constructed by performing one simulation for the regular field, which propagates for-
ward in time from source to stations, and one simulation for the adjoint wavefield, which
propagates in reverse time from stations to source and is generated by simultaneous
adjoint sources at receivers. So-called misfit kernels are obtained by simply summing
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the event kernels for all the considered events and they represent the overall sensitivity
to the model perturbations, highlighting where the current model needs to be modified
to minimize the misfit between data and synthetics.
2.3.3 Traveltime adjoint tomography
In chapter 4 we will perform a traveltime tomography for central Italy using the SEM
for wavefield simulations and the adjoint method for the inversion. Thus, we are firstly
interested in minimizing the traveltime differences between data and synthetics. Future
developments of this work may include, as well, minimization of an amplitude misfit
function defined, e.g., in Tromp et al. (197) (2005).
Analogously to waveform tomography (section 2.3.2) and following Tromp et al.
(197) (2005) and Tape et al. (187) (2007), we begin by defining a traveltime misfit
function given, for example, by
F (m) =
1
2
N∑
r=1
[
T obsr − Tr(m)
]2
, (2.74)
where T obsr is the observed traveltime for the r-th source-receiver pair, and Tr(m) the
corresponding predicted traveltime for the model m. Thus, the misfit function 2.74 is
expressed in terms of the cross-correlation traveltime difference
∆Tr = T obsr − Tr(m) , (2.75)
that represents the measure of the misfit between data and synthetics chosen in this
case of a traveltime tomography. A negative value of 2.75 corresponds to a delay in the
synthetic arrival whit respect to the recorded arrival (Tape et al. (187), 2007). Another
possible measurement in such a tomographic approach may be a frequency-dependent
multitaper traveltime difference that leads to a multitaper traveltime misfit function, as
shown in section 4.6.1. In a more general formulation, the misfit 2.74 may be weighted
based upon the uncertainties on the considered measurements, as reported in section
2.3.4 and 4.6.1.
The variation of 2.74 due to a model perturbation δm is given by
δF = −
N∑
r=1
∆Tr δTr , (2.76)
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where δTr is the theoretical traveltime perturbation. As in a classical traveltime tomog-
raphy based upon finite-frequency kernels (e.g., Luo & Schuster (121), 1991; Marquering
et al. (131), 1999; Dahlen et al. (49), 2000), the variation δTr may be related to the
i-th component of the perturbed displacement, δsi, due to δm, by writing:
δTr =
1
Mr
∫ T
0
wr(t)∂tsi(xr, t)δsi(xr, t) dt , (2.77)
where wr denotes the cross-correlation window, and Mr the normalization factor
Mr =
∫ T
0
wr(t)si(xr, t)∂2t si(xr, t) dt . (2.78)
One can substitute in 2.77 the Born approximation introduced for waveform tomogra-
phy (equation 2.49), obtaining
δTr = − 1
Mr
∫ T
0
wr(t)∂tsi(xr, t)
∫ t
0
∫
V
[
δρ(x′)Gij(xr,x′; t− t′) ∂2t′sj(x′, t′)
+ δcjklm(x′) ∂′kGij(xr,x
′; t− t′) ∂′lsm(x′, t′)
]
d3x′dt′dt . (2.79)
Then, using the reciprocity in 2.52, one can define the traveltime (cross-correlation)
adjoint source
f¯ †i (x, t) =
1
Mr
wr(T − t)∂tsi(xr, T − t)δ(x− xr) , (2.80)
which generates the traveltime adjoint wavefield 1
s¯†j(x
′,xr, T − t′) = 1
Mr
∫ T−t′
0
Gji(x′,xr;T − t− t′)wr(T − t) ∂tsi(xr, T − t) dt . (2.81)
Compared to the waveform adjoint source 2.54, equation 2.80 refers to a single source-
receiver pair r and it is independent of the measurements considered in this case, i.e.,
the traveltime differences. Moreover, the time-reversed signal that generates the adjoint
filed at a given station is the i-th component of synthetic velocity at that station, ∂tsi.
Given the adjoint field 2.81, the traveltime perturbation in 2.79, for an isotropic case,
may be rewritten as
δTr =
∫
V
(
K¯ρ δlnρ+ K¯µ δlnµ+ K¯κ δlnκ
)
d3x , (2.82)
1The volume integral in 2.56 gives rise to the dependence of s¯†j on xr by using the properties of the
delta function in 2.80.
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with
K¯ρ(x,xr) = − ρ(x)
∫ T
0
s¯†(x,xr, T − t) · ∂2t s(x, t) dt , (2.83)
K¯µ(x,xr) = − 2µ(x)
∫ T
0
D¯†(x,xr, T − t) : D(x, t) dt , (2.84)
K¯κ(x,xr) = − κ(x)
∫ T
0
[
∇ · s¯†(x,xr, T − t)
]
[∇ · s(x, t)] dt , (2.85)
where D¯† is the traveltime adjoint strain deviator associated with s¯†. Alternatively,
using (vp, vs, ρ) parametrization, one can rewrite (neglecting dependence on x and xr)
δTr =
∫
V
(
K¯ ′ρ δlnρ+ K¯α δlnvp + K¯β δlnvs
)
d3x , (2.86)
where
K¯ ′ρ = K¯κ + K¯µ + K¯ρ , K¯α = 2
(
κ+ 43µ
κ
)
K¯κ , K¯β = 2
(
K¯µ − 43
µ
κ
K¯κ
)
.
(2.87)
Equations 2.82 and 2.86 show that the traveltime variation can be recast from an
integral over a time window wr (eq. 2.79) to a volume integral involving 3D kernels.
In particular, these equations can be rewritten as the following general relationship
δTr =
∫
V
K¯r δlnm d3x , (2.88)
that corresponds to the finite-frequency traveltime expression derived by Zhao et al.
(210) (2000) and Dahlen et al. (49) (2000) in classical traveltime tomography. In 2.88
δlnm = δm/m denotes the generic relative perturbation of model parameters; K¯r
is the corresponding finite-frequency kernel, that, as highlighted by the subscript r,
is specific for a given source-receiver pair, i.e. it reflects how a specific measurement
in a seismogram, for a given source-receiver combination, ”sees” the Earth model.
Marquering et al. (131) (1999) called these kernels banana-doughnut kernels, due to
their shape. The kernels derived so far (eqs. 2.83 - 2.85, 2.87) can be thought as
the analogous, in adjoint tomography, of the “classical” banana-doughnut kernels, and
they need to be constructed for each source-receiver pair via the interaction between
the regular and the adjoint field.
As introduced in section 1.1, in realistic 3D problems, the calculations required
to obtain all the banana-doughnut kernels increase dramatically and would become
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almost unaffordable. However, one of the key points of the adjoint approach is that
it is based upon the calculation of so-called event and misfit kernels, that, formally,
may be constructed as sums of banana-doughnut kernels (eqs. 2.90 - 2.92 below), but,
in practice, they are directly obtained from a single adjoint calculation for each event;
thus, it is not necessary to calculate the banana-doughnut kernels for each source-
receiver pair, as shown in what follows. Note that for waveform adjoint tomography
in section 2.3.2, we have directly introduced the misfit kernels, whereas for traveltime
adjoint tomography, we started by introducing the banana-doughnut kernels in order
to draw connections with a classical finite-frequency traveltime tomography.
In order to introduce the mentioned misfit kernels, by substituting equation 2.86
in 2.76, one can obtain the variation of the traveltime misfit function in terms of 3D
kernels (e.g., Tromp et al. (197), 2005)
δF =
∫
V
(
K ′ρ δlnρ+Kα δlnvp +Kβ δlnvs
)
d3x , (2.89)
where, in this case, K ′ρ, Kα and Kβ are the traveltime misfit kernels and are given by
K ′ρ(x) = −
N∑
r=1
∆Tr K¯ ′ρ(x,xr) , (2.90)
Kα = −
N∑
r=1
∆Tr K¯α(x,xr) , (2.91)
Kβ = −
N∑
r=1
∆Tr K¯β(x,xr) . (2.92)
Thus, the kernels 2.90 - 2.92, formally, are weighted sums of the banana-doughnut ker-
nels in 2.87 over all the source-receiver combinations r, with weights represented by the
corresponding traveltime difference ∆Tr for the r-th pair. Hence, these kernels include
an explicit dependence on the data, i.e. on the traveltime measurements, whereas the
banana-doughnut kernels are data independent. More generally one can write
δF =
∫
V
K δlnm d3x , (2.93)
K(x) = −
N∑
r=1
∆Tr K¯r(x,xr) . (2.94)
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In this work (following e.g. Tape et al. (187), 2007), we use the term event kernel
to denote the kernel referred to a single event, i.e., defined as the sum of the banana-
doughnut kernels for an event over all the stations that recorded the event 1. If the sum
of the banana-doughnut kernels is considered over all the source-receiver combinations,
as above, one obtains a misfit kernel, that, in fact, is simply the sum of the event kernels
for all the considered events.
Based upon 2.81, one can now define the combined traveltime adjoint field (e.g.,
Tromp et al. (197), 2005)
s†(x, t) = −
N∑
r=1
∆Tr s¯†(x,xr, t) , (2.95)
that is generated by the combined traveltime adjoint source
f †i (x, t) = −
N∑
r=1
∆Tr
1
Mr
wr(T − t) ∂tsi(xr, T − t) δ(x− xr) . (2.96)
Thereby, to construct the adjoint field, each component of every receiver transmits si-
multaneously its signals in reverse time as fictitious sources (for traveltime tomography,
the time-reversed predicted velocity in the time window wr), each of which is located
at the receiver and is weighted by the corresponding measurement ∆Tr. Thus, the key
point is that now the adjoint source incorporates the measure of the misfit between
data and synthetics, and, by using 2.96, the misfit kernels 2.90 - 2.92 can be directly
calculated based upon only two simulations for each event, one involving the field s
and the other one to propagate the adjoint field s† and to back-reconstruct s. It is
worth noting that, as we will show in section 2.3.4, the misfit kernels represent, in fact,
the gradient of the misfit function necessary for the inversion, provided suitable basis
functions have been introduced.
Figure 2.2, excerpt from Tape et al. (187) (2007), shows how a simple event kernel for
a single source-receiver pair is constructed from the interaction between forward and
adjoint fields, highlighting, then, the region of the model where data and synthetics
differ.
To conclude this section, the key points of the adjoint approach are summarized in
what follows, based upon the previous sections and, e.g., Tromp et al. (198) (2008).
1The expression of an event kernel is analogous to 2.94 provided the sum over r refers only to the
stations that recorded the considered event.
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Figure 2.2: Traveltime event kernel - Sequence of interactions between the regular
and adjoint wavefields during the construction of a traveltime cross-correlation event kernel.
The star denotes the source, and the triangle denotes the receiver. Each row represents the
time-step indicated on the left. In this case, with only a single receiver and a uniform model
perturbation, the event kernel resembles a banana-doughnut kernel. The event kernel
is constructed via the interaction between the forward wavefield (first column) and the
adjoint wavefield (second column). The interaction field (third column) is the instantaneous
product of the two wavefields, which is integrated to form the event kernel (fourth column).
The event kernel shows the region of the current model that gives rise to the discrepancy
between the data and the synthetics. Courtesy of Tape et al. (187) (2007).
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• Adjoint tomographic inversions are based upon the calculation of 3D kernels,
that are directly obtained from the interaction between the forward wavefield for
the current model and the adjoint wavefield generated simultaneously at all the
receivers. For each event, the construction of the kernels requires only one simu-
lation for the regular field and one for the adjoint field. The overall misfit kernels,
that highlight where the current model needs to be improved, are obtained by
summing all the event kernels, resulting in the gradient of the misfit function
required to solve the inverse problem (section 2.3.4). Thus, in general, at each
step of the gradient-based minimization procedure, only (3 ∗ Nevents) 3D simu-
lations (with Nevents the number of events) are required (section 4.10), and the
adjoint approach scales linearly only with the number of events, but it is indepen-
dent of the number of the considered receivers, components and measurements.
This is the main advantage with respect to a classical finite-frequency traveltime
tomography, where, instead, a single banana-doughnut kernel for each measure-
ment needs to be calculated. In an adjoint approach this would require a total
of (2Nevents*Nreceivers*Ncomponents*Npicks) simulations, that is computationally
unfeasible for 3D complex models. This issue is avoided by directly calculating
event and misfit kernels. However, the calculation of single banana-doughnut
kernels would allow one to construct, not only the gradient, but also the Hessian
of the misfit function (section 2.3.4), as in a typical Newton method. Since this
is generally not possible in an adjoint tomography for 3D models, gradient-based
procedures need to be used in this tomographic approach and the initial model
is improved by successive iterations.
• In the adjoint method the kernels are calculated on-the-fly by accessing simultane-
ously in memory to both the forward and the adjoint wavefields. This doubles the
required computational memory, but avoids storing the Green’s functions for all
receivers and sources as a function of space and time (e.g., Zhao et al. (211), 2005).
Details on how the kernel calculation is implemented in the spectral-element code
used in this work are discussed in section 2.4.
• The kernels can be calculated for fully 3D heterogeneous models, that incorporate
all the known complexities and that are considered, for example, in regional-scale
seismology or in exploration seismology.
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• In the seismograms recoded by each component of every receiver, for a given
event, a large number of arrivals suitable as measurements can be present. In the
adjoint approach, since it is independent on the number of picks, one is allowed
to consider as much measurements as possible in the inversion, without the need
to identify them. From the interaction between the forward and the adjoint
fields one automatically obtains the 3D sensitivity associated to the pulses in the
seismogram, that is represented by the kernels.
2.3.4 Iterative inversion strategy
To perform a tomographic inversion, as shown in general in section 2.3.1, one needs
to calculate at least the gradient of the chosen misfit function. Thus, we begin by
presenting the general formulations for the gradient and the Hessian in a traveltime
finite-frequency tomography, to discuss, next, how the inverse problem can be solved
in an adjoint tomographic approach.
Suppose to define a set of suitable basis functions Bk, k=1,...,M , in which any
function of the problem can be expanded (e.g., Tape et al. (187), 2007). Thus, the
relative model perturbation δlnm in 2.88 can be discretized based upon the Bk as
δlnm(x) =
M∑
k=1
δ mk Bk(x) , (2.97)
where δ mk, k=1,...,M , are the perturbed model coefficients in 2.45 - 2.46.
Substituting 2.97 in 2.88, one can rewrite the traveltime perturbation as
δTr =
M∑
k=1
δ mkGrk , (2.98)
where
Grk =
∂Tr
∂mk
∣∣∣∣
m
=
∫
V
K¯r Bk d3x , (2.99)
are the elements of the so-called design matrix G and depend on the banana-doughnut
kernels K¯r.
Analogously, by substituting 2.97 in 2.93, the variation of the misfit function be-
comes
δF =
M∑
k=1
δ mk
∫
V
KBk d3x . (2.100)
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Using the definition of the gradient of a misfit function, we then write
δF = g · δm =
M∑
k=1
gk δ mk . (2.101)
Thus, comparing 2.100 and 2.101, we obtain the expression for the elements of the
gradient g
gk(m) =
∂F
∂mk
∣∣∣∣
m
=
∫
V
KBk d3x k = 1, ...,M . (2.102)
This equation is fundamental in view of the adjoint approach, since it shows that
the gradient of the misfit function can be directly constructed based upon the misfit
kernels K (as discussed later in more details). Following the classical approach, instead,
the relationship between the misfit kernels and the banana-doughnut kernels 2.94 is
substituted in 2.102 obtaining
gk(m) = −
N∑
r=1
∆Tr
∫
V
K¯r Bk d3x = −
N∑
r=1
Grk ∆Tr k = 1, ...,M . (2.103)
Defining the vector of the data (that in this case are cross-correlation traveltime mea-
surements) as
d = (∆T1, ...,∆Tr, ...,∆TN )T , (2.104)
the matrix form of the gradient in 2.103 is
g = −GT d , (2.105)
where the dimension of the design matrix G is N x M . More generally, if the traveltime
misfit function is weighted by the uncertainties associated to the traveltime measure-
ments by introducing σ2r in the denominator of 2.74, then, equation 2.105 becomes
g = −GT C−1D d , (2.106)
where the data covariance matrix CD contains the variances σ2r and it is diagonal.
The values of the σ2r will appear in the denominator of the adjoint sources, as well.
Concerning the second derivative of the misfit function, that is the Hessian (eq. 2.43),
its elements are
Hkk′(m) =
∂2F
∂mk′ ∂mk
∣∣∣∣
m
=
∂gk
∂mk′
∣∣∣∣
m
=
N∑
r=1
(
Grk′ Grk −∆Tr ∂
2Tr
∂mk ∂mk′
∣∣∣∣
m
)
.
(2.107)
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The Hessian can be approximated by neglecting the second order terms and considering
only the approximate Hessian given by
H˜kk′(m) =
N∑
r=1
Grk′ Grk k, k
′ = 1, ...,M , (2.108)
and in matrix form
H˜ = GT G . (2.109)
This approximation characterizes the so-called Gauss-Newton methods.
At this point, using the gradient 2.105 and the approximate hessian 2.109, the basic
equation 2.45 of the inverse problem becomes, in a classical approach,
GT G δm = GT d . (2.110)
To determine the model update δm from 2.110 one needs to invert the Hessian (eq.
2.46), but the matrix 2.109 is in general not invertible. Thus, one can construct an
approximate Hessian in the form (e.g., Tape et al. (187), 2007)
H˜γ = GT G + γ2 D , (2.111)
where the damping matrix D (involving the norm, the gradient, or the second derivative
of the model perturbations) and the damping parameter γ allow one to stabilize the
inverse of the Hessian. Thus, finally, the inverse problem can be solved, in principle,
by updating the model m with the perturbation δm calculated from
δm =
(
GT G + γ2 D
)−1
GT d . (2.112)
Our objective is to perform a tomographic inversion based upon an adjoint method,
and, in such an approach, as already introduced in section 2.3.3, the calculation of the
Hessian for 3D models is not feasible. Indeed, it would require the calculation of the
banana-doughnut kernels for all the source-receiver pairs in order to construct the
design matrix G. Our inversion procedure is, thus, based just upon the gradient g
of the misfit function. This gradient, in fact, can be readily computed from the 3D
adjoint misfit kernels by using equation 2.102, instead of constructing G in equation
2.105 as in a classical tomographic approach. In section 2.3.3 we illustrated how the
misfit kernels for traveltime adjoint tomography can be constructed. Now we need to
define the basis functions that are required in the expression of the gradient 2.102. In
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our work, the synthetic waveforms are simulated using the SEM (section 2.2), that
discretizes the wavefields on a grid of Gauss-Lobatto-Legendre (GLL) points. Thus, a
suitable choice would be to use the basis functions embedded in the numerical method
(e.g., Tape et al. (187), 2007), i.e., the Lagrange polynomials defined, at the NGLL GLL
points, by equations 2.20 - 2.21. Each function f(x) in the volume Ω can be expressed
in terms of these basis functions as (see eq. 2.29)
f(x) =
NGLL∑
k=1
fk Lk(x), (2.113)
where fk = f(xk) is the functional value at node xk, and Lk(x) is a global function
Lk(x) =
{
lα(ξ(x, y, z)) lβ(η(x, y, z)) lγ(ζ(x, y, z)) if xk ∈ Ω and k|Ω = (α, β, γ)
0 if xk 6∈ Ω
(2.114)
with lα, lβ, and lγ Lagrange polynomials of degree α, β and γ, respectively. At the
k-th node, considering 2.113, Lk must satisfy the relationship
Lk(xk) = 1 . (2.115)
The functions Lk(x) are orthogonal but not orthonormal. Thus, we can construct
a set of orthonormal basis functions Bk(x) as
Bk(x) = Lk(x)/
√
Vk, (2.116)
where Vk is the volume associated with the k-th node:
Vk =
∫
V
L2k(x) d
3x. (2.117)
Using Bk(x), one can expand, for example, the misfit kernel K(x)
K(x) =
NGLL∑
k=1
K˜kBk(x). (2.118)
The expansion coefficients K˜k are determined by
K˜k =
∫
V
K(x)Bk(x) d3x
=
∫
V
∑
k′
Kk′Lk′(x)Bk(x) d3x
=
∑
k′
Kk′
√
Vk′
∫
V
Bk′(x)Bk(x) d3x
= Kk
√
Vk (2.119)
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where Kk = K(xk) is the value of the misfit kernel at a GLL grid point, and we have
used 2.113, 2.116, and the orthogonality of functions Bk.
Now let us assume we have computed a misfit kernel K(x). Since we are using
SEM, it can be represented in a discrete form using its values K(xk) = Kk at the
NGLL points xk. Thus, comparing equation 2.102 with 2.119, the discrete components
of the gradient of the misfit function are given by
gk = Kk
√
Vk k = 1, ..., NGLL , (2.120)
i.e., one obtains the key result that the value of the gradient at each GLL point xk
in the considered domain is just given by the misfit kernel evaluated at this point,
provided the volume associated to the k-th node is defined.
2.3.4.1 Steepest descent minimization algorithm
In the formulations above we have derived the gradient of the misfit function for the
adjoint approach, but, since the Hessian is not available in this case, equation 2.112
(or, in general, the Newton method 2.46) cannot be used to solve the inverse problem.
Instead, the adjoint method has to be applied in combination with an iterative gradient-
based minimization technique. We choose to use a steepest descent algorithm (e.g.,
Nolet (147), 1987), that is described in what follows.
Based upon the theory presented so far, given an initial model m0, one can calculate
the misfit function F (m0) (e.g., 2.74) from the differences between the data and the
synthetics for model m0 (e.g., 2.75). Based upon these measurements, the sources of
the adjoint wavefield can be constructed (e.g., 2.96), and, for each event, the interaction
between regular and adjoint fields gives rise to the corresponding event kernel. Then,
one calculates the misfit kernels, for the chosen model parametrization (e.g., 2.90 -
2.92), as a sum of the event kernels over all the considered events Ns:
K(x) =
Ns∑
s=1
Ks(x) . (2.121)
The initial gradient of the misfit function,
g0 = g(m0) =
∂F
∂m
∣∣∣∣
m0
, (2.122)
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can be readily computed from the misfit kernels 2.121 by using 2.102 (or, practically,
2.120). It is worth noting that, after calculating the misfit kernels, some regularizations
may be applied, such as a smoothing of the kernels (e.g., Tape et al. (187, 189), 2007,
2010) or a preconditioning (e.g., Tarantola (193), 2005). These aspects will be discussed
in section 2.3.5.
At this point, in the steepest descent method, one sets the search direction to
minimize the initial misfit function equal to minus the initial gradient of the misfit
function. Thus, one defines the steepest descent vector 1
p0 = −g0 , (2.123)
and the first updated model is calculated as
m1 = m0 + αp0 , (2.124)
where α is a positive step length, and one implicitly assumes that the model parameters
have been transformed into log-normalized quantities 2 (Tarantola (193), 2005). Then,
the updated models for the following n iterations of the steepest descent method are
given by
mn = mn−1 + αpn−1 . (2.125)
At each iteration, one needs to recalculate the corresponding misfit function and gra-
dient (thus, the kernels) for the n-th model, and define pn = −gn. If ||pn|| < , with
 a suitable small quantity, then the model of the n-th iteration can be assumed as the
solution of the inverse problem; otherwise, mn is assumed as the new starting model
and one continues iterating by using 2.125 in order to find the updated model that
leads to the minimum of the misfit function.
The gradient of the misfit function gives us the minimization search direction (eq.
2.123). Then, as stated by equation 2.125, to calculate the model update δmn−1 =
αpn−1, required to improve mn−1, one needs to determine the step length α, that
1Note that, if the uncertainties associated to the model parameters are introduced, this gives rise
to a model covariance matrix CM (Tarantola (193), 2005), that is diagonal if the model parameters are
independent from each other. In this case, equation 2.123 becomes p = − gˆ, where the steepest ascent
vector gˆ is calculated from the gradient by using CM , i.e., gˆ = CM g (e.g., Tarantola (193), 2005).
2By labeling the i-th component of the log-normalized model vector m as mi, the corresponding
model parameter denoted by m˜i (e.g., vp or vs) has been transformed so that mi = ln(m˜i/m˜i0), where
m˜i0 is a scaling value for the considered parameter. See section 4.2.1.
45
CHAPTER 2.
quantifies how far one should go, along the search direction, to obtain a minimum of
the misfit function. In order to do so, at each given iteration n, one can perform a line
search by exploring the behaviour of the misfit function at this iteration for different
values of α (e.g., Tarantola (193), 2005). In practice, one should select a subset of
representative events and, fixing the initial model and the vector p to be those of
the previous iteration, one estimates the new models mn for a set of possible values
of α by using 2.125 (see section 4.7.3). For each of these models, the corresponding
misfit function is evaluated. One should find that the values of these misfit functions
substantially describe a parabola as increasing α, thus, one should choose as steplength
value the one that corresponds to the minimum of the misfit. This value is used in
2.125 to determine the new model mn at iteration n.
2.3.4.2 Misfit formulations
To conclude this section, one should present the notation that we use when dealing
with misfit functions (following J. Tromp, pers. com.).
As previously mentioned (section 2.3.3), in an adjoint approach, all the measure-
ments made by comparing data and synthetics can be considered in the inversion. Thus,
for any time window p in the time series, where data and synthetics have a significant
amplitude and match reasonably well, one can estimate a measure of the difference
between the two seismograms and, then, the corresponding misfit function Fp. For a
given set of events Ns, data and synthetics can be compared, for example, in a chosen
period band or for a chosen ground motion component (e.g., radial or transverse or ver-
tical component). Thus, one says that they are compared for a specific category (e.g.,
SH waves on the transverse component) and one can, in general, consider any number
of categories, for a total of Nc categories. The estimated value of the misfit function
based upon all the measurements made for a given event s and a given category c may
be denoted as Fsc, and it is given by
Fsc =
1
Nsc
Nsc∑
p=1
Fp , (2.126)
i.e., it is the sum of all the Fp for each window p, weighted by the total number of
windows Nsc (suitable for a measurement) per event s and category c. Each function
Fp could be weighted by a standard deviation σp and, if the data are fitted to within one
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σp, Fsc ≈ 1. Any type of misfit function can be considered. By using, e.g., the cross-
correlation traveltime misfit function introduced in section 2.3.3 without the factor 1/2
and weighted by the cross-correlation uncertainties σp in each window, Fsc in 2.126 is
given by
Fsc =
1
Nsc
Nsc∑
p=1
(
∆Tp
σp
)2
. (2.127)
An analogous formulation can be obtained by using a multitaper traveltime misfit
function (see section 4.6.1).
By summing over all the events, the misfit function Fc for a given category c is
determined by
Fc =
Ns∑
s=1
ws Fsc , (2.128)
where ws are the weights associated to each event such that
∑Ns
s=1 ws = 1. In principle,
every earthquake should contribute equally to the misfit, thus the weights are all equal
to 1/Ns. If the data are fitted to within one standard deviation, Fc ≈ 1.
Finally, the overall misfit function F is obtained by summing over all the categories
c, thus:
F =
Nc∑
c=1
wc Fc , (2.129)
where wc are the weights associated to each category such that
∑Nc
c=1 wc = 1. If every
category has a similar contribution to the total misfit, the misfit functions Fc should be
approximately equal to each other and the weights associated to each category are all
equal to 1/Nc. Again, if the data are fitted to within one standard deviation, F ≈ 1.
2.3.5 Regularization: preconditioning and smoothing
Before using the kernels to represent the gradient needed in the inversion procedure,
as mentioned in section 2.3.4.1, one can perform some regularizations on these kernels
in order to stabilize and increase the convergence of the inversion procedure.
Preconditioning
One option is to apply a preconditioning to the sum of the event kernels, i.e., to the
misfit kernels defined in 2.121. A possible choice for the preconditioner is a symmetric,
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positive-defined function P (x) given by (Y. Luo, pers. com.)
P (x) =
∫ T
0
∂2t s(x, t) · ∂2t s†(x, T − t) dt . (2.130)
This preconditioner has an expression that is similar to one of the kernels defined
above (cfr. eq. 2.67), except for the second temporal derivative of the adjoint field s†.
As a consequence, during the adjoint calculation, 2.130 can be computed on-the-fly,
together with all the other kernels, from the interaction between the regular and the
adjoint fields. For each event, thereby, we have a corresponding preconditioner P s
and, as the misfit kernels are calculated via 2.121, a combined preconditioner P can be
obtained by summing the P s over all the events Ns
P (x) =
Ns∑
s=1
P s(x) . (2.131)
The preconditioned misfit kernels Kˆ are finally computed by multiplying the misfit
kernels without preconditioning and the inverse of the the preconditioning matrix, i.e.
Kˆ(x) = P−1(x)K(x) . (2.132)
In order to avoid singularities in the inversion of the preconditioner, one usually assigns
a threshold value to P when it is equal to zero. In general, the preconditioning is
observed to reduce the effects of geometrical spreading on the shape of the kernels. The
preconditioned kernels 2.132 can be used in 2.102 to calculate a new preconditioned
gradient, that, used in the inversion procedure, should increase the convergence of the
minimization algorithm (see section 4.7.3 and Fig. 4.7 (d)).
Smoothing
As proposed e.g. by Tape et al. (187) (2007), one can also apply a smoothing to the
misfit kernels (with or without preconditioning). This is accomplished, for example, by
convolving the kernels with a 3D Gaussian function given by
G(x, y, z) =
1[
(2pi)3 σ2x σ2y σ2z
]1/2 exp [−( x22σ2x + y
2
2σ2y
+
z2
2σ2z
)]
. (2.133)
Thus, the smoothed misfit kernel Kˆ is related to the unsmoothed one K by
Kˆ(x, y, z) = K(x, y, z) ∗ G(x, y, z) (2.134)
=
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
K(x′, y′, z′)G(x− x′, y − y′, z − z′) dx′ dy′ dz′ .
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In practice, the kernels are defined over a limited volume, thus 2.134 is rewritten as
Kˆ(x, y, z) =
∫ z2
z1
∫ y2
y1
∫ x2
x1
K(x′, y′, z′)G(x− x′, y − y′, z − z′) dx′ dy′ dz′ , (2.135)
and the convolution is performed at each GLL point in the mesh by using the smoothing
function
G(x, y, z) =
1
N
exp
[
−
(
x2
2σ2x
+
y2
2σ2y
+
z2
2σ2z
)]
. (2.136)
The normalization factor N in 2.136 is given by
N ≡
∫ z2
z1
∫ y2
y1
∫ x2
x1
exp
[
−
(
x′2
2σ2x
+
y′2
2σ2y
+
z′2
2σ2z
)]
dx′ dy′ dz′ , (2.137)
such that ∫ z2
z1
∫ y2
y1
∫ x2
x1
G(x, y, z) dx dy dz = 1 , (2.138)
and N tends to the analytical expression
[
(2pi)3 σ2x σ
2
y σ
2
z
]1/2 of equation 2.133 as the
limits of the integrals tend to ±∞.
The smoothing operation is performed in order to reduce spurious amplitudes of
the kernels in the immediate vicinity of sources and receivers, and to remove artificial
effects due to the presence of short-wavelength unresolved features in the model (see
section 4.7.2). The parameters σ in 2.133 and 2.136 are the half-width of the Gaussian
(for the 3 directions) at a height of e−1/2G(0), thus they control the scalelength of
the smoothing. In the adjoint inversion procedure, σ can be chosen based upon the
shortest wavelength resolved in the simulation, i.e., by taking into account the size
of the elements in the SEM mesh. Thus, the smoothing gives an indication of the
resolution of our model and one can reduce its scalelength as the model improves at
successive iterations.
An alternative approach, not used in this work, is to smooth the model by adding
a damping term to the misfit function (e.g., Akc¸elik et al. (1, 2), 2002, 2003).
2.4 SPECFEM3D Version 2.0 ‘Sesame’
The high-performance computing power is dramatically and quickly increasing. Thus,
it is of crucial importance to develop softwares that are able to exploit these advantages
in order to improve capabilities of simulating seismic wavefields and imaging Earth’s
structure and rupture processes. In this work, we have used the new version, 2.0, of
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the code SPECFEM3D, also called ‘Sesame’ 1, that is presented in details in the user
manual 2 and in Peter et al. (160) (2011). In this section, I will summarize the structure
and the main features of the code that make it to be very well suited to address both
forward and inverse problems in seismology. Moreover, I will highlight the specific
implementation settings used in this thesis.
The code is based upon the spectral-element method presented in section 2.2; thus,
it takes advantage of the powerful characteristics of such a technique, in order to accu-
rately simulate seismic wave propagation in highly complex, 3D heterogeneous media.
In particular, it can be successfully applied to local and regional scale problems, featur-
ing strong velocity contrasts and/or distorted geometries, as shown in Peter et al. (160)
(2011). Moreover, thanks to the implementation of the adjoint method (section 2.3),
in combination with SEM, the software has an essential role in seismic inversion pro-
cedures, since it allows one to simulate adjoint wavefields and to calculate the required
kernels by exploiting the powerful capabilities of the adjoint approach. SPECFEM3D
2.0 is able to work both in (an)elastic and acoustic domains, implementing the cou-
pling conditions between the two, as well. The study of the Earth ‘noise’ can be also
addressed to (Peter et al. (160), 2011), by enabling one to calculate noise sensitivity
kernels (Tromp et al. (200), 2010). However, this tool of the code has not been used in
this work.
Concerning forward simulations of seismic waveforms in the (an)elastic case (in
which we are interested), the weak formulation of the equation of motion 2.11, i.e.
equation 2.17, is solved based on the spectral-element theory presented in section 2.2.
The first crucial step is, thereby, the construction of a high quality mesh for the
considered region. One option is to use the internal mesher in SPECFEM3D, called
meshfem3D. It allows to design relatively simple meshes for layercake models, using an
analytical linear interpolation from the top to the bottom of the mesh (Peter et al. (160),
2011). For more complex geometries with lateral heterogeneities, as in our case, one
can alternatively use the advanced 3D unstructured hexahedral mesh generator CUBIT
(Blacker et al. (17), 1994). Meshes constructed with this external tool can discretize
volumes of arbitrarily complex shapes and they can honor all internal discontinuities in
the model as well as the free surface topography. Moreover, a 3D tomographic model
1freely available at http://www.geodynamics.org/svn/cig/seismo/3D/SPECFEM3D
2see http://www.geodynamics.org/svn/cig/seismo/3D/SPECFEM3D/trunk/doc/USER MANUAL
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of the considered region can be accounted for by using mesh elements of suitable size.
The construction of high quality 3D meshes need to be performed by experts and may
require a very long time. In this work, we used GEOCUBIT1, a Python script collection
based upon CUBIT (Casarotti et al. (24), 2008), to built 3D hexahedral meshes for
central Italy (sections 3.4.2 and 4.2.2), by satisfying the mesh design requirements in
section 2.2.2 and using hexahedral elements with 8 control points. Examples of fully
unstructured hexahedral meshes constructed based on CUBIT are shown in Figure 2.3.
When using meshfem3D, the partition of the mesh into slices, to be assigned to
different processors for the parallel implementation (section 2.2.4), is automatically
performed by the mesher. On the contrary, if the mesh is built by using CUBIT,
then a suitable partioner is required. An example of external partitioner, used in this
work, is the software package SCOTCH (Pellegrini & Roman (158), 1996; Chevalier &
Pellegrini (37), 2008), that allows a load-balanced partitioning of complex meshes on
an arbitrary number of cores. An alternative partitioner able to accomplish these tasks
is METIS (Karypis & Kumar (91), 1998), but SCOTCH is more actively maintained
(Chevalier & Pellegrini (37), 2008) and performs better in many cases (Peter et al.
(160), 2011). An example of mesh partitioning and load-balancing by using SCOTCH
is shown in Figure 2.4.
After meshing and partitioning, the step required before performing the simulations
with SPECFEM3D is to generate mesh databases for each partition (Peter et al. (160),
2011). These databases contain the GLL points (section 2.2.3) for all the spectral el-
ements and they represent an input for the SEM solver. Based upon the considered
models, material properties are assigned to these GLL nodes. In particular, we con-
tributed to develop the code so that any external 3D tomographic model can be read
in and, based upon an interpolation algorithm, the values of model parameters are
attributed to each GLL points.
The last input to run the simulations are the definition of the location of receivers
and the representation of seismic sources. In particular, one can implement a point
source represented by a Gaussian source time function, or a source of finite size de-
scribed as a superposition of Gaussian point sources (e.g., sections 4.3 or 3.4.3, respec-
tively). The parameters required by the code for each point source are the location, the
1freely available at http://www.geodynamics.org/svn/cig/seismo/3D/GEOCUBIT
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(a) (b)
(c) (d)
(e)
Figure 2.3: Mesh examples - (a) Mount St. Helens meshed by hexahedral elements.
The mesh honors surface topography and includes a mesh tripling layer in the middle
of the model. The smallest element size is approximately 280 m. (b) L’Aquila, Italy,
region discretized for high-frequency simulations. The mesh honors surface and Moho
topography and includes two mesh tripling layers. The orange and blue volumes denote
slower and faster than average wavespeeds, respectively (see section 3.4.1 for details). (c)
Salt dome body meshed inside an exploration model for a SEG/EAGE benchmark test.
(d) 3D hexahedral mesh of the asteroid 433-Eros. (e) Arbitrarily-shaped mesh for coupled
solid-fluid simulations involving a coffee cup. Courtesy of Peter et al. (160) (2011).
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Figure 2.4: Mesh partitioning - Mount St. Helens mesh partitioned and load balanced
(by using SCOTCH) to run in parallel on four cores. The four partitions are indicated by
different colors. Courtesy of Peter et al. (160) (2011).
Figure 2.5: SPECFEM3D 2.0 Workflow - Workflow for running spectral-element
simulations with SPECFEM3D Version 2.0 ‘Sesame’. The gray box on top contains the
input elements for the code.
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6 components of the moment tensor and the half duration and origin time of the rup-
ture. At this point, the spectral-element solver performs a numerical integration of the
wave equation, simulating the synthetic waveforms for each of the considered stations.
Fixed the region and the resolution, one does not need to remesh the domain for every
simulation. The main steps in using SPECFEM3D 2.0 are summarized in Figure 2.5.
It is worth noting that the code can also account for the attenuation effects on
wavefields (Savage et al. (172), 2010) based upon the formulation in section 2.1.1 and
using (in our case) three standard linear solids. It can accommodate full 21-parameter
anisotropy, as well (Chen & Tromp (35), 2007). Moreover, SPECFEM3D implements
absorbing conditions at fictitious boundaries of the mesh based upon the formulation
of Clayton & Engquist (44) (1977) and Quarteroni et al. (167) (1998) (see eq. 2.16).
On the contrary, a well load-balanced parallel implementation of the code when using
Perfectly Matched Layer conditions (section 2.1.2) is still challenging (Peter et al. (160),
2011). Finally, in our work we set the code so that the degree of the polynomials used
by SEM to discretize wavefields on elements (section 2.2.3) is equal to 4, thus the edges
of each hexahedral element contain 5 unevenly spaced GLL points (see Fig. 2.1).
As mentioned at the beginning of this paragraph, one can also use SPECFEM3D to
construct the adjoint kernels that are needed to solve the inverse problem. In section
2.3 we showed that these kernels are obtained from the interaction between the regular
displacement field s for the current model and the adjoint field s†, that is generated
simultaneously at all the receivers based upon time-reversed signals. As a consequence,
one needs to access at the same time to both the forward and the adjoint fields, at
instant t and T−t respectively. To this end, using the code SPECFEM3D, it is possible
to run, for any event, a first forward simulation and to save the displacement at the last
time step of this simulation, i.e., the final displacement s(x, T ) 1. Then, the adjoint
simulation for the given event is launched and it involves both the advance of the adjoint
field s†, and the back-reconstruction of the regular field by using s(x, T ) as a starting
point for an integration of s backward in time (e.g., Tromp et al. (197, 198), 2005,
2008). This implies that an adjoint simulation requires almost twice the computational
time of one forward simulation, since it involves both s and s†.
1In general, all the state variables for the last time step are saved, including wavefields of displace-
ment, velocity and acceleration.
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Based upon the procedure above, using SPECFEM3D, one runs, for each event,
one forward and one adjoint simulation, where the input sources are the real event and
the combined source in 2.96, respectively. Hence, from the interaction of s† with the
reconstructed s, both simultaneously carried in memory, the code calculates on-the-fly
the event kernels 2.90 - 2.92 for each event. We contributed to implement additional
routines in the code to obtain the misfit kernels, by summing the event kernels, to
precondition and smooth them, and to perform the model update based upon eq. 2.125.
In general, the code can calculate the kernels for any given pulse in a seismogram,
i.e., it can be also used to calculate the finite-frequency banana-doughnut kernels 2.87
for every selected time window, provided the code receives as input of the adjoint
simulation an adjoint source such as 2.80. Figure 2.6 (excerpt from Peter et al. (160),
2011) shows an example of the elastic, isotropic kernels 2.83-2.85 and 2.87, obtained by
using SPECFEM3D 2.0. Figure 2.7 shows the misfit kernels 2.91 and 2.92 obtained for
central Italy region by summing the event kernels for several events including foreshocks
and aftershocks of the 2009 L’Aquila earthquake (see chapter 4).
Note that, as reported in Tromp et al. (197) (2005), the backward integration of
the regular field s also involves an undoing of the attenuation effects, that is consid-
ered a numerically stable process (Tarantola (192), 1988). Moreover, for models with
absorbing boundaries, one needs to store s(x, t) on these boundaries as a function of
time in order to back-reconstruct s (Gauthier et al. (78), 1986).
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(a) (b)
Figure 2.6: Traveltime phase-specific sensitivity kernels - Fre´chet derivatives for
isotropic parameterizations (a) Kκ, Kµ & Kρ and (b) Kα, Kβ & K ′ρ are compared in a
model of Mount St. Helens using traveltime adjoint sources for the P wave. Shown are
vertical cross sections through the source-receiver (white dots) line and perpendicular to
this line. Courtesy of Peter et al. (160) (2011).
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Kα 
Kβ
Kα , Kβ
Figure 2.7: Traveltime misfit kernels - Fre´chet derivativesKα andKβ of the traveltime
misfit function used in the tomographic inversion for central Italy (sections 4.7.1 - 4.7.2).
They are obtained by summing the corresponding event kernels over all the considered
events and applying some regularizations. The scale is in m−3.
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Chapter 3
SEM simulations of seismic waves
generated by the 2009 L’Aquila
earthquake
3.1 Introduction
The spectral-element method (SEM) represents a very accurate and performant nu-
merical technique (section 2.2). It allows us to simulate seismic wavefields for complex
realistic structures, accounting for all aspects that influence 3D wave propagation, in-
cluded a kinematic description of sources of finite size. Numerous examples of success-
fully SEM applications are present, both for global, regional and local scale problems
(e.g., Komatitsch et al. (110), 2005; Tape et al. (189), 2010; see section 1.1 for more
references). As a consequence, we decided to apply this method to study seismic wave-
forms, that have been generated by the 2009 Mw 6.3 L’Aquila (Italy) mainshock and
that propagated in central Italy. This chapter will discuss the results obtained by
considering a finite fault model, and both 1D velocity profiles (with and without to-
pography) and a more realistic 3D tomographic model for the considered region. The
theoretical formulation of the problem is explained in section 2.2. The SE code used
for the simulations, SPECFEM3D 2.0, has been presented in section 2.4.
The 2009 L’Aquila event offers a great opportunity, by applying SEM in this local
context, to investigate the response of a highly complex realistic medium to a relatively
large earthquake. Our study is one of the first examples that takes into account, in
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the simulations, the complexities of both the kinematic rupture and the heterogenous
structure, and compares the resulting synthetics and the data.
The considered mainshock occurred in a densely populated area of the central Apen-
nines and causes more than 300 fatalities (e.g., Scognamiglio et al. (174), 2010). An
unprecedented amount of high-quality data have been recorded (e.g., Akinci et al. (5),
2010), including seismograms from permanent velocimetric stations and accelerometric
stations (section 3.3).
Moreover, central Italy is characterized by a very complex heterogeneous structure
(section 3.2). Many low velocity areas, mostly in correspondence of sedimentary basins,
feature shallow surface layers, together with remarkable topographic reliefs, that belong
to the central sector of the Apennines. Also the depth velocity profile is highly complex,
with remarkable lateral variations, and the Moho discontinuity features a complicated
topography, generally deeper toward the Adriatic side. Numerous studies are available,
inferring these structure complexities (e.g., Ponziani et al. (163), 1995; Alessandrini
et al. (6), 1995; Chiarabba & Amato (38), 1996; Di Stefano et al. (58, 59, 60), 1999,
2009, 2011; Mele & Sandvol (139), 2003; Li et al. (116), 2007; Chiarabba et al. (39),
2010). Moreover, the SE code allows us to describe this region with meshes of hexa-
hedral elements that incorporate all the known heterogeneities and any type of model
discontinuity. We note that these 3D meshes could enable us to simulate seismic wave-
fields in the region at very high frequencies (up to ∼5 Hz, section 3.4.2).
Several recent studies present results of source inversions performed to infer source
mechanism and rupture process of the Mw 6.3 L’Aquila earthquake (e.g., Cirella et al.
(42), 2009; Atzori et al. (10), 2009; Scognamiglio et al. (174), 2010; Cheloni et al. (34),
2010). Thus, we have at our disposal many valuable information to constrain the source
model. In particular, for this work we use the finite source description of Cirella et al.
(42) (2009), mainly because it was the only one (when we started our work) obtained
by a non-linear joint inversion of both strong motion and GPS data. SPECFEM3D
enables us to study the finite-frequency effects on the wavefield due to a fault of finite
size, that is implemented in the code as a combination of point sources (section 3.4.3).
Finally, implications for seismic hazard assessment are possible from the study of
L’Aquila event. In fact, using SPECFEM3D, one can also construct synthetic peak
ground velocity (PGV) maps, that provide indications of the strong ground shaking
caused by the mainshock (section 3.8).
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The next sections are organized as follows.
• General description of the simulated region and of the 2009 L’Aquila mainshock
(section 3.2).
• Presentation of the analysed seismic data (section 3.3) and of the velocity and
source models used for the SE simulations with SPECFEM3D (section 3.4).
• Discussion of the results obtained from simulations of L’Aquila seismic wavefield
using 1D models with and without the surface topography (section 3.6). This
will highlight the SEM capability of implementing topographic complexities on
synthetic waveforms. Moreover, comparing data and synthetics, it will show
ability and limits of our 1D models in capturing features in the seismograms
related to topography.
• Discussion of the results obtained by using a 3D velocity model, with respect to
a 1D profile (section 3.7). This shows once again that SEM is perfectly suitable
to implement all the complexities that affect realistic wave propagation. More-
over, the importance of considering a 3D structure, together with the limits of
the available velocity and source models, will be presented. An analysis within
different frequency bands, will give an indication of the problem accuracy.
• Presentation of peak ground velocity synthetic estimates based upon both 1D
and 3D velocity models of the region (section 3.8).
3.2 L’Aquila earthquake and the simulated region
On April 6th 2009, at 01:32 UTC, an earthquake with moment magnitude Mw=6.3
occurred in the Abruzzi region, ∼5 km SW from the city of L’Aquila. It ruptured a
normal fault striking NW-SE along the central Apennines axis and dipping at about
50◦ to the SW. The hypocenter location, revised by INGV1,is 42.35◦N, 13.38◦E, with a
depth of 9.5 km. Despite its moderate size, the event caused about 300 casualties and
severe damages in the city of L’Aquila and the surrounding villages.
1http://portale.ingv.it/primo-piano/archivio-primo-piano/notizie-2009/terremoto-6-
aprile/copy of la-sequenza-sismica-dell-aquilano-aprile-2009/
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A sequence of foreshocks started few months before the main event, with the largest
earthquake that occurred on March 30th with Mw=4 (e.g., Scognamiglio et al. (174),
2010). Several aftershocks followed the April 6th event, among them the Mw=5.6 event
of April 7th and the Mw=5.4 event of April 9th are the largest (Fig. 3.1 (b)).
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Figure 3.1: Simulated region and epicentral area of the 2009 L’Aquila event
- (a) Area in central Italy for the study of the wavefield generated by the 2009 L’Aquila
event (red star). (b) Close-up of the black inset in fig.(a) that includes the epicentral area.
Location and focal mechanism of the main event are indicated, together with its foreshocks
(green) and aftershocks in this area.
In this work we are interested in studying the seismic wavefield generated in central
Italy by the L’Aquila mainshock. The considered region features a complex tectonic
structure and evolution (e.g., Malinverno & Ryan (128), 1986; Patacca & Scandone
(154), 1989; Doglioni (61, 62), 1991, 1995; Scrocca (175), 2006), reflected by the high
variability of geologic and geomorphologic patterns. At present, the central sector of the
Apennines chain is characterized by a NE-trending horizontal extension (e.g., Mariucci
et al. (130), 1999; Hunstad et al. (85), 2003; Montone et al. (143), 2004; Li et al. (116),
2007), related to the opening of the Tyrrhenian back-ark basin (e.g., Malinverno &
Ryan (128), 1986). This extensive regime causes the formation of intramountain basins,
such as L’Aquila, Sulmona and Fucino basins, covered by Plio-Quaternary continental
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sediments (e.g., Cavinato & De Celles (26), 1999; Chiarabba et al. (39), 2010, Fig. 2).
Thus, most of the active faults are normal, composing a fault system striking NW-
SE along the Apennines and bounding the basins (e.g., Chiaraluce et al. (40), 2004;
Patacca et al. (155), 2008). In particular, the L’Aquila event epicentral area corresponds
to the upper and middle Aterno valley, with Quaternary lacustrine deposits forming
its basins. The depth of the deposits in this area varies from about 60 m to more than
200 m from the upper to the middle Aterno valley (Bosi & Bertini (18), 1970), and
many evidences of ground motion amplifications have been found (e.g., De Luca et al.
(54), 2005; Akinci et al. (5), 2010). Finally, remarkable topographic ridges characterize
the considered region, such as the Gran Sasso and Maiella massifs to the West and the
Simbruini Mts to the East (e.g., Chiarabba et al. (39), 2010, Fig. 2).
The volume involved in our simulations extends 200 km x 200 km horizontally and
60 km in depth in central Italy, with limits of latitude and longitude, respectively,
(41.10-42.90)◦N and (12.04-14.45)◦E. Figure 3.1 (a) shows the target region, and the
close-up in subfigure (b) represents the area around the L’Aquila mainshock, together
with many of the foreshocks and aftershocks.
To describe the main characteristics of the L’Aquila event we refer to the study of
Cirella et al. (42) (2009). They adopted a fault plane with a strike of N133◦E and a dip of
54◦ to the SW. The strike direction is taken from the results of SAR interferometric data
analysis (Atzori et al. (10), 2009). The dip value is consistent with both the hypocenter
location and the observed surface breakages (EMERGEO (68) Working Group 2010).
In addition, the assumed strike and dip are within the range of values inferred from
moment tensor solutions1. Aftershock distribution and results on GPS displacements
(Anzidei et al. (9), 2009) also contributed to identify the fault geometry.
We rely on the study of Cirella et al. (42) (2009) mainly because their source
inversion involves also seismic strong motion waveforms (together with GPS data).
Moreover, using the inverted model, they also provide synthetic timeseries that can be
compared with our simulations. The principal results of Cirella et al. (42) (2009)’s work
show a heterogeneous distribution of the slip on the fault plane. Two main patches
are evident, a shallow small slip feature, located up-dip from the hypocenter, and
a larger deeper (between 9 and 14 km depth) feature, located southeastward. This
slip distribution is in agreement with the on-fault aftershock pattern and the induced
1http://www.emsc-csem.org
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surface breakages. Moreover, they infer a larger rupture velocity in the up-dip direction
compared to the along-strike direction. This is probably related to a lower velocity layer
imaged by the crustal profile used by Cirella et al. (42) (2009) at depths corresponding
to the largest slip patch. Figure 3.2 (b) shows the fault attributed to the L’Aquila
mainshock, projected on the surface, and the corresponding slip distribution inferred
from the source inversion of Cirella et al. (42) (2009).
Slip max 1.07 mL’AQUILAGRAN SASSO
NW SE(a)
(c) (b)
Figure 3.2: Source model of L’Aquila event - (a) Fault plane viewed from NW. The
red sphere on the plane is the nucleation point, the green squares are the aftershocks of
the following 10 days. Superimposed is the topography (section 3.4.1). (b) Same region
in central Italy as Fig. 3.1 (b) with the fault plane of Cirella et al. (42) (2009) projected
on the surface. The red star indicates the mainshock hypocenter. The colors describe the
on-fault slip distribution inferred by Cirella et al. (42) (2009), the rupture time is shown by
white contour lines (in sec). (c) On-fault rise time distribution (Cirella et al. (42), 2009).
3.3 Data
The Mw 6.3 L’Aquila mainshock has been recorded by a dense network of receivers
(e.g., Akinci et al. (5), 2010). Some of them belong to the Italian National Seismic
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Network (INSN)1, that is managed by Istituto Nazionale di Geofisica e Vulcanologia
(INGV) and consists of more than 250 digital permanent seismic stations with var-
ious characteristics (Amato & Mele (7), 2008). Moreover, there are receivers of the
Mediterranean Very Broadband Seismographic Network MedNet2, that consists of 22
very broadband stations in the Euro-Mediterranean area, 13 of which are located in
Italy (Mazza et al. (138), 2008). In addition, the mainshock has been recorded by
strong-motion stations of the Italian Strong Motion Network (Rete Accelerometrica
Nazionale, RAN)3, that is managed by the Italian Civil Protection (DPC) and consists
of 464 digital accelerometric receivers4.
12˚
12˚
13˚
13˚
14˚
14˚
41˚ 41˚
42˚ 42˚
43˚ 43˚
FMG
ANT
AVZ
CDS
SBC
SPO
MTR
ORC
SUL
LSS
ISR
CLN
GSA
AQUAQ
G
SP
C
AQV AQK
MODR
CERA
NRCA
MA9 
MTCE
CAMP
RMP 
Figure 3.3: Recording stations - For the study of L’Aquila event we consider 7 ve-
locimetric stations of INSN, indicated by violet triangles, and 18 accelerometers (17 of the
RAN and one placed at the MedNet station AQU), indicated by blue triangles. The red
star represents the L’Aquila mainshock.
1http://iside.rm.ingv.it/iside/standard/index.jsp
2http://mednet.rm.ingv.it/data.php
3Data available in the ITACA database http://itaca.mi.ingv.it/ItacaNet/; Luzi et al. (122), 2008.
4http://www.protezionecivile.gov.it/jcms/it/ran.wp
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Among the available stations we selected only those inside the simulated volume in
central Italy (section 3.2). Moreover, we rejected the velocimetric stations that showed
signals saturated due to the immediate vicinity of the mainshock. The final dataset
consists of 7 velocimetric stations of INSN and 17 accelerometric stations of the RAN. In
addition, AQU, one of the very broadband stations of MedNet operated by INGV, was
equipped by an accelerometer; thus, we include in the data the on-scale accelerometric
signal of this station. The total 25 receivers are shown in Figure 3.3, together with the
location of the L’Aquila mainshock.
Including accelerometric stations in the data is very useful when dealing with moder-
ate and large earthquakes, as is the case of L’Aquila mainshock. In fact, these receivers
provide on-scale seismic signals recorded very close to the event, and in other studies
they have been used to estimate source parameters, seismic attenuation and local site
amplification effects (e.g., Cirella et al. (42), 2009; Bindi et al. (16), 2009; Akinci et al.
(5), 2010).
It is worth noting that 13 of the considered 25 stations have been also used in
the source inversion of Cirella et al. (42) (2009). They are 12 accelerometers of the
RAN and the accelerometer placed at the MedNet station AQU. As a consequence,
a preliminary analysis has been performed in our work to compare Cirella et al. (42)
(2009)’s synthetic waveforms and those simulated using SPECFEM3D (section 3.6.1).
This allows us to assess if the source model implemented in our code is consistent with
that obtained by Cirella et al. (42) (2009).
3.4 SEM simulation set up
As described in section 2.4, in order to perform wavefield simulations using the spectral-
element code SPECFEM3D, one needs to define a model for the considered structure
and seismic source. Moreover, a mesh that discretizes the simulation volume has to be
constructed. The following sections present the velocity models (1D and 3D) used for
central Italy (section 3.4.1), the corresponding meshes (section 3.4.2), and the L’Aquila
event source representation (section 3.4.3). Moreover, we highlight the computational
costs associated to both 1D and 3D simulations (section 3.4.4).
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3.4.1 1D and 3D velocity models
Our objective is to accurately simulate the seismic waveforms generated by the 2009
L’Aquila mainshock in the central Italy region. The description of the source, that we
use, relies on the model obtained by Cirella et al. (42) (2009) from a joint inversion of
seismological and GPS data (see section 3.4.3). In that work, they used a 1D velocity
profile to describe the crustal structure in central Italy. As a consequence, we are firstly
interested in studying the L’Aquila earthquake wavefield generated using 1D models.
Next, in order to analyse the mainshock for a more realistic structure, we construct a
3D velocity model to be used in the simulations. Both 1D and 3D models cover the
considered domain, that extends 200 km x 200 km x 60 km in central Italy (see section
3.2 and Fig. 3.1 (a)).
Concerning the one-dimensional description of the structure, in this work we tested
two distinct 1D models for central Italy.
The first profile substantially reproduces the crustal model used by Cirella et al.
(42) (2009). This will allow us to assess if the source description has been properly
implemented in our code (section 3.6.1). Cirella et al. (42) (2009) used several infor-
mation to constrain the crustal structure in the region. In particular, their 1D velocity
model incorporates, in depth, the 1D regional profile of Bagh et al. (11) (2007), based
upon P-wave arrival times, and then a shallow low velocity layer (0-1.5 km depth),
based on the model of Herrmann & Malagnini (81) (2009) from surface wave dispersion
and consistent with well data. Moreover, for stations AQU and AQG they adopted
the specific 1D velocity models obtained from receiver functions (see Cirella et al. (42),
2009). In our work, we consider this model of Bagh et al. (11) (2007) modified to
account for the shallow low velocity layer, and it is represented in Figure 3.4 (vp and
vs profiles labeled by “LVZ”). The profiles from the receiver functions, instead, have
not been incorporated.
It is worth noting that our first 1D model (substantially equal to that in Cirella et al.
(42) (2009)), described above, does not include surface topography and attenuation.
These two sources of complexity, instead, have been incorporated in the second 1D
structure model that we constructed for the study of L’Aquila earthquake. This allows
us to reduce possible amplification effects due to neglecting the attenuation, and, in
particular, it enables us to highlight the effects of the topography on wave propagation
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(section 3.6.2). To construct this second 1D model, the velocity profile is again described
by Bagh et al. (11) (2007)’s modified crustal model used in Cirella et al. (42) (2009) (Fig.
3.4). Next, the surface topography is imported by using Shuttle Radar Topographic
Mission (SRTM) data and modifying the mesh that discretizes the simulated volume
(section 3.4.2). Concerning the attenuation, it can be implemented using the code
SPECFEM3D, as described in section 2.4. Practically, we estimate the quality factor
Q as a function of vs, using the scaling rule in Olsen et al. (151) (2003), that relates Q
and vs by
Q = 0.02 vs . (3.1)
In 3.1 vs is in m/s, and for the constructed 1D model each layer has a constant value of
Q. This can be in the range [40-150], with step of 10, or, for the layer under the Moho
it has been fixed to a very high value (Q = 9000), that represents a bedrock without
attenuation (see also section 3.4.4).
Note that a definition of the mass density values is required by the code in order to
run the simulations. Thus, in both the above described 1D models we use a 1D pro-
file for ρ (with 6 layers, as for vp and vs) provided by Cirella et al. (42) (2009) (Fig. 3.4).
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Figure 3.4: 1D velocity and density profiles - The profiles labeled by “LVZ” are
those used for our 1D velocity models. The density values ρ (in g/cm3) are shown for each
layer. The label “Bagh” indicates Bagh et al. (11) (2007)’s crustal model, “RF” refers to
the receiver function profiles not used in our work. Courtesy of Cirella et al. (42) (2009).
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Central Italy features a complex tectonic structure (section 3.2), thus a simple 1D
model can not account for all the existing lateral heterogeneities and 3D complexities.
Moreover, our spectral-element code is particularly suitable for modeling seismic wave
propagation in complicated realistic structures (section 2.4). Thus, aiming to reproduce
L’Aquila event wavefield as accurately as possible, a 3D model for the region has been
also constructed in this work.
We seek to incorporate all the available information about central Italy structure.
As a consequence, we started by considering the 3D crustal tomographic model ob-
tained by Chiarabba et al. (39) (2010), that was the most recent study in 3D for this
region when we started our work. They inverted body wave arrival times from local
earthquakes (occurred in 2003 and 2004) to infer vp and vp/vs models down to 15-18 km
depth. In addition, to support the reliability of tomographic results and to reconstruct
the entire crustal structure, they used receiver functions of teleseismic waveforms, that
provide constraints also on the vs model. The structure retrieved by Chiarabba et al.
(39) (2010) has strong lateral and vertical heterogeneities. Remarkable features are,
for example, low velocity areas in correspondence and beneath (down to about 8-12
km depth) the main sedimentary basins, such as Fucino and L’Aquila basins, and high
velocity bodies, between about 8 and 16 km depth, beneath the Simbruni Mts and the
Maiella-Gran Sasso thrusts.
The tomography of Chiarabba et al. (39) (2010) is the first component of our 3D
model for central Italy. However, although Chiarabba et al. (39) (2010)’s model already
evidenced shallow low velocity areas in correspondence of the basins, in order to more
accurately describe these features, we also consider the vs30 geotechnical layer from
Michelini et al. (140) (2008). This model defines the vs velocities in the first 30 m
depth, and it is superimposed on the 3D tomography of Chiarabba et al. (39) (2010) in
order to construct our 3D model for central Italy, represented in Figure 3.5. Practically,
a linear interpolation has been performed between the vs30 model and Chiarabba et al.
(39) (2010)’ s velocities, also accounting for the 1D profile in Cirella et al. (42) (2009)
to avoid inconsistent velocity values. Moreover, on the surface the vp/vs ratio has been
fixed at 1.79. Based upon the mesh used for L’Aquila simulations with this 3D model
(section 3.4.2), the minimum values of vp and vs have been set to
vminp = 1000.0 m/s v
min
s = 600.0 m/s . (3.2)
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The 3D model constructed for L’Aquila simulations, as well as the 1D model with
topography, also include a description of the region below the Moho discontinuity.
In particular, for both models, under the Moho depth (defined for central Italy by
Di Stefano et al. (60) (2011)) we consider a homogeneous layer with velocities vp=8000.0
m/s and vs=4444.4 m/s (by fixing vp/vs=1.8; Di Stefano et al. (60), 2011). Moreover,
only for the 3D case, the Moho surface is directly incorporated in the constructed mesh
(section 3.4.2), based upon its topographic model given by Di Stefano et al. (60) (2011).
Concerning the density ρ, for the 3D model its values are estimated from vp using
the quadratic relationship
ρ = 0.025 v2p − 0.055 vp + 2.134 , (3.3)
where ρ is in g/cm3 and vp in km/s. Equation 3.3 has been empirically derived (Magnoni
et al. (126), in prep.) by interpolating gravity data and geological models published
for the Central Apennines by Di Luzio et al. (57) (2009) (see figures 7 (c) and 8 (b)
therein).
Finally, surface topography and attenuation have been implemented in the 3D model
as described above for the 1D profile with topography. In the case of the 3D model,
however, each point of the considered volume (above the Moho) has a different value
of Q, since vs is described by a tomographic structure and not by a layered model.
3.4.2 Meshes
As previously discussed, we are interested in studying wave propagation for the 2009
L’Aquila earthquake both on 1D and 3D models. In order to implement these velocity
structures in our spectral-element code, it is necessary to construct a mesh that dis-
cretizes the considered volume and its material properties (section 2.4). The mesh is
composed of hexahedral elements and a value for every model parameter is assigned at
each node of these elements, i.e., at each Gauss-Lobatto-Legendre (GLL) point.
In order to run the simulations with the 1D models in section 3.4.1, a first mesh
has been constructed using the mesh generator GEOCUBIT (section 2.4). This mesh
is very simple and completely homogeneous, i.e., it does not incorporate any disconti-
nuity. It covers the considered domain of 200 km x 200 km x 60 km in central Italy
(section 3.2), and it consists of 259’200 hexahedral elements with a size of 1 km. When
used to implement the 1D model without topography, the mesh is completely flat on
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Figure 3.5: 3D velocity model - (a) View from SE of the considered 3D velocity model.
vp and vs scales are at bottom. The volume is 200 km x 200 km horizontally and 60 km
deep, and the black layer is the fast region under the Moho. (b) Close-up of the epicentral
area viewed from NW (as in Fig. 3.2 (a)). Blue features have vp=6400 m/s, orange features
have vp/vs=1.84 (Chiarabba et al. (39), 2010).
top. On the contrary, considering the 1D model with topography, the Shuttle Radar
Topographic Mission (SRTM) data are used to model the surface of the mesh. The
resulting topographic profile, that has an original resolution of 90 m (Jarvis et al. (90),
2008), is then smoothed at 1 km. Moreover, in this case the GLL points in the layer
below the Moho have the values of vp and vs given by Di Stefano et al. (60) (2011)
(section 3.4.1). The numerical resolution of the simple mesh for 1D models is ∼0.5 Hz.
To implement the 3D model for central Italy in section 3.4.1, a more complex mesh
is necessary. Thus, using GEOCUBIT, a second mesh has been constructed, again
covering the 200 km x 200 km x 60 km volume in central Italy.
This mesh, represented in Figure 3.6, is conforming and contains 7.6 million of
hexahedral elements, that have a dimension of 200 m on the surface. The size of the
elements is then triplicated along depth, in order to allow for velocity increase. As a
consequence of the small element size, the mesh has a very high numerical resolution,
up to about 5 Hz. Thus, in principle, it allows us to accurately simulate seismic wave
propagation at these high frequencies. For L’Aquila simulations, as inferred from the
results of our study (section 3.7.1), the structure and source models do not yet reach this
level of accuracy, limiting the maximum affordable frequency to lower values (about 0.5
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Hz). However, this mesh will become particularly useful when more accurate models
will be sought (e.g., after several iterations of the adjoint inversion in chapter 4).
The total number of GLL points is 49.8 x 107, and to each of them is assigned a
value of vp and vs, by interpolating the considered 3D heterogeneous model (using a
suitable routine that we implemented in the code). Then, based upon relations 3.1 and
3.3 each point has also a value of Q and ρ, respectively.
The mesh for the 3D model honors the free surface topography, implemented using
the SRTM profile smoothed at 200 m. Moreover, it honors the surface of the Moho
discontinuity, whose topography is provided by Di Stefano et al. (60) (2011). Below
this discontinuity, the values of the model parameters assigned to each GLL point are
constant, describing a high velocity homogeneous layer (section 3.4.1).
Such a complex mesh requires about 12 hours to be constructed using 308 cores of
the cluster available at INGV, and the corresponding wavefield simulations based upon
SPECFEM3D are highly expensive (see section 3.4.4 for more details).
(a) (b)
Figure 3.6: Mesh for L’Aquila simulations - (a) View from SE of the mesh used to
implement the 3D velocity model of central Italy. The discretized volume is 200 km x 200
km x 60 km, blue features have vp=6400 m/s, orange features vp/vs=1.84 and the dark
blue layer in depth is under the Moho surface. One can note the element size increasing
from the top to the bottom. (b) Close-up of the black inset in fig.(a). The fault plane of
the L’Aquila event is also shown, together with the aftershocks that occurred in the 10
days following the mainshock (green squares).
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3.4.3 Source model
Our representation of the source for the 2009 L’Aquila event is based on Cirella et al.
(42) (2009)’s model, that includes primarily seismological strong motion data in the
inversion. Based upon that model, the source is described by a finite fault with strike
and dip angles fixed at N133◦E and 54◦ to the SW, respectively. The considered fault
plane is 28 km long and 17.5 km wide, and to perform the inversion it is subdivided
into subfaults of 3.5 km x 3.5 km. Their model is described in terms of the corners of
each patch, at which the model parameters - peak slip velocity, slip direction, rupture
time and rise time - are fixed. Within each subfault, instead, these parameters can
vary by interpolating the nodal values. The corners are initially 54, but during the
inversion procedure Cirella et al. (42) (2009) perform a further interpolation with ∼258
m resolution, in order to make the inversion accurate up to about 0.5 Hz. As source
time function they use a regularized Yoffe function (Tinti et al. (195), 2005) with time
to peak slip velocity Tacc=0.225 s. Moreover, they use the 1D crustal model described
in section 3.4.1. Their nonlinear inversion technique results in an average stable model
of the earthquake rupture parameters in agreement with the data, from which the final
slip distribution is derived (see Fig. 3.2).
In order to implement Cirella et al. (42) (2009)’s source model in our code, we
consider a finite fault plane with the same dimensions and the same strike and dip
angles. Moreover, the fault is again subdivided into subpatches with a resolution of
258 m. However, in our code a finite source is represented as a superposition of point
sources, each of which is described by the 6 moment tensor components, location, rise
time and rupture time. Thus, in our case we locate the point sources at the center of
each 258 m x 258 m patch (moving the control points from the corners considered by
Cirella et al. (42) to the centers), in order to reproduce exactly the spatial extension
of Cirella et al. (42) (2009)’s fault. This results in a finite fault discretized into 7063
point sources, each of which has source parameters obtained by interpolating those of
Cirella et al. (42) (2009)’s inverted model.
More practically, to use the above fault model in SPECFEM3D, every point source
is described by a Gaussian source time function (section 2.4), with a half duration that
is a half of the corresponding rise time, calculated by interpolating the values given by
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Cirella et al. (42) (2009)1. The rupture time of each point source in a patch center
is the minimum rupture time among those given by Cirella et al. (42) (2009) at the 4
patch corners. Moreover, to assign the moment tensor to each point source, one needs
the scalar seismic moment M0 and the source mechanism (Aki & Richards (3), 1980).
Strike and dip are fixed (see above), and the rake is interpolated from Cirella et al. (42)
(2009)’s values, as the slip required to calculate M0. The area of the patch is given
by the resolution. The remaining parameter to be estimated is the shear modulus
µ for every source (required for M0). This parameter is calculated from vs and ρ,
and in this work we are interested in studying L’Aquila event for different structure
models, both 1D and 3D (section 3.4.1). Thus, to obtain a finite source model for our
simulations consistent with the considered velocity model, we assign the values of µ of
the subsources based upon vs and ρ of each structure description. As a consequence,
two different finite source models result:
1. A finite source model discretized into 7063 point sources (258 m resolution) with
moment tensors based upon the 1D model for central Italy (regardless of account-
ing for topography; section 3.4.1);
2. A finite source model discretized into 7063 point sources (258 m resolution) with
moment tensors based upon the 3D model for central Italy (section 3.4.1).
Note that, for the fault model in 2., although the 3D structure is accounted for in
moment tensor calculations, all the other source parameters are derived from Cirella
et al. (42) (2009), i.e., from an inversion based on a 1D velocity model (as in case
1.). Thus, the results of simulations for the 3D model will be affected by an intrinsic
incompatibility between the considered structure model and the source description.
This represents a limit of our work, highlighting the necessity for source models derived
from inversions in 3D structures (e.g., Liu et al. (119), 2004; Kim et al. (97), 2011; see
sections 3.7 and 3.9).
Finally, it is worth noting that, always starting from Cirella et al. (42) (2009)’s
model, other source interpolations have been tested, also with a resolution higher than
that in Cirella et al. (42) (2009) (i.e., a patch size <258 m). This may increase the
1Practically, the rise time for each point source in the center of a patch is calculated from the values
given by Cirella et al. (42) (2009) at the corners as the difference between the time at which the corner,
that moves last, ends moving, and the time at which the corner, that moves first, starts moving.
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resulting frequency of the source model. However, pushing the resolution at values too
high compared to frequencies resolved by Cirella et al. (42) (2009), the reliability of
inferred source parameters is affected. Thus, we prefer to reproduce Cirella et al. (42)
(2009)’s model as accurately as possible always using a resolution of 258 m, and we
obtain slip and rise time on-fault distributions that agree very well with those deduced
by Cirella et al. (42) (2009) and represented in Figure 3.2 (b)-(c).
3.4.4 SEM simulations and computational requirements
The structure and source models, together with the corresponding meshes, described
in previous sections, represent the key ingredients to run the simulations for L’Aquila
event using SPECFEM3D.
For each of the three considered velocity models, described by the suitable mesh
(sections 3.4.1 - 3.4.2), we run a simulation with the specific finite source model, whose
values of M0 rely on the given structure (model 1. or 2. in section 3.4.3).
As presented in section 2.4, the code allows one to implement both anisotropy
and attenuation. For all our simulations anisotropy has been neglected. Concerning
attenuation, it can be included in different ways. One option is to directly assign a
specific value of Q for each GLL point (assigning it in the mesh). Otherwise, one can
use Olsen et al. (151) (2003)’s model and define Q as a function of vs. In this case,
one refers to simple Olsen attenuation, if the values of Q are calculated using equation
3.1, when vs<2000 m/s, and a similar relation with a factor 0.1 instead of 0.02, when
vs>2000 m/s. Instead, one refers to discrete Olsen attenuation, if Q is always calculated
using 3.1 and, based upon its integer value, it is forced to assume a discrete value within
[40-150], with step of 10. We tested all these three possibilities using the 3D model
for L’Aquila earthquake 1. We found that using the discrete Olsen attenuation reduces
observed amplification effects with respect to data for most of the analysed synthetic
timeseries. Thus, we choose to consider this implementation of the attenuation in the
simulations for the 3D model and the 1D model with topography.
To summarize, we ran three different simulations for our study of the 2009 L’Aquila
mainshock:
1In the case of Q values defined in the mesh we assume a constant value for all GLL points due to
the lack of a detailed model of Q.
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1. A simulation for the 1D velocity model without topography, implemented in
the simple homogeneous flat mesh, and the corresponding finite source model of
L’Aquila event (model 1. in section 3.4.3). The attenuation is not implemented.
2. A simulation for the 1D velocity model with topography, implemented in the
simple homogeneous mesh with topography, and the corresponding finite source
model of L’Aquila event (model 1. in section 3.4.3). Implementation of the dis-
crete Olsen attenuation.
3. A simulation for the 3D velocity model, implemented in the complex mesh, and
the corresponding finite source model of L’Aquila event (model 2. in section 3.4.3).
Implementation of the discrete Olsen attenuation.
Each simulation produces the forward synthetic wavefield at all the 25 stations
considered in this work (section 3.3). The L’Aquila event has a moderate size and it
ruptured relatively quickly (e.g., Cirella et al. (42), 2009; C¸elebi et al. (28), 2010).
Thus, considering the distance of the receivers from the mainshock, for every station
we simulate timeseries of 60 seconds, that in general include both body and surface
waves. The considered timestep is 1x10−3 s (i.e., the sampling rate of the synthetics is
originally 103 Hz).
To perform all the simulations, we exploited the High-Performance Computing
(HPC) resources of INGV1. In particular, we ran parallel jobs on the cluster ELIOS,
that has 64 compute nodes, each with 2 quad-core AMD Opteron 2374 processors at
2.4 GHz and with 16 GB RAM (512 total cores, 2 GB RAM/core).
The computational times required for our simulations using ELIOS are summarized
in what follows:
• Simulations of 60 s, based upon the finite source model and the 1D velocity models
(with and without topography), require 45 minutes on 32 cores;
• Simulations of 60 s, based upon the finite source model and the 3D velocity model,
require 32 hours on 308 cores.
The very different simulation times are due to the different meshes adopted. On the
contrary, the number of point sources, that discretize the finite source, and the number
of considered stations do not affect the computational requirements.
1http://hpc.rm.ingv.it/
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3.5 Processing of the dataset
Once the synthetic seismograms have been obtained using SPECFEM3D (section 3.4.4),
they have to be compared with the observed waveforms in order to infer the results of
our simulations.
Data and synthetics need to be processed as closely as possible, in order to avoid
discrepancies between the two timeseries originated just by the different processing.
As previously described (section 3.3), we use signals from both velocimetric and ac-
celerometric stations. Thus, two distinct procedures have been applied to process these
waveforms.
Concerning the accelerometric data, we use uncorrected strong motion timeseries
only from digital RAN instruments. These data are available from the Italian strong
motion database ITACA (Luzi et al. (122), 2008) in a pre-processed form, in order to
remove the so called non-standard errors (Massa et al. (136), 2009). Moreover, they do
not need to be corrected for the instrument response, since the response is flat up to
50 Hz (Massa et al. (136), 2009). Thus, these data, together with SEM synthetics in
acceleration1, are processed in this work using the following procedure:
1. Resample data and synthetics at 200 Hz;
2. Integrate data and synthetics to obtain velocity timeseries;
3. Low-pass filter data and synthetics with a corner frequency of 0.5 Hz and a two-
pole, two-pass Butterworth filter;
4. High-pass filter data and synthetics with a corner frequency of 0.02 Hz and a
two-pole, two-pass Butterworth filter;
5. Multiply synthetics by 100 to obtain velocities in cm/s.
The same processing has been applied to the timeseries recorded by the accelerometer
located at station AQU (section 3.3), except for the fact that its observed data were
initially in m/s2, thus they are converted to cm/s2.
1SPECFEM3D produces, as output of the simulations, synthetic seismograms in displacement,
velocity and acceleration; depending on the processing we need to perform, one of them is used.
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Concerning the velocimetric recordings, a correction for instrumental response needs
to be applied. Several processing tests have been performed on the considered wave-
forms, and it results that, in the range 0.02-0.5 Hz, spurious effects on the observed data
often arise when they are deconvolved with instrument response. Thus, we preferred not
to affect the data, but to convolve the synthetics with the instrumental responses. The
processing applied to the velocity timeseries, both observed and synthetic, is outlined
in what follows:
1. Resample data and synthetics at 200 Hz;
2. Convolve the synthetics with the corresponding instrumental responses, while
keeping them in velocity (in count/s);
3. Low-pass filter data and synthetics with a corner frequency of 0.5 Hz and a two-
pole, two-pass Butterworth filter;
4. High-pass filter data and synthetics with a corner frequency of 0.02 Hz and a
two-pole, two-pass Butterworth filter.
The choice of the frequency range to filter data and synthetics is primarily based
on the fact that 0.02-0.5 Hz is the frequency band considered in the source inversion
of Cirella et al. (42) (2009). The L’Aquila event source model, that we use, is derived
from that of Cirella et al. (42) (2009) (section 3.4.3). Thus, it is reasonable that the
accuracy of the problem may be limited within Cirella et al. (42) (2009)’s frequency
range, although the numerical resolution only based upon the mesh could be much
more higher (section 3.4.2).
As introduced in section 3.3, a useful test is to compare our results with those of
Cirella et al. (42) (2009), and we will discuss this analysis in section 3.6.1. To this
end, we use the synthetic timeseries of Cirella et al. (42) (2009) for the accelerometric
stations we have in common. These synthetics underwent the following processing:
1. Sampling at 200 Hz;
2. Integration to obtain velocity timeseries (in cm/s) (by Cirella et al. (42), 2009);
3. Filtering between 0.02-0.5 Hz with a two-pole, two-pass Butterworth filter (by
Cirella et al. (42), 2009).
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It is worth noting that Cirella et al. (42) (2009)’s synthetics have down-oriented
vertical components, thus, in order to be consistent with their results, the Z components
of all our synthetics and data have been multiplied by -1. Moreover, timeseries of 60
seconds are always considered.
3.6 Simulations with 1D velocity models: topography ef-
fects
We start the analysis of L’Aquila mainshock by considering the wavefield that propa-
gates in 1D models of central Italy structure. The 1D profiles that we consider (section
3.4.1) differ from each other mainly for neglecting or including the surface topography.
Firstly, the 1D model without topography will offer us the possibility of comparing our
results with those of Cirella et al. (42) (2009) (section 3.6.1). Moreover, a comparison
of the synthetics of both our 1D models with respect to the observed data will allow
us to highlight possible effects related to topographic features (section 3.6.2).
3.6.1 Comparison with Cirella et al. (2009)
The source model adopted in this work for the 2009 L’Aquila event is derived from that
of Cirella et al. (42) (2009) (section 3.4.3). Their inversion is based upon a 1D crustal
profile for central Italy, that does not include the topography of the free surface. As a
consequence, a preliminary useful analysis should consist in verifying if we are able to
reproduce the behaviour of the synthetic seismograms obtained by Cirella et al. (42)
(2009), assuring us that the source model has been properly described. This is the
primary reason why we constructed a first 1D model of the region substantially equal
to that of Cirella et al. (42) (2009) (section 3.4.1).
As explained in section 3.4.4, in order to perform this preliminary study, we run a
simulation for the 1D velocity model without topography and the corresponding source
model for L’Aquila earthquake (simulation 1. section 3.4.4). Then, we analyse the
behaviour of our synthetics and those of Cirella et al. (42) (2009) with respect to data.
Figure 3.7 shows the seismograms of Cirella et al. (42) (2009) (first column, red) and
our SEM seismograms (second column, red) compared to the data (always black) for
three stations that we have in common with Cirella et al. (42) (2009). Moreover, it
also shows for these receivers the synthetics obtained from our simulation with the
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1D model with topography (simulation 2. section 3.4.4), to have a first indication of
topographic effects (third column, red).
Looking at the synthetics in Figure 3.7, one initially notes that the first part of the
seismograms is only slightly influenced by the considered structure model. In particular,
the behaviour in the first seconds of the timeseries seems to be primarily related to the
source description (based upon Cirella et al. (42) (2009)’s inversion), that is common in
all cases. In these initial portions it is difficult to distinguish the effect of the topography,
although its introduction causes weak changes that may improve the fit also there. The
topographic effect, instead, is dominant in the coda of the seismograms (comparing the
results in the first two columns of Fig. 3.7 with those in the last column), allowing one
to model many observed features, otherwise missed. This will be discussed in more
details in the next section 3.6.2.
Now, we are particularly interested in comparing our synthetics for the flat 1D
model to those of Cirella et al. (42) (2009) (red in 2nd and 1st columns of Fig. 3.7,
respectively). The L’Aquila source description is almost the same in the two cases
(section 3.4.3), as well as the velocity profile (section 3.4.1). Thus, one could expect an
almost perfect match between the corresponding synthetics. However, few differences
are evident, although they are very slight compared to the changes in the synthetics
due to the introduction of the topography (3rd column of Fig. 3.7). Regarding station
AQU, the differences can be partially explained by considering that Cirella et al. (42)
(2009) adopted the specific velocity model retrieved from receiver functions to compute
the synthetics for this station (the same is for station AQG, not shown in the picture).
In our case, instead, we use the same crustal profile for the entire domain.
A more general cause of the discrepancy between Cirella et al. (42) (2009)’s syn-
thetics and those for our 1D flat model may be attributed to the difference between the
considered source time functions. Cirella et al. (41) (2006) showed the effect of differ-
ent source time functions (Fig. 3.8 (a)) on the ground motion computed for the 2000
Western Tottori earthquake (for frequencies up to 1 Hz). In particular, they observed
the results at the nearest and the furthest stations from the event (Fig. 3.8 (b) and (c),
respectively). They concluded that the calculated ground motion depends on the choice
of the source time function, especially for stations next to the source, whereas differ-
ences decrease moving farther from the causative fault. Concerning L’Aquila event,
as presented in section 3.4.3, Cirella et al. (42) (2009) used, at each corner point, a
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Figure 3.7: Comparison with Cirella et al. (2009) - Z-down component velocity (in
cm/s) for the 3 stations represented by yellow triangles in the map. The red star in the map
is the L’Aquila event. The recorded timeseries are black, the synthetic timeseries are red
and have been obtained by Cirella et al. (42) (2009) (1st column), and by SEM simulations
using the 1D velocity model without topography (2nd column) or the 1D velocity model
with topography (3rd column). The seismograms are filtered within 0.02-0.5 Hz and the y
axis is the same for each station.
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source time function represented by a regularized Yoffe with Tacc=0.225 s, as the violet
curve in Figure 3.8 (a). On the contrary, based on our code, we attributed to each of
the point sources, that discretize the finite fault, a Gaussian source time function with
specific half duration. This Gaussian (Fig. 3.8 (d)) is similar to the modified cosine
function (green) in Figure 3.8 (a). Comparing Cirella et al. (42) (2009)’s synthetics to
those for our 1D flat model (green and red seismograms in Fig. 3.8 (e), respectively),
one notes that the discrepancies are consistent with those observed by Cirella et al.
(41) (2006) for the two different source time functions (Fig. 3.8 (b) and (c)). Moreover,
the three considered stations have an increasing epicentral distance and the difference
between the synthetics decreases moving farther from the source. Thus, based upon
Cirella et al. (41) (2006)’s conclusions, we can consider the observed slight discrepancies
between our (1D flat) and Cirella et al. (42) (2009)’s synthetic timeseries mainly due
to the different functions used to model the source.
As a conclusion, considering Figure 3.7, one can infer that, using the same velocity
model and the same source description (except for its functional form), we are able to
simulate synthetics that behave, with respect to data, similarly (sometimes better, e.g.,
AQU and FMG Fig. 3.7) to Cirella et al. (42) (2009)’s synthetics. This suggests that
we properly implemented Cirella et al. (42) (2009)’s source model, despite the different
source time function that is required by our code.
The above discussion supplies a possible explanation for the observed differences
between our 1D flat model simulations and Cirella et al. (42) (2009)’s results, remark-
ing, however, that they are generally slight with respect to topographic effects. The
next step will be to focus on the different synthetic ground motion with and without
accounting for topography (section 3.6.2). Only the waveforms of our simulations will
be analysed, assuming that our 1D flat model substantially reproduces Cirella et al.
(42) (2009)’s results.
It is worth noting that further developments of the above study may include a
numerical test that considers for L’Aquila earthquake a point source described by the
two different source time functions (Yoffe and Gaussian). This will definitively show
how the source time function influences the ground motion in our case.
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Figure 3.8: Source time function effect - (a) Source time functions (STFs) tested by
Cirella et al. (41) (2006) for the 2000 Western Tottori earthquake. The number associated
to each Yoffe indicates the time to peak slip velocity Tacc (in sec). (b)-(c) Comparison
between Z-component seismograms calculated with different STFs, for the nearest (b) and
the farthest (c) stations from the Tottori earthquake. Courtesy of Cirella et al. (41) (2006).
(d) Gaussian source time function (red) used by our code SPECFEM3D 2.0. (e) Comparison
between Cirella et al. (42) (2009)’s synthetics (green) and our synthetics for the 1D flat
model (red) for three stations that recorded the 2009 L’Aquila event. The timeseries are
Z-component velocities (in cm/s). See the map in Fig. 3.7 for station locations.
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3.6.2 1D models with and without topography
Several studies (e.g., Komatitsch & Vilotte (104), 1998; Komatitsch et al. (109), 2004;
Lee et al. (113, 114, 115), 2008, 2009a,b) enhance the importance of including a real-
istic description of the surface topography in the models, in order to accurately repro-
duce seismic wave propagation and surface ground motion. In addition, these studies
highlight the capability of SEM to successfully implement such a complexity in the
simulations, also at a very high resolution (e.g., Lee et al. (114), 2009a). In general,
surface topography can cause complex wave propagation behaviour, with seismic en-
ergy reflected and scattered by the mountains (as shown by several studies, see, e.g.,
Massa et al. (137) (2010) and reference therein). The ground motion, due to topo-
graphic effects, is mainly amplified on the tops of hills and ridges (e.g., C¸elebi (27)
1987; Kawase & Aki (95), 1990; Spudich et al. (180), 1996; Bouchon & Barker (19),
1996; Bouchon et al. (20), 1996; Komatitsch & Vilotte (104), 1998; Lee et al. (114),
2009a), and multiple reflections may prolong the seismic shaking (e.g., Lee et al. (113),
2008). Remarkable variations of the peak ground velocity and acceleration have been
also attributed to topography, highlighting its role in seismic hazard assessment (e.g.,
Komatitsch & Vilotte (104), 1998; Lee et al. (114, 115), 2009a,b; see section 3.8).
In central Italy, amplifications of the ground motion related to topography have
been also observed (e.g., Marra et al. (132), 2000; Donati et al. (63), 2001; Massa
et al. (137), 2010; Marzorati et al. (135), 2009; Pischiutta et al. (161), 2010). In
general, relevant topographic reliefs are present in the simulation volume considered in
our study (section 3.2). This suggests that incorporating topography in our models is
fundamental to properly simulate ground motion. Seismogram comparisons in Figure
3.7 provide a first indication of the valuable information for seismic wave modeling
introduced by considering the topography. To study in more details these effects, in
this section we analyse the synthetics simulated, for all the considered stations, using
the 1D velocity models with and without topography (simulations 1. and 2. section
3.4.4, respectively).
Figures 3.9 - 3.10 show the behaviour, with respect to the data (black), of the
synthetics for the 1D model with topography (red) against the corresponding synthet-
ics for the 1D flat model of central Italy (green). The timeseries are filtered between
0.02-0.5 Hz and all the three ground velocity components are shown. In general, as
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already highlighted in Figure 3.7, the first part of the seismograms seems only slightly
influenced by the introduction of topography, since very weak variations are evident
between the synthetics for the two models. This suggests again that the first seconds of
the waveforms could be mainly related to source effects. On the contrary, the principal
evidence in all the examples is that, considering the 1D model with topography, instead
of the flat one, we are able to well reproduce many features in the coda of the seis-
mograms. This is often evident on all ground motion components (e.g., stations SBC
Fig. 3.9 and NRCA Fig. 3.10), but almost always in the vertical component coda, that
show examples of very good fit (e.g., FMG Fig. 3.9). Considering the station locations
with respect to the mainshock, in Figure 3.10 it is also interesting to note the effect of
source directivity, that for L’Aquila event has been evidenced towards SE (e.g., Akinci
et al. (5), 2010). This causes larger amplitudes and higher frequency content in the
seismograms (both observed and synthetics) of CERA with respect to NRCA.
The principal results observed in the above examples (Figs. 3.9 - 3.10) are valid in
general for the whole dataset. Thus, many of the modulations in the seismogram coda,
related to late surface wave arrivals (e.g., Clouser & Langston (45), 1995; Komatitsch
& Vilotte (104), 1998), are fitted only by introducing a topographic description in
the structure model. Hence, these features may be likely attributed to reflections and
reverberations caused by the topographic effects of central Apennines ridges. Examples
of the improved agreement are mostly evident on the Z components of the timeseries,
while less on the horizontal components. This result may be explained considering the
large vertical scalelength of the topographic relief in central Italy, that locally influences
particularly the vertical component of ground motion.
It is worth noting that Cirella et al. (42) (2009)’s source inversion is based upon a
flat 1D velocity model. As a consequence, the effects of the topography may have been
partially mapped into the inverted source model. The results discussed above lead us
to conclude that, although the topographic effect may be partly accounted for in the
source description, an explicit implementation of the topography is necessary when we
seek to accurately reproduce seismic wave propagation.
The examples in Figures 3.9 - 3.10, as well as the whole dataset, show, however,
that many features in the seismograms are still not matched. This suggests that a
description of the topography at a higher resolution is required, since smaller-scale
heterogeneity, evident at higher frequencies, may produce even stronger effects (e.g.,
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Figure 3.9: Comparison between 1D velocity models - Three-component velocity
(in cm/s) for the stations written on the right and represented by yellow triangles in the
map. The red star in the map is the L’Aquila event. The recorded timeseries are black,
the synthetic timeseries obtained by SEM simulations using the 1D velocity model without
topography are green, the SEM synthetics for the 1D model with topography are red. The
seismograms are filtered within 0.02-0.5 Hz and the y axis is the same for each station.
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Lee et al. (114, 115), 2009a,b). However, at present, the resolvable frequencies of our
simulations are limited by the adopted source and structure models (section 3.7.1).
Moreover, the remaining discrepancies between data and synthetics mainly highlight
the necessity for a 3D description of the structure, that accounts for all the other
complex heterogeneities in the region, besides topography. This will be the object of
the analyses in section 3.7.
Finally, one should remark that another difference between the two 1D models con-
sidered in this section is that the flat one does not include wave attenuation. The
implementation of this feature in the simulations is also fundamental, especially if the
considered region is characterized by low wave-speed sedimentary basins (e.g., Olsen
et al. (151), 2003; Komatitsch et al. (109), 2004; Lee et al. (113), 2008). A detailed
description of the quality factor has not been included in our simulations, due to the
lack of an accurate, comprehensive model of Q for the considered central Italy region.
However, Figures 3.9 - 3.10 suggest that including the attenuation contributes to im-
prove the fit of observed data, with respect to a completely elastic case, and it seems
essential to study realistic ground motion behaviour (see also section 3.8).
CERA
NRCA
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time [s] time [s] time [s]
1D no topo 1D topoData
Figure 3.10: Comparison between 1D velocity models - Same as Figure 3.9, except
for the fact that the velocities are in count/s.
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3.7 Simulations with a 3D velocity model: complex struc-
ture effects
The complex heterogeneous structure (both in depth and horizontally) of central Italy
and the results in the previous section strongly suggest the need to introduce in the
simulations a 3D more thorough representation of the considered domain. Together
with a detailed description of the topography, modeling lateral variations in velocity
(and also density and attenuation) is of paramount importance in order to accurately
and realistically reproduce the ground motion of a complex region, as revealed by
many studies (e.g., Olsen et al. (151), 2003; Komatitsch et al. (109), 2004; Lee et al.
(113, 114, 115), 2008, 2009a,b; Stupazzini et al. (184), 2009; Tape et al. (189), 2010). In
particular, areas characterized by low wave-speed sedimentary basins may show a very
different ground response, compared to rock sites, with strong amplifications, multiple
reverberations and increasing signal durations (e.g., Olsen et al. (149), 2006; Lee et al.
(113), 2008; Chaljub et al. (32), 2007; Rovelli et al. (170), 2001). Moreover, these effects
can be intensified and complicated by the presence of topographic ridges, that produce
themselves amplifications (section 3.6.2) and also, causing several reflections, force the
wavefield to multiple paths inside the surrounding basins (e.g., Lee et al. (113, 115),
2008, 2009b). Significant site amplifications have been observed for the L’Aquila event
in the neighbouring zones (e.g., Bindi et al. (16), 2009; Ameri et al. (8), 2009; Akinci
et al. (5); 2010; C¸elebi et al. (28), 2010); at L’Aquila city, for example, based on previous
studies (e.g., De Luca et al. (54), 2005), these effects are related to the presence of a
basin, filled of lacustrine sediments (with a maximum depth of 250 m). Several other
sedimentary basins, moreover, feature the central Italy region (section 3.2), and they
can have a similar influence on the ground motion (e.g., Castro et al. (25), 2004; Bindi
et al. (15, 16), 2004, 2009). These effects have also a primary importance for seismic
hazard assessment implications (e.g., Komatitsch et al. (109), 2004; Stupazzini et al.
(184), 2009), enhancing our interest in modeling them in detail (see also section 3.8).
As introduced in section 2.2 and shown in many of the above cited studies, SEM is
very well suited to accurately implement all the complexities of a realistic model. Thus,
using our code and the 3D structure of central Italy (section 3.4.1), we performed a
wavefield simulation with the corresponding source representation for L’Aquila event
88
3.7 Simulations with a 3D velocity model: complex structure effects
(simulation 3. section 3.4.4). In this section we discuss the results obtained by compar-
ing to the data the SEM synthetics for the 3D model, with respect to the case with a
1D model.
Figures 3.11 - 3.14 show the synthetic seismograms (red) for the 3D velocity struc-
ture compared to the observed timeseries (black) recorded at some of the considered
stations (second row for each station). Comparisons of the data and synthetics for the
1D model with topography are also shown to highlight the variations (first row for each
station). The frequency range is 0.02-0.5 Hz.
We observe, as expected, that a modulation of the seismogram coda becomes often
very evident when the 3D complexities are taken into account (e.g., AQK and AQU
Fig. 3.11, MA9 Fig. 3.13). In particular, an improvement of the fit, both of amplitudes
and especially of phases, is shown mainly by the horizontal components of the ground
motion, where in general the topographic effect is less visible (e.g., AQU Fig. 3.11,
FMG Fig. 3.13, RMP Fig. 3.14). For the vertical components, instead, when the 1D
model with topography already provides a good matching, the 3D model often presents
excessive amplifications of the signals with respect to data (e.g., SPO Fig. 3.12, FMG
Fig. 3.13). In many examples, these large amplitudes for the 3D case are observed on all
the components (e.g., SPO Fig. 3.12, NRCA Fig. 3.14), whereas sometimes this model
increases the fit, mostly of phases, everywhere (e.g., AQK Fig. 3.11, MA9 Fig. 3.13,
RMP Fig. 3.14). An interesting case is station GSA (Fig. 3.11), for which adopting the
3D model causes a strong amplification on all the components between about 7.5 and
12.5 s. This may suggest that the considered 3D structure locates a too low wave-speed
feature in proximity of this station, probably causing a spurious too strong basin effect.
The above discussed examples are substantially representative of the behaviour of
the whole dataset. Thus, in general, considering a 3D description of the structure,
we are able to reproduce, although often overestimated, many of the features visible
in the observed seismograms for all ground motion components. This confirms that a
3D modeling of the structure is essential to capture the waveform complexities, that,
as expected, are strongly related to the lateral heterogeneities in the region, such as
sedimentary basins. These features seem to affect mainly the coda of horizontal com-
ponent seismograms, where a good fit due to the 3D model is especially evident. On
the other hand, the examples in Figures 3.11 - 3.14, as well as the whole dataset, seem
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Figure 3.11: Comparison between 1D and 3D models - Three-component velocity
(in cm/s) for the indicated stations (yellow triangles in the map). The red star in the map
is the L’Aquila event. The data are black, the SEM synthetics are red and refer to the 1D
model with topography or to the 3D model (1st and 2nd row for each station, respectively).
The filter is 0.02-0.5 Hz and the y axis is the same for each station.
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Figure 3.12: Comparison between 1D and 3D models - Same as Figure 3.11.
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Figure 3.13: Comparison between 1D and 3D models - Same as Figure 3.11. The
velocity for FMG is in cm/s, for the other stations is in count/s.
92
3.7 Simulations with a 3D velocity model: complex structure effects
EN Z
1D topo
3D
1D topo
3D
1D topo
3D
MTCE
NRCA
RMP
time [s] time [s] time [s]
SyntData
Figure 3.14: Comparison between 1D and 3D models - Same as Figure 3.11, except
for the fact that the velocities are in count/s.
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to support the conclusion that the first part of the seismograms is mostly influenced by
source effects, since only slight changes occur in this part for different structure models.
As shown above, introducing the 3D model, that accounts also for low wave speed
sediments, often tends to overestimate the observed data, especially when a simpler
1D model with topography already provides a discrete fit. This may be explained by
suggesting that the moment tensor resulting for our model of the finite source is over-
estimated, producing the strongly amplified picks in the simulated timeseries.
In general, it is worth remarking that, as previously introduced, the results of our
simulations, when using the 3D model, are intrinsically affected by a possible incom-
patibility between source and structure models. In fact, in this case the velocity model
is constructed using a 3D tomography. On the other hand, the source model derives
from that of Cirella et al. (42) (2009), obtained by an inversion based on a 1D flat
velocity profile. This may represent an important source of discrepancy between data
and synthetics, that we are not able to solve at present (see section 3.9).
The fact that many features in the observed seismograms are still not or poorly
fitted by the adopted 3D model also highlights that a more accurate description of the
structure is required. In constructing our 3D model for central Italy we seek to intro-
duce all the available information. However, the adopted velocity profiles are possibly
affected by uncertainties, also implicit in the tomographic technique. In addition, many
areas are still poorly constrained, as well as the density and attenuation patterns. In
particular, the basin effects are accounted for by superimposing to Chiarabba et al. (39)
(2010)’s structure the vs30 layer, that should mimic the low wave speed behaviour of
the sediments. However, a refinements of the model in correspondence of these basins
is necessary. This would require to define their shape and velocity contrasts at higher
resolution, to constrain their depths, and possibly to honor these features with the
mesh (e.g., Lee et al. (113), 2008). Nevertheless, presently, this would encounter the
limit of the resolvable frequency in our work, as we will show in section 3.7.1. Further
analyses of L’Aquila event wavefield may include a new tomography, based upon body
wave arrivals, under construction at present (Chiarabba, pers. com.), or an improved
3D model, obtained from an adjoint tomographic inversion as shown in chapter 4.
To conclude, Figure 3.15 shows clearly how the wave propagation in central Italy
is strongly influenced by the 3D heterogeneous structure of the region. The wavefront
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distortions are due to topographic effects and to the presence of low wavespeed sedi-
mentary basins (drawn in yellow). The ground shaking is prolongated and complicated
in and around the basins, where the energy is trapped because of the presence of low
velocity sediments. In particular, mainly the short wavelengths are captured by the
basins, suggesting that their effect becomes more evident as the frequency increases
(section 3.7.1).
t = 8 s
t = 4 s
t = 13 s
t = 18 s
t = 28 s
t = 38 s
Figure 3.15: Wavefield of the 2009 L’Aquila event - Snapshots at different timesteps
of the Z-component velocity wavefield propagating along the surface. Red colors denote
positive values and blue negative values. The view is from NW and the black line indicates
the fault trace. The wavefront distortions are due to topographic effects and to the pres-
ence of low wavespeed sedimentary basins, depicted in yellow, that trap the energy and
prolongate the ground motion.
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3.7.1 Frequency range analysis
The mesh constructed to implement the 3D velocity model of central Italy allows a
resolution up to about 5 Hz (section 3.4.2), and it can be handled by SEM, that guar-
anties very accurate simulations. Thus, technically we would be able to reach such
high frequencies. However, the source model for L’Aquila event derives from that of
Cirella et al. (42) (2009), thus, based on how this finite source has been constructed, it
effectively represents a low pass filter that limits the frequency working range. More-
over, the considered 3D structure model mainly relies on Chiarabba et al. (39) (2010)’s
tomography, that results, as well, in a limited resolvable frequency. Thus, one expects
that the final resolution of our modeling is primarily limited by the knowledge, then
accuracy, of the adopted source and structure models.
This issue can be studied in more detail by analysing the effect of a frequency range
extension up to 1 Hz on seismic waveforms for the L’Aquila event. Figure 3.16 shows,
for one of the stations, the comparison between the synthetics for the 3D velocity model
(red) and the data (black) for five frequency intervals with an increasing maximum limit
up to 1 Hz. The fourth column represents the range 0.02-0.5 Hz used in this work and
also by Cirella et al. (42) (2009).
One firstly notes that for frequencies up to 0.17 Hz (i.e., periods down to ∼6 s)
the synthetics fit the data fairly well. Extending the frequency range, as expected, an
increasing complexity delineates mainly in the coda of seismograms (both observed and
synthetics). In particular, in our frequency range (0.02-0.5 Hz) multiple late arrivals
start to be evident mostly on the horizontal components, and the corresponding 3D
synthetics tend to reproduce these features. This means that effects probably related
to the presence of low wave speed sedimentary basins begin to influence the waveforms
already in this frequency range. Moreover, the considered structure and source models
are still able to discretely reproduce such a level of accuracy. When the frequency range
extends up to 1 Hz, one immediately notes strong features in the observed seismograms,
that the synthetics are no longer able to model. Thus, amplifications and complex
resonances, mainly due to basin effects, are more and more enhanced for increasing
frequencies, but our simulated wavefields can incorporate only part of these evidences
at such high frequency.
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The above results are, in general, confirmed by all the stations in the dataset. This
leads us to conclude that the structure and source models, presently available to study
L’Aquila event, are not yet able to accurately model seismic wave propagation for
frequencies higher than ∼0.5 Hz. Thus, as expected, this frequency can be considered
as the maximum accuracy reached, at present, by our study.
E
N
Z
0.02-0.1 Hz 0.02-0.17 Hz 0.02-0.25 Hz 0.02-0.5 Hz 0.02-1 Hz
AQK
time [s] time [s] time [s] time [s] time [s]
Figure 3.16: 3D model comparisons for increasing frequency - Three-component
velocity (in cm/s) for station AQK (see map in Fig. 3.11) and for five frequency ranges
(indicated in the blue boxes at the bottom). The data are black, the SEM synthetics for
the 3D velocity model are red. The y axis is the same for all seismograms.
To conclude, one can observe synthetics for the 1D model with topography compared
to the data in the same frequency ranges. Figure 3.17 shows the same station of
Figure 3.16. This example, and the whole dataset alike, show that for relatively low
frequencies (up to about 0.17-0.25 Hz) the synthetics behave, with respect to data,
as the synthetics for the 3D model. Thus, the three-dimensionality of the structure
seems not to significantly affect the waveforms. Increasing the frequencies, instead, the
complexity increases and introducing a 3D model becomes essential to capture many
features in the observed seismogram coda, otherwise completely missed. This confirms
that, in the frequency range considered in our work, a 3D description of the structure
is fundamental to accurately reproduce the 3D heterogeneities of the region.
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Z
0.02-0.1 Hz 0.02-0.17 Hz 0.02-0.25 Hz 0.02-0.5 Hz 0.02-1 Hz
AQK
time [s] time [s] time [s] time [s] time [s]
Figure 3.17: 1D model comparisons for increasing frequency - Same as Figure
3.16, except for the fact that the SEM synthetics (red) are obtained using the 1D velocity
model with topography.
3.8 Peak ground velocities
Using the code SPECFEM3D, it is also possible to obtain synthetic maps of the peak
ground velocity (PGV). These maps can be very useful to reconstruct a hazard sce-
nario for the considered earthquake, highlighting the ground motion behaviour in the
surrounding areas.
Many studies evidenced increments of peak ground acceleration and velocity (PGA
and PGV) due to the presence of sedimentary basins and also to the source radiation
pattern (e.g., Komatitsch et al. (109), 2004; Lee et al. (113, 114, 115), 2008, 2009a,b;
Stupazzini et al. (184), 2009, and references therein). Moreover, some of them (Lee
et al. (113, 114, 115), 2008, 2009a,b) inferred an increase of PGA and PGV related to
the topography (although lower), and this can also contribute to the effects caused by
the low wave-speed sediments. Thus, they suggest that also a high-resolution, realis-
tic topographic description should be considered in seismic hazard analysis, especially
for densely populated mountainous areas, as advocated by many other studies (e.g.,
Komatitsch & Vilotte (104), 1998, Massa et al. (137), 2010, and references in both of
them). Concerning central Italy, the zone struck by L’Aquila event is classified, accord-
ing to the normative for the Italian territory, as characterized by high level of seismic
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hazard (e.g., MPS (146) Working Group 2004; Akinci et al. (4), 2009). The maximum
observed value of PGV in the epicentral area, recorded by strong motion stations of the
RAN, is ∼65 cm/s 1. Moreover, e.g. Akinci et al. (5) (2010) (and references therein)
highlighted for L’Aquila earthquake a prominent source directivity effect towards SE,
that causes a systematic decrease of PGA and PGV at sites located NW, i.e., in the
backward direction of the rupture propagation (compared to sites located SE). This
seems consistent with the asymmetric rupture velocity inferred by Cirella et al. (42)
(2009). In addition, Akinci et al. (5) (2010) observed higher peak ground velocity for
sites located on alluvial sediments with respect to PGV on rock sites, as generally
observed in central Italy by previous studies (e.g., Bindi et al. (15), 2004).
This section presents the synthetic maps of PGV, that we obtained for L’Aquila
event by considering both the 1D velocity models (with and without topography) and
the 3D model, together with the corresponding finite source. Figures 3.18 (a)-(c) show
the three maps, allowing us to highlight the effects of introducing the topography and
the 3D lateral heterogeneities in the models. The observed values of PGV at the RAN
stations are indicated by the circles in the figures, based upon the color scale.
Considering the 1D model without topography (Fig. 3.18 (a)), one notes that in
general the observed values of PGV are underestimated in this case. In particular, in
the epicentral area the maximum value is 45 cm/s, about 30% lower than the observed
one. Introducing the topography (and the attenuation) in the model results in a better
agreement between observed and estimated PGV values (Fig. 3.18 (b)). In particular,
the topographic ridges are highlighted, e.g. along the Gran Sasso massif in the NE,
featuring higher values of PGV with respect to the flat model. An interesting case is
station GSA, that is located in a small sedimentary plateau and its PGV value was
underestimate by the flat 1D model. On the contrary, now, accounting for differences
in the topographic relief, the PGV at this station is better reproduced. The maximum
epicentral value is 48 cm/s. Finally, using the 3D structure model (Fig. 3.18 (c)), we
obtain PGV estimates in discrete agreement with the values at the stations, and in the
epicentral area the maximum PGV is 74 cm/s. In this case the topographic features
are still evidenced, and, in addition, the highest values of PGV are mainly observed
in correspondence of the sedimentary basins in the region, where most of the energy
is trapped. Also the estimate of PGV at station AVZ in the Fucino basin is improved
1http://shakemap.rm.ingv.it/shake/2206496920/intensity.html
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with respect to the 1D cases above. In all the pictures the source directivity effect on
the PGV distribution is evident, with higher values towards SE, however the 3D model
is particularly able to reproduce this aspect.
GSA GSA GSA
AVZ AVZ AVZ
(a) (b) (c)
(d)
1D flat - max PGV 45 cm/s 1D w topo - max PGV 48 cm/s 3D - max PGV 74 cm/s
Figure 3.18: Peak ground velocity maps - (a)-(c) Synthetic PGV maps obtained
using SPECFEM3D with the finite fault for L’Aquila event and 3 different velocity mod-
els (section 3.4.1): (a) the 1D velocity model without topography, (b) the 1D model with
topography, and (c) the 3D model. The circles show the PGV values at the RAN accelerom-
eters. The maximum PGV indicated in each picture is the highest value in the epicentral
area. The colors refer to PGV values based on the scale reported on the bottom right.
(d) ShakeMap of the ground motion in central Italy generated by the 2009 L’Aquila event
(see Faenza et al. (71) (2011) and footnote 1 pag. 99). Considering the scale on the right,
the colors correspond to PGV values and also to other parameter ranges, e.g. PGA and
instrumental intensity, based upon Wald et al. (204) (1999) (see also footnote 1 pag. 101).
Based upon the obtained results, as expected, the pattern of PGV values results
strongly influenced by the inclusion of topography and 3D features in the models. A
better agreement with the observed estimates can be obtained only by accounting for
all the complexities in the structure. This leads us to conclude once again that an as
accurate as possible description of topography and velocity heterogeneities, such as
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basins, is essential to model the ground motion behaviour in details.
The synthetic maps produced by SPECFEM3D could be used to construct synthetic
ShakeMaps, that would complement the empirically derived ShakeMaps for the ground
motion intensity in central Italy (Michelini et al. (140), 2008). For L’Aquila event the
empirically obtained ShakeMap (Faenza et al. (71) (2011) and footnote 1 pag. 99) is
shown in Figure 3.18 (d). Considering the color scale on the right of this picture, one
can observe a remarkable agreement between the PGV pattern and values in Figure
3.18 (d) and those simulated using the 3D model (Fig. 3.18 (c)), especially around the
epicentral area.1
3.9 Discussion and conclusions
In this chapter we studied the wavefield generated in central Italy by the 2009 L’Aquila
event, using SEM, a finite source representation and both 1D and 3D velocity models.
The results of our analyses show that a detailed topographic description and the
known 3D heterogeneities of the considered region need to be taken into account. In-
cluding all these features in the 3D model, together with a realistic finite fault, we are
able to reproduce central Italy ground motion in moderate to good agreement with the
observed data. All the recorded waveform components are generally well modeled up
to a frequency of 0.5 Hz (i.e., down to a period of 2 s) (e.g., Figs. 3.11 - 3.14).
Remaining discrepancies with respect to data, however, are evident also considering
the 3D structure description and the corresponding finite source model. Exploiting the
power of present day computational resources and of a numerical technique such as SEM
(together with the constructed complex mesh), it would be feasible to very accurately
simulate the seismic ground motion, also at very high frequencies. Thus, the principal
limitations are caused by the available source and structure models, which knowledge is
yet affected by uncertainties and poor constraints. This can bias the synthetic signals
and decreases the problem accuracy.
In particular, we have found that the waveforms simulated using the 3D model
tend to overestimate the observed seismograms. One can firstly attribute this effect
to heterogeneities in the structure not properly accounted for by the adopted model.
1Strictly, the intensities less than degree VI of the ShakeMaps are determined from PGA values
and therefore the comparison above is not entirely interconsistent. The differences, however, between
the intensities determined from PGA and PGV are minor in most instances.
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Our analyses show, on recorded wavefields, prominent effects of multiple reflections
and amplifications due to topography, as well as to the resonance of low wavespeed
sedimentary basins. Comparisons with the synthetics reveal that the description of
these basins especially requires further accurate refinements. In fact, at present, their
shape and depth are not explicitly implemented in our 3D model, and the low velocities
that they feature are taken into account only by incorporating a vs30 technical layer,
that was originally determined for other purposes (Michelini et al. (140), 2008). More
generally, a tomographic model at higher resolution seems to be required. To this end,
in future analyses it would be useful to test a new 3D velocity model, again based upon
body wave arrival times, that is currently under construction (Chiarabba, pers. com.).
Moreover, starting from the used 3D structure, improved models may be obtained based
upon an adjoint tomographic inversion, as discussed in chapter 4.
One may suggest that another factor that contributes to the amplification of the
3D model synthetics is an overestimate of the resulting seismic moment attributed
to the L’Aquila event source. For each of the point sources, that compose the finite
fault, we estimate M0 based on the velocity model, that gives µ, and on the slip,
derived from Cirella et al. (42) (2009)’s source inversion. Thus, although the on-fault
slip distribution on our source model remains the same as in Cirella et al. (42) (2009),
the M0 distribution changes, influenced by the 3D structure now considered. As a
consequence, the amplified phases in the corresponding synthetics can be explained in
two ways, likely complementary. A first cause of this effect may be again the adopted
velocity model, featuring too high velocities, that produce unreliable high values of
µ and then of M0. On the other hand, one can suggest that the primary cause is an
overestimate of the slip. If one considers that adopting a 3D model provides a more
reliable description of the structure, instead of a simple 1D profile, thus, lower values
of the slip are needed, that, combined with a 3D structure, does not overestimate the
data. It is worth noting, moreover, that the amplifications in the synthetics for the 3D
model are mainly evident when the 1D model with topography provides discrete fit.
Thus, the adopted source model seems more consistent with the 1D profile, whereas
when all the 3D heterogeneities are considered this may produce spurious effects. This
is quite plausible, since the source inversion is based upon a 1D velocity model. Thus,
this discussion clearly highlights that our results in the 3D case are intrinsically affected
by an incompatibility between the adopted source and structure models. Calculating
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µ from the 3D velocity model seems not to help or even to worsen the effect. This is
because the slip is always inferred using a 1D flat model, and, at least in this thesis, the
incompatibility is unavoidable, since until now finite source inversions based upon 3D
models were not available. Nevertheless, it is worth noting that in future developments
of this work, we could test new fault models for L’Aquila earthquake proposed by
very recent studies (Trasatti et al. (196), 2011; Volpe et al. (203), 2012) and based on
heterogeneous 3D structure models.
As a consequence of the above discussed issues, a tomographic inversion to improve
an initial 3D velocity model, as well as a source inversion related to a 3D structure,
have strongly attracted our attention and motivated the study presented in chapter 4
and future developments (Appendix A).
An accurate, independent description of density and attenuation is still not possible
at present, due to the lack of a comprehensive model of these parameters for the con-
sidered central Italy region. Thus, in this work their values are estimated based upon
the velocity model and this contributes to increase the uncertainties on the structure
definition. Future implementation of more detailed 3D ρ and Q models will allow a
more thorough delineation of the characteristics of the structure and a more accurate
representation of the ground motion. Especially a proper attenuation implementation is
crucial when low wavespeed sedimentary basins are present and site effects are promi-
nent, as in central Italy (e.g., Castro et al. (25), 2004; Bindi et al. (16), 2009).
An important conclusion of our work is that using the 3D structure and the finite
fault allows us to model the recorded wavefield also for stations not included in Cirella
et al. (42) (2009)’s source inversion. Moreover, despite the required refinements, we
are able to capture also features, such as topographic and basin effects, not taken into
account by Cirella et al. (42) (2009). These effects, already visible within the frequency
range 0.02-0.5 Hz, will become more and more evident increasing the resolved frequency.
In fact, most of the basins in central Italy are shallow and relatively small, thus mainly
the short wavelengths are trapped. In addition, small-scale topographic features at high
frequencies strongly contribute to increase the ground shaking, as seen also in other
studies (e.g., Lee et al. (114), 2009a). However, it is fundamental to remark that the
structure and source models, presently available and used in this study, work accurately
only up to ∼0.5 Hz. Thus, the accuracy of the problem is yet limited to this frequency.
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This suggests once again the necessity for a structure and source description at higher
resolution, if one aims to simulate seismic waveforms in more details.
The analyses of L’Aquila wavefields using 1D velocity models, besides evidencing the
need for a 3D model, also enable us a comparison with Cirella et al. (42) (2009)’s results
and clearly highlight the effect of topography. In particular, using a finite fault model
and a velocity profile similar to those in Cirella et al. (42) (2009), we obtain synthetics
in agreement with the seismograms simulated by Cirella et al. (42) (2009), except for
few discrepancies probably due to a different source time function. Thus, we conclude
that we are generally able to properly implement their inverted source model in our
code. Moreover, it results that an explicit incorporation of the surface topography is
absolutely required, although the topographic effect could have been partly mapped
into Cirella et al. (42) (2009)’s source representation. In fact, some features in the
seismogram coda are likely related to topography and they can be captured only by
including this surface heterogeneity in the model (section 3.6.2).
As discussed, the effect of topography and lateral velocity variations seems to mainly
affect later arrivals in the seismograms. On the contrary, the first part of the timeseries
is only slightly influenced by these features and it should be mainly related to the
source description. In fact, in this initial portion the seismograms do not significantly
change using different structure models (1D or 3D and with or without topography),
and they mimic Cirella et al. (42) (2009)’s synthetics. Hence, the characteristics of
the constructed source model are crucial to reproduce the wavefield, mainly for the
first few pulses. The inverted source of Cirella et al. (42) (2009) is adopted in our
work particularly because it has been constrained also using seismic strong motion
data. This model provides a quite good fit of the observed seismograms, at least in
their first part. However, also there, discrepancies are evident. Thus, in the future, it
would be interesting to test other source models, such as the recently updated version
of Cirella et al. (42) (2009)’s model (Cirella et al. (43), 2011, submitted) or the model
of Scognamiglio et al. (174) (2010). Another option would be to performe a source
inversion based upon a 3D model, as already mentioned. For point sources this is
presently feasible, as shown in Appendix A. Moreover, using the adjoint method (e.g.,
Kim et al. (97), 2011) provides valuable results, that also promise for kinematic rupture
inversions in 3D structures. In addition, for the L’Aquila earthquake, as cited above,
the very recent studies of Trasatti et al. (196) (2011) and Volpe et al. (203) (2012)
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propose on-fault slip distributions obtained from inversions based on finite-element
methods and 3D velocity models.
Valuable results have been obtained concerning the calculation of the peak ground
velocity. In particular, PGV estimates, compared to observed data, dramatically im-
prove considering the 3D velocity model, instead of the 1D models. To this regard,
both topographic features and low velocity sediments, causing ground motion ampli-
fications, are highlighted. In addition, characteristics of the source mechanism, such
as directivity, become more evident. This confirms that a 3D model, also including
topography, contains fundamental information and it is more suited to capture all the
heterogeneities of a real Earth structure. Moreover, this suggests that we are able to
retrieve important features of the ground motion behaviour, that could be very useful
in seismic hazard analyses.
In conclusion, it is worth remarking that our study represents one of the first exam-
ples in which the complex wavefield produced by a finite source description in a realistic
regional model is analysed and compared to the data. Our work evidences the need for
a 3D model that includes also topography, and a finite fault model seems to provide an
accurate representation of the source in agreement with the data. Moreover, we prove
once again the power of SEM in simulating complex realistic wavefields. The obtained
promising results offer the opportunity of future developments, and they can be also
considered as preliminary for the adjoint tomographic inversion presented in chapter 4.
Finally, we believe that, when improved source and structure models will be available,
it will become possible to very accurately reproduce the seismic ground motion, and,
as a final result, to obtain precious indications for improved hazard assessment.
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Chapter 4
Adjoint tomography of central
Italy lithosphere
4.1 Introduction
In this chapter I will present in details the steps and the results of the iterative tomo-
graphic inversion, based upon the adjoint method and the steepest descent algorithm,
performed to improve an initial 3D model for central Italy lithosphere. The theoretical
formulation of the problem is mostly reported in section 2.3, here only the fundamental
equations will be highlighted.
To perform wavefield simulations, both forward and adjoint, and to calculate the
kernels required in the inversion (sections 2.3.3 - 2.3.4) we used the spectral-element
code SPECFEM3D 2.0 presented in section 2.4, that guarantees a highly accurate
forward and reverse modeling also for very complex 3D heterogenous models. The
accuracy of the numerical method is one of the factors that influences the accuracy of
a tomographic inversion, thus using SEM represents a great advantage. In addition,
in our inversion we can benefit from all the advantages of the adjoint method (section
2.3) and from its powerful combination with SEM (e.g., Tromp et al. (198), 2008).
The quality of data and of structural and source models, moreover, affects the fit
between recorded and synthetic timeseries, and it is crucial in retrieving a physically
consistent improved model.
The Italian region is characterized by a moderate to high seismicity (e.g., Scog-
namiglio et al. (173), 2009) and a large number of broadband stations provides us very
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high-quality data. In particular, the 2009 L’Aquila mainshock, analysed in the previous
chapter, counts a large number of foreshocks and aftershocks, that have been recorded
by both permanent and temporary stations. Thus, we have at our disposal a huge
amount of valuable data useful to perform the inversion (see section 4.4).
Concerning the lithospheric structure, the central Italy region features a complex
tectonic setting (see section 3.2), evidencing an ongoing NE-trending extension in the
Apenninic sector (e.g., Mariucci et al. (130) 1999). In addition, there are several topo-
graphic reliefs with a remarkable vertical scalelength, that result in relevant effects on
waveform propagation (see section 3.6), and numerous alluvial basins featuring very low
velocities of seismic waves that leave strong signatures on the recorded seismograms (see
section 3.7). For this region, both 1D and 3D velocity models are available (see section
3.4.1). In principle, a tomographic inversion could start from a well benchmarked 1D
model (in our case, e.g., the one used by Cirella et al. (42) (2009)), that would reduce
the computational costs associated to the inversion, also allowing for the calculation
of both the gradient and the Hessian of the misfit function to be minimized (section
2.3.4). However, performing a tomographic inversion based upon initial 3D models and
full 3D simulations is becoming feasible (as introduced in section 1.1). Moreover, the
study of the L’Aquila event in the previous chapter has highlighted the importance of
introducing 3D models, that allow us to account for a huge amount of valuable infor-
mation contained in the seismograms, neglected otherwise. These are the key points
that motivated our choice to start the adjoint tomography of central Italy from a 3D
model of the region which includes as much known features as possible (see sections
3.4.1 and 4.2.1).
Regarding the source models, it would be desirable to describe them with parame-
ters derived from an inversion based upon 3D models. At present, for central Italy the
available source mechanisms of the events are derived through inversion techniques that
use 1D velocity models (section 4.3). Thus, in this tomographic inversion we started by
using these solutions. Once an updated 3D model will be obtained, it could be used to
improve the source description with a 3D-based inversion (e.g., Liu et al. (119), 2004;
Kim et al. (97), 2011; Appendix A).
The choice of the misfit function to be minimized is another crucial factor, since it
determines the measure of the difference between data and synthetics we are dealing
with. This results in adopting a specific tomographic approach and only the features
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to which the considered measurements are sensible will be imaged by the inversion.
Several choices are possible (e.g., Tromp et al. (197), 2005) and in this work we choose
to minimize (multitaper or cross-correlation) traveltime differences between observed
and synthetic waveforms (sections 2.3.3 and 4.6). Thus, mainly the model perturba-
tions affecting the shift of phase arrivals will be accounted for. Instead, only slight
adjustments will result in the timeseries amplitude differences. This may suggest the
need to perform also an amplitude tomography, and, above all, it reveals the necessity
of inverting also for source parameters, whose errors are inevitably mapped into struc-
tural models when a tomographic inversion is performed. These aspects will be the
objective of future developments of this work.
Finally, the efficiency of the chosen minimization algorithm defines the number of
iterations required to approach the minimum of the misfit function, affecting conse-
quently the computational costs associated to the procedure. As mentioned, we choose
to use the steepest descent method (in combination with adjoint method) presented
in section 2.3.4.1. Future extensions of this work may include a comparison with a
conjugate gradient method (e.g., Tape et al. (187), 2007), in order to address to a fast
convergence of the minimization procedure.
Next sections 4.2-4.9 are organized as the steps of an iterative tomographic inversion.
• We start by defining the initial velocity model m0 (section 4.2.1) and seismic
source description (section 4.3), together with the observed dataset (section 4.4).
• Then, we discuss the algorithm to select the windows of recorded and synthetic
timeseries (section 4.5.2), and the chosen measurements and misfit functions es-
timated in each time window, that are required for the inversion (section 4.6).
• Next, we present the construction of the gradient of the misfit function, i.e. the
misfit kernels (section 4.7.1), that is used to calculate the new model m1 updating
the initial model m0 (section 4.8).
• Finally, the two previous steps can be repeated to obtain the model at iteration
n, mn, by updating the one at the previous iteration, mn−1, now considered as
starting model. Thus, performing successive iterations, the initial velocity model
can be improved, while minimizing the misfit function. In sections 4.8 - 4.9 we
discuss the results of the inversion procedure, starting from the first update m1
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of the initial velocity model m0, until the model m5, that has been obtained by
the last iteration performed in this work.
4.2 Initial model
Velocity structure and source models affect seismic wave propagation and, therefore,
the errors associated to the respective parameters are at the origin of the discrepancies
between observed data and simulated synthetics. Thus, ideally, one should perform
a joint source-structure inversion in order to improve simultaneously both source and
structural models, reducing their effect on the total misfit (e.g., Pavlis & Booker (157),
1980). An example of this joint minimization procedure, based upon SEM and adjoint
method, is in Tape et al. (187) (2007) for a synthetic 2D experiment. For realistic 3D
cases, this would require a remarkable computational effort, thus, one can also start
by inverting for only one model, structure or source, while keeping the other fixed.
Updating only one model, for example the structure, one assumes that the source
inaccuracies are not affecting the waveforms, but obviously the errors on the source
parameters are implicitly mapped into the structural model. Thus, once the structural
model has been firstly improved, it can be used to deal with source parameter inversion,
and so on, seeking to minimize the combined effect of source and structure on the
difference between data and synthetics.
In this work, as anticipated, we followed the last approach, initially inverting only
for the structural model of central Italy, while keeping the source description unchanged.
Next section (4.2.1) describes the initial 3D velocity model of the region, that will be
updated through the adjoint gradient-based inversion. The SEM mesh constructed to
discretize this model is described in section 4.2.2. It is worth noting that the geometry
of the mesh remains fixed for all the iterations of the inversion procedure, whereas
the material properties associate to its GLL points (section 2.4) change accordingly
to the improved model. The representation of earthquake sources used for the whole
tomographic inversion is, then, presented in section 4.3.
4.2.1 Initial 3D velocity model m0
The first step in defining the initial model is to choose the variables for its parametriza-
tion. In this adjoint tomography, we consider the following isotropic model parameters:
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• Compressional wave-speed vp,
• Shear wave-speed vs.
These are the only variables directly updated in the inversion procedure, and, formally,
to use the steepest descent equation 2.125 for the model update, they need to be
transformed into log-normalized quantities 1 (Tarantola (193), 2005), that is
Vp = ln
(
vp
vp0
)
, Vs = ln
(
vs
vs0
)
, (4.1)
where vp0 and vs0 are scaling parameters with dimension m/s used to non-dimensionalize
vp and vs, respectively. The two variables Vp and Vs are defined at each GLL point of
the discretized volume and represent the components of the model vector m 2. Their
variations are
δVp = δ
[
ln
(
vp
vp0
)]
=
δvp
vp
, δVs = δ
[
ln
(
vs
vs0
)]
=
δvs
vs
, (4.2)
usually denoted as δ ln vp and δ ln vs, respectively (e.g., eq. 2.89).
The mass density ρ is also included in the structural model. Fixed vp and vs, this
variable has a relatively low sensitivity to the traveltimes we seek to fit, thus, it has not
been considered as a model parameter, strictly speaking. However, the definition of ρ
is required to practically run the code SPECFEM3D, thus its values are determined
from vp using the relationship (eq. 3.3 section 3.4.1)
ρ = 0.025 v2p − 0.055 vp + 2.134 , (4.3)
where ρ is in g/cm3 and vp in km/s. At each iteration, once vp is updated, the new
values of the density for each point are calculated using equation 4.3 and are used in
the code to allow for simulations.
Concerning the attenuation, it is implemented as described in sections 3.4.1, 3.4.4.
Thus, the quality factor at each GLL point is estimated, based on Olsen et al. (151)
(2003)’s model, relating Q and vs by Q=0.02 vs (vs in m/s; eq. 3.1), and it can assume
discrete values within 40 and 150, with step of 10. Below the Moho we set Q=9000, i.e.,
no attenuation. As for the density, the definition of the quality factor is necessary to
1This is possible since vp and vs are positive quantities.
2In general, the model vector is written as m = [Vp 1, ..., Vp k, ..., VpNGLL , Vs 1, ..., Vs k, ..., VsNGLL ]
T ,
with NGLL the number of GLL points in the considered volume (e.g., Tape et al. (189), 2010).
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run the simulations if the attenuation is incorporated. Thus, Q is not directly updated,
but its new values are calculated at each iteration from the updated vs.
Anisotropy has not been incorporated in the structural model.
Once the parametrization has been fixed, in order to start from the most complete
available description of the structure, we choose to assign the values of the considered
parameters vp and vs based upon a 3D model of central Italy lithosphere, as introduced
in 4.1. We use the laterally heterogeneous tomographic model employed for L’Aquila
mainshock simulations and described in section 3.4.1. However, as discussed in para-
graph 3.4.4, 3D model simulations for L’Aquila require a huge amount of computational
time. Since in the tomographic inversion several events are involved and a large number
of simulations needs to be run, we choose to reduce the resolution of the problem by
simplifying the corresponding mesh (see section 4.2.2). As a consequence, the mini-
mum wavespeed resolved by numerical simulations increases, and, then, in the initial
3D tomographic model used in the inversion, we limit the minimum vp and vs to be,
respectively (cfr. eq. 3.2)
vminp = 1753.3 m/s , v
min
s = 984.5 m/s . (4.4)
All the other characteristics of the model are the same as in section 3.4.1. We label the
initial velocity model for the inversion as m0.
Figure 4.1 shows 3D views and sections of the initial models for vp and vs. The
areas depicted in red feature very low wavespeeds and are related to the alluvial basins,
that are present in central Italy and are accounted for by using the vs30 model (see
section 3.4.1).
4.2.2 Mesh
As anticipated in the previous paragraph, it is advisable to reduce the computational
costs when dealing with simulations of several events. Moreover, the study of L’Aquila
mainshock (chapter 3) revealed that a resolution of 5 Hz, that would be provided by
the complex mesh described in section 3.4.2, is considerably larger than the resolution
allowed by the considered source and structural models, that finally limit the accuracy
of the simulations up to about 0.5-1 Hz (i.e, down to ∼1-2 s). All these aspects, lead
us to construct a new simpler mesh for the tomographic inversion in central Italy, with
a resolution calibrated upon the estimated accuracy of the problem.
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Figure 4.1: Initial 3D velocity model m0 - (a) View of the simulated area in central
Italy. (b) Three-dimensional view from SE of the initial tomographic model m0 in central
Italy. The scales for vp and vs are on the left. The considered volume is 200 km x 200
km x 60 km and in black is represented the homogeneous layer below the Moho surface
(Di Stefano et al. (60), 2011). In transparency the internal tomographic model is evident.
Blue features correspond to vp=6400 m/s, orange features correspond to vp/vs=1.84. (c)
W-E and N-S cross-sections of figure (b). Black triangles and white dots denote the re-
ceivers and the events considered in the inversion procedure, respectively (see Fig. 4.3).
(d) Close-up of the red inset in figure (c). In red are depicted low wave-speed areas, often
associated to sedimentary basins present in central Italy.
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The mesh built in this case is represented in Figure 4.2. As the mesh for L’Aquila
simulations (section 3.4.2), it discretizes a volume of 200 km x 200 km x 60 km in
central Italy, with limits of latitude and longitude, respectively, (41.10 - 42.90)◦N and
(12.04 - 14.45)◦E (Fig. 4.3 (a)). However, the size of the hexahedral elements on the
top is about 1 km, thus the numerical resolution of the mesh now reaches ∼1 Hz (i.e., a
minimum period of 1 s). To account for velocity increase, then, the size of the elements
is triplicated along depth. Using this mesh, one forward simulation of 60 s requires
about 40 minutes on 256 cores, compared to a forward simulation with the complex
mesh for L’Aquila event, that required about 32 hours on 308 cores (section 3.4.4).
The mesh honors the free surface topography, that is imported using Shuttle Radar
Topographic Mission (SRTM) data (converted to UTM coordinates) with an original
resolution of 90 m (Jarvis et al. (90), 2008), then smoothed at 1 km. The topography
of the Moho discontinuity as described by Di Stefano et al. (60) (2011) is also honored
and it is represented by the top of the blue layer in Figure 4.2.
The mesh contains 194’400 hexahedral elements with a total number of GLL points
equal to 13.5 x 106. Initially, to each of these GLL nodes is assigned a value of the
parameters vp and vs (thus, of the corresponding Vp and Vs in 4.1, and of ρ and Q)
based upon the 3D tomographic model considered for central Italy (section 4.2.1). At
each iteration, the geometry of the mesh remains the same, but the values of the model
parameters at the GLL points will be replaced by the updated ones 1.
4.3 Earthquake sources
In order to perform the tomographic inversion for central Italy, we take advantage
of the huge amount of events recorded before and after the 6th April 2009 L’Aquila
mainshock. Our model of the region has an extension of 200 km x 200 km x 60 km (see
section 4.2.2), thus we started by considering all the events occurred in this volume
from January 2009 and September 2010 with local magnitude Ml ≥ 3.0. Among them,
we finally selected 63 events with available seismic source solutions and at least few
1Based upon the description of the code SPECFEM3D in section 2.4, this means that at each
iteration new updated values of the model parameters will be assigned to the GLL points, whose
coordinates are fixed in the mesh databases. Note that, if the model contains any discontinuity, two
different values of each model parameter are assigned to the gridpoint that lie on the interface, one for
each side of the interface.
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W
N
Figure 4.2: Hexahedral mesh for central Italy tomography - The mesh discretizes
the volume in Figure 4.1 (b) in central Italy and contains 1.9 x 105 hexahedra. It honors
the free-surface topography and the Moho surface (Di Stefano et al. (60), 2011), that is
the top of the blue layer. The Moho is at about 30 km depth in the NW direction and
deepens moving toward SE and NE.
measurements for the shortest considered period range (2-20 s, section 4.5.1). They
occurred between March 2009 and August 2010 with 3.2 ≤Ml ≤ 5.3 and are shown in
Figure 4.3 (a) based upon their depth. In total, the foreshocks of the L’Aquila event
are 3, whereas the aftershocks are 55.
Each event is represented as a point source and, in order to be implemented in the
code SPECFEM3D for simulations, it is described by the following Centroid Moment
Tensor (CMT) parameters (see section 2.4):
• Coordinates of the hypocentre, i.e., latitude, longitude and depth;
• Six components of the moment tensor;
• Half duration hdur, i.e., the half width of the Gaussian that approximates the
point source time function (section 2.4);
• Origin time.
The source solutions for the considered events are obtained by using a Time Domain
Moment Tensor (TDMT) technique (Dreger & Helmberger (64), 1993; Scognamiglio
et al. (173), 2009). This method has been recently implemented at Istituto Nazionale
115
CHAPTER 4.
di Geofisica e Vulcanologia (INGV) and allows rapid determinations of moment tensors
from broadband waveform recordings in the period range 10-50 s (Scognamiglio et al.
(173), 2009). The high-quality data recorded by the Italian National Seismic Network
(INSN) and the Mediterranean Very Broadband Seismographic Network MedNet, to-
gether with a laterally homogeneous, layered velocity model, are used to obtain the
solutions for events with Ml & 3.0 1. In the TDMT procedure each moment tensor
solution is associated to an optimal depth, that is fixed and not explicitly inverted.
Latitude and longitude of the events are the revised locations provided by INGV2.
Another option would have been to use the solutions available in the European
- Mediterranean Regional Centroid Moment Tensor (RCMT) catalog (e.g., Pondrelli
et al. (162), 2006) for earthquakes with 4.5 ≤Ml ≤ 5.5. The RCMT calculation allows
rapid determination of source mechanisms and it is based on an iterative inversion of
long period (≥ 35 s) surface waves recorded at regional distance by primarily MedNet
stations. The 1D velocity model PREM is used (Dziewonski et al. (66), 1981). However,
most of our considered events are too small and only the TDMT solutions are available,
thus, for sake of consistency, we choose to use the TDMT mechanisms for all the
earthquakes.
Figure 4.3 (c) shows the distribution of moment magnitude Mw for the 63 events
obtained by using the TDMT technique. The values are comprised in the range Mw ∈
[3.2; 5.4], but only four events have Mw ≥ 5.0. The depth distribution is represented
in Figure 4.3 (d), showing that the values range from 2.0 to 18.0 km, but are mainly
concentrated between 6.0 and 10.0 km depth.
To simulate a point source using SPECFEM3D one can, in principle, use a Gaussian
source time function with a zero width, i.e., a delta function centered at the CMT time.
After the simulation, a convolution with an appropriate source time function and/or
filtering operations would remove the noise caused by a moment-rate delta function.
However, we prefer to assign to each event a non-zero half duration hdur calculated
from the TDMT scalar seismic moment M0 by using the relationship (Dahlen & Tromp
(51), 1998)
hdur = 2.4 x 10−6M1/30 , (4.5)
1http://cnt.rm.ingv.it/tdmt.html
2available at http://cnt.rm.ingv.it/
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where hdur is in second and M0 in dyne x cm. Figure 4.3 (e) summarizes the hdur
values for the 63 events. Most of the earthquakes have half durations < 0.4 s, which is
small compared to the minimum period of 2 s considered in the inversion and compared
to the minimum threshold σ0 = 1 s that we assign to the measurement uncertainty (eq.
4.20). Under these conditions, the approximation of earthquakes as point sources can
be considered reliable.
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Figure 4.3: Events and receivers for central Italy tomography - (a) The 63 events
and the 52 velocimetric stations (red triangles) used for the adjoint inversion. The beach-
balls have dimensions proportional to event magnitudes and colors referred to the depth
color scale on the left. (b) Ray coverage considering all the events and the stations. (c)
Moment magnitude Mw distribution for the considered 63 events. The values of Mw are
obtained with a TDMT technique (Scognamiglio et al. (173), 2009). (d) Distribution of
the depth values for the considered events. (e) Distribution of the half durations hdur
estimated by using equation 4.5 in the text (Dahlen & Tromp (51), 1998).
As stated above, the source model parameters have been kept fixed for all the per-
formed iterations, improving only the structural parameters. However, we did some
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preliminary tests also on source inversion, by using an automated procedure developed
by Liu et al. (119) (2004), that allows moment tensor and earthquake location improve-
ments. The technique, summarized in Appendix A, has a remarkable computational
cost, thus we won’t deal with this issue in this work, postponing it to future develop-
ments. This is also justified by noting that the initial misfit between data and synthetics
has to be mainly ascribed to perturbations in the structural model parameters. Thus,
source inversion will be tackled once an improved tomographic model is obtained after
few iterations of the adjoint inversion procedure.
4.4 Observed data
The objective of the inversion procedure is to minimize the difference between the data
and the synthetics, quantified by a misfit function. Thus, the seismograms simulated
by using the numerical technique have to be compared with the observed seismograms.
To this end, we considered as data the seismic waveforms generated by the 63 events
presented in section 4.3 and recorded by 52 three-component velocimetric stations. The
map of the receivers is shown in Figure 4.3 (a) together with the considered events.
Figure 4.3 (b) represents the ray coverage based upon the 63 events and the 52 stations.
In order to select the receivers suitable for the inversion, we started by considering
all the stations that recorded each event. Among them, we selected only the receivers
inside the simulated volume and we neglected the timeseries that presented some gaps
in the recording. The total number of stations finally chosen is 52 and each event has
been recorded by at least 21 of them and at the maximum by 44 of them.
Most of the considered 52 receivers are digital permanent seismic stations of the
INSN managed by INGV 1. Moreover, there are several broadband stations belonging
to the MedNet network2. All these 52 stations provide very high-quality data useful
for the inversion. (For more details on the networks see section 3.3).
Almost all the 63 events have been also recorded by some temporary velocimetric
stations, especially the aftershocks immediately following the main event of L’Aquila.
However, the responses of these instruments refer to very short periods (mainly up to 1
1Seismograms and receiver responses available at http://eida.rm.ingv.it/
2http://mednet.rm.ingv.it/data.php
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s) corresponding to very high frequencies. Thus, in this work we choose not to include
these stations that could be useful for successive studies at higher resolution.
Finally, 14 events out of the 63 have been also recorded by accelerometric stations
of the national strong motion network (RAN)1 (as for L’Aquila mainshock, section
3.3). However, the data from these stations have not been considered for central Italy
tomographic inversion. In fact, the processing required by accelorometric seismograms
is different compared to the velocimetric data processing (see section 3.5). This may
influence the corresponding adjoint sources estimated within each time window selected
in the seismograms, since their formulation involves processed time series (see, e.g., eq.
2.96 and Table 4.1). Thus, at present, we prefer to consider only the velocimetric
seismograms, all processed at the same way, in order to produce adjoint sources for
kernel calculation that are consistent to each other.
4.5 Forward modeling
4.5.1 Forward simulations and data processing
The adjoint tomographic inversion we are performing requires to produce, at each
iteration, the synthetic seismic wavefields for the given model. They are necessary to
estimate the misfit functions by comparing them to the observed data (section 4.6).
As a starting point of the procedure, we have considered as input of the code
SPECFEM3D (1) the initial velocity model m0 (section 4.2.1), (2) the corresponding
mesh (section 4.2.2) and (3) the TDMT source descriptions (section 4.3), and we have
performed a forward simulation for each of the 63 considered events (Fig. 4.3 (a)).
The synthetic seismograms are obtained for the three components (East, North,
vertical) of each of the 52 stations that recorded the events (section 4.4 and Fig. 4.3
(a)-(b)). The simulations are set to produce 60 s long timeseries with a time step of 1
x 10−3 s (i.e., the sampling rate of synthetic seismograms is originally 103 Hz).
Before comparing data and synthetics to select the measurement windows (section
4.5.2), the time series, both recorded and simulated, need to be processed exactly in the
same way. The observed data used for our tomographic inversion are three-component
velocity seismograms, that include the instrumental response (section 4.4). We consider
1Data available at http://itaca.mi.ingv.it/ItacaNet/
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the synthetic seismograms in displacement and perform the processing summarized in
what follows:
1. Resample data and synthetics at 100 Hz;
2. Cut data and synthetics between -10 and 59 s;
3. Deconvolve the corresponding instrumental responses from the data, while trans-
ferring them into displacement (in m) and filtering them in two period bands,
(2-20) s and (6-20) s;
4. Apply the same transfer filter to the synthetics between (2-20) s and (6-20) s,
while keeping them in displacement (in m);
5. Rotate East and North components into radial (R) and transverse (T) compo-
nents.
Note that, as required, all the operations applied to the data have been applied
to the synthetics as well, except for the deconvolution of the instrumental responses,
that is necessary only for the data. However, the same transfer function used for the
data is applied to filter the synthetics instead of a Butterworth filter, thus the filtering
operation is consistent in the two time series.
The period ranges considered in the inversion are 2-20 s and 6-20 s. This choice is
primarily based on the instrument characteristics and the estimated accuracy of the
problem (down to about 1-2 s), due to the considered source and structure models1.
Moreover, considering multiple filtering bands allows us to highlight, through the ker-
nels (section 4.7.1), the sensitivity of the waveforms to features that arise at different
frequencies, and thus to better sample the model. Generally, the two period bands show
both body and surface waves, and effects of the alluvial basins or of the topography
are often visible (see Figs. 4.26 - 4.37). Thus, many interesting phases are evident in
both period ranges and successive iterations will lead the synthetics to reproduce them
more and more accurately, while enriching the model with the corresponding features.
As the resolution of the model increases through the inversion procedure, the pe-
riod range may be extended in order to fit new features. However, for the iterations
performed in this work we preferred to keep the period bands fixed.
1The accuracy of the simulations, in this case, has been tuned to the problem resolution, by
constructing an ad-hoc mesh (section 4.2.2).
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4.5.2 Time-window selection
After producing the synthetic seismograms and processing them together with the data,
the next step consists in comparing all these timeseries, to select the time windows
suitable for measurements. This is required at each iteration of the procedure.
In principle, any time window within which data and synthetics have a significant
signal to noise ratio and match reasonably well can be considered for measurements.
In this work, we have used the powerful code FLEXWIN 1 (Maggi et al. (125), 2009),
that allows for an automated selection of the windows based upon these criteria. The
algorithm is highly flexible and can be applied to both local, regional and global seis-
mological scenarios. Moreover, it can handle timeseries from 1D simulations, but also
seismograms for 3D models, that usually include more complex phases. In fact, one
of the great advantages in using this code is that one does not need to identify and
label specific phases in the seismograms. The algorithm, only accounting for some
user parameters that guarantee timeseries well-behavedness and measurement feasibil-
ity (Appendix B), selects the windows by comparing data and synthetics, no matter
what type of phases are involved. Moreover, using an automated procedure is neces-
sary when dealing with a huge amount of seismograms and measurements. After the
selection, one can check the resulting windows and manually remove the ones that are
still inadequate.
To summarize the selection procedure, following Maggi et al. (125) (2009), we briefly
outline the steps of FLEXWIN algorithm in what follows (for more details see Maggi et al.
(125), 2009).
• Stage A: pre-processing. Preliminary processing operations can be performed on
data and synthetics, but in our case we already did this before using FLEXWIN.
Then, considering some signal-to-noise criteria (rP and rA in Table B.1), seismo-
grams dominated by noise are rejected. Finally, the short-term average/long-term
average ratio (STA:LTA), a waveform derived from the envelope of the synthetic
seismogram, is defined for each synthetic.
• Stage B: definition of preliminary measurement windows. The preliminary candi-
date windows are centered around the local maxima of the STA:LTA waveforms.
1freely available at http://www.geodynamics.org/svn/cig/seismo/3D/ADJOINT TOMO/flexwin/.
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These maxima correspond in position and width to the seismic phases in the syn-
thetic seismograms. In order to be considered acceptable, the maxima should lie
above a user-defined water level (wE(t) in Table B.1).
• Stage C: rejection of preliminary windows based on the content of the synthetic
seismogram alone. Among the set of candidate windows from Stage B, one starts
rejecting windows based upon the shape of STA:LTA waveforms. The objective is
to retain windows that contain well-developed seismic phases or groups of phases
of the synthetics (the parameters used in this stage are c0−4 in Table B.1).
• Stage D: rejection of preliminary windows based on the differences between ob-
served and synthetic seismograms. Within the windows resulting from stage C,
one evaluates four quantities that quantify the well-behavedness of the data and
the similarity to the synthetics: (1) signal-to-noise ratio for the data, (2) normal-
ized cross-correlation CC between data and synthetics, (3) cross-correlation time
lag ∆τ , and (4) amplitude ratio ∆lnA. These four quantities should belong to
specific ranges based upon user-defined criteria (r0(t), CC0(t), ∆τ0(t), ∆lnA0(t),
∆τref , ∆lnAref in Table B.1). Only the windows that satisfy these conditions
are retained.
• Stage E: resolution of preliminary window overlaps. Considering the windows
from stage D, the final set is chosen so that it contains time windows that do not
overlap with each other and that cover as much of the seismogram as possible
(the considered criteria are wCC , wlen and wnwin in Table B.1).
The windows resulting from the five stages of FLEXWIN are those within which the
measurements should be estimated (section 4.6.1). They represent the only part of the
time series involved in the inversion. Nevertheless, successive iterations of the inversion
procedure tend to improve the fit between data and synthetics (e.g., Figs. 4.26 - 4.37).
This will cause an extension of the windows and/or an increase of their number, aiming
to the ideal condition where the whole waveforms are fitted.
In Appendix B is reported a description of the user parameters set in FLEXWIN.
Depending on the specific considered scenario, the user parameters should assume dif-
ferent values. Thus, we have performed preliminary tests in order to find the suitable
setting for our problem. In particular, we allow both body and surface waves to be
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selected in the seismograms (by appropriately tuning the water level in Stage B above).
Moreover, conservative criteria to asses timeseries similarity are preferred. The chosen
parameter values for central Italy tomographic inversion are reported in Table B.2 for
both of the considered period ranges, (2-20) s and (6-20) s.
4.6 Measurements and misfit functions
4.6.1 Multitaper traveltime (MT-TT) misfit function and adjoint source
Once the windows have been selected, the measurements need to be estimated. In
order to quantify the misfit between data and synthetics for the adjoint traveltime
tomography of central Italy, we choose to measure the frequency-dependent multitaper
difference between observed and theoretical traveltimes (Thomson (194), 1982; Park
et al. (153), 1987; Percival & Walden (159), 1993; Laske & Masters (112), 1996; Ekstro¨m
et al. (67), 1997; Zhou et al. (212, 213), 2004, 2005). Thus, for each time window p
selected in a single seismogram for a given event s and a given category c (i.e., choosing
for example a ground motion component and/or a period range, see section 2.3.4.2),
we estimate a multitaper traveltime (MT-TT) measurement as a function of frequency
ω
∆τp (ω,m) = τ obsp (ω)− τp(ω,m) , (4.6)
where m is the model vector. The corresponding multitaper traveltime misfit function
for a given time window p per event s and category c is given by (e.g., Tape et al. (189),
2010)
Fp(m) =
1
Hp
∫ ∞
−∞
hp(ω)
[
∆τp (ω,m)
σp(ω)
]2
dω , (4.7)
where ∆τp(ω,m) is given by 4.6 and σp(ω) is the frequency-dependent uncertainty
associated with the traveltime measurement. Moreover, hp(ω) denotes a windowing
function in the frequency domain and Hp is the corresponding normalization factor
defined as
Hp =
∫ ∞
−∞
hp(ω) dω . (4.8)
One can introduce a quantity wp(ω) that involves the variance, the windowing filter
and the normalization factor:
wp(ω) =
hp(ω)
Hp σ2p(ω)
, (4.9)
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thus, the variation of the misfit function 4.7 is given by
δFp(m) = − 2
∫ ∞
−∞
wp(ω) ∆τp(ω,m) δτp(ω,m) dω , (4.10)
where δτp(ω,m) represents the frequency-dependent traveltime perturbation due to
changes in the model parameters.
Note that, for frequency-independent measurements, ∆τp(ω,m) in 4.6 reduces to
the cross-correlation traveltime (CC-TT) difference
∆Tp(m) = T obsp − Tp(m) , (4.11)
previously introduced (eq. 2.75 with r = p index of the window). Thus, the misfit
function 4.7 becomes (by using 4.8)
FCCp (m) =
(
∆Tp(m)
σp
)2
, (4.12)
that is the cross-correlation traveltime misfit function in equation 2.127 for a single
window p.
In the above formulations, as required, the measurements and the misfit functions
are defined within a specific time window p of a given seismogram. Thus, the window-
ing function to be applied to data and synthetics is a crucial choice, since it affects
the estimate of the measurements and, then, of the corresponding misfit functions and
adjoint sources. As anticipated, we decide to use a multitaper measurement technique
(Thomson (194), 1982). This method uses a set of orthogonal tapers tj , called prolate
spheroidal eigentapers (Slepian (179), 1978), to window the data and the synthetics.
The advantage is that these multi-tapers are all optimally concentrated within a small
window in the frequency domain, and they do not have side-lobes. Thus, using this
technique, one can minimize both the spectral leakage, caused for example by using
windowing functions in the frequency domain with side-lobes (as sinc-functions), and
also the bias in the measurements, caused for example by cosine windowing functions.
Moreover, since we have multiple estimates for each measurement in the frequency
domain, one for each taper, one can also calculate the uncertainty associated to the
estimate. Finally, with respect to a cross-correlation measurement, a multitaper tech-
nique accounts for the traveltime difference between data and synthetics as a function
of frequency in the chosen bandwidth, thus a multitaper measurement, when possible,
represents a more appropriate measure of the misfit between two timeseries.
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By using the above multitapers tj to window the data d and the synthetics s, for
each tj one obtains a tapered version of the two timeseries, that, in the time domain,
is given by
dj(t) = d(t) tj(t) , sj(t) = s(t) tj(t) . (4.13)
In the frequency domain, the windowing operation corresponds to a convolution be-
tween the Fourier transform (i.e., the spectra) of the timeseries, d(ω) and s(ω), and the
Fourier transform of the taper, tj(ω), that is
dj(ω) = d(ω) ∗ tj(ω) , sj(ω) = s(ω) ∗ tj(ω) . (4.14)
In order to determine the adjoint sources for multitaper traveltime measurements,
one can follow the formulation in Tape (186) (2009, Appendix C) (see details therein).
The variation of the misfit function in 4.10 needs to be expressed in terms of the
perturbed displacement δs, as previously done for the cross-correlation traveltime misfit
function (eqs. 2.76-2.77). Based upon Tape (186) (2009), the traveltime perturbation
δτ(ω) in 4.10 can be written
δτ(ω) = − 1
ω
Im
(∑
j δsj s
∗
j∑
j sj s
∗
j
)
, (4.15)
where sj is the tapered synthetic in 4.14 and δsj the corresponding tapered, perturbed
synthetic. Note that in 4.15 and in the following equations we omit, for sake of simplic-
ity, the index p of the window, the index i of the ground motion component (present
in eq. 2.77) and the dependence on m and x. By substituting 4.15 in 4.10, after some
algebra (see, for details, Tape (186), 2009), one obtains
δF = 2 Re
∑
j
∫ ∞
−∞
w(ω) ∆τ(ω) pj(ω) δs∗j (ω) dω
 , (4.16)
where the function pj(ω) in the frequency domain and for the j-th taper is
pj(ω) =
iωsj∑
k′ (iωsk′) (iωsk′)∗
. (4.17)
By transforming expression 4.16 into the time domain 1, one can write the variation of
the mutitaper traveltime misfit function in terms of the perturbed time series δs(t) as
δF =
∫ ∞
−∞
f †(t) δs(t) dt , (4.18)
1by using the Plancherel’s theorem
R∞
−∞ f(ω) g
∗(ω) dω = 2pi
R∞
−∞ f(t) g
∗(t) dt (see again Tape (186),
2009)
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and, thus, the multitaper traveltime adjoint source f †(t), for a given window selected
in a single seismogram, is expressed as
f †(t) =
∑
j
tj(t) [4pi w(t) ∗ ∆τ(t) ∗ pj(t)] . (4.19)
It is worth noting that pj(t) in 4.19 is the time-domain version of pj(ω) in 4.17, i.e.
its inverse Fourier transform, and it contains the first time derivative of the tapered
synthetic, ∂tsj(t). Thus, by comparing equations 4.19 and 2.96 (written for a single
value of r and weighted by σ), one can recognize the similarities between multitaper
and cross-correlation traveltime adjoint sources. Next, by following Tromp et al. (197)
(2005) as in section 2.3.3, the adjoint field can be defined in terms of the adjoint source
and the variation of the multitaper traveltime misfit function can be written again as
a volume integral involving 3D sensitivity kernels (as, e.g., eq. 2.89).
For the adjoint tomography of central Italy, after selecting the windows suitable
for measurements through FLEXWIN (section 4.5.2), we use the code measure adj1 to
estimate, within these windows, the measurements and, then, the corresponding mis-
fit functions and adjoint sources at each iteration. The code allows one to choose
among different types of measurements and misfit functions to be evaluated, and in
our case, as mentioned, we ask for calculation of multitaper traveltime measurements.
measure adj performs an initial check of the windows selected by FLEXWIN and, ac-
counting for some user-defined parameters (Appendix C), it executes two distinct cal-
culations described in what follows:
• when the windows satisfy suitable conditions based upon the user parameters,
the code applies the multitaper technique to window data and synthetics, and
estimates the MT-TT differences 4.6 as a function of frequency. Then, it cal-
culates, for each window p, the MT-TT misfit function in 4.7 and the MT-TT
adjoint source in 4.19. (See the last three equations in Table 4.1).
• whenever the time window does not satisfy the user parameter conditions (e.g.,
the window is too narrow), the MT-TT measurement on this window is reverted
to the CC-TT measurement 4.11. In this case the CC-TT misfit function 4.12
and the CC-TT adjoint source 2.96 (weighted by σ) are evaluated for each p. (See
the first three equations in Table 4.1).
1freely available at http://www.geodynamics.org/svn/cig/seismo/3D/ADJOINT TOMO/measure adj/
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4.6 Measurements and misfit functions
Table 4.1 summarizes the measurements, misfit functions and adjoint sources (for
a window p) considered for central Italy adjoint tomography.
Note that the uncertainties σp associated to each measurement appear in the de-
nominator of both the misfit functions and the adjoint sources (Tab. 4.1). Thus, in
order to avoid singularities for σp = 0 (a perfect measurement), one needs to define a
minimum threshold value σ0 for σp. Following Tape et al. (189) (2010), in our tomo-
graphic inversion we choose
σ0 = 1.0 s , (4.20)
based upon the range of Mw (Fig. 4.3 (c)) and the uncertainties associated to the
source parameters. The code measure adj calculates the value of the uncertainties on
the measurements using the formulation in Tape et al. (189) (2010, Appendix A) and
it assigns to σp the value of σ0, whenever σp < σ0.
4.6.2 Overall misfit
In section 2.3.4.2 we introduced the misfit function Fc for a given category c and the
overall misfit function F . In the adjoint inversion for central Italy, as previously intro-
duced (section 4.5.1), we work with three components (radial, vertical and transverse)
of data and synthetics within two period ranges, 2-20 s and 6-20 s. Each pair [com-
ponent - period band] represents a category, thus we consider a total of 6 categories.
At each iteration of the inversion procedure we are interested in monitoring the be-
haviour of the six misfit functions Fc per category and of the total misfit F ; they all
are expected to decrease for successive iterations, while improving the model.
Considering the multitaper traveltime misfit function in 4.7, now labeled as FMTp ,
the MT-TT misfit function per event s and category c (see eq. 2.126) is obtained by
summing over all the time windows NMTsc suitable for a MT measurement (given s and
c) and normalizing by this number, that is (see Table 4.1)
FMTsc =
1
NMTsc
NMTsc∑
p=1
FMTp =
1
NMTsc
NMTsc∑
p=1
1
Hp
∫ ∞
−∞
hp(ω)
[
∆τp (ω,m)
σp(ω)
]2
dω . (4.21)
When cross-correlation traveltime measurements are estimated, one sums and normal-
izes by considering the windows for which a CC-TT measurement has been made. Thus,
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Cross-correlation Traveltime (CC-TT)
Measurement ∆T (m) = T obs − T (m)
Misfit Function FCC(m) =
(
∆T (m)
σ
)2
Adjoint Source f †(x, t) = −∆T 2w(T−t)
σ2M
∂ts(xr, T − t) δ(x− xr)
Multitaper Traveltime (MT-TT)
Measurement ∆τ(ω,m) = τ obs(ω)− τ(ω,m)
Misfit Function FMT (m) = 1H
∫∞
−∞ h(ω)
[
∆τ(ω,m)
σ(ω)
]2
dω
Adjoint Source f †(x, t) =
∑
j tj(t) [4pi w(t) ∗ ∆τ(t) ∗ pj(xr, t)] δ(x− xr)
Table 4.1: Measurements, misfit functions and adjoint sources for a time win-
dow p - Measurements, misfit functions and adjoint sources used in the adjoint tomographic
inversion of central Italy. They refer to a single window p, a single component i, a single
receiver xr and a single event, but indexes p and i have been neglected. Note that both
CC and MT adjoint sources contain the measurement uncertainty σ in the denominator,
since w(t) in the MT adjoint source is the time-domain version of 4.9. The model vector
is denoted by m, the superscript obs denotes the observed traveltime, and pj(t) is the
time-domain version of pj(ω) in 4.17.
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the CC-TT misfit function per event s and category c, labeled as FCCsc , is given by (see
eq. 2.127 and Table 4.1)
FCCsc =
1
NCCsc
NCCsc∑
p=1
FCCp =
1
NCCsc
NCCsc∑
p=1
(
∆Tp
σp
)2
. (4.22)
In our case, both the MT-TT and the CC-TT differences are measured, depending
on whether the windows satisfy some given conditions in measure adj (Appendix C).
Thus, we define the total number of windows Nsc per event s and category c as
Nsc = NMTsc + N
CC
sc , (4.23)
and the general misfit function per event s and category c, considered in this work, is
given by
Fsc =
1
Nsc
NMTsc∑
p=1
FMTp +
NCCsc∑
p=1
FCCp
 . (4.24)
Finally, the misfit functions for each of the six categories are (from eq. 2.128)
Fc =
1
Ns
Ns∑
s=1
Fsc , (4.25)
where each event has a similar weight (1/Ns), with Ns the total number of considered
events. Then, the overall misfit function is (from eq. 2.129)
F =
1
6
6∑
c=1
Fc , (4.26)
where we force an equal weight for each category and we consider a total of 6 categories.
4.7 Inversion procedure
Summarizing the key points of section 2.3.4.1, the iterative inversion steepest descent
procedure starts from the initial velocity model m0 (section 4.2.1). Based upon this
model, together with the source representations (section 4.3), one can construct the
corresponding synthetic waveforms by using SPECFEM3D. Then, the misfit function
between data and synthetics for the initial model, F (m0), can be estimated (Tab. 4.1
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and eqs. 4.21 - 4.26). At this point, one needs to calculate the initial gradient g0 of the
misfit function
g0 = g(m0) =
∂F
∂m
∣∣∣∣
m0
, (4.27)
and this will be used to obtain the first updated model m1 by (eq. 2.124)
m1 = m0 + αp0 , (4.28)
where α is the step length and p0 the initial steepest descent vector (eq. 2.123)
p0 = −g0 . (4.29)
Analogous equations will hold for the next iterations by substituting 1 with n and 0
with n− 1 (eq. 2.125 and section 4.9).
In what follows, I will present the construction of the initial gradient of the misfit
function for central Italy tomography, based upon the adjoint method, i.e., obtaining
the gradient by calculating the adjoint misfit kernels K0 for the initial model (eq. 2.102)
g0k =
∂F
∂mk
∣∣∣∣
m0
=
∫
V
K0Bk d3x k = 1, ...,M . (4.30)
The regularizations applied to this gradient are discussed in section 4.7.2, and in section
4.7.3 I will describe in details the line search performed to find the step length α for
the first model update in equation 4.28. The results at the first iteration are shown in
paragraph 4.8. Then, in section 4.9 the following improved models, until the last one
we obtained, m5, are presented, considering that the calculation of the misfit kernels,
the regularizations and the steplength test need to be performed at each iteration.
4.7.1 Event kernels and gradient of the misfit function
In order to construct the misfit kernels, one needs to calculate the traveltime event
kernels for all the considered events from the interaction between the corresponding
regular and adjoint wavefields.
By using the code measure adj (section 4.6.1), the adjoint sources for each window
selected in the seismograms for every event have been estimated in both of the con-
sidered period ranges, (2-20) s and (6-20) s (Tab. 4.1). A combined adjoint source for
each receiver component (per given event) is obtained by summing those in the two
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period bands, and this is passed as input to SPECFEM3D. Thus, using the spectral-
element code, for each event, one performs a forward and an adjoint simulation, as
described in section 2.4. The adjoint sources at all the receivers of an event act simul-
taneously to generate the adjoint field for the given event (eq. 2.95). The interaction
with the corresponding back-reconstructed forward field results in the event kernel for
the specific earthquake. Considering the parametrization of the initial velocity model
for central Italy (section 4.2.1), the kernels calculated for each event are the compres-
sional wavespeed kernel Ksα and the shear wavespeed kernel K
s
β given by (eqs. 2.91 -
2.92 and 2.87)
Ksα = 2
(
κ+ 43µ
κ
)
Ksκ , K
s
β = 2
(
Ksµ −
4
3
µ
κ
Ksκ
)
, (4.31)
where
Ksµ = − 2µ
∫ T
0
D†(T − t) : D(t) dt , Ksκ = − κ
∫ T
0
[
∇ · s†(T − t)
]
[∇ · s(t)] dt .
(4.32)
The superscript s highlights that we refer to a single event, but it has been neglected
for s, s†, D and D† to avoid cluttering. Note that, in our tomographic inversion, the
adjoint field s† in 4.31 - 4.32 (D† is given by 2.62) is generated by the (MT or CC)
traveltime adjoint sources in Table 4.1 summed over all the windows for all the receivers
per given event.
Considering the event kernels in 4.31, the traveltime misfit kernels for the initial
model are obtained by summing these event kernels over all the considered earthquakes,
i.e. (from eq. 2.121)
Kα =
Ns∑
s=1
Ksα , Kβ =
Ns∑
s=1
Ksβ , (4.33)
where for the initial model m0 we sum over all the 63 events considered in the inversion
(section 4.3), i.e., Ns = 63.
The event kernels for different events can be different from each other. They also
differ from the corresponding misfit kernel, that is their sum and thus it represents the
total sensitivity of the waveforms to model perturbations. Figure 4.4 shows the kernel
for two of the 63 considered events and the total misfit kernel for the initial model m0,
highlighting their different sensitivity.
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The misfit kernels in 4.33 give us directly the initial gradient g0 of the misfit function
F (m0), because in an adjoint approach equation 4.30 must hold. Then, since we use
a spectral-element method, the basis functions Bk in 4.30 can be defined based on
the Lagrange polynomial basis embedded in the numerical code. Thus, as shown in
section 2.3.4, the gradient of the misfit function is practically constructed from the
misfit kernels defined at all the GLL points that discretize the SEM volume, i.e. (eq.
2.120)
g0k = K
0
k
√
Vk k = 1, ..., NGLL , (4.34)
where Vk is the volume associated with the k-th GLL point (eq. 2.117) 1. The discrete
misfit kernels in 4.34 are exactly the ones produced by SPECFEM3D and they are
shown in Figure 4.5 for the initial model m0.
One should be aware in interpreting the kernels, since they are gradients of a misfit
function at a particular iteration. However, they in general evidence where the current
model differs from the real structure and they give an idea of the direction along
which the model should be modified to reduce the misfit. Given the convention on the
traveltime measurements (section 2.3.3), positive-blue values of the kernels correspond
to positive measurements, suggesting that the velocity of our model should be decreased
to fit the data. On the contrary, negative-red values indicate that velocities need to be
increased. Looking at Figure 4.5, our initial velocity model for central Italy seems to
be too fast almost everywhere in the considered volume. Thus, we expect that the first
model update will in general decrease the velocity values.
4.7.2 Preconditioning and Smoothing
The misfit kernels obtained by simply summing the event kernels (Fig. 4.5) may contain
some spurious amplitudes near sources and receivers. Moreover, they can show struc-
tures with a scalelength not properly resolved by the simulations. In order to reduce
the fictitious effects, and not to include finer features in the updated model until they
1The superscript 0 emphasizes that we refer to the initial model m0, but in equations 4.31 - 4.33 it
has been neglected to avoid clutters. Moreover, analogous relationships as 4.31 - 4.34 will hold for every
iteration (section 4.9). In general, given our parametrization, the components of the gradient vector are
g = [Kα 1
√
V1, ...,Kαk
√
Vk, ...,KαNGLL
p
VNGLL ,Kβ 1
√
V1, ...,Kβ k
√
Vk, ...,Kβ NGLL
p
VNGLL ]
T (e.g.,
Tape et al. (189), 2010).
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The regularizations applied to this gradient are discussed in section 4.7.2, and in section
4.7.3 I will describe in details the line search performed to find the step length α for
the first model update in equation 4.29. The results at the first iteration are shown in
paragraph 4.8. Then, in section 4.9 the following improved models, until the last one
we obtained, m5, are presented, considering that the calculation of the misfit kernels,
the regularizations and the steplength test need to be performed at each iteration.
4.7.1 Event kernels and gradient of the misfit function
In order to construct the misfit kernels, one firstly need to calculate the traveltime event
kernels for all the considered events from the interaction between the corresponding
regular and adjoint wavefields.
By using the code measure adj (section 4.6.1), the adjoint sources for each window
selected in the seismograms for every event have been estimated in both of the consid-
ered period ranges, (2-20) s and (6-20) s (Table 4.1). A combined adjoint source for each
receiver (per given event) is obtained by summing the ones in the two period bands,
and this is passed as input to SPECFEM3D. Thus, using the spectral-element code, for
each event, one performs a forward and an adjoint simulation, as described in section
2.4. The adjoint sources at all the receivers of an event act simultaneously to generate
the adjoint field for the given event (eq. 2.95). The interaction with the corresponding
back-reconstructed forward field results in the event kernel for the specific earthquake.
Considering the parametrization of the initial velocity model for central Italy (section
4.2.1), the kernels calculated for each event are the compressional wavespeed kernel Ksα
and the shear wavespeed kernel Ksβ given by (eqs. 2.91 - 2.92 and 2.87)
Ksα = 2
￿
κ+ 43µ
κ
￿
Ksκ , K
s
β = 2
￿
Ksµ −
4
3
µ
κ
Ksκ
￿
, (4.32)
where
Ksµ = − 2µ
￿ T
0
D†(T − t) : D(t) dt , Ksκ = − κ
￿ T
0
￿
∇ · s†(T − t)
￿
[∇ · s(t)] dt .
(4.33)
The superscript s highlights that we refer to a single event, but it has been neglected
for s, s†, D and D† to avoid cluttering. Note that, in our tomographic inversion, the
adjoint field s† in 4.32 - 4.33 (D† is given by 2.62) is generated by the (MT or CC)
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(a)
(c)
(b)
Figure 4.4: Event kernels and misfit kernel - (a) and (b) represent the event kernels
Ksα (eq. 4.31) for the initial model m
0 and for two of the considered events, indicated by
the black dots: (a) event of March 17th 2009 at 01:12 UTC, (b) event of August 28th 2010
at 07:08 UTC. (c) Misfit kernel Kα (eq. 4.33) for model m0, obtained by summing the
event kernels of all the 63 considered events. Ksα and Kα are in m
−3.
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Slow downSpeed up
Kα 
Kβ
Kα , Kβ
Figure 4.5: Misfit kernels for the initial model m0 - Misfit kernels Kα and Kβ (eq.
4.33) for the initial velocity model m0 for central Italy (section 4.2.1). The positive-blue
values indicate that the initial model is too fast with respect to the real structure, thus one
expects that the model update will decrease the velocities in m0. Viceversa for negative-red
values. The kernels are in m−3 and are the sums of the event kernels for all the 63 events.
The simulated volume in central Italy is viewed from SE; coastlines are white, highways
are black.
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will be effectively resolved, we need to apply some regularizations to the original misfit
kernels. The regularizations can also help to increase the convergence of the procedure.
Following section 2.3.5, we firstly perform a preconditioning of the misfit kernels
4.33 for the initial model m0, by using the total preconditioner P summed over all the
events Ns (eqs. 2.130 - 2.131) 1
P (x) =
Ns∑
s=1
P s(x) =
Ns∑
s=1
∫ T
0
∂2t s(x, t) · ∂2t s†(x, T − t) dt . (4.35)
Thus, by using the inverse of matrix 4.35, the preconditioned versions of the initial
misfit kernels in 4.33 are given by (from eq. 2.132)
KPRα = P
−1Kα , KPRβ = P
−1Kβ . (4.36)
Note that, as introduced in section 2.3.5, the preconditioners P s in 4.35 for each event
are calculated by SPECFEM3D during the calculation of the event kernels themselves.
To regularize the inversion one can also apply a smoothing to the initial misfit ker-
nels by convolving them with a 3D Gaussian G(x) (section 2.3.5). Thus, the smoothed
versions of the misfit kernels in 4.33 for model m0 are given by (from eqs. 2.134 - 2.135)
KSMα = Kα ∗ G , KSMβ = Kβ ∗ G . (4.37)
The smoothing aims to remove from the kernels features with scalelengths smaller
than the shortest wavelengths resolved in the problem. Thus, the scalelengths of the
smoothing in the horizontal and vertical directions, i.e., the half-widths σ of the 3D
Gaussian (eq. 2.136), should be chosen accordingly. In our tomographic inversion for
central Italy, considering the size of the mesh elements (∼1 km on the top, section
4.2.2), the estimated accuracy of the simulations (∼ 0.5-1 Hz) and the scalelength of
kernel variations, we use a quite conservative Gaussian smoothing by setting
σx = σy = 5 km σz = 1 km . (4.38)
This choice is based upon some empirical tests that we performed for different values
of smoothing. There is always a trade-off between not removing too much signal and
minimizing the spurious features. Note that σz is lower than σx and σy, because the
scalelength of the problem and the kernel sensibility are lower in the vertical direction
1Superscript 0 referring to m0 has been neglected, as superscript s for s and s†.
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with respect to the horizontal ones. We prefer to use the same smoothing 4.38 for all
the iterations considered in our work. A less conservative choice would be to reduce the
smoothing for successive iterations, since the problem resolution increases. This could
accelerate the minimization procedure, but may also cause a step back in following
iterations, if spurious effects are introduced, justifying our choice to maintain the same
smoothing at least for first iterations.
Finally, in general, one could apply both the preconditioning and the smoothing,
for example, by convolving the 3D Gaussian with the preconditioned misfit kernels in
4.36. One, thus, obtains the preconditioned, smoothed misfit kernels
KPR−SMα = K
PR
α ∗ G , KPR−SMβ = KPRβ ∗ G . (4.39)
To choose which one of the misfit kernels 4.37 or 4.39 should represent the gradient
of the misfit function via equation 4.34, we performed some preliminary tests of their
effects on the misfit function values (see section 4.7.3).
For the initial model m0 all the kernels Kα in 4.33, 4.36, 4.37 and 4.39 are reported,
as an example, in Figure 4.6 to show the behaviour of the different regularizations. One
can observe how the preconditioning constrains the sensibility of the kernels and how
the smoothing tends to remove the shorter scalelength structures likely unresolved.
However, it is worth noting that the dominant feature of suggesting a decreasing of the
initial model velocities is preserved by all the kernels.
4.7.3 Steplength test
After calculating the initial gradient of the misfit function, in order to use equation
4.28 to find the first improved model m1, one needs to determine the step length α.
This value quantifies the percentage of the perturbation that should be applied to the
initial model in order to minimize the misfit function.
As explained in section 2.3.4.1, the step length can be estimated for each iteration
by performing a line search for different values of α. For each attempted α, one needs to
run a full-waveform simulation for every event. Thus, to reduce the computational costs,
we started by selecting a subset of representative earthquakes among the 63 initially
considered (section 4.3). We choose 11 events out of the 63, with a very high number
of measurements in both of the considered period bands. Moreover, these earthquakes
have been selected so that their distribution covers as much of the considered volume
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Unsmoothed
Unsmoothed w 
preconditioning
Smoothed w 
preconditioning
Smoothed
Kα 
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Figure 4.6: Misfit kernel regularizations - (a) Original misfit kernel Kα (eq. 4.33)
for the initial model m0 without applying any regularization. (b) Preconditioned Kα (eq.
4.36) obtained by applying to the kernel in fig.(a) the preconditioner in 4.35. (c) Smoothed
Kα (eq. 4.37) obtained by applying to the kernel in fig.(a) a Gaussian smoothing with σ in
4.38. (d) Preconditioned and smoothed Kα (eq. 4.39) obtained by applying to the kernel
in fig.(a) the preconditioner in 4.35 and the Gaussian smoothing with σ in 4.38. All the
kernels are in m−3, but the scales are different.
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as possible. The chosen 11 events are represented in Figure 4.7 (a), together with some
statistics on their parameters (Figs. 4.7 (b)-(c)).
Next, by considering the gradient g0 of the initial misfit function and the corre-
sponding vector p0 in 4.29, we calculated four different updated model vectors m1i
based upon
m1i = m
0 + αi p0 i = 1, 2, 3, 4 , (4.40)
where for the initial model the tested values of steplength are α = (0.01, 0.02, 0.03, 0.04)1.
Moreover, only for the initial model, we tested the four model updates both for the
smoothed kernels and for the preconditioned-smoothed kernels. Thus, summarizing:
• we calculated the four updated models in 4.40 by constructing the gradient in
4.34 (then p0 in 4.40) from the smoothed misfit kernels KSMα and K
SM
β in 4.37
for model m0;
• we also calculated the four updated models in 4.40 by obtaining g0 and p0 from
the preconditioned-smoothed misfit kernels KPR−SMα and K
PR−SM
β in 4.39 for
model m0.
For each of the tested model vectors m1i (with and without preconditioning) we
simulated the corresponding synthetic seismograms with SPECFEM3D.
At this point, comparing the synthetics with the data, one needs to estimate the
misfit function for each possible new model; this will allow us to choose the most suitable
value of α. To this end, we prefer to compare the behaviour of the misfit within the
same time windows. Thus, we do not rerun FLEXWIN, but using the windows selected
in the seismograms for the initial model m0, we run only measure adj in order to
estimates the new measurements for the tested updated models. Finally, we obtain two
curves (one for the case with preconditioning and the other without preconditioning;
Fig. 4.7 (d)), that describe the trend of the misfit function varying the value of α.
Analysing the results of the above described steplength test shown in Figure 4.7 (d),
one can determine the best update from the initial model m0 to the new model m1.
The red dots in the picture indicate the misfit behaviour when the smoothed kernels
4.37 are used to estimate p0 in 4.40; the green dots are for the case with preconditioned
1More specifically, we assign to a step factor the values (0.01, 0.02, 0.03, 0.04). Then, to obtain
the values of α we divide each step factor value by the maximum of the moduli of the minimum and
maximum values of Kα and Kβ .
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Figure 4.7: Steplength test - (a) The 11 events chosen to perform the steplength test
and the considered 52 velocimetric stations (red triangles). The beachballs have dimen-
sions proportional to event magnitudes and colors referred to the depth color scale on the
left. (b) Distribution of TDMT moment magnitude Mw for the considered 11 events. (c)
Distribution of the half durations hdur. (d) Results of the steplength test to determine the
update of model m0. The yellow dot indicates the value of the total traveltime misfit func-
tion F (eq. 4.26) for model m0 (and the 11 events). The red dots indicate the values of F
for the 4 possible models m1i obtained by constructing p
0 in 4.40 from the smoothed misfit
kernels (eq. 4.37) of the initial model m0. The green dots indicate the values of F for the 4
possible models m1i obtained by constructing p
0 in 4.40 from the preconditioned-smoothed
misfit kernels (eq. 4.39) of model m0.
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and smoothed kernels. In both cases the misfit function deceases by increasing the value
of α, as expected. However, one can note how the introduction of the preconditioner,
providing additional constraints to the gradient, increases the convergence rate of the
minimization algorithm, with respect to the case without preconditioning. Thus, here-
after we prefer to focus our attention only on model updates based upon smoothed,
preconditioned misfit kernels, that may help to speed up the inversion procedure.
In order to choose the value of α that finally gives the new model m1, one should
in principle find a minimum of the misfit function test curve. Considering Figure 4.7
(d), since the misfit continues decreasing, the minimum may occur for larger values of
the step length not considered in our test. However, working with gradients one should
stay in a linear regime. Moreover, applying remarkable perturbations to the starting
model could accelerate the inversion procedure, but again one may risk to go too far
– the inversion may fall into a local minimum. Thus, we prefer to be conservative and
not to consider large updates at least for few iterations. This is also the reason why we
finally consider that a suitable value of steplength to obtain the first model update is
α = 0.03 (corresponding to the circled green dot in Figure 4.7 (d)).
As a consequence, the first improved model m1 for central Italy is obtained from
4.28, by updating the initial model m0 with 3% of the negative initial preconditioned-
smoothed misfit kernels 4.39. This model will be described in section 4.8. Figure
4.8 shows the preconditioned and smoothed kernels KPR−SMα and K
PR−SM
β (eq. 4.39)
for the initial model m0, used to obtain the new model m1. As previously discussed
(section 4.7.1), the positive-blue values of the kernels in the picture will result in values
of vp and vs of m1 decreased with respect to m0 (section 4.8). Note that the sensitivity
in depth of Kβ is considerably larger than that of Kα.
It is worth remarking that the steplength test should be performed for each iteration
n, to establish which percentage of the kernels at iteration n−1 should be used to obtain
the corresponding model update. Thus, to test the values of α in order to determine
the model mn at iteration n, equation 4.40 will be replaced by (see section 4.9)
mni = m
n−1 + αi pn−1 i = 1, 2, 3, 4 . (4.41)
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Slow downSpeed up
Kα 
Kβ
Kα , Kβ
Figure 4.8: Regularized misfit kernels for the initial model m0 - Preconditioned
and smoothed misfit kernels Kα and Kβ (eq. 4.39) for the initial model m0, obtained by
applying to the kernels in Figure 4.5 the preconditioner in 4.35 and the Gaussian smoothing
with σ in 4.38. The kernels are in m−3 and are summed over all the 63 event kernels.
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4.8 First iteration updated model m1
As a result of the steplength test (section 4.7.3), we choose to construct the first updated
model m1 by applying to the initial velocity model m0 a perturbation equal to 3% of the
steepest descent vector. This vector, in turn, has been obtained from the preconditioned
and smoothed kernels of m0 in Figure 4.8.
In order to present the characteristics of the first iteration model, one can starts
observing how the velocities have been changed from the initial model m0. Figure 4.9
shows the normalized variations of vp and vs between the new model m1 and the initial
model m0, i.e.
v(m1) − v(m0)
v(m0)
. (4.42)
Most of the variations occur, as expected, around L’Aquila region, since the sources
are mainly clustered in this area and thus the kernels have a higher sensibility. The
principal result is that the values of the variations, both on the surface and inside the
simulated volume, are mostly negative (red in Fig. 4.9). This means that, in general,
to obtain the updated model m1, both the values of vp and vs have been decreased
with respect to m0, as suggested by the kernels of the initial model used for the update
(Fig. 4.8). The velocity reductions are up to about 3% (mostly on vs) and the minimum
values of vp and vs in equation 4.4 have been decreased of 0.5% and 0.4%, respectively
(see Tab. 4.2). A few small blue features, corresponding to a slight velocity increase (<
0.4%), are also evident both on the surface and inside the simulated volume. However,
one should be aware in interpreting these structures at first iterations; if they are
reliable, their robustness will be proved by the successive updates of the model.
To have a more clear view of velocity changes between m1 and m0, Figure 4.10
shows for vp and vs variations (eq. 4.42) a cross-section along the strike of L’Aquila
mainshock fault (section 3.2), i.e., a NW-SE section (on the left), and a cross-section
across the strike of L’Aquila mainshock fault, i.e., a NE-SW section (on the right). It
is well evident that the new model m1 features velocity decrease with respect to m0
also in depth. In particular, shear wave variations extend deeper than vp variations
that are mainly concentrated near the surface. This is due to the higher sensitivity in
depth of the misfit kernel Kβ with respect to Kα, as highlighted in Figure 4.8.
A quantitative assessment of the behaviour of the new model can be obtained,
as previously discussed (section 4.6.2), by comparing the total misfit function 4.26
142
4.8 First iteration updated model m1
vp variation (m1)
vp (m0)
0
vs variation (m1)
vs (m0)
0
Figure 4.9: Velocity variations for model m1 - The velocity variations of model m1
with respect to the initial model m0 (eq. 4.42) are shown for vp (top) and vs (bottom)
based upon the color scales. The scale of grey represents the velocities (in m/s) in the
initial model m0 for comparison. The simulated volume in central Italy is viewed from SE
and the coastlines and highways are white.
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NW-SE cross-sections NE-SW cross-sections
vp variation (m1)
vs variation (m1)
N313
S133
N313
S133
N43
S223
N43
S223
0 km
30 km
60 km
Figure 4.10: Cross-sections of velocity variations for model m1 - The velocity
variations of model m1 with respect to m0 (eq. 4.42) are shown for vp (top) and vs (bottom),
for a section along the L’Aquila event strike (left) and a section across the strike (right).
The coastlines and highways are black.
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of model m1 with that of model m0. The synthetic seismograms associated to the
new model are in general different (although slightly) from the synthetics of model
m0 (e.g., Figs. 4.26 - 4.29), and they seek to better fit the data. As a consequence,
the time windows selected on the seismograms and the associated measurements could
be changed. Thus, we run FLEXWIN for m1 in order to select the new windows, and
within them we estimate the new measurements using measure adj. This gives us the
estimate of the overall misfit function for m1, F (m1), summed over all the measurement
windows, the considered events and the involved categories. It is worth noting that, in
order to reduce the computational costs (Fig. 4.38), for the first iterations we focused
only on the 11 representative events used for the steplength test (Fig. 4.7 (a)). Thus,
to calculate the total misfit F (m1) we sum over Ns = 11 events; instead, the number
of categories is always 6, as explained in section 4.6.2. The results are presented in
Figure 4.11 (a), that shows the comparison between the total misfit function for m0
and that for m1, both calculated considering only 11 events. One notes that, for this
first iteration, the minimization procedure is properly working, since the model update
produced a decreasing of the corresponding misfit function.
Some examples of the changes in waveforms for model m1 with respect to m0 can
be observed in Figures 4.26 - 4.29 (considering only the first two rows of seismograms,
labeled by m00 and m01). At this first iteration the variations are very slight. Never-
theless, analysing the whole dataset, one can generally note a decreasing of time shifts
between phase arrivals. In particular, in agreement with the velocity reductions shown
in Figures 4.9 - 4.10, mostly the positive values of the traveltime differences tend to
be decreased, moving the too early synthetic picks toward the data. For the selected
measurement windows, the variation of measured time shifts is quantified looking at
the boxes above each seismogram component in Figures 4.26 - 4.29. The bars in the
boxes indicate, for each model iteration (from m0 to m5), the time windows selected in
the seismograms, and their colors define the values of the traveltime difference in the
window. Based on the color scale in the picture, when color approaches white, the time
shift approaches zero and the fits improve. This is evident, e.g., in Figure 4.29, where
the bars become white (for T and Z components) updating the model from m0 to m1.
The trend of time shift variations for all the seismograms of the 11 events is rep-
resented in Figure 4.11 (b), that shows the traveltime measurement distribution for
m1 (red histogram) in comparison with that for m0 (black contour histogram). As
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anticipated, mainly the positive measurements start to be reduced and the distribution
begins to move toward a Gaussian centered in zero (the ideal case would be a delta
function in zero).
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Figure 4.11: Misfit analysis for model m1 - (a) Traveltime misfit function values
(eq. 4.26) for model m1 with respect to model m0 (the first point in the graph). Only
the 11 events in Figure 4.7 (a) have been considered. (b) Distribution of the traveltime
differences (in s) between data and synthetics for model m1 (red histogram), compared to
the distribution for model m0 (black contour histogram).
4.9 Next iterations and last tomographic model m5
As shown by the seismogram behaviour for model m1 (e.g., Figures 4.26 - 4.29), more
iterations of the inversion procedure need to be performed in order to reduce the mis-
fit between data and synthetics. To this end, the model at the first iteration m1 is
considered as the new starting model and the steps of the procedure described above
are repeated in order to obtain model m2, and so on, continuing iterating. In general,
based upon the steepest descent algorithm, to obtain the improved model at iteration
n, mn, one should update the model at the previous iteration, mn−1, considered as the
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starting model, using equation (section 2.3.4.1)
mn = mn−1 + αpn−1 . (4.43)
The steepest descent vector pn−1 at the previous iteration is equal to minus the gradient
gn−1 and, thus, it can be obtained from the misfit kernels at iteration n − 1 through
equation (in discrete form; cfr. eq. 4.34)
pn−1k = − gn−1k = −Kn−1k
√
Vk . (4.44)
The misfit kernels in 4.44 used for all the next iterations (sections 4.9.1 - 4.9.2) are
KPR−SMα and K
PR−SM
β in 4.39, i.e., they have been regularized using both the pre-
conditioning and the smoothing1, based upon the results in section 4.7.3. Moreover,
to obtain the updated models m2 - m4 (section 4.9.1) we considered only the 11 rep-
resentative events, thus the misfit kernels are the sum of the corresponding 11 event
kernels (eqs. 4.33 with Ns = 11). For the last performed iteration m5 (section 4.9.2),
we tried to reintroduce all the 63 events, thus the kernels of m4 (the previous iteration)
are summed over Ns = 63 earthquakes.
To obtain each new iteration, based upon 4.43, every time one needs to calculate
the misfit function and its gradient (then p) at the previous iteration, and a steplength
test should be performed based upon 4.41 to estimate the suitable α. Note that this
test, for all iterations, will always involve only the 11 events.
4.9.1 Iterations m2 - m4
Following what has been done for the previous iteration model m1, in order to obtain
the updated model m2, the adjoint sources for m1 are calculated using measure adj.
Then, SPECFEM3D allows us to construct the event kernels for the 11 events now
considered, and, from them, the preconditioned-smoothed misfit kernels for m1. The
steplength test using p1 and the 11 earthquakes is performed, and a new value of α has
been estimated, that allows us to determine the updated model vector m2. The same
procedure has been followed to obtain also m3 and m4, except for the fact that in the
steplength search for these two cases the tested values of α were (0.02, 0.03, 0.04, 0.05).
Thus, we tried to look at the behaviour of the misfit for stronger update percentages,
1For all the iterations we used a Gaussian smoothing with σx = σy = 5 km and σz = 1 km, see
section 4.7.2.
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but in general the misfit functions tend to re-increase for steplength of 4-5%, justifying
the range of tested values.
The choice of considering only 11 events for these iterations is motivated by the
need to perform several model updates with a relatively low computational cost, as
introduced in section 4.8 and evident in Figure 4.38. Moreover, the 11 earthquakes
have been selected (section 4.7.3) so that they were as much representative of the whole
dataset as possible, thus it seems reasonable to use them at least for few iterations.
Velocity variations
To observe how the tomographic inversion for central Italy proceeds, one can firstly
analyse the velocity variations with respect to the initial model m0, that are represented
in Figures 4.12 - 4.17 for the updated models m2, m3 and m4. The figures show also
the variations for m1 (already presented in section 4.8) and m5 (discussed in details in
section 4.9.2), to have a complete view of the inversion path. In general, the variable
represented in Figures 4.12 - 4.17 is
v(mn) − v(m0)
v(m0)
. (4.45)
Starting from vp (Figs. 4.12 - 4.14), the variations extend both on the surface and in
depth, and their absolute value continues increasing at each iteration. In particular,
the negative-red variations are always dominant and reach values up to about 3% for
m4, indicating that the model update continues decreasing the initial compressional
wavespeed almost everywhere. These velocity reductions are mainly concentrated in
the central part of the simulated volume, corresponding to Abruzzi and Lazio regions,
where most of the sources are located. Moreover, the cross-sections (Figs. 4.13 - 4.14)
show that vp values are decreased mostly in the first 10 km depth, indicating that the
sensitivity of kernels Kα used for these iterations is limited to a shallow layer below the
surface (as for Kα of m0, see Fig. 4.8 and section 4.8). Regarding positive vp variations
(increments), most of the blue features evident in m1 (Figs. 4.9 and 4.12 top left)
persist in m2 - m4 (Fig. 4.12). Moreover, starting from m2, a blue structure delineates
along the Tevere valley (NW of the simulated domain). In general, vp increments are
lower than reductions and they reach a maximum of almost 1% for m4.
Considering the shear wavespeed vs (Figs. 4.15 - 4.17), also for this variable the
variations continuously increase their extension and absolute value from m1 until m4
(and also m5, section 4.9.2). Velocity reductions (red features) interest most regions of
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the considered volume and they reach a maximum of almost 8% (in m4) with respect
to the initial model m0. Thus, the decrease percentage of vs in the inversion is stronger
than for vp and this will affect vp/vs ratio, as discussed for the last model in section
4.9.2. Looking at Figures 4.16 - 4.17, one notes that shear wavespeed decrease has a
large extension in depth, where the highest percentages are reached at all iterations.
In particular, both cross-sections show negative variation patterns that extend down to
about 30 km depth in the central part of the volume. On the other hand, increments
of vs with respect to m0 are relatively low and they are comparable in percentage to vp
increments, reaching about 1% in m4. The blue feature along the Tevere valley is again
evident starting from m2, but it is less marked than for vp (cfr. Figs. 4.12 and 4.15).
A pronounced blue-positive structure appears along the NW-SE section in Figure 4.16
starting from model m2. This shallow feature, slightly evident on the surface (Fig.
4.15), corresponds to the Montereale area, NW of L’Aquila.
The minimum and the maximum values of vp and vs for the iterations considered
in this paragraph are reported in Table 4.2, together with the maximum positive and
negative velocity variation percentages. It is worth noting that vminp and v
min
s keep
decreasing for successive iterations. Moreover, in general, velocity reductions are always
stronger than increments, and they are higher for vs than for vp.
Misfit analysis
To quantify the model improvements, one can consider the results of the misfit
analysis for iterations m2 - m4 (for m5 see next section 4.9.2).
Figure 4.18 (a) shows the values of the total misfit function 4.26 for models until m4
(included m1 discussed in section 4.8) compared to the one for the initial model, F (m0).
As previously introduced, for these first iterations the misfit functions are obtained by
considering only 11 events and are summed over two period bands, 2-20 s and 6-20 s,
and three ground motion components. The result of this analysis is that every iteration
continues reducing the initial misfit, thus the tomographic inversion tends to improve
the starting velocity model, as expected. In particular, a considerable decrease of F
results for models until m3, whereas iteration m4 shows a more slight reduction.
It is worth noting that the almost stable behaviour of the misfit function at iteration
m4 may suggest that additional information to constrain the inversion is necessary, in
order to further reduce the misfit. One possibility is to consider the remaining events
together with the other eleven, and thus iteration m5, discussed in the next section,
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will involve all the 63 events. Another possibility is to use the last obtained improved
structure model in order to update the initial source parameters. Tape et al. (189)
(2010) performed such an inversion at the initial model m0 and at iteration m12 in the
adjoint tomography of California, showing that it introduces remarkable improvements.
However, as already mentioned, this is beyond the scope of this work, principally due
to its computational costs, and it will be considered for future studies.
Looking at Figure 4.18, one can also observe the behaviour of the traveltime mea-
surement distribution (subfigures (b)-(e)). Starting from m1 (discussed in section 4.8),
the histograms keep tending to Gaussian distributions centered in zero, and mostly
the positive traveltime differences decrease, since the velocity values have been mainly
reduced in the inversion (Figs. 4.12 - 4.17). This is evident also analysing waveform
comparisons for successive iterations represented in Figures 4.26 - 4.29 (see also Figs.
4.30 - 4.37 for model m4). Firstly looking at the color bars that summarize measure-
ment window behaviour for the models discussed in this section (m2 - m4), in most
of the examples, increasing iterations, the time shift between phases tend to zero (i.e.,
the window tend to whitish colors), especially the positive (blue) values. Consistently,
focusing on waveforms, one notes that the synthetic seismograms in many cases tend
to fit the data more and more accurately in both period ranges (2-20 s and 6-20 s).
This means that the improved models are progressively able to better reproduce the
features in the real structure that influence seismic wave propagation. However, during
the inversion procedure, the fit of some phases may worsen (e.g., picks after about 25 s
on T and Z components in Fig. 4.26 and on T component in Fig. 4.33, or pick at about
32 s on Z component in Fig. 4.35) and many features in the seismograms are still not
modeled. This should be expected in an inversion that involves different types of waves
for different periods and components, and it highlights the need to continue iterating.
Moreover, the results reveal the limits of our inversion, since amplitude tomography and
source inversion become more and more necessary to improve amplitudes and waveform
shapes, slightly adjusted by traveltime tomography.
4.9.2 Last tomographic model m5
The last updated velocity model that we obtained in this work is m5. In order to
perform this last iteration, based upon the results for previous models (section 4.9.1),
we decided to reintroduce all the considered 63 events. Although most of them are
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vp variation
m1 m2
m3 m4
m5
vp (m0)
Figure 4.12: vp variations for the updated models - The compressional wavespeed
variations with respect to the initial model m0 (eq. 4.45) are shown for the five updated
models m1-m5. See Figure 4.9 for more details.
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NW-SE cross-sections
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Figure 4.13: Cross-sections of vp variations for the updated models - The com-
pressional wavespeed variations with respect to the initial model m0 (eq. 4.45) are shown
for the five updated models m1-m5 and for a section along the L’Aquila event strike (section
3.2). The coastlines and highways are black.
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m4
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Figure 4.14: Cross-sections of vp variations for the updated models - Same as
Figure 4.13, but for a section across the L’Aquila event strike (section 3.2).
153
CHAPTER 4.
m1 m2
m3 m4
m5
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vs (m0)
Figure 4.15: vs variations for the updated models - Same as Figure 4.12, but for
the shear wavespeed vs.
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Figure 4.16: Cross-sections of vs variations for the updated models - Same as
Figure 4.13, but for the shear wavespeed vs.
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vs variation
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Figure 4.17: Cross-sections of vs variations for the updated models - Same as
Figure 4.14, but for the shear wavespeed vs.
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Figure 4.18: Misfit analysis for the updated models m1-m4 - (a) Traveltime misfit
function values (eq. 4.26) for the updated models m1-m4 with respect to model m0 (the
first point in the graph). Only the 11 events in Figure 4.7 (a) have been considered. (b)-
(e) Distribution of the traveltime differences (in s) for model m1 (red histogram fig.(b)),
m2 (red histogram fig.(c)), m3 (red histogram fig.(d)) and m4 (red histogram fig.(e)),
compared to the distribution for model m0 (black contour histogram in figs. (b)-(e)).
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m0 m1 m2 m3 m4 m5
vminp [m/s] 1753.3 1744.0 1740.0 1737.6 1732.5 1722.0
vmaxp [m/s] 8000.0 8004.0 8006.6 8008.9 8010.0 8013.5
vp var [%] -1.2÷0.3 -2.2÷0.6 -2.8÷0.9 -3.3÷1.1 -4.1÷1.2
vmins [m/s] 984.5 980.7 978.0 976.0 974.0 971.3
vmaxs [m/s] 4444.4 4446.8 4448.9 4452.0 4454.5 4455.9
vs var [%] -3.0÷0.3 -5.7÷0.6 -7.1÷0.9 -8.3÷1.0 -10.0÷1.1
Table 4.2: Limits and variations of the velocities - The minimum and maximum
values of vp and vs are indicated for the initial model m0 and for the updated models
m1-m5. The range of the velocity variations (v var) for each updated model with respect
to the initial one (eq. 4.45) are also reported (in percentage).
clustered around L’Aquila region, considering the whole dataset will extend kernel
sensitivity, adding constraints to the inversion, and this could help the minimization
procedure (section 4.9.2.2).
As introduced in section 4.9, the event kernels of the 63 events for model m4 have
been calculated, and the misfit kernels resulting from their sum are used to obtain p4
in equation 4.43 that gives m5.
It is fundamental to highlight that m5 is not the definitive model for central Italy;
nevertheless, it shows interesting differences with respect to the initial model m0 and
improved data fittings, as discussed in what follows.
4.9.2.1 Velocity variations and patterns of vp, vs and vp/vs
As for previous iterations, to present the new model, one can firstly outline the main
characteristics of velocity variations in m5 with respect to m0 (Figs. 4.12 - 4.17).
Concerning vp (Figs. 4.12 - 4.14), velocity reductions (red areas) extend again their
pattern both on the surface and inside the simulated volume, following the trend dis-
cussed for previous iterations and reaching a maximum percentage of 4% (Tab. 4.2). In
particular, vp decrease remains confined within about 10 km depth almost everywhere.
A prominent red-negative feature, grown progressively from the first iteration m1, is
evident on the surface around the Maiella area, on the SE of the volume (Fig. 4.12).
This is also visible in the NW-SE cross-section of Figure 4.13.
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Compressional wavespeed increases (blue features) interest only small regions of the
simulated volume and also for this model m5 their percentage is lower than reduction,
maintaining a maximum value of about 1% (Tab. 4.2). The feature along the Tevere
valley is stable, whereas few small scalelength structures in the domain disappear,
suggesting they were spurious or still unresolved.
Shear wavespeed reduction pattern with respect to m0 (Figs. 4.15 - 4.17) is similar
to the previous iteration m4 (section 4.9.1), but continues extending, and its maximum
value increases up to about 10% (Tab. 4.2). As for vp, the Maiella area is characterized
by a remarkable decrease of vs. Looking at the cross-sections 4.16 - 4.17, it is evident
that vs decrease extends very deep (down to about 30-35 km) in the central part of the
volume (where the highest reduction percentages are reached), highlighting once again
the stronger sensitivity of Kβ misfit kernel with respect to Kα.
Positive-blue variations of vs are slightly changed with respect to m4 and their
maximum is again 1% compared to m0 (Tab. 4.2). In particular, one observes the
almost stable weak feature along the Tevere valley and the stronger blue structure in
correspondence of Montereale area (Figs. 4.15 - 4.16).
The minimum values of vp and vs decrease also for model m5 (compared to m0), as
expected, with reduction percentages of 1.8% and 1.3%, respectively (Tab. 4.2). The
maximum values of vp and vs, corresponding to the homogeneous layer below the Moho,
are slightly increased in m5 (∼ 0.2%). However, the Moho discontinuity is kept fixed
at each iteration and both kernels have a very weak sensitivity at these depths.
Summarizing the results, a common characteristics of both vp and vs variations
in the inversion is a reduction of the initial velocity in correspondence of most of the
mountain reliefs, as Gran Sasso, Maiella, Sirente and Simbruini massifs. This suggests
that the initial model overestimated velocities in these areas, although we already
constructed m0 by reducing upper crustal velocities with respect to Chiarabba et al.
(39) (2010)’s tomography (see sections 3.4.1 and 4.2.1). An exception is the Montereale
Mt, where we highlighted a sensible increase of vs, and also of vp although much more
weaker.
Another general feature to be noted is the velocity decrease (both vp and vs) in
the updated model in correspondence of the main sedimentary basins in central Italy,
e.g., Fucino, L’Aquila and Sulmona basins. Chiarabba et al. (39) (2010)’s tomography
already showed low vp (and also vs) velocities in these areas, and we superimposed the
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vs30 layer to their model in order to construct m0 (sections 3.4.1 and 4.2.1). However,
our minimization procedure suggests the need for a further velocity decrease.
Thus, in general, except for few areas, the inversion tends to decrease the initial
velocities. A remarkable point of the results is that these reductions for vp are mainly
concentrated in a thin shallow crustal layer, mainly within the first 10 km depth. On
the contrary, for vs, velocity reductions interest a thick layer from the surface down
to about 30 km depth. This is due to the very shallower resolution power of kernel
Kα with respect to Kβ, used at each iteration of the inversion (for model m0 see Fig.
4.8). Moreover, vs decrements are in general stronger than those of vp, in most of the
interested areas.
All the above aspects can be well observed also in Figures 4.19 - 4.24, where we
show the six cross-sections analysed by Chiarabba et al. (39) (2010; Fig. 6). We use
these profiles to present the updated model m5, since the main changes with respect to
the initial model can be highlighted especially in depth. The characteristics of the new
model on the surface are better evidenced looking at the velocity variations already
discussed (Figs. 4.12 and 4.15), since the change percentages are lower than in depth.
The considered sections sample almost the whole tomographic domain and for each of
them we present vp, vs and vp/vs for m5 compared to m0.
The main results for vp, confirming what summarized for its variations, show that
the velocity pattern in depth is almost unchanged with respect to the initial model.
Thus, in each section the structures at high vp (6.7-7.0 km/s) between about 8 and
16 km depth, evidenced by Chiarabba et al. (39) (2010), seem to persist beneath the
Simbruini Mts and the Maiella-Gran Sasso thrusts. Moreover, Figures 4.22 and 4.23
show the low vp anomaly near the Fucino basin located by Chiarabba et al. (39) (2010)
at about 12 km depth, as well as a low vp area near Alban Hills volcano persists
in Figure 4.23 (Chiarabba et al. (39), 2010). These features have barely perceptible
velocity reductions compared to m0. The major decrements occur, instead, near the
surface in correspondence of the basins, where the minimum values of vp are already
featured by m0 (e.g., Fig. 4.20).
Concerning vs, on the other hand, velocity reductions are remarkable and all the
cross-sections present a relevant variation of the shear wavespeed pattern. In particular,
the deep features (8-16 km depth) with high vs (around 4 km/s) evident in m0 (and
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corresponding to the high vp features) are strongly reduced in m5 and the layer with
vs ≈ 3.0-3.2 km/s extends largely in depth.
The different behaviour of vp and vs variation patterns and percentages, described
so far, results in a remarkable change of the vp/vs model from m0 to m5. In all the
cross-sections 4.19 - 4.24, mainly the central part of the domain features an increase of
vp/vs ratio compared to the initial model, with a maximum percentage of 10%. vp/vs
increments extend also in depth and they correlate very well with vs reductions, as
expected from the above discussion. In fact, due to the limited resolution of vp in
depth and the stronger variations of vs compared to vp, vp/vs ratio is mostly affected
by vs decrease. Moreover, to construct the initial velocity model, the vp/vs ratio has
been fixed on the surface (section 3.4.1); the different update of vp and vs models in
the inversion, causes this ratio to be no longer constant at iteration m5.
High values of vp/vs (up to a maximum of 2) are mainly in correspondence and
beneath (down to 12 km depth) the principal sedimentary basins, as already obtained
by Chiarabba et al. (39) (2010)’s tomography, that however features lower values (up to
about 1.92). Moreover, e.g. in cross-section 4.23, the low vp/vs anomaly at the Alban
Hills volcano shown by Chiarabba et al. (39) (2010) is still present, but the values of
the ratio are slightly increased.
An interesting feature of model m5 is that a high vp/vs anomaly is located both
on the footwall and the hanging wall of the L’Aquila mainshock fault (Fig. 4.22).
Chiarabba et al. (39) (2010)’s tomography is based on earthquakes occurred few years
before the L’Aquila event and locates the mainshock hypocenter on top of a high vp/vs
volume. They interpret this structure as a fluid-filled volume. Several recent studies
present variations of seismic properties in correspondence of the 6th April L’Aquila
event. Zaccarelli et al. (207) (2011), using ambient noise cross-correlation, infer a
velocity reduction of 0.3% in the crust, as a result of the mainshock. Moreover, Lucente
et al. (120) (2010), analysing vp/vs and shear wave splitting behaviour right before the
L’Aquila mainshock, suggest a fluid transfer across the fault zone, from the footwall to
the hanging wall, just after the 30th March foreshock. This causes a sharp increase of
vp/vs also in the hanging wall. In our analysis we use both foreshocks and aftershocks
of L’Aquila event, thus we are not able to distinguish vp/vs behaviour before ad after
the mainshock. However, the number of considered aftershocks is larger than that
of foreshocks (section 4.3), thus one may suggest that the structural properties after
161
CHAPTER 4.
the L’Aquila event have a dominant influence on the retrieved tomographic model. A
detailed analysis before the mainshock is not possible at present, since we have a too low
number of earthquakes in the preceding period. Once the resolution of our problem will
be increased, we could include smaller magnitude events, also calculating their moment
tensors, and the pre-mainshock phase could be more accurately investigated.
As discussed above, iteration m5 of our tomographic inversion, primarily based
on events after the L’Aquila mainshock, shows, in many regions of the model, values
of vp/vs higher than those in m0 (Figs. 4.19 - 4.24). Di Luccio et al. (56) (2010),
considering events from October 2008 until April 2009, observe an abrupt increase
of vp/vs from the 30th March foreshock, with values reaching about 1.95 after the
mainshock (consistent with fluid-rich zones; Zhao & Negishi (208), 1998, Husen &
Kissling (86), 2001). An increase of vp/vs is also observed by Lucente et al. (120)
(2010), using events from January until April 6th 2009. After March 30th they found
an average vp/vs in the epicenter area larger than 1.92, mostly caused by vs decrease.
In our results high vp/vs ratios, with peaks of 2, are shown, mainly due to vs reductions
with respect to m0. Based on the above cited studies, these large values of vp/vs may
be considered plausible, especially if fluids are supposed to be present. However, this
results could be affected by the limits of our inversion procedure. P-wave sensitivity,
represented by the kernels Kα, is probably dominated by surface waves that see the
P-SV coupling. At the considered short periods (2-20 s), the surface waves are more
sensible to shallower structures, thus the resolution of compressional wave kernels in our
tomography is limited to a thin superficial layer. On the contrary, shear wave kernels
Kβ have a deeper sensitivity, as already discussed. This results in poorly resolved vp
variations in depth compared to strong vs reductions, that in turn cause a probably
too high increase of vp/vs in the corresponding regions.
In conclusion, it is worth noting that, although model m5 improves misfit reduction
and data fitting (section 4.9.2.2), it is still just an iteration and not the final model.
Thus, in general, we prefer not to stress on the geologic and tectonic interpretation of
the evidenced model features, since, though some of them are stable, more iterations
are required to prove their reliability and robustness.
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(a) (b)
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(h)
Figure 4.19: Cross-sections for the updated model m5 - (a)-(b) vp and vs variations
for model m5 with respect to m0 (eq. 4.45) along the indicated cross-section in central Italy.
Coastlines and highways are white, principal fault traces are black. (c)-(d) vp and vs profiles
along the section for model m0. The principal fault traces are white and the fault plane
of the 2009 L’Aquila event is shown in transparency. (e)-(f) vp and vs profiles along the
section for model m5. (g)-(h) vp/vs ratio for models m0 and m5, respectively. The scales
of the velocities are in m/s.
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Figure 4.20: Cross-sections for the updated model m5 - Same as Figure 4.19, but
for the cross-section in figs. (a)-(b).
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Figure 4.21: Cross-sections for the updated model m5 - Same as Figure 4.19, but
for the cross-section in figs. (a)-(b).
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Figure 4.22: Cross-sections for the updated model m5 - Same as Figure 4.19, but
for the cross-section in figs. (a)-(b).
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Figure 4.23: Cross-sections for the updated model m5 - Same as Figure 4.19, but
for the cross-section in figs. (a)-(b).
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Figure 4.24: Cross-sections for the updated model m5 - Same as Figure 4.19, but
for the cross-section in figs. (a)-(b).
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4.9.2.2 Misfit analysis and seismograms
For the last model m5 the update is obtained by considering all the 63 events, thus also
the misfit analysis has been performed based upon the whole dataset. As a consequence,
in order to check the minimization trend, we recalculated the total misfit function
4.26 also for m0 and m4 by using all the 63 earthquakes. Figure 4.25 (a) shows the
comparison between F (m0), F (m4) and F (m5). The result is that the new model m5
produces a further decrease of the misfit, suggesting that considering all the events in
the inversion has introduced valuable information that enhances the convergence.
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Figure 4.25: Misfit analysis for the whole dataset - (a) Traveltime misfit function
values (eq. 4.26) for model m4 and m5 with respect to model m0 (the first point in the
graph). All the 63 events in Figure 4.3 (a) have been considered. (b) Distribution of the
traveltime differences (in s) between data and synthetics for model m5 (red histogram),
compared to the distribution for the initial model m0 (black contour histogram).
The total distribution of all traveltime measurements for m5 with respect to m0
is shown in Figure 4.25 (b). Its shape, closer to the Gaussian in zero, highlights an
evident reduction mostly of positive traveltime differences, following the inversion trend
discussed for previous iterations (sections 4.8 - 4.9.1). As a consequence, one expects
that mainly the too early synthetic arrivals tend to shift and to improve the fit to the
data. Several examples are shown in Figures 4.26 - 4.29, where all the five iterations
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are represented for comparison. Synthetic waveforms change slightly from one model
to the next one, as previously discussed. However, after five steps of the inversion, the
variations with respect to the initial model are evident (see also Figs. 4.30 - 4.37).
In general, one notes that mostly the picks corresponding to the selected mea-
surement windows are adjusted in successive iterations. Nevertheless, these changes
may influence the whole seismograms and new phases can be matched (see, e.g., R
component for Figs. 4.30 and 4.36, and Z in Fig. 4.33). Hence, the length of the win-
dows and/or their number generally increase updating the model. As a consequence,
a larger part of the seismograms is progressively involved in the inversion, aiming to a
full waveform fitting.
All the aspects discussed above are evident in most of the Figures 4.26 - 4.37 looking
at the boxes with the colored bars that summarize measurement window behaviour.
Model m5, in general, continues updating previous iterations. Thus, for most of the
stations and components, while the fitting improves, the windows extend, covering a
larger part of the timeseries. Moreover, the bars, based on the color scale, show how
the values of traveltime differences for each window change for successive iterations
until m5, pointing out that mostly the positive (blue) differences tend to become zero
(white), since mainly velocity reductions result from model update (section 4.9.2.1).
In most cases, this last iteration tends to preserve the features well matched by
previous models, and, in general, or it seeks further improvements or it leaves the
waveforms unchanged. However, considering the whole dataset, it is possible that the
fit between data and synthetic in a given seismogram decreases for model m5 (e.g.,
T component in Fig. 4.36). Moreover, sometimes, fitting a part of the seismogram
may worsen another part (e.g., T trace in Figs. 4.26 and 4.33, R in Fig. 4.28, or Z in
Fig. 4.35), as already noted for previous iterations (section 4.9.1). In this case, the
previously selected window shorten or even is rejected, or the corresponding traveltime
difference increases (the bar becomes more red or more blue).
It is worth noting that there are several examples in which the initial model m0
already gives a quite good fit of the data (e.g., Figs. 4.29, 4.37), thus m5 performs only
slight adjustments. This is in agreement with the results of chapter 3, that shows how
the 3D model for central Italy used for L’Aquila event simulations is able to reproduce
many features missed by 1D models. Moreover, it supports our choice of considering
this 3D model as the starting point of the tomographic inversion.
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The first part of the seismograms is considered to be mainly influenced by source
effects (see chapter 3). It is, thus, consistent not to observe remarkable changes in the
first seconds of the timeseries, since we do not invert for source parameters. Moreover,
also in the updated model m5, amplitude fitting is still missing, revealing again the
need for amplitude tomography and source inversion.
Analysing waveform comparison for the six considered categories (each component-
period pair), one notes that, in general, the misfit tends to be reduced for each of
them. However, radial and vertical components, for all the iterations included m5,
seem to have a more similar behaviour compared to transverse component. Moreover,
as expected, the windows selected in the period range 6-20 s generally cover a larger
part of the seismograms (e.g., Figs. 4.27, 4.29, 4.32, 4.33, 4.35) and they are higher in
number with respect to those for 2-20 s. The number of measurement windows, that
have been used in the last tomographic iteration m5, is reported in Table 4.3 both for
each category and for the whole dataset.
One should remark, as a conclusion, that model m5 is still not able to fit all the
phases in the observed seismograms. Moreover, for the same source-receiver pair, it
happens, as shown, that a component may present relevant improvements, whereas the
fit on other components worsen; same thing for different periods. In fact, our inversion
involves any type of phases on the three components of ground motion and for two
period bands. Thus, a single iteration can not result in a simultaneous fit of all the
picks in the seismograms, but successive updates are required to account for all the
complexities.
2-20 s 6-20 s Total
Radial (R) 1130 1907 3037
Transverse (T) 1055 1707 2762
Vertical (Z) 1280 2044 3324
Total 3465 5658 9123
Table 4.3: Measurement windows for model m5 - The number of measurement time
windows, selected in the last iteration m5, are reported for each component (R, T or Z)
and period range (2-20 s or 6-20 s), i.e., for each category. The total for every component
or for every period range or for the whole dataset is also reported.
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Figure 4.26: Updated waveform comparisons - The map and the box on its right
show the considered event and the recording station. At the bottom of the picture, the
three components of the recorded data (black) are compared to the synthetics (red) for the
initial model m0 and for each of the updated models m1-m5 (see the labels on the left).
The timeseries are in displacement (in m) and filtered between 2-20 s. The bars in the
boxes (above each seismogram component) indicate, for each model iteration (from m0 to
m5), the time windows selected in the timeseries, and their colors define the values of the
traveltime difference in the window. Based on the Tshift color scale, when color approaches
white, the time shift approaches zero and the fit improves.
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Figure 4.27: Updated waveform comparisons - Same as Figure 4.26, but for different
event and station, and for the period range 6-20 s.
173
CHAPTER 4.
Tshift [s]
12˚
12˚
13˚
13˚
14˚
14˚
41˚ 41˚
42˚ 42˚
43˚ 43˚2009 . 08 . 06 
2009_08_06_15.36.44 
Mw = 4.03 
depth = 15.00 km 
AQU . MN 
dist = 83.1 km 
az = 345.4 deg 
-- 
bp [2 s, 20 s] 
model m06 
2009_08_06_15.36.44
AQU 
0 50
Time (s)
T
1.54e-05
0 50
R
1.05e-05
0 50
Z
1.50e-05
Data (Black) and Synthetics (Red) -- bandpass 2 s to 20 s Adjoint Source (multitaper TT)
0 50
Z
9.81e+04
0 50
R
5.81e+04
0 50
Time (s)
T
6.81e+04
Figure 4.28: Updated waveform comparisons - Same as Figure 4.26, but for different
event and station.
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Figure 4.29: Updated waveform comparisons - Same as Figure 4.26, but for different
event and station, and for the period range 6-20 s.
175
CHAPTER 4.
Tshift [s]
12˚
12˚
13˚
13˚
14˚
14˚
41˚ 41˚
42˚ 42˚
43˚ 43˚2009 . 04 . 06 
2009_04_06_03.56.45 
Mw = 4.29 
depth = 8.00 km 
GUAR . IV 
dist = 60.3 km 
az = 185.8 deg 
-- 
bp [2 s, 20 s] 
model m06 
2009_04_06_03.56.45
GUAR 
0 50
Time (s)
T
7.97e-05
0 50
R
5.53e-05
0 50
Z
7.46e-05
Data (Black) and Synthetics (Red) -- bandpass 2 s to 20 s Adjoint Source (multitaper TT)
0 50
Z
3.00e+03
0 50
R
1.64e+04
0 50
Time (s)
T
2.11e+04
Figure 4.30: Updated waveform comparisons - Same as Figure 4.26, but for different
event and station. Moreover, only m0 and the updated models m4 and m5 are shown.
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Figure 4.31: Updated waveform comparisons - Same as Figure 4.30, but for a dif-
ferent station.
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Figure 4.32: Updated waveform comparisons - Same as Figure 4.30, but for a dif-
ferent station, and for the period range 6-20 s.
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Figure 4.33: Updated waveform comparisons - Same as Figure 4.30, but for a dif-
ferent station, and for the period range 6-20 s.
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Figure 4.34: Updated waveform comparisons - Same as Figure 4.30, but for different
event and station.
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Figure 4.35: Updated waveform comparisons - Same as Figure 4.30, but for a dif-
ferent event, and for the period range 6-20 s.
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Figure 4.36: Updated waveform comparisons - Same as Figure 4.30, but for different
event and station.
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Figure 4.37: Updated waveform comparisons - Same as Figure 4.30, but for different
event and station.
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4.10 Computational demands
The whole inversion procedure described above is computationally very expensive both
in terms of memory and CPU time requirements. To tackle this issue we took advantage
of the HPC resources at INGV1, as we did to perform L’Aquila simulations (section
3.4.4). However, in this case, we exploited both the two available 512-core clusters,
running our simulations on 256 cores. One of the two clusters, ELIOS, has been already
described in section 3.4.4. The other, SELENE, has 32 compute nodes, each with 2
oct-core AMD Opteron 6136 processors at 2.4 GHz and with 32 GB RAM (512 total
cores, 2 GB RAM/core).
For each event considered in the inversion we need to run one forward simulation to
obtain the synthetic wavefields for the misfit estimate. Moreover, an adjoint calculation,
i.e. one forward and one adjoint simulations, needs to be performed for each earthquake,
in order to calculate the corresponding event kernel. Thus, considering Ns events, the
procedure requires in general 3Ns simulations at each iteration.
In the tomographic inversion for central Italy, as described above, for model m0
and m4 forward and adjoint calculations have been performed for all the considered 63
events, for the last model m5 only the initial forward simulations for the 63 events have
been run, and for all the other iteration models (m1, m2, m3) the simulations involved
only the subset of 11 events. In addition, five steplength tests have been performed to
determine the α values to calculate each of the five improved models. Every steplength
test requires 11 forward simulations for the considered 11 events. The total number of
simulations for the whole procedure is, thereby, 705.
Using 256 cores of the INGV clusters, one forward simulation with a duration of
60 s requires about 40 minutes. Instead, a pair of forward and adjoint simulations
requires about 3 hours, more than three times the time of a forward simulation (as
expected, section 2.4) due to writing and input-output operations. As a consequence
our inversion procedure required 1.7x105 CPU hours.
In addition to the simulation hours, one has to consider the time to process the seis-
mograms and the kernels (sum and regularization), and to run FLEXWIN and measure adj,
i.e. to select the windows and to estimate the measurements, misfit functions and ad-
joint sources. Figure 4.38 summarizes the time required to perform one iteration using
1http://hpc.rm.ingv.it/
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11 events or all the 63 events. These times are estimated without considering the wait-
ing time caused by the queueing system of the clusters. As a result, in principle, about
4 days are required for one iteration using 11 events, but about 2 weeks are needed if 63
events are involved. This is the main reason why for the first iterations we preferred to
use only a subset of representative events, although considering all the 63 events could
provide valuable information and help to increase the convergence of the procedure
(section 4.9.2).
FORWARD
SIMULATIONS
FORWARD + ADJOINT
SIMULATIONS
WINDOW 
SELECTION
MEASUREMENTS
ADJOINT SOURCES
KERNEL SUMMATION and 
REGULARIZATION
STEP LENGTH TEST
7.3 h
+
+
+
+
12.5 h
29.3 h
0.7 h
40.3 h
11 events
76.7 h
+
+
+
+
49.7 h
168 h
3.7 h
40.3 h
63 events
TOTAL TIME 1 ITERATION ~ 4 days ~ 2 weeks
256 cores
Figure 4.38: Computational requirements - Details on the time required for one
iteration of our adjoint tomographic inversion, considering only 11 events or all the 63
events and using 256 cores of the INGV clusters to perform forward and adjoint simulations.
The calculated total times involve all the steps of the procedure included the estimate of
the total misfit function for the given iteration. Note that the steplength test always
involves 11 events (sections 4.7.3 and 4.9), thus the required time is always the same.
Moreover, the considered 40.3 hours for this test include both the forward simulations and
the measurement estimates for each tested model (see section 4.7.3).
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4.11 Discussion and conclusions
In this chapter we presented the results obtained for central Italy after five iterations
of a 3D tomographic inversion based upon the SEM and the adjoint method.
The last updated model m5 does not yet represent the final lithospheric structure of
the region. However, successive iterations contribute to reduce the misfit between data
and synthetics, and the waveform fitting tends to be progressively improved. Thus, the
minimization procedure is properly working in this local context, and we are confident
that further iterations, also including source inversions, will allow us to construct a new
reference 3D velocity model for central Italy.
Using SEM to simulate synthetic fields for each new iteration, enables us to deal
with very accurate waveforms, that account for all the 3D complexities implemented in
the numerical technique. Thus, the measured differences between data and synthetics
can be only attributed to the discrepancies between the effective real structure and the
models. This leads us to perform the inversion based on very accurately constructed
kernels, that reflect the sensitivity to the misfit, allowing us to minimize it.
We also benefit from the powerful combination of the SEM with the adjoint method.
The paramount advantage is that this technique is based upon misfit kernels, that are
sums of the kernels for every single event, and each event kernel, in turn, is obtained
by performing only two simulations. These misfit kernels, representing the gradient of
the misfit function, highlight where the current model is inadequate and needs to be
updated. Thus, firstly, the overall sensitivity to model perturbations, that leads the
inversion and is revealed by the misfit kernels, can be obtained by considering only few
representative events. This is crucial when a relatively small number of suitable earth-
quakes is available to describe the considered region, and it is a great advantage with
respect to a classical tomography, that, instead, needs to detect thousands of phases.
Moreover, the computational burden is dramatically reduced also because the number
of simulations required for each iteration depends only on the number of earthquakes.
Thus, one can use as many receivers and measurements as possible for the same cost,
largely enhancing the accuracy of the inversion. In addition, a tomography based upon
3D models and 3D full-wave simulations, generally too expensive and almost unafford-
able using classical techniques, becomes feasible.
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We choose to start the tomographic inversion using a 3D tomographic structure
for central Italy as initial model. To study the 2009 L’Aquila mainshock (chapter
3) we constructed a 3D model using all the available information on the simulated
region. The obtained results revealed that such a 3D representation of the structure is
necessary in order to capture many of the features involved in a seismogram, that a
1D model is not able to reproduce. This is the primary reason why we assumed a 3D
model, the same used for L’Aquila, as starting point of the inversion. The results of our
tomography, then, show that the adopted 3D structural description produces synthetic
wavefields that in few cases need only a slight adjustment to fit the data (e.g., Figs.
4.29, 4.37). Thus, in general, using an initial 3D model provides stronger constraints
to the inversion, that favour retrieving a very accurate updated model. Moreover, as
discussed, using SEM, one can manage the issue of simulating complex 3D wavefields,
and the adjoint method makes a 3D inversion feasible. Thus, it is worth trying to solve
the inverse problem based on an initial 3D model that incorporates all the valuable
information at our disposal.
The main result after five iterations of the steepest descent optimization algorithm
is that the misfit between data and synthetics is significantly reduced. For the last
iteration m5, although it is not the definitive model, the total traveltime misfit function
is decreased with respect to the initial model m0 (Fig. 4.25 (a)). Moreover, many
arrivals in the seismograms start to be accurately fitted for both considered period
ranges, 2-20 s and 6-20 s, and three components of ground motion (Figs. 4.26 - 4.37).
Thus, more and more features of the timeseries, captured by the new selected windows,
are involved in the inversion, aiming to progressively fit the entire waveforms.
As a consequence, one can obtain successive refinements of structural features in the
model, and, possibly, highlight some new characteristics initially missed. The updated
model m5, with respect to m0, primarily presents reductions of seismic wave velocities
that reach a maximum of 4% for vp and 10% for vs. Velocity decrease interests most
regions of the considered volume (Figs. 4.12 - 4.17), including the main sedimentary
basins, that feature high reduction percentages, as well as several mountain reliefs. Only
limited areas, instead, have been subjected to velocity increments in the update. These
results are an indication of the fact that the initial model was mainly characterized by
too high seismic wave speeds, as confirmed by looking at seismogram comparisons (e.g.,
Figs. 4.26 - 4.37). Synthetics for m0 mostly feature too early arrivals with respect to
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the data; thus, progressively slower models until m5 tend to shift forward these phases
to fit the observed ones. As a consequence, mainly the positive traveltime differences
are reduced to reach zero values (e.g., Fig. 4.25 (b)).
Observing the characteristics of model m5, presented by analysing the six cross-
sections in Figures 4.19 - 4.24, one generally notes very slight changes for vp profile
in depth, limiting its variations to a shallow thin layer (about 10 km depth). On
the contrary, vs features a remarkable reduction also in depth (down to about 30 km
depth) and its pattern has been sensibly modified compared to m0. These behaviours
of vp and vs result in remarkable changes also in the vp/vs model for the region. In
particular, we observe increments up to 10% of this ratio (that reaches a maximum of
2), mainly evident in the central part of the volume. The obtained high values of vp/vs
seem to be consistent with recent studies (e.g., Di Luccio et al. (56), 2010; Lucente
et al. (120), 2010), which attribute high values of vp/vs, mainly related to low values of
vs, to the presence of fluids. However, the increase of the seismic velocity ratio in m5
may be not perfectly realistic, but affected by the too strong reduction in depth of vs
with respect to vp. This could be though as a limit of our tomographic inversion, that
is based upon compressional-wavespeed kernels Kα with a weak resolution in depth
compared to shear-wavespeed kernels Kβ. Moreover, the high vp/vs values inferred
by, e.g., Di Luccio et al. (56) (2010) and Lucente et al. (120) (2010) mainly occur as
a consequence of the 2009 L’Aquila mainshock, that has been hypothesized to cause
fluid migration. Our tomographic inversion involves earthquakes both before and after
L’Aquila event. Thus, we can not properly separate effects on the velocity model related
to pre- or post-mainshock seismic properties, although the larger number of aftershocks,
compared to foreshocks, could have a higher influence.
In general, the robustness and reliability of most of the observed features in m5 seem
to be confirmed by successive iterations. However, we should be aware in interpreting
these structures from a geologic and tectonic stand point. We prefer to stress on how
the minimization proceeds and how the model is changing with respect to the initial
one, postponing interpretations when a tested definitive model will be obtained. In fact,
m5 itself is still an iteration, and more steps of the inversion procedure are required to
obtain a final tomography.
This is evident, for example, observing that some features present in an iteration
disappear in the next one and viceversa, indicating that we need a higher resolution
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to model them or to consider them spurious. Moreover, observing the seismograms
(e.g., Figs. 4.26 - 4.37), although fit improvements are evident, many phases are still
not matched for a particular component or period band, and sometimes they can also
worsen, while improving the others. This is something expected in an inversion that
involves many types of seismic phases for different ground motion components and
period ranges. A simultaneous improvement of all phases at all periods is not possible
with a single iteration, and during the procedure some fittings may decrease. Only
after several steps, one can observe remarkable adjustments in almost all the phases in
the seismograms. The southern California adjoint inversion of Tape et al. (189) (2010)
required 16 iterations to obtain a final tomographic model, and relevant changes with
respect to the initial structure become evident only after numerous iterations.
Comparisons between data and synthetics also highlight the limits of our tomo-
graphic inversion. The initial discrepancies between observed and synthetic seismo-
grams have been mainly attributed to errors in the structural parameters. Thus, we
decided to firstly perform a traveltime tomography, that primarily reduces the travel-
time differences between phases. During five iterations, while phase shifts continue to
be minimized, amplitudes and waveform shapes are only slightly adjusted. This reveals
that, as expected, the choice of the misfit function is critical in defining which features
of the model will be improved in the inversion. A possible way to enhance model up-
dates for central Italy is to perform in the future also an amplitude tomography study.
However, we believe that at this point of our inversion a significant improvement will
result by performing a source inversion. For each of the considered events we used,
at all iterations, the source solutions from the TDMT technique (section 4.3), that is
based upon a 1D velocity model. In order to seek full waveform fitting, a refinement of
moment tensors and other source parameters is absolutely required. In fact, assuming
perfect source solutions, errors on these parameters are mapped into the structure and
only a tomographic inversion can not resolve all these inaccuracies. Moreover, using
source parameters from an inversion based upon a 3D model would be more consistent
with the considered 3D structural models. For these reasons we started performing some
preliminary source inversion tests using a semi-automated technique (Liu et al. (119),
2004). It allows moment tensor and earthquake location estimates, based upon SEM
and 3D velocity models. The basic steps of the procedure are outlined in Appendix A.
This thesis does not involve updated source solutions, mainly due to the computational
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costs of the technique (Appendix A). However, the next step for a future work will be
to use the improved model m5 in order to invert source parameters of all the considered
events, and then continuing the tomographic iterations.
Other critical choices in the inversion are the preconditioning and smoothing func-
tions. Preconditioners represent further constraints in the minimization procedure. We
choose a function that has an expression similar to the misfit kernels (section 4.7.2) and
it properly results in an increment of the convergence (Fig. 4.7 (d)). However, other
choices were possible (e.g., Fichtner et al. (75), 2009b; Tape et al. (189), 2010) and it
would be interesting to study the effects of different preconditioners. The smoothing,
as well, needs to be carefully applied, since its scalelength defines the resolution of the
problem. In order to establish a suitable value in our case, we performed some prelim-
inary tests. We prefer to be conservative and to use a smoothing with a scalelength
quite larger than the minimum wavelength resolved, at least for these first iterations.
In a tomographic inversion it is desirable to use a set of earthquakes that properly
samples the considered medium, since the resolution scalelength primarily depends on
data coverage. In our case, we tried to select events as much homogeneously distributed
as possible, both horizontally and in depth. However, most of them are clustered around
the L’Aquila mainshock, as expected. Thus, the sensitivity of the resulting kernels is
mainly concentrated in the central part of the volume, and the strongest variations of
the updated model m5 occur in that region. In the future, more events with different
location could be included in the inversion, in order to constrain information for poorly
sampled areas. Anyway, events located near to each other can be useful, since at short
periods they can have very different waveforms proving different information. Moreover,
at longer periods, one could use discrepancies between event kernels for similar sources
to highlight bad sources (e.g., Tape (186), 2009).
In order to define when the iterative procedure should be concluded, a first indi-
cation is that the misfit function starts oscillating between iteration and/or its value
approaches 1, that means the data have been fitted within one standard deviation
(section 2.3.4.2). Moreover, one should suspend iterating when becomes evident that
other factors influence waveform discrepancy, no longer reduced by the tomographic
inversion. Our results seem to suggest a similar condition. Although further slight ad-
justments may be obtained continuing iterating using, for example, all the 63 events, at
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this point, an improvement of source parameters seems necessary. This is the primary
reason why, for now, we decided to stop the procedure at iteration m5.
Looking forward, when a final model is obtained, one can firstly proceed by accu-
rately assessing the misfit behaviour. To this end, together with traveltime misfit, a
full-waveform misfit function could be considered (e.g., Tape et al. (189), 2010), that
represents the straight difference between data and synthetic seismograms. Moreover,
a resolution analysis will be needed, and a possibility is to calculate the volumetric
sensitivity of all measurements (e.g., Chen et al. (36), 2007; Tape et al. (189), 2010). In
addition, one could analyse individual sensitivity kernels for specific interesting phases,
and other events, not involved in the inversion, could be used to test the new model
(e.g., Tape et al. (189), 2010). A detailed interpretation of the definitive model will be
finally allowed.
To conclude, the last iteration m5, that we obtained for the tomographic inversion in
central Italy, provides us valuable results, that show interesting variations with respect
to the initial model. It represents an improved description of the structure, characterized
by a reduced misfit and an updated data fitting. We consider these results as a good
starting point for future improvements, that will lead to a new final 3D model for
central Italy lithosphere.
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Chapter 5
Conclusions
In this work we started by exploiting the powerful capabilities of a spectral-element
numerical method (SEM) in order to simulate, at relatively high frequencies (up to
0.5 Hz), the wavefield generated in central Italy by the 2009 Mw 6.3 L’Aquila earth-
quake (chapter 3). The results of this study represent pillars for the final aim of our
work, which consists in performing 3D full waveform tomography of the central Italy
lithosphere, based on the combination of the SEM and the adjoint method (chapter 4).
The results presented in chapter 3 show that, by using a finite fault representation
and a 3D structural model with topography, we are able to realistically replicate the
waveform data associated to the event. This is one of the first studies that takes into
account both the complexities related to a source of finite size and those arising from a
realistic 3D structure, and that compares the corresponding synthetics with the data.
The key results and aspects, discussed in detail in section 3.9, are summarized in what
follows.
• A 3D representation of central Italy structure, that incorporates all the possible
(known) heterogeneities in the region, included topography, is essential. This
allows us to fit all three ground motion components of the observed data, between
0.02 and 0.5 Hz, with a good level of accuracy.
• Considering a finite fault model and only 1D velocity profiles, with and with-
out topography, focuses the attention on the necessity of including a detailed
topographic description to model many of the features in the seismogram coda.
However, just the topography is not sufficient to reproduce all the complexities in
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the wavefields, supporting again the need for a 3D model. In addition, using the
same 1D profile adopted by Cirella et al. (42) (2009) to infer the source model
now considered, we obtain synthetics in agreement with their results. This means
that we properly reproduce their kinematic fault description, although slight dis-
crepancies arise probably because we adopted a different source time function.
• Using the constructed 3D model, we are able to capture the effect, on the wave-
forms, of features not included in Cirella et al. (42) (2009)’s source inversion,
such as the topography and low wavespeed basins in the region. Moreover, also
the data recorded at stations not accounted for by Cirella et al. (42) (2009)
show discrete matching with synthetics. These aspects suggest that the consid-
ered structure description already contains valuable information to model seismic
wave propagation, although improvements are required.
• The effects of the topographic ridges and of the low wave velocity sedimentary
basins in central Italy mainly affect the coda of the observed seismograms. They
generally cause amplifications, multiple scattering and prolongation of the seismic
shaking, also because the topography enhances and complicates the resonance in
the basins. Testing different structure descriptions (1D and 3D), we infer that
only a 3D model (with topography) is able to highlight all these features. On the
other hand, the source effect is prominent in the first part of the seismograms
and the three considered models (both 1D and 3D) have a similar behaviour in
these initial portions. This is consistent with the fact that the simulations for all
these cases involve substantially the same finite fault model.
• Despite our synthetics for finite fault and 3D structure models are able to capture
some important characteristics of the observed seismograms, they do not still ac-
count for many arrivals and often overestimate the data. This firstly suggests that
the considered structure model needs to be refined, since, likely, several features
of the real structure are poorly constrained or even neglected. In particular, the
sedimentary basins in central Italy, implemented using the vs30 model, would re-
quire a more detailed description, explicitly incorporating their shape and depth.
Moreover, the amplifications in the synthetics, with respect to data, could be
ascribed to an overestimate of the on-fault slip. This kinematic parameter, being
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derived from a source inversion based on a 1D profile, seems poorly consistent
with the 3D velocity model used in the simulations. This highlights an intrinsic
incompatibility between the considered source and structure models, unsolvable
in this work. Possible finite source inversions based on 3D structure models have
been very recently presented (Trasatti et al. (196), 2011; Volpe et al. (203), 2012)
and could be useful for our future analyses.
• The accuracy of our forward modeling for waves propagating in central Italy is
presently limited up to a frequency of ∼0.5 Hz (i.e., down to a period of ∼2 s).
This is primarily due to the limited accuracy of the available source and structure
models, that do not still reproduce in detail features evident in the seismograms
at higher frequencies. This offers the possibility of future improvements.
• The 3D structure model, together with the finite fault representation, significantly
improve the agreement between observed and synthetic estimates of peak ground
velocity (PGV) for L’Aquila event. With respect to the 1D models, the effect of
the low wavespeed basins of increasing PGV is highlighted. Moreover, evidences
of the topographic ridges and of source directivity, already shown by the 1D profile
with topography, are enhanced by the 3D model. This supports once again the
need for a 3D description of the structure, also fundamental for seismic hazard
assessment, on which our synthetic PGV maps already suggest useful indications.
• Finally, we used the SEM to simulate the complex ground motion generated by
L’Aquila event. This guaranties a strong numerical accuracy, that will benefit and
encourage also higher resolution simulations. Moreover, the results confirm the
power of the method in implementing all the complexities of a kinematic source
together with a realistic regional structure.
The results on L’Aquila event proved, thereby, that the available 3D structure model
for central Italy already reproduces many features that influence seismic wave propa-
gation in the region. Thus, this model could be used to invert for source parameters
of other events in the area, in order to construct 3D source solutions presently not
available (as suggested by Komatitsch et al. (109), 2004). However, we also noticed
numerous remaining discrepancies comparing the data and the 3D synthetics. Hence,
the primary interest of the second phase of our work has been to improve the initial 3D
195
CHAPTER 5.
velocity model for the region, postponing the source inversion to when a more accurate
structure become available (Appendix A). Thus, using SEM combined with the adjoint
method and the steepest descent gradient-based minimization algorithm, we performed
five iterations of the inversion procedure to update the central Italy tomographic model.
In what follows we summarize the key points and results, largely discussed in section
4.11.
• The initial 3D velocity model, labeled m0, is already able to fit some observed
arrivals in three-component seismograms for both considered period ranges, 2-20
s and 6-20 s. Thus, the results inferred for L’Aquila event are enhanced by other
earthquakes and stations in the region. This supports our choice of starting the
inversion from a 3D model, instead of a simpler 1D profile, corroborated by the
feasibility of a 3D adjoint tomography.
• Successive iterations of the inversion gradually reduce the total traveltime misfit
function between data and synthetics. Thus, progressively updated models are
obtained and the corresponding synthetics tend to better fit many arrivals in the
observed seismograms. This suggests that the inversion procedure is properly
working in view of determining a final model that minimizes the misfit function.
• Only selected windows of the timeseries are involved in the inversion, namely the
ones within which data and synthetics have a discrete agreement and suitable am-
plitudes. However, proceeding with iterations, the matching improves and more
phases are fitted and then included, increasing the width and/or number of the
selected windows. This will aim progressively to full waveform fitting.
• After five iterations of the inversion we obtain a further updated model for the
region, labeled m5. Despite this is not the new final tomographic model, it pro-
vides a structure representation of central Italy once again improved with respect
to m0. In particular, using m5, the total traveltime misfit function between data
and synthetics is further reduced. Thus, the agreement between data and synthet-
ics continues increasing generally for all the components and considered period
ranges.
• All the performed iterations mainly tend to reduce the velocities in the initial 3D
model m0. In particular, several regions of model m5 feature a velocity decrease,
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including sedimentary basins and also many topographic reliefs in central Italy.
Velocity reductions from m0 reach maximum values of 4% for vp and 10% for vs,
and they are confined in a shallow layer for vp (∼10 km depth), whereas they
extend deeper for vs (also down to ∼30 km depth). Only restricted areas are,
instead, interested by an increment of the velocities and the percentages are lower
(∼1.2% maximum for vp and vs in m5). This pattern of the velocity variations,
that is continuous during successive iterations, also results in an increase of vp/vs
with respect to m0, mainly in depth in the central part of the volume. For m5 the
maximum increment is about 10% (for a maximum vp/vs=2). This effect could
be also related to poorly resolved variations in depth of vp, with respect to vs,
and further iterations are required to assess the reliability of these features.
• In general, while fitting more arrivals, the resolution of the updated models in-
creases and new features can be imaged. However, presently, they should be in-
terpreted with caution, since m5 is not the definitive model, and more iterations
are needed, that could significantly change the characteristics of the structure (as
shown by Tape et al. (189) (2010)). We prefer to focus on how the inversion is
proceeding, leaving geologic and tectonic interpretations to when the final model
is retrieved. Nevertheless, a first insight on what structural features produce
specific phase arrivals may be obtained, also at this stage, by constructing the
sensitivity kernels for these pulses (e.g., Tape et al. (189), 2010).
• Despite the agreement tend to increase, many of the complexities in the observed
seismograms are still not fitted by m5, particularly when the higher frequencies
are included (range 2-20 s). This confirms once again that also the last model
presently obtained requires further improvements. In general, an adjoint 3D
tomography needs to resort to a gradient-based algorithm and multiple iterations
are necessary. Moreover, in our case the inversion involves different periods and
waveform components, thus one should expect that a significant improvement in
all the categories can occur only after several steps of the procedure.
• We consider a traveltime misfit function, thus mainly the shift between observed
and synthetic phase arrivals is minimized. Only slight adjustments are instead
evident for the amplitudes and the general shape of the waveforms. Perform-
ing also an amplitude tomography may contribute to reduce these discrepancies.
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However, starting from model m5, we believe that a more significant contribution
to improve waveform modeling at that point would be provided by a source inver-
sion. Thus, the next step in future developments of this work will be to invert for
the source parameters of the considered events, based upon the last 3D updated
model (see Appendix A for a preliminary outline).
• The events used in the inversion are mainly foreshocks and aftershocks of the 2009
L’Aquila earthquake. Thus, they are mostly clustered around the mainshock and
the sensibility of the inversion is higher in the central part of the considered
volume. Although these events may provide different information, sharpening
thereby the overall sensitivity, considering, in the future, other events distributed
in the volume can help to constrain poorly sampled areas. Moreover, since the
resolution of the model increases through successive iterations, also smaller events
(Ml <3) could be considered, that are large in number and involve information at
higher frequencies. However, this highlights again the need for a source inversion,
to determine the solutions not available for these events.
• Our tomographic inversion can exploit the combined power of SEM and adjoint
method. The numerical technique assures very accurate full-wave simulations
with reduced computational costs. In addition, the adjoint method allows us
to perform a 3D tomographic inversion that requires, at each iteration, only two
simulations for every event kernel. Thus, one can consider as many measurements
as possible and also a relatively small subset of well-suited events can provide the
essential data for the inversion.
• Many other assessment analyses would be possible, such as using other events in
the region to test the retrieved model, a misfit analysis based on different misfit
functions or also a resolution analysis (e.g., Tape et al. (189), 2010). However, we
consider more significant performing these studies when a final model is obtained.
• Finally, the promising results obtained with m0 and the improvement provided
by m5, suggest that it would be interesting to review the study of L’Aquila
mainshock using m5, or better the final improved model (when available). Using
a very accurate structure description may allow us to reproduce in more detail
the complicated wavefield of such moderate event. This can be paramount for
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seismic hazard analyses, also of other larger events. Moreover, it could be useful
to produce a new source model for L’Aquila mainshock using, e.g., Cirella et al.
(42) (2009)’s inversion technique and the improved 3D structure (instead of a 1D
profile). The adjoint methods (combined with SEM), as well, provide important
results to address this issue (e.g., Kim et al. (97), 2011). This would contribute
to solve the incompatibility between source and structure models highlighted in
the L’Aquila event study. In addition, it offers the opportunity of a 3D kinematic
source inversion, also for larger earthquakes.
As a conclusion, our studies, both on L’Aquila event and on the tomography of cen-
tral Italy, provide valuable results concerning forward and inverse modeling of seismic
waves in the region. Moreover, they lend themselves very well for further improvements,
aiming to reproduce in detail the wavefield generated by large events and to finally re-
trieve a new reference 3D structure model for central Italy or elsewhere. Interesting
future developments can arise delving our analyses with further data and models.
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Appendix A
Source inversion
In our tomographic inversion for central Italy we use events approximated as point
sources, with moment tensor solutions obtained by a Time Domain Moment Tensor
(TDMT) technique, that relies on a 1D velocity profile (section 4.3). The results show
that a refinement of the source parameters could be important at this point, before
continuing iterating for the structure model (as, e.g., in Tape et al. (189), 2010). An
inversion of the source parameters based upon a 3D velocity model can be performed
using, e.g., a procedure presented by Liu et al. (119) (2004) and implemented in their
code CMT3D. This technique allows one to invert for centroid moment tensor and
event location by numerically calculating the Fre´chet derivatives with respect to the
considered source parameters and then minimizing a waveform misfit function between
data and synthetics (section A.1). The wavefield simulations are performed using SEM.
The tomographic inversion alone has large computational requirements (section
4.10). Liu et al. (119) (2004)’s procedure would require several additional simulations
for each event (at least 6 - 9, depending on how many source parameters are considered;
section A.2). Thus, in this thesis we do not perform source inversions, focusing our
attention only on the structure improvement, with fixed source parameters at all iter-
ations. However, our next objective after this work will be to perform CMT inversions
for all the considered events, starting from the available source solutions and using the
last updated 3D model m5. Hence, in what follows I will briefly summarize the theory
of moment tensor inversion used by Liu et al. (119) (2004) (section A.1). Moreover,
in section A.2 I will outline the steps required to perform the inversion using CMT3D,
and a very preliminary example is shown using one of the considered events.
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A.1 Basic theory
Following Q. Liu1, one starts by defining a waveform misfit function between the data
and the synthetics for a given model m (cfr. eq. 2.47)
F (m) =
1
2
∑
i=rp
∫
Wrp(t) [si(xr, t,m)− di(xr, t)]2 dt , (A.1)
where {si(t,m); i = 1, ..., N} and {di(t); i = 1, ..., N} denote processed synthetics and
data, respectively, m = {mj ; j = 1, . . . ,M} is the source model vector, and Wrp com-
bines the taper function with weighting factor for the p-th window at r-th receiver.
The first and second derivatives of the misfit function A.1, i.e. its gradient and
Hessian (section 2.3.1), at a given initial model m0 are expressed by
∂F (m0)
∂mj
=
∑
i=rp
∫
Wrp(t)
[
si(xr, t,m0)− di(xr, t)
] ∂si(xr, t,m0)
∂mj
dt , (A.2)
∂2F (m0)
∂mj ∂mk
≈
∑
i=rp
∫
Wrp(t)
∂si(xr, t,m0)
∂mj
∂si(xr, t,m0)
∂mk
dt , (A.3)
where in A.3 we considered the approximate Hessian by neglecting the second order
derivative terms (section 2.3.4).
As in a general inverse problem, one needs to find a model m that minimizes the
misfit function A.1. Thus, the gradient of F evaluated at m should be equal to zero,
that leads us to the quasi-Newton problem that has to be solved 2:
∂F (m0)
∂mj
+
∂2F (m0)
∂mj ∂mk
(mk −m0k) = 0 . (A.4)
Hence, given equations A.2 - A.3, in order to solve the inverse problem one needs to
compute the Fre´chet derivatives of the synthetics with respect to the source model
parameters, ∂si(m
0)
∂mj
.
In general, the synthetics can be expressed by a relationship linearized with respect
to an initial source model m0
si(t,m) = si(t,m0) +
M∑
j=1
∂si(t,m0)
∂mj
(mj −m0j ) . (A.5)
1http://www.geodynamics.org/svn/cig/seismo/3D/GRD CMT3D/cmt3d/readme/readme.pdf
2Everything becomes as in section 2.3.1 by substituting m0 →m, m→m+δm and m−m0 → δm.
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If the source model vector m contains only the six moment tensor components Mj , the
synthetics can be represented as linear combinations of the Fre´chet derivatives with
respect to these parameters:
si(t,m) =
6∑
j=1
∂si(t,m0)
∂Mj
Mj . (A.6)
In this case the inversion is linear (provided a double-couple constraint is also neglected)
and the Fre´chet derivatives required to solve A.4 are given by
∂si(t,m0)
∂Mj
=
si(t,M0j )
M0j
, (A.7)
where si(t,M0j ) is the synthetic wavefield simulated by setting all the initial moment
tensor components equal to zero except the j-th. On the contrary, for the other point
source parameters, such as depth, latitude and longitude, the inversion becomes non
linear, equation A.5 holds and the Fre´chet derivatives are calculated using a finite-
difference formula
∂si(t,m0)
∂mj
=
si(t,m0j + ∆mj)− si(t,m0j )
∆mj
. (A.8)
In equation A.8 si(t,m0j + ∆mj) represents the synthetics simulated by adding to the
initial source parameter m0j a suitable perturbation ∆mj .
Possible conditions can be applied to the inversion. For example, imposing a zero-
trace constraint, one requires that the trace of the moment tensor matrix M is zero
(no change in volume). Additionally, one can require that the source is represented by
a double-couple mechanism by applying a double-couple constraint, i.e. det(M) = 0.
A.2 A preliminary test
Liu et al. (119) (2004)’s source inversion is based upon the theory presented in sec-
tion A.1 and implemented in the code CMT3D. However, we also need to simulate
the synthetics for the initial and new models and the synthetics required to con-
struct the Fre´chet derivatives A.7 - A.8. To this end we use the spectral-element
code SPECFEM3D 2.0. Moreover, FLEXWIN is required in order to select the windows
of the observed and synthetic timeseries that will be involved in the waveform misfit
function A.1. The main steps of the procedure for each event are summarized in what
follows.
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1. Simulate the synthetics for the initial source model m0s and a given velocity model
mvel (1 SEM simulation).
2. Simulate the synthetics si(t,M0j ) for each of the initial moment tensor components
(6 SEM simulations).
3. If one wants to invert also for event location (depth, latitude, longitude), simulate
the synthetics si(t,m0j + ∆mj) for each parameter (3 SEM simulations). ∆mj
should be chosen carefully to avoid numerical noise and to effectively perturb the
source position.
4. Apply the same processing to the data and to all the synthetics.
5. Select the measurement windows by comparing the data and the synthetics for the
initial source model m0s and by using FLEXWIN. Only these windows are considered
in the inversion.
6. Use the code CMT3D. It calculates the Fre´chet derivatives in A.7 - A.8 and solves
the inverse problem A.4 determining the new source model mnews that minimizes
the misfit function A.1. A solution can be determined for both zero-trace and
double-couple constraints. The quality of each new source model is assessed by
estimating its misfit reduction with respect to the initial model.
7. Simulate the synthetics for the new source model mnews and the same velocity
model mvel (1 SEM simulation), and process them.
We already ran the SEM simulations for the initial model (step 1; section 4.5.1). There-
fore, to invert for both moment tensor and location, for each event one would need to
perform 9 additional SEM simulations, plus another simulation to obtain the new syn-
thetics (step 7). Based upon section 4.10, considering timeseries of 60 s and using 256
cores of the INGV clusters, this would require ∼6.7 hours for each event, i.e. a total
of 420 hours for all the 63 events (∼1.1x105 CPU hours). Due to our limited computa-
tional time, these CMT inversions are too expensive to be included in our thesis work
together with the adjoint tomography. However, for the future developments, besides
the INGV HPC resources, we presently gained additional 2x104 CPU hours at CINECA
HPC center, that will help to manage the simulation requirements.
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A very preliminary test has been performed before starting our tomographic inver-
sion, to have a first insight on how the CMT inversion proceeds.
We considered the Mw 4.8 April 6th 2009 event occurred at 02:37 UTC and we
followed the above described steps. The initial source model is given by the TDMT
solution and we used our initial 3D velocity model for central Italy (section 4.2.1), now
labeled m0vel. The data from the velocimetric stations that recorded this event (section
4.4), together with all the synthetics, have been processed based on the procedure in
section 4.5.1. The filtering period band is 2-20 s and FLEXWIN selected the windows
within this range. Then, CMT3D was used to invert for the 6 moment tensor com-
ponents of the event, the MT components and the depth (7 parameters), and the MT
components, the depth and the horizontal location (9 parameters). Each of these so-
lutions was constrained by either a zero-trace or also a double-couple condition, for a
total of six possible new CMT solutions for the considered event.
The results obtained from CMT3D are presented in Figure A.1 (a) and Table A.1.
One notes that, in general, the new source mechanisms are consistent with the TDMT
solution and the updated location parameters (when inverted) are only slightly different
from the original CMT. On the contrary, the resulting seismic moment in all cases is
significantly reduced compared to the initial M0 (up to ∼45%). The solutions with
the same constraint (zero-trace ’zt’ or double-couple ’dc’) are generally similar to each
other, also considering their misfit reductions ([(F (m0s)− F (mnews ))/F (m0s)] ∗ 100).
To choose the result that seems more suitable to be the new CMT solution, we con-
sider that adding the double-couple constraint usually provides more stable solutions.
Moreover, the misfit reduction is taken into account and the solutions that do not differ
too much from the original CMT are preferred. Considering all these aspects, some-
times in contrast to each other, we finally selected the solution obtained by inverting
for 7 parameters with also a double-couple constraint (7par-dc). The new synthetics
(blu) are compared to the original ones (red) and to the data (black) in Figure A.1 (b).
The synthetics for the inverted solution have generally lower amplitudes with respect to
the original synthetics, as expected from the seismic moment reduction. The waveform
changes, but the fit of the observed timeseries is not always improved.
These are very preliminary results. They seem to require a reduction of the seismic
moment of the event, that could be consistent with some considerations of our work
(chapter 3). In fact, combining a TDMT source solution, based on a 1D velocity profile,
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with a 3D structure model, may result in an implicit incompatibility, that probably pro-
duces overestimated amplitudes. However, this is only one example and the reliability
of the results necessarily requires to be assessed with further analyses. In particular,
one should remark that TDMT solutions are obtained using recordings in the period
band 10-50 s, that differs from the range that we consider (2-20 s). Thus, a more care-
ful comparison in the same period range is required. Moreover, the variations of the
event location parameters (depth, latitude, longitude) seem too small to be reliable.
Therefore, further tests are also needed with more suitable model perturbations1. Note
that the choice of the new solution is somehow subjective and the one with the highest
misfit reduction is not necessarily the best CMT solution.
Although accounting for the discussed issues, this preliminary test seems to suggest
that a refinement of the source parameters produces variations in waveform shape and
amplitudes that could help to fit the data, also using our initial velocity model m0vel.
We think that trying this CMT inversion with our updated model m5vel may signifi-
cantly contribute to reduce the misfit between data and synthetics.
Misf.Red. [%] M0 [1023dyne·cm] ∆depth [10−3km] ∆lat [m] ∆lon [m]
6par-zt 62.6 1.47
6par-dc 59.0 1.29
7par-zt 62.6 1.47 -0.920
7par-dc 58.8 1.31 0.198
9par-zt 62.7 1.47 -20.0 75.3 -21.2
9par-dc 58.8 1.27 -206.0 57.1 -240.0
Table A.1: Example of 3D CMT inversion - For each solution, provided by
CMT3D for the 6/4/2009 02:37 UTC event, the table reports the misfit reduction
(Misf.Red.=[(F (m0s)− F (mnews ))/F (m0s)] ∗ 100), the new seismic moment M0, the depth
and horizontal coordinate variations with respect to the initial source parameters (∆mj =
mnewj −m0j ). See caption of Figure A.1 (a) for the label of each solution.
1Presently we use a ∆mj=1 km in A.8 for all the 3 parameters. It coincides with the minimum
size of the mesh elements (section 4.2.2), but probably does not perturb enough the source location.
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6-4-2009
2:37 UTC
Mw 4.8
Original 
TDMT
dep=9.0 km
Mo=2.34e+23 dyne*cm
m.r. 62.6% m.r. 59.0% m.r. 62.6% m.r. 58.8% m.r. 62.7% m.r. 58.8%
Synt TDMTData Synt 7par-dc
time [s] time [s] time [s]
CESX  R  (E.D. 68.4 km) AQU  T  (E.D. 5.4 km) CERT  Z  (E.D. 54.4 km)
(a)
(b)
POFI  R  (E.D. 77.7 km) INTR  T  (E.D. 60.6 km) CAMP  Z  (E.D. 20.4 km)
Figure A.1: Example of 3D CMT inversion - (a) For the given event, the original
TDMT represents the initial Time Domain Moment Tensor solution. The six solutions
on the right of the arrow are the results obtained by using CMT3D and inverting for
the 6 moment tensor components with zero-trace or also double-couple constraints (6par-
zt or 6par-dc, respectively), for the MT components and the depth with the two possible
constraints (7par-zt or 7par-dc), and for the MT components, the depth and the horizontal
location in the two cases (9par-zt or 9par-dc). For each new source model mnews we indicate
the new depth and scalar seismic moment and the misfit reduction with respect to the
initial source model m0s (m.r.=[(F (m
0
s) − F (mnews ))/F (m0s)] ∗ 100). See also Tab. A.1.
(b) Comparisons of the data (black), the synthetics for the original TDMT (red), and
the synthetics for the chosen inverted solution (blue), i.e. 7par-dc (red square in fig.(a)).
The name of the station, its epicentral distance (E.D.) and the considered component are
indicated for each seismogram. The timeseries are displacements (in m) filtered between
2-20 s.
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FLEXWIN user parameters
Standard tuning parameters:
T0,1 bandpass filter corner periods
rP,A signal to noise ratios for whole waveform
r0(t) signal to noise ratios single windows
wE(t) water level on short-term/long-term ratio
CC0(t) acceptance level for normalized cross-correlation
∆τ0(t) acceptance level for time lag
∆lnA0(t) acceptance level for amplitude ratio
∆τref reference time lag
∆lnAref reference amplitude ratio
Fine tuning parameters:
c0 for rejection of internal minima
c1 for rejection of short windows
c2 for rejection of un-prominent windows
c3a,b for rejection of multiple distinct arrivals
c4a,b for curtailing of windows with emergent starts and/or codas
wCC wlen wnwin for selection of best non-overlapping window combination
Table B.1: Overview of standard tuning parameters and of fine tuning parame-
ters. Values are defined in a parameter file, and the time dependence of those that depend
on time is described by user-defined functions. Courtesy of Maggi et al. (125) (2009).
In section 4.5.2 we outlined the steps of the time window selection procedure based
upon the code FLEXWIN (Maggi et al. (125), 2009). The algorithm involves some user
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parameters, that define the conditions to establish if a window should be retained or
rejected. They need to be tuned depending on the considered seismological scenario
and are set in a parameter file input of the code. In Table B.1, we summarize the
description of these parameters and in Table B.2 the values chosen for the tomography
of central Italy.
Note that some of the parameters are time dependent. Thus, the user can describe
their behavior in time by defining their functional form in the code, in order to modify
the applied conditions along the time series. In our case, the time-dependence of the
water level wE(t) is chosen so that the algorithm could select windows containing either
body and surface waves.
For more details on the procedure and the user parameters refer to Maggi et al.
(125) (2009).
T0,1 2-20 s 6-20 s
rP,A 2.5; 3.5 3.0; 2.5
r0(t) 4.0 3.0
wE(t) 0.07 0.08
CC0 0.75 0.71
∆τ0 3.0 8.0
∆lnA0 1.5 1.5
∆τref 1.0 4.0
∆lnAref 0.0 0.0
c0 1.0 0.7
c1 5.0 2.0
c2 0.0 0.0
c3a,b 4.0; 2.5 3.0; 2.0
c4a,b 2.0; 6.0 2.5; 12.0
wCC wlen wnwin 1.0; 1.0; 1.0 1.0; 1.0; 1.0
Table B.2: FLEXWIN user parameters for central Italy tomographic inversion. The
values are assigned by performing some window selection tests for the considered scenario
and period ranges. Only the water level wE(t) is chosen to be time-dependent and its
functional form allows us to select both body and surface wave windows.
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measure adj user parameters
The estimate of the measurements, the misfit functions and the adjoint sources needed
for the inversion has been performed by using the code measure adj (section 4.6.1).
The program receives in input the windows selected by the code FLEXWIN (section
4.5.2) and it performs the calculations accounting for some user parameters. One of
the operations is to establish if a multitaper measurement made in a given window
is reasonable enough to be retained, or it should be reverted to a cross-correlation
measurement. This assessment is based upon the multitaper parameters reported in
Table C.1, that should be chosen depending on the considered dataset. Table C.1 also
reports the values chosen for the study of central Italy tomography. For more details
refer to the code measure adj and to its user manual 1.
Ratio between current period and timestep of SEM simulations: DT FAC = 2.0
Ratio between current period and error of traveltime estimate: ERR FAC = 2.5
Max time shift allowed at all frequency should be (DT MAX SCALE * Tshift CC)
DT MAX SCALE = 3.5
Number of cycles in a window: NCYCLE IN WINDOW = 1.5
Table C.1: measure adj user parameters for central Italy tomographic inversion.
If conditions on these chosen user parameters are satisfied by the considered time window
(see the code1), the corresponding multitaper measurement is retained; otherwise it is
reverted to a cross-correlation (CC) measurement. The timestep of SEM simulations is
fixed at 1x10−3 s; the error of traveltime (TT) estimate and the CC-TT measurement
Tshift CC are estimated by measure adj for the given window.
1http://www.geodynamics.org/svn/cig/seismo/3D/ADJOINT TOMO/measure adj/
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