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ON THE LARGEST KRONECKER AND
LITTLEWOOD–RICHARDSON COEFFICIENTS
IGOR PAK⋆, GRETA PANOVA† AND DAMIR YELIUSSIZOV⋆
Abstract. We give new bounds and asymptotic estimates for Kronecker and Littlewood–
Richardson coefficients. Notably, we resolve Stanley’s questions on the shape of partitions
attaining the largest Kronecker and Littlewood–Richardson coefficients. We apply the results
to asymptotics of the number of standard Young tableaux of skew shapes.
1. Introduction
What is largest dimension D(n) of an irreducible representation of Sn? Which partitions
correspond to the largest representations? These questions are both classical and surprisingly
challenging. They have been heavily studied in both combinatorics and probability, in con-
nection to the longest increasing subsequences. We refer to [AD, BDJ, Rom] for the history
of this problem.
In algebraic combinatorics and related fields, the Kronecker and Littlewood–Richardson
(LR−) coefficients play a crucial role. They are the structure constants in the ring of char-
acters of Sn and GLN (C), respectively:
χµ · χν =
∑
ν
g(λ, µ, ν)χλ and sµ · sν =
∑
λ
cλµ,ν sλ .
These coefficients have been intensely studied from combinatorial (see e.g. [S4, vL]), geometric
(see e.g. [Ful]), probabilistic (see [Bia]), and computational point of view (see e.g. [Bu¨r, BI]).
Yet, relatively little is known about the asymptotics of these coefficients (see §7.1).
In recent years, Stanley computed asymptotic of the largest Kronecker and LR–coefficients:
Theorem 1.1 (Stanley [S5, S6]). We have:
(∗) max
λ⊢n
max
µ⊢n
max
ν⊢n
g(λ, µ, ν) =
√
n! e−O(
√
n) ,
(∗∗) max
0≤k≤n
max
λ⊢n
max
µ⊢k
max
ν⊢n−k
cλµ,ν = 2
n/2−O(√n) .
Having obtained these interesting asymptotics, Stanley asked in [S5, S6]: What partitions
attain these maxima? His original proof used certain summation identities which gave no
indication on how to answer either question.1
In this paper we largely resolve questions for both (∗) and (∗∗), and the answers turn
out to be the Vershik–Kerov–Logan–Shepp (VKLS) shapes. These are the shapes that attain
the largest dimension D(n) mentioned above. The precise formulations of both results is
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somewhat technical (see next section), with notable differences between two cases. Contrary
to the many other questions in the area, the Kronecker coefficients are actually easier to
understand than the LR–coefficients, for reasons that will become apparent only much later
in the paper (see §7.2).
Somewhat surprisingly, and in contrast with the technical proofs in the earlier results, we
are able to resolve both questions by using basic character estimates and utilizing various
existing technical results in the area.
Throughout the paper, we worked hard to simplify and streamline the proofs, and remove
Sn–specific tools to make sure that our bounds can be extended to general finite groups. In
the companion paper [PPY], we present slightly weaker but much more general bounds for
induced multiplicities, which extend both the Kronecker and the LR–coefficients (cf. §7.2).
1.1. Kronecker coefficients. Recall that the largest dimension D(n) := maxλ⊢n fλ satisfies√
n! e−c1
√
n(1+o(1)) ≤ D(n) ≤
√
n! e−c2
√
n(1+o(1))
for some c1 > c2 > 0 [VK2]. This motivates the following definition.
Definition 1.2. A sequence of partitions {λ(n) ⊢ n} is called Plancherel if for some a > 0,
we have:
fλ
(n) ≥
√
n! e−a
√
n for all n.
Theorem 1.3 ([VK1] and [LoS]). Every Plancherel partition sequence has VKLS shape.
See §2.5 for precise definitions of VKLS shapes. We write fλ(n) =
√
n! e−O(
√
n) when we do
not want to specify the constant implied by the O(·) notation.
Theorem 1.4. Let {λ(n) ⊢ n}, {µ(n) ⊢ n}, {ν(n) ⊢ n} be three partitions sequences, such that
(1.1) g
(
λ(n), µ(n), ν(n)
)
=
√
n! e−O(
√
n) .
Then all three partition sequences are Plancherel. Conversely, for every two Plancherel par-
tition sequences {λ(n) ⊢ n} and {µ(n) ⊢ n}, there exists a Plancherel partition sequence
{ν(n) ⊢ n}, s.t. (1.1) holds.
This resolves Stanley’s question on Kronecker coefficients as it implies that K(n) must be
attained at VKLS shapes. We also obtain the several extensions and refinements of these
results.
1.2. Littlewood–Richardson coefficients. Define
C(n, k) := max
λ⊢n
max
µ⊢k
max
ν⊢n−k
cλµ,ν .
Theorem 1.5. For all n > k ≥ 1, we have:√(
n
k
)
e−d
√
n ≤ C(n, k) ≤
√(
n
k
)
for some universal constant d > 0.
This refines Stanley’s asymptotic bound (∗∗) in Theorem 1.1. Note that (nk) is the dominant
term of the asymptotics for all
√
n ≤ k ≤ n−√n. Note also that {C(n, k)} are not unimodal
for some fixed n ≥ 10, see §A (see also §4.7).
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Theorem 1.6. Fix 0 < θ < 1 and let kn := ⌊θn⌋. Then:
(i) for every Plancherel partition sequence {λ(n) ⊢ n}, there exist Plancherel partition se-
quences {µ(n) ⊢ kn} and {ν(n) ⊢ n− kn}, s.t.
(>) cλ
(n)
µ(n), ν(n)
=
(
n
kn
)1/2
e−O(
√
n) ,
(ii) for all Plancherel partition sequences {µ(n) ⊢ kn} and {ν(n) ⊢ n − kn}, there exists a
Plancherel partition sequence {λ(n) ⊢ n}, s.t. (>) holds,
(iii) for all Plancherel partition sequences {λ(n) ⊢ n} and {µ(n) ⊢ kn}, there exists a partition
sequence {ν(n) ⊢ n− kn}, s.t.
f ν
(n)
=
√
n! e−O(n
2/3 logn) and cλ
(n)
µ(n), ν(n) =
(
n
kn
)1/2
e−O(n
2/3 logn) .
Combined, these results resolve Stanley’s question on LR–coefficients. Note that Proposi-
tion 4.16 shows that one cannot conclude that LR–coefficients are large when the dimensions
of all three representations are large. Note also that part (iii) requires the bound to hold in
a wider setting than (i). It is thus unsurprising that it has weaker conclusions.
We also obtain a partial converse:
Theorem 1.7. Fix θ = 1/2 and let kn := ⌊θn⌋. Suppose {λ(n) ⊢ n}, {µ(n) ⊢ kn} and
{ν(n) ⊢ n− kn} be three partitions sequences, s.t.
(1.2) cλ
(n)
µ(n) , ν(n)
=
(
n
n/2
)1/2
e−O(n/ logn) .
Then all three partition sequences satisfy:
fλ
(n)
=
√
n! e−O(n), fµ
(n)
=
√
(n/2)! e−O(n) and f ν
(n)
=
√
(n/2)! e−O(n) .
1.3. Structure of the paper. We start with definitions and known results in Section 2.
Kronecker coefficients and the proof of Theorem 1.4 are given in Section 3. We continue with
a lengthy Section 4 on LR–coefficients, including the proof of Theorem 1.5 and parts (i), (ii)
of Theorem 1.6. We continue with a short but technical Section 5, again on LR–coefficients,
where we prove Theorem 1.7. We apply our results in Section 6 to the estimate the number
of standard Young tableaux of skew shape, proving the remaining part (ii) of Theorem 1.6.
We conclude with final remarks and open problems (Section 7).
2. Definitions, notation and background results
2.1. Partitions. Let p(n) = #{λ ⊢ n} be the number of partitions of n. The Hardy–
Ramanujan asymptotic formula gives:
p(n) ∼ 1
4n
√
3
e
π
√
2n
3 as n→∞.
We also need the log-concavity of the partition function:
p(n− k) · p(n+ k) ≥ p(n)2,
for all n > 25, k = 1, and for all n > k > 1 [DP].
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2.2. Dimensions and Young tableaux. We assume the reader is familiar with standard
definition and notation in the area; we follow [S4] in most cases.
Let fλ/µ = #SYT(λ/µ) denote the number of standard Young tableaux of skew shape
λ/µ. Recall the hook-length formula (see e.g. [S4, §7.21]):
(2.1) fλ = n!
∏
(i,j)∈λ
1
hij
,
where n = |λ| and hij = λi + λ′j − i− j + 1 is the hook length. For skew shapes, we have the
following corollary of the Naruse hook-length formula:
(2.2) fλ/µ ≥ n!
∏
(i,j)∈λ/µ
1
hij
,
where n = |λ/µ|, see [MPP1].
Let sλ(x1, x2, . . .) denote the Schur function. For the evaluations sλ(1
m) := sλ(1, . . . , 1),
m ones, we have the following hook-content formula:
(2.3) sλ(1
m) =
∏
(i,j)∈λ
m+ j − i
hij
.
(see e.g. [S4, §7.21]).
2.3. Largest dimension. Vershik and Kerov [VK2] proved that for all n large enough:
(2.4)
√
n! e−c1
√
n(1+o(1)) ≤ D(n) ≤
√
n! e−c2
√
n(1+o(1)),
where
(2.5) c1 = π
√
1
6
≈ 1.2825 and c2 = π − 2
π2
≈ 0.1157 .
See [OEIS, A003040] and §A for the initial values and [VP] for numerical experiments. Note
that the lower bound follows from the Burnside identity:
(2.6)
∑
λ⊢n
(
fλ
)2
= n!
However, the upper bound is rather remarkable. In fact, Vershik and Kerov proved in [VK2]
that with respect to the Plancherel measure (fλ)2/n!, almost all dimensions fλ lie in the
interval in (2.4). Moreover, in the same setting, Bufetov proved [Buf]:
fλ =
√
n! e−h
√
n(1+o(1)) a.s., for some c1 ≥ h ≥ c2 .
This should be compared with the Vershik–Kerov–Pass conjecture:
D(n) =
√
n! e−a
√
n(1+o(1))
for some c2 ≤ a ≤ c1. This was implicitly suggested by Vershik in [Ver] (in greater generality),
and formally stated by Kerov and Pass [KP].
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2.4. Stable limit shapes. The following definition follows [MPP1]. Let ω : [0, a] → [0, b]
be a non-increasing continuous function. Suppose sequence of partitions {λ(n)} satisfies the
following property(√
n− L)ω < [λ(n)] < (√n+ L)ω, for some L > 0,
where we write [λ] to denote a function giving the boundary of Young diagram λ. In this case
we say that a sequence of partitions {λ(n)} has a strongly stable shape ω, and write λ(n) 7→ ω.
Suppose we are given two stable shapes ω, π : [0, a] → [0, b], such that π(x) ≤ ω(x) for all
x ≥ 0. To simplify the notation, denote by C = C(ω/π) ⊂ R2+ the region between the curves.
One can view C as the stable shape of skew shapes, and denote by area(ω/π) the area of C.
Define the hook function ℏ : C → R+ to be the scaled function of the hooks: ℏ(x, y) :=
h
(⌊x√n⌋, ⌊y√n⌋).
Theorem 2.1 ([MPT] and [MPP1, §6]). In notation above, suppose λ(n) 7→ ω, µ(n) 7→ π and
area(ω/π) = 1. Then we have:
fλ
(n)/µ(n) =
√
n! ec(ω/π)n+o(n) ,
for some constant c(ω/π) satisfying
Υ(ω/π) − 1
2
≤ c(ω/π) ≤ Υ(ω/π) − 1
2
+ log 2,
where
Υ(ω/π) := −
∫∫
C
log ℏ(x, y) dxdy.
The constant Υ(ω/π) in the theorem is called the hook integral of the limit shape. The
lower bound on c(ω/π) in the theorem follows easily from (2.2), but the upper bound requires
full power of the Naruse hook-length formula [MPP1].
2.5. VKLS shapes. A partition sequence {λ(n)} is said to have Vershik–Kerov–Logan–Shepp
(VKLS) shape if ∣∣∣∣ 1√n [λ(n)] − ψ
∣∣∣∣ < Cn1/6 for some C > 0,
where ψ : [0, 2]→ [0, 2] is obtained by 135◦ rotation of the curve (x, ϕ(x)), defined by
(2.7) ϕ(x) :=
2
π
(
x arcsin
x√
2
+
√
2− x2
)
, −
√
2 ≤ x ≤
√
2 .
Here the distance | · | is the Fre´chet distance between the curves.
It follows from Theorem 1.3, that ψ is the unique curve of area 1, s.t. c(ψ) = 0 and
Υ(ψ) = 1/2. The latter holds since the lower bound in (2.2) is an equality for straight shapes
by the hook-length formula (2.1). This implies:
Proposition 2.2. Suppose a partition sequence {λ(n)} has a strongly stable shape ω, and
satisfies
fλ
(n)
=
√
n! e−o(n) .
Then ω = ϕ defined in (2.7).
We refer to [Rom] for the detailed proof of the VKLS theorem (Theorem 1.3), and its many
interesting applications.
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3. Kronecker coefficients
3.1. General inequalities. The Kronecker coefficient g(λ, µ, ν) defined in the introduction
satisfy:
g(λ, µ, ν) =
〈
χλ, χµχν
〉
=
〈
χλχµχν , 1
〉
.
This implies the symmetries
(3.1) g(λ, µ, ν) = g(λ, ν, µ) = g(µ, λ, ν) = . . .
In particular, we have a general upper bound:
(3.2) g(λ, µ, ν) ≤ fλ ·min{fµ/f ν, f ν/fµ} ≤ fλ .
Proposition 3.1. Let λ, µ, ν ⊢ n. Suppose g(λ, µ, ν) ≥ D(n)/a, for some a ≥ 1. Then:
fλ, fµ, f ν ≥ D(n)/a.
Proof. This follows immediately from (3.2) and the symmetries (3.1). 
3.2. Largest Kronecker coefficients. Define the largest Kronecker coefficient of G as fol-
lows:
K(n) := max
λ,µ,ν⊢n
g(λ, µ, ν).
Similarly, define
A(n) :=
∑
λ,µ,ν⊢n
g(λ, µ, ν)2
Lemma 3.2. We have:
(3.3) A(n) =
∑
α⊢n
zα ,
where zα = |C(α)| is the size of the centralizer of an element x ∈ α.
Proof of Lemma 3.2. We have:
g(λ, µ, ν) =
1
n!
∑
x∈G
χλ(w)χµ(x)χν(x).
Hence, we can write the sum of squares as∑
λ,µ,ν⊢n
g(λ, µ, ν)2 =
1
n!2
∑
x,y∈Sn
∑
λ⊢n
χλ(x)χλ(y)
∑
µ⊢n
χµ(x)χµ(y)
∑
ν⊢n
χν(x)χν(y)
=
1
n!2
∑
x,y∈Sn
(∑
λ⊢n
χλ(x)χλ(y)
)3
=
1
n!2
∑
α⊢n
(
n!
zα
)2
(zα)
3 =
∑
α⊢n
zα .
Here the last equality follows from the orthogonality of characters. 
Proposition 3.3. We have: √
n!
p(n)3/2
≤ K(n) ≤ D(n).
Proof. In (3.3), we have RHS ≥ z1 = n!. This gives the lower bound. The upper bound
follows from (3.2). 
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The following result can be viewed as a converse of Proposition 3.1.
Theorem 3.4. Let µ, ν ⊢ n. Suppose fµ, f ν ≥ D(n)/a for some a ≥ 1. Then there exist
λ ⊢ n, s.t.
fλ ≥ D(n)
a
√
p(n)
and g(λ, µ, ν) ≥ D(n)
a2p(n)
.
Proof. Let λ ⊢ n be the partition of the largest term in the RHS of
D(n)2
a2
≤ fµ · f ν =
∑
λ⊢n
g(λ, µ, ν) fλ .
On the one hand,
g(λ, µ, ν) ≥ 1
p(n) ·D(n) ·
D(n)2
a2
=
D(n)
a2p(n)
.
On the other hand,
(fλ)2 ≥ g(λ, µ, ν) fλ ≥ 1
p(n)
· D(n)
2
a2
,
which implies the result. 
3.3. Refined Kronecker coefficients. Fix λ, µ ⊢ n. Define the largest refined Kronecker
coefficient
K(λ, µ) := max
ν⊢n
g(λ, µ, ν)
Clearly, K(λ, µ) ≤ K(n).
Proposition 3.5. For all λ, µ ⊢ n, we have:
fλ fµ√
p(n)n!
≤ K(λ, µ) ≤ min{fλ, fµ}.
Proof. Let
A(λ, µ) :=
∑
ν⊢n
g(λ, µ, ν)2 .
Recall Burnside’s identity (2.6) and∑
ν⊢n
g(λ, µ, ν) f ν = fµfλ .
Now apply the Cauchy–Schwarz inequality to vectors
(
f ν
)
,
(
g(λ, µ, ν)
) ∈ Rp(n), both indexed
by ν ⊢ n. We obtain:
(3.4) A(λ, µ) ≥ (f
λ)2 (fµ)2
n!
.
Therefore, for the maximal term in the summation A(λ, µ), we have:
max
ν⊢n
g(λ, µ, ν) ≥ f
λfµ√
p(n)n!
.
This gives the lower bound. The upper bound follows from (3.2). 
Corollary 3.6. For all n ∈ N, have:
D(n)2√
p(n)n!
≤ K(n) ≤ D(n) .
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Proof. In Proposition 3.5, take λ, µ ⊢ n such that fλ = fµ = D(n). This gives the lower
bound. The upper bound is given in Proposition 3.3. 
Note that the lower bound in Corollary 3.6 is slightly stronger than the lower bound in
Proposition 3.3. Now the bounds (2.4) give us:
Corollary 3.7. We have:
√
n! e−3c1
√
n(1+o(1)) ≤ K(n) ≤
√
n! e−c2
√
n(1+o(1)) ,
where c1, c2 > 0 are given in (2.5).
It would be interesting to improve either of these two bounds.
Remark 3.8. The following asymptotic formula is well known and easy to see [OEIS,
A110143]:
(3.5) A(n) =
∑
α⊢n
zα = n!
(
1 +
2
n2
+ O
(
1
n3
))
.
This shows that the lower bounds (3.4) in the proof of Proposition 3.5 are also asymptotically
sharp. Indeed, in the notation of the proof of the proposition, we have:
A(n) =
∑
λ,µ,ν⊢n
g(λ, µ, ν)2 =
∑
λ,µ⊢n
A(λ, µ) ≥
∑
λ,µ⊢n
(fλ)2 (fµ)2
n!
= n! ,
which implies that the inequalities (3.4) are sharp up to a small (additive) error.
3.4. Shape of the largest Kronecker coefficients.
Proof of Theorem 1.4. The theorem is a special case of Theorem 3.4, where a = e−O(
√
n).
Indeed, both parts of Theorem 1.4 either assume or require
g
(
λ(n), µ(n), ν(n)
)
, fλ
(n)
, fµ
(n)
, f ν
(n) ≥
√
n! e−α
√
n
for some α ≥ 0, implied by the O(·) notation in the theorem. Theorem 3.4 makes this
dependence precise. 
Note that the proof of Theorem 3.4 is simple enough to imply a quantitative version of
Biane’s concentration of characters result [Bia].
Proposition 3.9. Let α, β, ε > 0 such that α+ β > c1. Let λ, µ ⊢ n such that
fλ, fµ >
√
n! e−α
√
n .
Then: ∑
ν∈Pβ(n)
g(λ, µ, ν)f ν > (1− ε)fλfµ for all n large enough,
where the summation is over the set Pβ(n) of ν such that
f ν >
√
n! e−β
√
n .
The proposition is phrased in the form to underscore the similarity with Thm 1.4.1 in [Bia].
Of course, Biane’s result is more general as it applied to partitions with other limits shapes λ,
which all must have fλ =
√
n!eO(n), see [MPP1].
ON THE LARGEST KRONECKER AND LR–COEFFICIENTS 9
Proof of Proposition 3.9. We have:∑
ν⊢n
g(λ, µ, ν)f ν = fλ · fµ > n! e−2α
√
n
while ∑
ν /∈Pβ(n)
g(λ, µ, ν)f ν ≤
(√
n! e−β
√
n
)2
p(n) = n! e−2(β+c1)
√
n(1+o(1)) .
This implies the result. 
3.5. Tensor square conjectures. It was suggested in [HSTZ] that for all n large enough,
there exists λ ⊢ n, such that g(λ, λ, ν) > 0 for all ν ⊢ n. In other words, the tensor square
χλ×χλ contains all characters χn. One would want to start with the Plancherel shape λ, for
which by by Proposition 3.9 the tensor square has large average isotypic components. Note
however, that the Plancherel shape is a large class of partitions, making them hard to study.
For example, one needs λ = λ′ since otherwise g(λ, λ, 1n) = 0, and there are other similar
small constraints λ must satisfy.
Saxl conjectured [PPV] that λ = (k − 1, k − 2, . . . , 1) ⊢ n = (k2) for large enough k would
have g(λ, λ, ν) > 0 for all ν ⊢ n. This is now known for most ν ⊢ n [LuS], but there are only
very weak lower bounds on g(λ, λ, ν). Even when λ = ν, the Bessenrodt–Behns lower bound
g(λ, λ, λ) ≥ 1 is the best bound we have in this case [BB]. In fact, the largest known values
of Kronecker coefficients for explicitly given families of partitions are subexponential [PP2].
This all makes the following conjecture both plausible and out of reach. Such a result
would provide an ultimate extension in the converse part of Theorem 1.4.
Conjecture 3.10. Let {λ(n) ⊢ n}, {µ(n) ⊢ n}, {ν(n) ⊢ n} be three Plancherel partitions
sequences. Then:
g
(
λ(n), µ(n), ν(n)
)
=
√
n! e−O(n) .
Below we show that it is possible to have three large characters with a zero Kronecker
coefficient. This shows that assumptions in the conjecture cannot be significantly weakened.
3.6. Vanishing Kronecker coefficients. Let us present examples of partition families of
large dimensions with zero Kronecker coefficients
Theorem 3.11 (Regev [Reg]). Let λ, µ, ν ⊢ n such that ℓ(λ) > µ1 · ν1. Then g(λ, µ, ν) = 0.
Corollary 3.12. There is a partition family {λ(n)}, s.t.
g
(
λ(n), λ(n), λ(n)
)
= 0 and fλ =
3
√
n! eO(n).
Proof. Let λ = (a2)a−1 ⊢ n, where n = (a−1)a2. Note that ℓ(λ) > (λ1)2. Then g(λ, λ, λ) = 0
by Regev’s theorem. The degree follows from the hook-length formula (2.1). We omit the
details. 
Theorem 3.13 (Dvir [Dvir]). Let λ, µ, ν ⊢ n such that ℓ(λ) > |µ ∩ ν|. Then g(λ, µ, ν) = 0.
Corollary 3.14. There are three partition families {λ(n)}, {µ(n)} and {ν(n)}, s.t.
g
(
λ(n), µ(n), ν(n)
)
= 0 , fλ
(n)
= (n!)Θ(1),
fµ
(n)
=
√
n! e−O(
√
n) and f ν
(n)
=
√
n! e−O(n) .
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Proof. Let µ ⊢ n be a Plancherel shape, and ν = (aa), where n = a2. Let λ = (bb1n−b2)
for b = ⌊εa⌋, and ε > 0 a fixed constant sufficiently small so that |µ ∩ ν| < (1 − ε2)a2. For
example, ε = 0.2 works for n large enough. Since
ℓ(λ) > n− b2 ≥ (1− ε2)a2 > |µ ∩ ν|,
by Dvir’s theorem, we have g(λ, µ, ν) = 0. The bound on dimension of fλ follows by the
hook-length formula (2.1) and direct calculation. 
4. Littlewood–Richardson coefficients of Sn
4.1. General inequalities. The Littlewood–Richardson coefficients cλµ,ν satisfy:
(4.1)
∑
λ⊢n
cλµ,ν f
λ =
(
n
k
)
fµf ν and
∑
µ⊢k,ν⊢n−k
cλµ,ν f
µf ν = fλ .
Lemma 4.1. For every 0 ≤ k ≤ n, we have:∑
λ⊢n
∑
µ⊢k,ν⊢n−k
(
cλµ,ν
)2 ≥ (n
k
)
.
Proof. To simplify the notation, let G = Sn and H = Sk × Sn−k. Denote by πµν = χµ ⊗ χν,
and let ξλ = χλ|H be the restriction of the character χλ to H. We have:
cλµ,ν =
∑
α∈Conj(H)
z−1α ξ
λ(α)πµν(α),
Then:∑
λ⊢n
∑
µ⊢k,ν⊢n−k
(
cλµ,ν
)2
=
∑
α,γ∈Conj(H)
z−1α z
−1
γ
∑
λ⊢n
∑
µ⊢k,ν⊢n−k
ξλ(α)ξλ(γ)πµν(α)πµν(γ)
=
∑
α∈Conj(H)
zα(H)
−2 (zα(H) · zα(G)) = ∑
α∈Conj(H)
zα(G)
zα(H)
,
where zα(H) = |CH(x)| denotes the size of the centralizer of x ∈ α within H, and zα(G) =
|CG(x)| is the size of the centralizer within G. Since the RHS ≥ z1(G)/z1(H) =
(
n
k
)
, we
obtain the inequality. 
Lemma 4.2. For every 0 ≤ k ≤ n, we have:∑
λ⊢n
(
cλµ,ν
)2 ≤ (n
k
)
and
∑
µ⊢k
∑
ν⊢n−k
(
cλµ,ν
)2 ≤ (n
k
)
.
Proof. We have:∑
λ⊢n
(
cλµ,ν
)2 ≤ ∑
λ⊢n
cλµ,ν
fλ
fµf ν
=
1
fµf ν
· fµf ν
(
n
k
)
=
(
n
k
)
,
∑
µ⊢k,ν⊢n−k
(
cλµ,ν
)2 ≤ ∑
µ⊢k,ν⊢n−k
cλµ,ν
fµf ν
(n
k
)
fλ
=
1
fλ
· fλ
(
n
k
)
=
(
n
k
)
,
where were repeatedly use both equations in (4.1). 
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Corollary 4.3. For every 0 ≤ k ≤ n, we have:(
n
k
)
≤
∑
λ⊢n
∑
µ⊢k
∑
ν⊢n−k
(
cλµ,ν
)2 ≤ (n
k
)
p(n).
Note that p(k)p(n−k) ≥ p(n) (cf. [DP]), which is why we used here only the first inequality
from Lemma 4.2.
4.2. Largest Littlewood–Richardson coefficients. Here we prove theorems 1.5 and 1.6
Proposition 4.4. We have:
1√
p(k) p(n − k) p(n)
(
n
k
)1/2
≤ C(n, k) ≤
(
n
k
)1/2
.
Proof. The lower bound follows immediately from Lemma 4.1, while the upper bound follows
from Lemma 4.2. 
Theorem 1.5 follows immediately from here:
Corollary 4.5. We have:(
n
k
)1/2
e−d
√
n(1+o(1)) ≤ C(n, k) ≤
(
n
k
)1/2
,
where d = π(1 +
√
2)/
√
6 ≈ 3.0963
Proof. Recall that log p(n) ∼ 2c1
√
n, where c1 = π/
√
6 defined in (2.5). By log-concavity of
the partition function [DP], we also have:
log
[
p(k) p(n− k)] ≤ 2 log p(n/2) ∼ 2√2 c1√n.
Now Proposition 4.4 implies the result. 
Theorem 4.6. Let 0 ≤ k ≤ n and λ ⊢ n. Suppose fµ ≥
√
k!/a and f ν ≥
√
(n − k)!/a, for
some a ≥ 1. Then there exists λ ⊢ n, such that:
fλ ≥
√
n!
a2p(n)
, and cλµ,ν ≥
√(n
k
)
a2p(n)
.
Proof. Let λ be the index of the largest term in the RHS of
n!
a2
√
k! (n − k)! ≤ f
µf ν
(
n
k
)
=
∑
λ⊢k
cλµ,ν f
λ .
On the one hand, by the upper bound in Proposition 4.4 we have:
fλ ≥ f
µf ν
(n
k
)
p(n) ·C(n, k) ≥
n!
a2
√
k! (n − k)! · p(n)
√(n
k
) = √n!a2p(n) .
Similarly,
cλµ,ν ≥
fµf ν
(
n
k
)
p(n) ·D(n) ≥
n!
a2
√
k! (n − k)! · p(n)√n! =
√(n
k
)
a2p(n)
,
as desired. 
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Theorem 4.7. Let 0 ≤ k ≤ n and λ ⊢ n. Suppose fλ ≥
√
n!/a, for some a ≥ 1. Then there
exists µ ⊢ k and ν ⊢ (n − k), such that:
fµ ≥
√
k!
ap(k)p(n − k) , f
ν ≥
√
(n− k)!
ap(k)p(n − k) and c
λ
µ,ν ≥
√(
n
k
)
ap(k)p(n − k) .
Proof. Let (µ, ν) be the index of the largest term in the RHS of
√
n!/a ≤ fλ =
∑
µ⊢k
∑
ν⊢n−k
cλµ,ν f
µf ν .
On the one hand, by the upper bound in Proposition 4.4 we have:
fµf ν ≥ f
λ
p(k)p(n− k) ·C(n, k) ≥
√
n!/a
p(k)p(n − k) ·
√(n
k
) =
√
k!(n − k)!
ap(k)p(n − k) .
Dividing both sides by fµ and f ν gives the first two bounds. Similarly,
cλµ,ν ≥
fλ
p(k)p(n − k) · fµf ν ≥
√
n!/a
p(k)p(n− k) ·
√
k!(n − k)! =
√(n
k
)
ap(k)p(n − k) ,
as desired. 
Theorems 4.6 and 4.7 immediately imply parts (i) and (ii) of Theorem 1.6. They are
patterned after Theorem 3.4. Proof of part (iii) uses a combination of different tools and is
postponed until §6.4.
4.3. Stanley’s formula. Here we use Lemma 4.1 to obtain the LR–analogue of (3.5) due
to Stanley, as his proof is unpublished. First, we need the following recent identity of Harris
and Willenbring:
Lemma 4.8 ([HW]). We have:
(4.2)
∑
λ,µ,ν⊢n
(
cλµ,ν
)2
q|µ| t|ν| =
∞∏
i=1
1
1− qi − ti .
Proof. Our proof is built on the proof of Lemma 4.1. Recall that
zα :=
∏
i
imi(α)mi(α)!
for all α ⊢ n, where mi(α) denote the number of parts of size i in α. We then have:∑
λ⊢n,µ⊢k,ν⊢n−k
(cλµ,ν)
2 =
∑
α⊢k,β⊢n−k
zα∪β
zα · zβ
=
∑
α⊢k,β⊢n−k
∏
i≥1
imi(α∪β)mi(α ∪ β)!
imi(α)mi(α)! · imi(β)mi(β)!
=
∑
α⊢k,β⊢n−k
∏
i≥1
(
mi(α) +mi(β)
mi(α)
)
= [qktn−k]
∏
i≥1
1
1− qi − ti .
Note that the last line follows from mi(α ∪ β) = mi(α) +mi(β). 
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Corollary 4.9 (Stanley [S5, Exc. 7.79]).∑
λ,µ,ν⊢n
(
cλµ,ν
)2 ∼ K 2n as n→∞,
where
K =
∞∏
i=1
(
1− 1
2i
)−1
≈ 3.4627466195
Note that this asymptotic bound implies part (∗∗) of Stanley’s theorem 1.1. On the other
hand, neither Theorem 4.7 implies the corollary, nor vice versa.
Proof of Corollary 4.9. Let p2(n) is the number of bicolored partitions of n defined as follows
(see [OEIS, A070933]) :
∞∑
n=0
p2(n)t
n =
∞∏
i=1
1
1− 2ti ,
and recall that p2(n) ∼ K 2n. Taking q = t in Lemma 4.8, we obtain the result. 
4.4. Largest refined LR–coefficients. By analogy with the Kronecker coefficients, define
(4.3) C(λ) := max
0≤k≤n
max
µ⊢k
max
ν⊢n−k
cλµ,ν .
Theorem 4.10. Fix λ ⊢ n and let ℓ ≥ ℓ(λ). Then:
(4.4) C(λ)2 ≤
∏
(i,j)∈λ
2ℓ+ j − i
ℓ+ j − i .
Letting ℓ → ∞ gives Stanley’s upper bound C(λ) ≤ 2n/2, but gives a much better bound
for smaller ℓ (see below).
Proof. We have:
sλ(1
2ℓ) =
∑
µ,ν
cλµ,ν sµ(1
ℓ) sν(1
ℓ) =
∑
ρ,µ,ν
cλµ,ν c
ρ
µ,ν sρ(1
ℓ)
≥ sλ(1ℓ)
∑
µ,ν
(cλµ,ν)
2 ≥ sλ(1ℓ)C(λ)2 .
By the hook-content formula (2.3), we conclude:
C(λ)2 ≤ sλ
(
12ℓ
)
sλ
(
1ℓ
) =
 ∏
(i,j)∈λ
2ℓ+ j − i
hij
 ·
 ∏
(i,j)∈λ
ℓ+ j − i
hij
−1 = ∏
(i,j)∈λ
2ℓ+ j − i
ℓ+ j − i ,
as desired. 
Corollary 4.11. For all λ ⊢ n and ℓ = ℓ(λ), m = λ1 we have:
C(λ) ≤ (m+ ℓ)ℓ2/2 .
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Proof. For a fixed ℓ = ℓ(λ) and n = |λ|, the product in (4.4) maximizes when m = λ1 = ⌈n/ℓ⌉.
Indeed, moving the squares below and to the left decreases the contents (j − i), and thus
increases the ratios (2ℓ+ j − i)/(ℓ + j − i) in the product. Thus, we have:
C(λ)2 ≤
ℓ∏
i=1
m∏
j=1
2ℓ+ j − i
ℓ+ j − i ≤
ℓ∏
i=1
m∏
j=m−ℓ+1
(
2ℓ+ j − i) ≤ (m+ ℓ)ℓ2 .
This implies the result. 
Remark 4.12. It follows from the proof that the RHS of (4.4) maximizes at a rectangle λ =
mℓ (cf. [BG]). Note, however, that cλµ,ν ≤ 1 in this case, see e.g. [PP1, §4.3].
4.5. Largest LR–coefficient with few rows. Define
Cℓ(n) := max
λ⊢n, ℓ(λ)=ℓ
max
µ⊢k
max
ν⊢n−k
cλµ,ν .
Theorem 4.13. For all ℓ, n ≥ 1, we have:
n
1
2
ℓ2 − aℓ e−bℓ
2 log ℓ ≤ Cℓ(n) ≤ (n+ 1)
1
2
ℓ2 ,
for some universal constants a, b > 0.
Corollary 4.14. Let {ℓn} be an integer sequence which satisfies ℓn = O(
√
n/ log n) and
ℓn = ω(1). Then we have:
logCℓn(n) ∼
1
2
(ℓn)
2 log n.
Proof of Theorem 4.13. The upper bound follows from Corollary 4.11 since m + ℓ ≤ n + 1.
The following argument is more direct and gives a slightly better bound; we include it for
completeness.
Recall the combinatorial interpretation for cλµ,ν in terms of the number of Knutson–Tao
hives [KT1] (see also [PV] and BZ-patterns in [S4, §7.A1.3]). These are integer triangular
tables of size (ℓ + 1), with entries ≤ n and fixed boundary given by λ, µ and ν. This leaves
only
(ℓ−1
2
)
entries, which immediately implies the upper bound
Cℓ(n) ≤ (n+ 1)(ℓ−1)(ℓ−2)/2 .
For the lower bound, recall the combinatorial interpretations for cλµ,ν in terms of honey-
combs [KT1] and in terms of the Knutson–Tao puzzles [KT2]. The latter are triangles of size
(m + ℓ), where m = λ1, which are tiled with pieces of 3 different types (up to rotation and
parallel translation). Note that these puzzles are uniquely determined by the positions of the
(111)–triangles, since the lozenges extend the rows of 1-s between them and (000)–triangles
fill the remaining space.
Consider the honeycomb graph of 1-edges in the graph Γ dual to the puzzle graph. Fix Γ
with r =
(ℓ
2
)
regular hexagons of size m/(3ℓ). Let the faces of Γ “breathe”, i.e. contract by at
mostm/(18ℓ). The changes to honeycombs are small enough, so that none of them degenerate
(since none of the edges degenerate). Pin one of the central vertices of the honecomb at a
fixed position in the center of the triangle. All honeycombs will fit the (m+ ℓ) triangle, and
the resulting puzzles are distinct then. Their number is at least( m
18ℓ
)r
≥
( n
18ℓ2
)r
.
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Since the total number of triples of partitions (λ, µ, ν) is at most(
n
ℓ
)3
≤ n3ℓ,
at least one triple has ≥ nr−3ℓ(18ℓ2)−r puzzles, as desired. 
4.6. Vanishing LR–coefficients. We believe the natural analogue of Conjecture 3.10 fails
for the LR–coefficients.
Conjecture 4.15. There exists three Plancherel partitions sequences {λ(n) ⊢ n}, {µ(n) ⊢ n/2}
and {ν(n) ⊢ n/2}, s.t.
1√
n
(n
2
− log2 cλ
(n)
µ(n), ν(n)
)
→ ∞.
The following result gives a strong evidence in favor of the conjecture.
Proposition 4.16. Let {µ(n) ⊢ n/2}, {ν(n) ⊢ n/2} be two Plancherel partitions sequences.
Then there exist a partition sequence {λ(n) ⊢ n} with
(4.5) fλ
(n)
=
√
n! eO(
√
n logn)
such that:
cλ
(n)
µ(n), ν(n)
= 0.
The proposition should be compared with part (i) of Theorem 1.6. The notable difference
in the statement is the (log n) factor in the error term.
Proof. For a partition λ = (λ1, λ2, . . .) ⊢ n, let
λ̂ := (λ3, λ4, . . .) ∪ 1λ1+λ2
Fix a Plancherel partition sequence {λ(n)}. Then {λ̂(n)} satisfies (4.5), and has ℓ(λ(n)) ∼ 6√n
parts. Since {µ(n)}, {ν(n)} are Plancherel, they have 2√n(1+ o(1)) parts. Since {µ(n) ◦ ν(n)}
have at most 4
√
n
(
1 + o(1)
)
parts, this implies the result. 
4.7. Containment of the largest LR–coefficients. We start with the following beautiful
result by Lam, Postnikov and Pylyavskyy [LPP] which we state in the following equivalent
form.
Theorem 4.17 ([LPP]). Let λ ⊢ n, µ ⊢ k, ν ⊢ n− k. Denote α = µ ∩ ν, β = µ ∪ ν. Then
cλµ,ν ≤ cλα,β .
This implies that the largest LR–coefficient is attained at a flag of partitions.
Corollary 4.18. Let λ ⊢ n. There exist α ⊆ β ⊂ λ, |α|+ |β| = n, s.t.
C(λ) = cλα,β .
In particular, for every n, there exist α ⊆ β ⊂ λ, |α|+ |β| = |λ| = n, s.t.
C(n) = cλα,β .
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Remark 4.19. Note that for some n ≥ 10, the sequence {C(n, k), 0 ≤ k ≤ n} is not unimodal
(see A). Corollary 4.18 suggests an explanation why not: the unimodality would imply that
for k = n/2 we have α = β. Denote by ζ(n) the smallest k s.t. C(n, k) = C(n). Let
ρ(n) := n/2− ζ(n). For example, ζ(18) = 7 since C(18, 7) = C(18) = 11, so ρ(18) = 2.
What can be said about the asymptotics of ρ(n)? Theorem 1.5 implies that ρ(n) = o(n). It
would be interesting to find a nontrivial lower bound on ρ(n). Finally, we make the following
conjecture based on our computer experiments.
Conjecture 4.20. Let cλµ,ν = C(n), where λ ⊢ n. Then µ ⊆ ν or ν ⊆ µ.
In other words, we are claiming that “there exist” clause in the corollary can be replaced
with “for all”. For example, for n = 18 the maximum C(18) = 11 is attained at λ = 75321,
µ = 5321 and ν = 421 and its conjugates and transpositions:
cλµ,ν = c
λ
ν,µ = c
λ′
µ′,ν′ = c
λ′
ν′,µ′ = 11.
Here λ ⊃ µ ⊃ ν.
4.8. Monotonicity and stability of the largest LR–coefficients. We conclude this sec-
tion with the following results suggested by numerical values for C(n, k) in the appendix §A.
Proposition 4.21. The sequence
{
C(n)
}
is nondecreasing. Similarly, for every fixed k ≥ 1,
the sequence
{
C(n, k)
}
is bounded and nondecreasing. In particular, for every fixed k, the
sequences
{
C(n, k)
}
stabilizes when n is large enough.
Proof. Recall the usual Young tableaux combinatorial interpretation of the LR–coefficients,
see e.g. [S4]. It is well known and easy to see that
cλµ,ν ≤ cλ+1µ,ν+1 ,
where (λ1, λ2, λ3, . . .)+1 := (λ1+1, λ2, λ3, . . .). By fixing µ, we conclude thatC(n) ≤ C(n+1)
and C(n, k) ≤ C(n, k + 1), for all n ≥ 1, k ≥ 0.
To prove that C(k, k),C(k + 1, k),C(k + 2, k), . . . is bounded, observe that
cλµ,ν ≤
fλ/ν
fµ
≤ k! ,
for all µ ⊢ k. This implies the result. 
Theorem 4.22. For every k ≥ 0 and n ≥ (k+12 ), we have C(n, k) = D(k).
Proof. By Proposition 4.21, we have C(k, k) ≤ C(k+1, k) ≤ C(k+2, k) ≤ . . . Recall that the
Sk-module S
λ/ν corresponding to skew shape λ/ν is a submodule of the regular representation
(see e.g. [Sag]). Equivalently,
(e1)
n − sλ/µ ≥ 0
is Schur positive (cf. [BBR, LPP]). This implies that cλµ,ν ≤ f ν. We conclude that C(n, k) ≤
D(k) for all n ≥ k.
Denote δk = (k− 1, k− 2, . . . , 1) and let r = n−
(k+1
2
)
. Define λ = δk+1+(r), ν = δk +(r),
and observe that λ/ν is a disjoint union of k squares. Then Sλ/ν is regular and C(n, k) = D(k)
for all n ≥ (k+12 ). 
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Remark 4.23. These results on stability of the largest LR–coefficients are modeled after
similar results on stability of certain Kronecker coefficients (see e.g. [BOR, Man, SS2]). Of
course, the latter results are more technical since there is no combinatorial interpretation for
Kronecker coefficients.
By the theorem,
{
C(n, k)
}
stabilizes at or before
(k+1
2
)
. The data in the appendix for
0 ≤ k ≤ 6, suggests that it stabilizes precisely at (k+12 ). We conjecture that this is true for
all k ≥ 0.
5. Large LR–coefficients imply large dimensions
The goal of this section is obtain Theorem 5.3, which is the LR–analogue of the bound
fλ ≥ g(λ, µ, ν) in (3.2).
5.1. Upper bounds. To simplify presentation, here and everywhere in this section we use
(finite) sums over partitions for which the corresponding terms are well-defined and nonzero.
Lemma 5.1. Let µ ⊢ k and ν ⊢ (n− k). Then∑
λ⊢n
(
cλµ,ν
)2
=
∑
α,β,γ,δ
cµα,γ c
µ
α,δ c
ν
β,γ c
ν
β,δ .
Proof. Let µ, ν, τ, ρ be fixed partitions. Start with the skew Cauchy identity for Schur func-
tions: ∑
λ
sλ/µ(x) sλ/τ (y) =
∞∏
i=1
∞∏
j=1
1
1− xiyj
∑
α
sτ/α(x) sµ/α(y).
(see e.g. [SS1]). We expand it as follows:∑
λ,ν,τ
cλµ,ν sν(x) c
λ
τ,ρ sρ(y) =
∑
β
sβ(x) sβ(y)
∑
α,γ,δ
cτα,γ sγ(x) c
µ
α,δsδ(y)
=
∑
α,β,γ,δ,ν,τ
cτα,γ c
µ
α,δ c
ν
β,γ c
ρ
β,δ sν(x) sρ(y).
The needed identity follows then by taking the coefficients at sν(x) sρ(y) from both sides:∑
λ
cλµ,ν c
λ
τ,ρ =
∑
α,β,γ,δ
cτα,γ c
µ
α,δ c
ν
β,γ c
ρ
β,δ .
Taking τ = µ and ρ = ν implies the result. 
Lemma 5.2. Let λ ⊢ n, µ ⊢ k and ν ⊢ (n− k). Then:
cλµ,ν ≤
√
np(k)p(n − k)C(µ)C(ν).
Proof. We have: (
cλµ,ν
)2 ≤ ∑
λ⊢n
(
cλµ,ν
)2
=
∑
α,β,γ,δ
cµα,γ c
µ
α,δ c
ν
β,γ c
ν
β,δ
≤
min{k,n−k}∑
a=0
p(k − a) p(n− k − a) p(a)2C(µ)2C(ν)2
≤ np(k)2 p(n− k)2C(µ)2C(ν)2 ,
which implies the result. 
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Theorem 5.3. Let λ ⊢ n, |µ|+ |ν| = n be fixed partitions. Then:
(5.1) fλ ≥ e−un
(
cλµ,ν
)log2 n
,
where u > 0 is a universal constant.
Proof. The idea is to iteratively apply the inequalities
(5.2) fλ ≥ fµf νcλµ,ν
and the following corollary of Lemma 5.2.
(5.3) cλµ,ν ≤ ea
√
nC(µ)C(ν),
for some universal constant a > 0.
Consider a full binary tree T = T (λ, µ, ν) of depth m = ⌈log2 n⌉ defined as follows. Let the
nodes be labeled by partitions according to the following rule:
(i) λ is the root with children µ and ν;
(ii) every non-leaf node ρ has children α, β so that cρα,β = maxφ,ψ c
ρ
φ,ψ
(these could be empty partitions).
For each node ρ ∈ T , denote by L(ρ) and R(ρ) its children in T , and let kρ := |ρ| be the size
of the partition ρ. Iterating the inequality (5.2) along T starting from the root λ we obtain:
(5.4) fλ ≥ fL(λ)fR(λ) cλL(λ),R(λ) ≥ · · · ≥
∏
ρ∈T
cρL(ρ),R(ρ) .
From (5.3) we have the following local inequalities:
cαL(α),R(α) c
β
L(β),R(β) ≥ e−a
√
kρcρα,β , where ρ ∈ T, ρ ⊢ kρ, α = L(ρ), β = R(ρ).
Applying these inequalities in (5.4) repeatedly, starting from the bottom (m − 1)-st level to
top (the root at 0-th level), we obtain:
(5.5) fλ ≥
∏
ρ∈T
cρL(ρ),R(ρ) ≥
m−1∏
i=0
∏
ρ∈Ti
e−a
√
kρ (m−1−i)
 (cλµ,ν)m ,
where Ti denotes the i-th level of T . By construction, we have
∑
ρ∈Ti kρ = n for every level
0 ≤ i ≤ m, with |Ti| = 2i. Using the Cauchy–Schwarz inequality we get∑
ρ∈Ti
√
kρ ≤
√
2i
∑
ρ∈Ti
kρ =
√
2i
√
n .
This implies ∏
ρ∈Ti
e−a
√
kρ (m−1−i) ≥ e−a
√
n
√
2i (m−1−i) .
Note that
m−1∑
i=0
√
2i (m− 1− i) = (3 + 2
√
2)(
√
2m − 1) − m(1 +
√
2) = O(
√
2m) = O(
√
n).
From here and (5.5), we conclude that
fλ ≥ exp
(
−a√n
m−1∑
i=0
√
2i (m− 1− i)
) (
cλµ,ν
)m
≥ e−un (cλµ,ν)log2 n ,
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for some universal constant u ≥ 0, as desired. 
5.2. Proof of Theorem 1.7. By assumption, kn = ⌊n/2⌋. From the inequality (5.1) we
conclude that
log fλ
(n) ≥ (log2 n) · log
[
2n/2 eO(n/ logn)
]
− O(n) = 1
2
n log n − O(n).
Using the inequality
f ν ≥ f
λcλµν
fµ
(
n
k
)
we obtain:
log f ν
(n) ≥ log fλ(n) + log cλ(n)
µ(n), ν(n)
− log fµ(n) − log
(
n
kn
)
≥ 1
2
n log n − O(n) + log
(
n
n/2
)
− O(n/ log n)
− 1
2
(n/2) log(n/2) + O(n) − log
(
n
n/2
)
≥ 1
2
(n/2) log(n/2) − O(n) = log
√
(n/2)! − O(n).
The inequality for fµ
(n)
follows similarly. 
Remark 5.4. Stronger versions of the inequality (5.1) would give better bounds for Theo-
rem 1.7. Notably, suppose (5.1) holds with u = 1/2, then
cλ
(n)
µ(n),ν(n)
= 2n/2 eo(n/ logn)
imply
fλ
(n) ≥
√
n! eo(n) and fµ
(n)
, f ν
(n) ≥
√
(n/2)! eo(n) .
When {λ(n)}, {µ(n)} and {ν(n)} have strongly stable limit shapes, this would imply that all
three partition sequences have VKLS shape by Theorem 2.1.
Conjecture 5.5. Let λ ⊢ n and µ, ν ⊢ n/2 be fixed partitions. Let
f˜ λ :=
fλ√
n!
and c˜λµ,ν :=
cλµ,ν√( n
n/2
) .
Then:
f˜ λ ≥ a
(
c˜λµ,ν
)u logn
,
where a, u > 0 are universal constants.
This is a strong conjecture. If true, then
cλ
(n)
µ(n),ν(n)
= 2n/2eO(
√
n)
imply
fλ
(n) ≥
√
n! eO(
√
n logn) and fµ
(n)
, f ν
(n) ≥
√
(n/2)! eO(
√
n logn) .
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6. Standard Young tableaux of skew shape
6.1. Sum of squares. We start our study of fλ/µ = #SYT(λ/µ) with the following technical
result.
Lemma 6.1. For every 0 ≤ m ≤ n, we have:
(n− 1)!
(m− 1)! ≤
∑
λ⊢n
∑
µ⊢m
(
fλ/µ
)2 ≤ n!
m!
p(m).
Proof. We start with the following Stanley’s identity given in [S1]:
∞∑
m=0
∞∑
n=0
∑
µ⊢m
∑
λ⊢m+n
(
fλ/µ
)2 qm tn
n!
=
1
1− t/(1 − q)
∞∏
i=1
1
1− qi .
Taking the coefficient
[
qm tn−m
]
on both sides gives:
(6.1)
∑
λ⊢n
∑
µ⊢m
(
fλ/µ
)2
= (n −m)!
m∑
k=1
(
n−m+ k − 1
k − 1
)
p(m− k).
Bounding p(m− k) ≤ p(m) and summing the binomials give the upper bound:∑
λ⊢n
∑
µ⊢m
(
fλ/µ
)2 ≤ (n−m)! (n
m
)
p(m).
Finally, the term k = m in the RHS of (6.1) gives the lower bound. 
6.2. Largest #SYTs of skew shape. For 0 ≤ m ≤ n, define
F(m,n) := max
λ⊢n
max
µ⊢m
fλ/µ .
Corollary 6.2. Let 1 ≤ m ≤ n, and n→∞. Then:√
n!
m!
e−2c1
√
n(1+o(1)) ≤ F(m,n) ≤
√
n!
m!
e2c1
√
n(1+o(1)) .
Proof. Let 1 ≤ m ≤ n. From Lemma 6.1, we immediately have:
(6.2)
√
(n− 1)!
(m− 1)!
1√
p(m) p(n)
≤ F(m,n) ≤
√
n!
m!
√
p(m) .
These bounds imply the result. 
6.3. Skew shapes with the largest #SYTs.
Theorem 6.3. Let mn := ⌊θn⌋ for some 0 < θ < 1, and let {λ(n) ⊢ n}, {µ(n) ⊢ mn} be two
Plancherel partitions sequences. Then:
(6.3) fλ
(n)/µ(n) =
√
n!
mn!
e−O
(
n2/3 logn
)
.
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Proof. By Theorem 1.3, we know that µ(n) is contained in s · ψ of area at most mn + dn2/3
for some constant d > 0. Indeed, each of the O(
√
n) rows of µ(n) differs from the
√
nψ by at
most O(n1/6). Similarly, every Plancherel µ˜(n) contains t · ψ of area at least mn − dn2/3.
Let m˜n = mn + 2dn
2/3. By Theorem 4.7, for every Plancherel partitions sequence there
exists Plancherel sequences {µ˜(n) ⊢ m˜n} and {ν(n) ⊢ n− m˜n}, s.t.
cλ
(n)
µ˜(n),ν(n)
=
(
n
m˜n
)1/2
e−O(
√
n) =
(
n
mn
)1/2
e−O(n
2/3 logn).
Note that
f ν
(n)
=
√
(n− m˜n)! e−O(
√
n) =
√
(n −mn)! e−O(n2/3 logn).
From above, µn ⊂ t · ψ ⊂ µ˜n, where t =
√
θn+ dn2/3. Thus:
fλ
(n)/µ(n) ≥ fλ(n)/µ˜(n) ≥ cλ(n)
µ˜(n) ,ν(n)
· f ν(n) =
√
n!
mn!
e−O
(
n2/3 logn
)
.
The upper bound follows from Corollary 6.2. 
We also have a partial converse:
Theorem 6.4. Let mn := ⌊θn⌋, where θ = 1/2. Let {λ(n) ⊢ n} and {µ(n) ⊢ mn} be two
partitions sequences which satisfy
(6.4) fλ
(n)/µ(n) =
√
n!
(n/2)!
eO(n/ logn) .
Then
fλ
(n)
=
√
(n/2)! eO(n) and fµ
(n)
=
√
(n/2)! eO(n) .
Proof. Recall that
fλ/µ =
∑
ν⊢n−mn
cλµ,ν f
ν
(see e.g. [S4]). Thus
cλµ,ν ≥
fλ/µ
p(n)
√
|λ/µ|!
for some ν ⊢ |λ/µ|. Letting λ ← λ(n), µ ← µ(n) and ν ← ν(n) corresponding to maximal
LR–coefficient as above, we conclude that
cλ
(n)
µ(n), ν(n)
=
(
n
n/2
)1/2
e−O(n/ logn) .
By Theorem 1.7, this implies the result. 
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6.4. Proof of Theorem 1.6. Parts (i) and (ii) are proved in §4.2. For (iii), start with
Theorem 6.3 which gives
fλ
(n)/µ(n) =
√
n!
mn!
e−O
(
n2/3 logn
)
.
Write
fλ
(n)/µ(n) =
∑
ν⊢n−mn
cλ
(n)
µ(n), ν
f ν ,
and let {ν(n)} be the largest terms in the summation. Since
cλ
(n)
µ(n), ν(n)
≤
√(
n
mn
)
and f ν ≤
√
(n−mn)! ,
we can follow the proof of Theorem 4.6 to obtain the result. 
7. Final remarks and open problems
7.1. There is a large body of work on Littlewood–Richardson coefficients and its general-
izations, but there are very few explicit formulas and general inequalities. Even when such
inequalities exist, they are difficult and not very sharp see e.g. [BBR, CL, LPP]. The exact
evaluations are even more rare and use ad hoc methods, see e.g. [CDW]. A notable sharp
lower bound in [Nar] applies only to partitions with the smallest part λℓ ≥ ℓ2.
For Kronecker coefficients, there are even fewer bounds, so much that even positivity is
known in very few cases, see [PP2] for an overview. We should note a strongly related work
by Biane [Bia], who discusses the limit shape of the random Kronecker and LR–coefficients
weighted by the dimensions fλ.
Finally, despite the Feit determinant formula for fλ/µ, getting good (theoretical) asymp-
totic estimates for the number of standard Young tableaux of skew shape remains difficult.
We refer to a survey article [AR] for exact formulas (cf. [MPP2]), and to [MPP1] for the upper
and lower bounds.
7.2. Most results in the paper on Kronecker coefficients extend directly to all finite groups
with few conjugacy classes. This is a byproduct of the lack of available tools for Kronecker
coefficients. On the other hand, the LR–coefficients correspond to induced coefficients with
certain additional properties. Notably, the results of Section 5 do not extend to general
groups, and dimensions of skew shape representations discussed in Section 6 cannot even be
formulated.
7.3. A direct combinatorial proof of Theorem 4.17 would give a combinatorial interpretation
of the difference of LR–coefficients as in the theorem. If such a combinatorial interpretation
is found, it would perhaps help establish Conjecture 4.20.
7.4. Let us highlight one minor result:
(7.1) cλµ,ν ≤
√(
n
k
)
for all λ ⊢ n, µ ⊢ k, ν ⊢ n− k
(see Lemma 4.1). This bound is very natural, asymptotically tight (see Theorem 1.5 below),
and has an elementary proof on the level of a graduate exercise. Yet, to our astonishment, it
seems to be new.
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The inequality (7.1) should be compared to
cλµ,ν ≤ f ν and cλµ,ν ≤
fλ/µ
f ν
,
(see §4.8), which are cleaner but asymptotically much weaker.
Note also that our proof of (7.1) can be phrased as a direct combinatorial argument, using
a double counting surjection. Formally, the inequality
fλfµf ν (cλµ,ν)
2 ≤ fλfµf ν
(
n
k
)
is a combination of two surjections, both of which can be obtained by a jeu-de-taquin argument
using two different combinatorial interpretation of cλµ,ν in terms of Young tableaux (cf. [Ker,
vL, Zel]). We leave the details to the reader.
7.5. For small values of n and k, the numerical values of the lower and upper bounds given
by Proposition 4.4 are too far apart to be useful. For example, C(20, 7) = 11 (see §A), while
the proposition gives
0.28 ≈ 1√
p(7) p(13) p(20)
√(
20
7
)
≤ C(20, 7) ≤
√(
20
7
)
≈ 278.42.
Even the upper bound C(20, 7) ≤ D(7) = 35 ≤ √7! ≈ 70.99 in Theorem 4.22 is better in this
case.
7.6. By analogy with the upper bound in (2.4), we believe that C(n) are rather small when
compared to 2n/2. We conjecture that
C(n) ≤ 2n/2 e−a
√
n for some a > 0.
This suggests that C(n) is somewhere in between the lower and upper bound in Proposi-
tion 4.4. Note that Conjecture 5.5 comes close: it implies the upper bound 2n/2 e−a
√
n/ logn,
which would also be interesting.
7.7. We conjecture that Theorem 1.7 can be extended to general 0 < θ < 1. For that, one
can try to improve the lower bound in Theorem 5.3 (see also Remark 5.4). This problem has
an especially elegant special case in terms of Biane’s approach [Bia], which can be presented
as follows.
Let {µ(n) ⊢ n/2} and {ν(n) ⊢ n/2} be partition sequences with strongly stable shapes ω
and π, respectively. Suppose area(ω) = area(π). Let φ = ω⊞π be the free convolution of the
limit shape functions (see [Bia] for definitions), and let {λ(n) ⊢ n} be partitions sequence with
strongly stable shape φ. It is easy to see that Stanley’s upper bound (∗∗) in Theorem 1.1 in
terms of hook integrals (see §2.4), combined with Biane’s concentration results gives
(7.2) Υ(φ) ≥ Υ(ω) + Υ(π)
2
,
with the equality for VKLS shapes.
Conjecture 7.1. Equality in (7.2) holds only for VKLS shapes.
24 IGOR PAK, GRETA PANOVA AND DAMIR YELIUSSIZOV
7.8. It would be interesting to sharpen our bounds in Theorem 4.13 for LR–coefficients with
few rows. Perhaps, one can then ask for about the shape of the largest such LR–coefficients.
Although our proof is combinatorial, our bounds are too far apart to be useful. Note also
that this is analogous to the 1-parametric family of limit shapes with largest dimension and
bound on the number of rows obtained by Logan and Shepp [LoS].
7.9. As we mentioned earlier there are no explicitly constructed series of partitions for which
Kronecker coefficients are expΩ(n). In view of Theorem 1.4, it would be especially interesting
to obtain an explicit construction giving a expΩ(n log n). We conjecture that the staircase
shapes in the Saxl conjecture give such examples, but as we mentioned in §3.5, we are nowhere
close to resolving this problem.
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Appendix A. Table of the largest Littlewood–Richardson coefficients
Here is the sequence {C(n)}.
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
C(n) 1 1 1 1 1 2 2 2 2 3 3 4 4 5 6 8 9 11 12 18 24 32 35
Here is the table of C(n, k), for 0 ≤ k ≤ 20 and 1 ≤ n ≤ 23. Note that C(n, k) = C(n, n−k).
n \ k 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 1 1
2 1 1 1
3 1 1 1 1
4 1 1 1 1 1
5 1 1 1 1 1 1
6 1 1 1 2 1 1 1
7 1 1 1 2 2 1 1 1
8 1 1 1 2 2 2 1 1 1
9 1 1 1 2 2 2 2 1 1 1
10 1 1 1 2 3 2 3 3 1 1 1
11 1 1 1 2 3 3 3 3 2 1 1 1
12 1 1 1 2 3 3 4 3 3 2 1 1 1
13 1 1 1 2 3 3 4 4 3 3 2 1 1 1
14 1 1 1 2 3 3 4 5 4 3 3 3 1 1 1
15 1 1 1 2 3 6 6 5 5 6 6 3 2 1 1 1
16 1 1 1 2 3 6 8 7 6 7 8 6 3 2 1 1 1
17 1 1 1 2 3 6 8 9 8 8 9 8 6 3 2 1 1 1
18 1 1 1 2 3 6 8 11 10 9 10 11 8 6 3 2 1 1 1
19 1 1 1 2 3 6 8 11 12 11 11 12 11 8 6 3 2 1 1 1
20 1 1 1 2 3 6 8 11 12 13 18 13 12 11 8 6 3 2 1 1 1
21 1 1 1 2 3 6 16 12 14 14 24 24 14 14 12 16 6 3 2 1 1
22 1 1 1 2 3 6 16 20 15 16 27 32 27 16 15 20 16 6 3 2 1
23 1 1 1 2 3 6 16 20 24 19 30 35 35 30 19 24 20 16 6 3 2
For comparison, here is the sequence {D(n)} taken from [OEIS, A003040], to which the
column values in the table above stabilize by Theorem 4.22.
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
D(n) 1 1 2 3 6 16 35 90 216 768 2310 7700 21450 69498 292864 1153152
