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ABSTRACT 
As part of a wider and more comprehensive project, 
within the framework of an E.E.C. geothermal research 
programme, audiomagnetotelluric (AMT), magnetotelluric (MT) 
and geomagnetic deep sounding (GDS) measurements have 
been made in the Travale-Radicondoli geothermal region of 
Tuscany, Italy. The significance of such techniques to the 
exploration of geothermal resources lies in the direct 
relationship between the electrical conductivity of a rock 
and the temperature and fluid content of the rock. 
AMT and MT soundings were obtained over a broad range 
of frequencies (up to 7 decades, from 10 Hz to 10 4 s) at 
more than 30 sites within an area of only approximately 50 
km2 . The intensity of artificial disturbances in Travale 
caused severe problems in the acquisition of good quality 
data and in fact led to the exclusion of some data in the 
1-100 s period band from subsequent interpretations. A 
general assessment of the noise component in natural 
source MT soundings is given. 
Two-dimensional modelling (using finite differences) of 
data in the range 100 Hz to 100 s has been undertaken for 
a traverse across the Era Graben and passing through the 
centre of the geothermal anomaly. The procedure for 
constructing and modifying 2-D models to achieve a good 
fit to the observational data is discussed. The resulting 
model of electrical conductivity distribution agrees 
reasonably well with the known geology and is 
characterized by localized zones of high conductivity within 
sedimentary cover formations and by a moderately 
conducting basement under the area of the Travale 
geothermal field. This may be identified with a highly 
fractured state of the upper crust beneath Travale and the 
circulation of hydrothermal fluids in this zone. While 
1-dimensional modelling of all the AMT data was also 
undertaken, it has been shown to provide inaccurate 
estimates of interface depths. 
The results of this study tend to support those of 
similar soundings made by other groups within the same 
research programme. However, some discrepancies arise in 
the comparison with d.c. resistivity soundings. The 
capability of the MT method in determining at least the 
broad features of a geothermal anomaly, the need for 
long-period soundings and for 2-dimensional modelling of MT 
data for accurate interpretation are all demonstrated. 
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CHAPTER 1 
INTRODUCTION 
Electromagnetic induction studies provide a means 
whereby the electrical conductivity structure of the 
Earth's crust and upper mantle can be deduced. Natural 
source electromagnetic methods, like the magnetotelluric 
(MT) and geomagnetic deep sounding (GDS) techniques, have 
been recognized as important geophysical exploration tools 
and are used increasingly, in a large number of different 
environments as a valuable means of aiding the 
determination of subsurface structures. 
The energy source used to probe the Earth is the 
natural magnetic field variations of the Earth which 
comprise a very wide spectrum of frequencies. 
Electromagnetic waves with periods ranging between 10 2 
and I05 s originate mainly in ionospheric and 
magnetospheric current systems (which arise as a 
consequence of the interaction of plasma, emitted from the 
sun, with the Earth's main magnetic field). Waves with 
periods of 10_1 to 10 3 s originate from hydromagnetic 
waves propagating downward from the magnetosphere, while 
the most rapid fluctuations (frequencies greater than 1 Hz) 
originate from the worldwide distribution of thunderstorm 
systems. These magnetic variations induce eddy currents in 
the Earth, the density of these being governed by the local 
conductivity structure. 
Cagniard 	(1953) 	pointed 	out 	that 	simultaneous 
measurments of orthogonal components of these magnetic 
and electric field variations at the surface of the Earth 
could be used to deduce the subsurface electrical 
conductivity. This is achieved through Maxwell's equations 
and suitably defined response parameters derived from the 
measured data, the theoretical basis of which is discussed 
in Chapter 2. 
Electromagnetic induction methods have been extensively 
used in estimating anomalies of conductivity distribution on 
global, regional and local scales (Hutton, 197 6a;  Honkura, 
1978; Garland, 1981; Hermance, 1983 ). The advantage of the 
MT method for geothermal exploration lies in the fact that 
the physical parameter to be measured, namely electrical 
conductivity, is strongly temperature-dependent. In a 
geothermal environment there is a direct relationship 
between the electrical conductivity of a rock and the 
temperature of the rock and its saturating fluids. This 
relationship is examined at the end of Chapter 2 together 
with a list of case studies illustrating the application of 
electromagnetic induction studies to the exploration and 
evaluation of geothermal resources throughout the world. 
Chapter 3 contains an outline of the historical, 
geological 	and 	geophysical 	background 	to 	the 
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Travale-RadicondOli geothermal area - the study area of 
this thesis. The area was chosen by the E.E.C. as an 
appropriate test site for the investigation of the 
potential of various geophysical (mainly electric and 
electromagnetic) techniques for geothermal exploration. 
As part of this research programme, Edinburgh University 
undertook a variety of MT studies which are outlined in 
Chapter 4. In a complete MT installation normally more 
than one magnetic variometer system is employed in order 
to provide adequate dynamic range and sensitivity to 
permit recording of satisfactory data. Three different MT 
systems with overlapping frequency bands were used in this 
project - the total instrumentation being capable of 
measuring over 7 decades of period. 
While the author was involved in all aspects of this 
project at the different stages of data acquisition, 
analysis and interpretation throughout a three-year period, 
it was her particular concern and responsbility to 
undertake and analyse measurements with one MT system 
(in the range 1-1000 s). This constituted a significant 
contribution to the Edinburgh University group's project and 
hence to the overall research programme. It is these 
aspects then that are covered in most detail in Chapter 4. 
These include the description and function of the 
photoelectric magnetometer and the design and construction 
of telluric electrodes of the non-polarizing type, 
calibration and estimation of instrument response 
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characteristics. 	The subsequent (and now classical) 
cross-spectral and two-dimensional MT analysis of data, 
adopted for the calculation of response parameters in this 
study, comprises the final section of this chapter which 
also incorporates a discussion of the application of 
corrections for the effects of the instrumental responses 
and for the effect of sequential sampling in recording the 
data. 
A broad bandwidth is considered the optimum period 
range for electromagnetic investigations. Up to 7 decades 
of period, from s, enables greater resolution of 
surface layers, while longer periods are essential in order 
to penetrate the thick sedimentary sequences of this area. 
Results of the MT observations, covering such periods, are 
presented in Chapter 5. 
As the use of data with a high noise level greatly 
increases the ambiguity of interpretation, one of the 
fundamental problems which must be dealt with in MT 
methods is the reduction of the noise effect and/or at 
least its detection apart from the natural signals. This 
turns out to be a particularly relevant point with regard 
to the Travale-Radicondoli area, which is one in which 
noise constitutes a major problem over a large portion of 
the frequency range. The problem is covered in some detail 
in Chapter 5. 
Conductivity structure is then obtained from the MT 
response by inversion of the data and numerical modelling. 
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In Chapter 6 modelling procedures are reviewed for 1-, 2-
and 3-dimensional Earth structures. A description of the 
1- and 2-dimensional programs and their application in this 
study is also given in this chapter together with the 
derived 1- and 2-D models. The purpose of the MT surveys 
was to construct a resistivity model of the Travale region 
consistent with the known geology, and, from its 
interpretation, to refine the conceptual model of the 
Travale geothermal field. A major portion of this thesis is 
concerned with the. application of the 2-D finite difference 
modelling program (Brewitt-Taylor and Johns, 1980) to the 
data of this study, the subsequent assessment of the 2-D 
responses, and further 2-D modelling studies to assess the 
implications of the validity of 1-D interpretations of 2- or 
3-D data. 
The problem of geothermal exploration is not only that 
of finding new sources of geothermal fluids but also, on 
the theoretical side, that of formulating a reliable 
geothermal field "model". In the final chapter attempts are 
made to infer the geophysical and geothermal significance 
of the derived 2-D electrical conductivity model. The 
conductivity distribution within geothermal areas has often 
been found to be rather inhomogeneou (Berktold, 1983) and 
difficult to map in detail. This MT study, and those of 
other participating groups in the E.E.C. geothermal research 
programme, sought to examine the geological structure of 
the Travale geothermal reservoir and its environment. The 
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extent to which these various methods fulfilled this 
objective is discussed in Chapter 7. 
CHAPTER 2 
ELECTROMAGNETIC INDUCTION AND 
ITS RELEVANCE TO GEOTHERMAL REGIONS 
2.1 THEORY OF ELECTROMAGNETIC INDUCTION 
2.1.1 Basic Equations 
From measurements of the natural variations of the 
magnetic and electric field at the Earth's surface, it may 
be possible to derive an electrical conductivity structure 
which satisfies the measured data. This derived 
conductivity structure can then be used to deduce other 
physical and compositional parameters of the Earth's crust 
and mantle in that location. 
The investigation of possible model solutions to MT 
observations is made by considering the electric and 
magnetic field variations to be the response of the Earth 
to a magnetic inducing field whose source is external to 
the Earth. 
The propagation and attenuation of electromagnetic 
waves in a medium are best understood by developing the 
theory of electromagnetic induction, contained in Maxwell's 
equations. These are: 
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VxE = -BB/at (2.1) 
VxH = J + aD/at (2.2) 
V.B = 0 (2.3) 
V.D = (2.4) 
where E, H, and B are the electric, magnetic and induction 
field 	vectors respectively, 	D 	is the 	electric displacement 
vector, 	J 	is 	the 	electric 	current 	density 	and g 	is 	the 
space electric charge density. 
By applying the constitutive relationships 
D = cE (2.5) 
J = oE (2.6) 
and 	B = pH (2.7) 
(where 	c, p 	and 	o are the 	electric permittivity, magnetic 
permeability 	and 	the 	conductivity 	of 	the 	medium) 	and 
taking the curl of Eq. (2.1) and using Eq. (2.2) 
Vx(Vx E) = -poaE/at - pca 2E/at 2 (2.8) 
In any conducting medium space charge does not accumulate, 
as any initial density decays with time according to 
g(t) = p 0exp(-ot/c) 
g'(t) therefore approximates to zero for rocks in the Earth 
since o/c 	>>' 1. 	So Eq. (2.4) reduces to 
V.D = 0 (2.9) 
and using the vector identity 
Vx(VxE) = V(V.E) - V 
2  E (2.10) 
Eq. 	(2.8), 	for 	constant 	c 	and 	p, 	is 	reduced 	to the wave 
equation - 
V 2  E - poaE/at - pca 2E/at 2 = 0 (2.11) 
Consideration of typical values of a and c for rocks in 
the Earths crust and mantle, and of the frequencies of 
field variations involved, simplifies this wave equation 
further. In fact we can show that the amplitude of 
displacement currents to that of conduction currents is 
negligible, i.e. 
I o3E/t I >> I €32E/3t2 I 	 (2.12) 
Thus the problem can be considered as one of diffusion 
rather than wave propagation (Price, 1962) and applying 
condition (2.12), the wave equation (2.11) reduces to the 
diffusion equation 
V2 E = p 0c,E/at 	 (2.13) 
where p has been put equal to the free space value, 
The amplitude of the vector E decays exponentially with 
penetration. 
2.1.2 Induction in 1-dimensional structures 
A 1-dimensional structure is one in which conductivity is 
a function of depth only, i.e. o = 0(Z). 
For 	a homogeneous earth 	with a 	plane 	boundary 	the 
problem requires 	the solution 	of the 	diffusion 	equation 
(2.13) in the conductor and Laplac&s equation ( V 
2  E = 0 ) in 
the region external to the conductor, subject to the usual 
boundary conditions: 
ME 
Tangential component 	of E is continuous 	across the 
boundary 
Tangential component 	of H 	is continuous 	across the 
boundary 
Normal 	component 	of 	B 	is 	continuous 	across 	the 
boundary 
The general solution of the diffusion equation (2.13) can 
be expressed, through separation of variables, as 
E(t,x,y,z) 	= 	T(t).L(z).F(x,y) (2.14) 
Assuming that time variation of the field is harmonic, with 
period 2ir/w, then T(t) takes the form T(t) = e1Wt. (2.15) 
It can be shown that 
L(z) = Ae OZ + B e BZ (2.16) 
where 
2 	2 8 = v 	+ 1p 0w0 (2.17) 
and that F(x,y) must take the form 
F = (P/y, -aP/ax, 0) (2.18) 
where P is a scalar satisfying the equation 
a 2 P/ax 2 + a 2p/ay 2 + v 2 P = 0 (2.19) 
v 	can 	be 	understood 	as 	being 	representative of 	the 
horizontal dimensions of the inducing field. 	If 
<< P 
0 
 WO (2.20) 
then 
2 e 	= ip 0wo 
and 
8 	= 	(1+i)(p 0wo/2)
1 " 2 (2.21) 
The general solution for E in the conductor then is 
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E(t,x,y,z) = eWtAeBZ + BeSz}(P/y,_P/ax,0) (2.22) 
where 8 is given by Eq. (2.21) and represents the plane 
wave approximation to the solution of the diffusion 
equation (2.13). Condition (2.20) is equivalent to saying 
that the wavelength of the inducing field is greater than 
the skin depth of the medium (i.e. the source field is 
effectively a plane electromagnetic wave of infinite 
wavelength). 
The electric field decays exponentially with depth in the 
Earth and the "skin depth" ö is defined as the depth in a 
uniform Earth at which the amplitude is reduced to l/e of 
its surface value and is given by 
ö = (2/pwc,) 1'2 	 (2.23) 
Using Eq. (2.1), an expression for H can also be obtained. 
H(t,x,y,z) = _e1Wt 1 /ip 0w (aL/az BP/ax,aL/az aP/ay,v 2LP) (2.24) 
The impedance of a homogeneous medium is defined as 
the ratio of orthogonal components of E and H 
Z= E/H, = E y/H x 
and it can be calculated from the measured field 
components. It can be shown, using Eqs. (2.21), (2.22) and 
(2.24) that 
Z = ( iwp/0) '2 . 	 (2.25) 
Cagniards (1953) definition of apparent resistivity is, (from 
Eq. (2.25)) 
g a  = 1/wp IE/H1 2 	 (2.26) 
with a constant phase of 45 ° between E and H. 
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For an n-layered half-space the general solution (2.22) 
holds in each layer of conductivity o. The forward 
problem of calculating the impedance Z(0) at the surface of 
such a layered structure is achieved by the recursion 
relation 
Z(0) = ip 0w/8 1 coth{e 1 h 1 +Coth 1 [8 1 /82c0th( 8 2h2 
...+coth 1 8 1 /8)]) 	 (2.27) 
obtained analytically from Eq. (2.22) and the corresponding 
equation for H (2.24), together with boundary conditions. h n 
are the layer interface depths and 8 is given by Eq. (2.21) 
for the plane wave approximation. 
2.1.3 Induction in 2-dimensional structures 
A homogeneous plane layered earth model is clearly 
inadequate for the interpretation of most induction data. 
Anisotropy in apparent resistivity data reveals the 
inhomogeneous nature of the real Earth and is usually 
explained in terms of a lateral variation in conductivity. 
For the case of a 2-dimensional distribution, 
conductivity is a function of two coordinates, y and z say, 
the criterion for 2-dimensionality being that there is no 
conductivity variation along the other horizontal axis for a 
distance much greater than the skin depth of the incident 
field. 
So assuming a = o(y,z), MaxwelFs equations (2.1) and (2.2) 
can be reformulated as 
-12- 
VxE = -iwpH 
	
(2.28) 
VxH = o(y,z)E 
	
(2.29) 
by neglecting displacement currents as before. 
E = (EX,EYIEZ) and H = (H x HyiHz ) 
Recognizing the independence of x in all these quantities, 
these equations reduce to 
/3y H 	- 3/az H 	= oE (2.30a) x 
/z H, 	= oE (2.30b) 
-a/E'y H = oE (2.30c) z 
- /ay E  s/az E 	= -iwpH (2.30d) z x 
/z E 	= _iwPH (2.30e) 
/ay E 	= iwIJH (2.30f) Z 
Equations (2.30a-f) decouple into two distinct modes 
which represent the E- and H-polarization fields. Equations 
(2.30a, e and f) involve E x , H and H Z 
only and correspond 
to the E-polarization case for which the electric field is 
everywhere parallel to the strike of the discontinuity. 
Note that there is an anomalous vertical component of the 
magnetic field 	in this 	mode. 	Equations (2.30b, 	c and d) 
represent the H-polarization case, for which the magnetic 
field 	is everywhere 	parallel 	to strike, 	and 	is totally 
independent of the E-polarization case. 
By eliminating H x 
and H from Eqs. (2.30a, e and f), the 
problem is reduced to on e of solving the equation 
a 2 E/aY 2  + a2E/az2 = iwPoE x 	
(2.31) 
for E-polarization fields. Similarly, Eqs. (2.30b, c and d) are 
used to give an equation in 
-13- 
	
32 H/3 y2 + a 2H/az 2 = iwPaH x 	(2.32) 
for H-polarization fields. 
Equations (2.31) and (2.32) appear at first glance to be 
similar, but their respective solutions exhibit distinct 
differences. 
In H-polarization, H x is independent of y and z in the 
region external to the conductor and therefore is uniform 
throughout this region, whereas none of the field 
components in E-polarization are uniform in any region and 
field perturbations can extend far into the non-conducting 
region. 
In general, Eqs. (2.31) and (2.32) cannot be solved 
analytically (except for very special conductivity 
distributions - see Hobbs 0.975 11 because of the difficulties 
encountered in applying boundary conditions to their 
general solution. Numerical solutions are obtainable, 
however, subject to the boundary conditions, and are used 
to investigate electromagnetic induction in inhomogenéous 
bodies of arbitrary shape. Numerical procedures used to 
calculate the response of 2-dimensional structures include:-
finite differences, finite element, transmission line and 
integral equation methods (Jones, 1973; Praus, 1975; 
Berdichevsky and Dmitriev, 1976; Patra and Mallick, 1980). 
The procedure used in this study was the- finite 
difference technique, as described by Brewitt-Taylor and 
Weaver (1976), the basic theory of which was discussed by 
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Jones and Price (1970). It is discussed in more detail in 
Chapter 6. 
2.1.4 Induction in 3-dimensional structures 
Although a 2-dimensional approximation is made in the 
majority of geophysical cases, in fact the conductivity 
structure is 3-dimensional. MaxwelYs equations cannot be 
reduced to a simple form for a = o(xy,z) and analytical 
solutions are not possible. Again numerical solutions are 
resorted to and a number of algorithms for simulating the 
responses of simple 3-D models have been developed over 
the last 10 years (Hohmann, 1983). Integral equation 
solutions (Raiche, 1974; Weidelt, 1975) appear to have been 
the most successful (Das and Verma, 1982; Ting and Hohmann, 
1981; Wannamaker et al., 1984). Others include differential 
equation methods (Lines and Jones, 1973; Reddy et al., 1977; 
Jones a4d Vozoff, 1978; Pridmore et al., 1981), thin sheet 
approximations (Dawson and Weaver, 1979; Ranganayaki and 
Madden, 1980) and a new hybrid technique (Lee et al., 1981). 
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2.2 EARTH RESPONSE FUNCTIONS 
2.2.1 Apparent resistivity 
If we assume that the Earth has a response denoted by 
the 	functions 	Z 1 , Z 2 , 	Z 3 and 	Z 4 	then 	the 	electric 	field 
variations with time are given by the convolution of these 
response 	functions with the 	magnetic 	fields. In 	the 
frequency 	domain this 	is equivalent 	to 	the following 
expressions 
E = ZH + ZH (2.33a) 
E + (2.33b) = ZyxHx 
Expressing these in impedance tensor form, 
!E 	IZ 	Z 	H x 
= 	
xx xy X 	 (2.34) 
Z 	Z 	H 
\YX yy 
E = Z.H, 
where the elements of the impedance tensor Z are the 
Fourier transforms of Z 1  , Z 2 1 3 	4. 
	xy 	yx Z and Z Z and Z 
	are 
the principal impedances and Z and Z yy representxx 
additional impedances due to contributions from parallel 
components of the magnetic field. 
In a 1-dimensional situation, corresponding to Cagniards 




z 	=-z xy yx 
and the electric field components are related only to their 
respective orthogonal magnetic field component. 
cagniard defined an apparent resistivity g a  as 
= 1/p 0w I Zxy(yx)  1 	 (2.35) 
and phase 'a = ar(Z y(y) ). 
Employing units of nT and mV/km for the measurement of 
electric and magnetic field variations, respectively, Eq. 
(2.35). reduces to 
= 0.2 T I z 
Theoretical response curves - generated by Eq. (2.27) - 
of 1-dimensional model conductivity distributions are used 
in curve matching, or in certain I -dimensional inversion 
schemes, towards the interpretation of apparent resistivity 
and phase observations. 
For the 2-dimensional situation, Z xx 	 yy 
and Z 	are 
non-zero, in general, and vary as the measuring coordinate 
system is rotated with respect to the strike direction. 
When the measuring axes are parallel or perpendicular to 
the strike, Zxx = Zyy  = 0, and the principal impedances can 




corresponding to E- 
=Z II  =E/H 	
(2.36) 
x y 
= Z = E/H x 	
(2.37) 
el 	and 	perpendicular 	to 	strike, 
and H-polarization, respectively. 
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However, the MT method involves measuring E x E H X H 
along axes which do not, necessarily, correspond to the 
strike direction (since the direction of strike is unknown) 
and E and E will each depend on both orthogonal and 
parallel magnetic components according to Eq. (2.33). 
In practice, we want to determine the direction of 
strike, so consider a new set of axes, x-y', at an angle 0 
to x-y. The field components in this new set of axes, E 
E etc., can be determined by considering the action of the 





on Eq. 	(2.34). 
E 	= R.E = R.Z.H = R.Z.R 1 .H 
So 	E' = Z'.H, (2.38) 
where 	Z' = R.Z.R'. (2.39) 
Equation (2.39) relates the impedance tensor as measured in 





and 	expanding 	Eq. 	(2.39), 	each 	element 	of 	the rotated 
impedance tensor can be expressed in terms of elements of 
the unrotated tensor. 
Z'xx ( 8 )=l / 2{Zxx+Zyy+(Zxx _Zyy) COS 2 8+(Zxy+Zyx)Sfl2 81 (2.40) 
Z(0 )= 1 / 2{ Zxy _Z yx+(Zxy+Zyx )C0520 _(Z_Z)sin2O} (2.41) 
Z 	(8)=1 /2{-Z 	+Z 	+(Z 	+Z 	)cos28-(Z 	-Z 	)sin20} (2.42) yx xy yx xy yx xx yy 
Z(0)=1 	 _(Zxy+Zyx)Sfl28} (2.43) xx 
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The principal axes can be defined by determining the 
angle 8 (and 8+ ir/2) at which Z(8) is maximized and 
Z(8) is minimized. 
Alternatively, an analytical approach to determine the 






2 (Swift, 1967) and results in an expression 
forD5 * * 
(Z -z )(Z +Z ) +(Z -z ) (Z +Zxx 
8 = l/4tan1-2 	'' 
xy 	'x 	 '' 	 '' 	 (2.44) 
tz -z 	i 2 -iz +z xx yy xy yx 
In an ideal 2-dimensional situation Z 	and Z 	should bexx 
zero at this angle 8, but in practice they seldom reduce 
to zero. We can define a maximum and minimum apparent 
resistivity (corresponding to measurements in the principal 
axes) 
, 	 . 	 i,, - 
max - U. .1. xy 
min = 0.2 T I y I 2 
However, neither umax or @min can be consistently 
identified with p 11 or p, due to the ambiguity of the 
resulting value of 8, and a better estimate of the true 
resistivity may be given by some average of the values 
p 	andp . orp max 	mm 	and pj. 
2.2.2 Dimensionalitv 
In a 3-dimensional situation Eq. (2.44) can still be used 
to define the gross 2-dimensional strike of the feature 
(Jones and Vozoff, 1978). Indeed, due to the complexity of 
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the equations in three dimensions and the vast computer 
storage and time required to solve them, it is still the 
case that most induction data is subject to 2-dimensional 
interpretation (if not, only a 1-dimensional one !) although 
no real earth conductivity structure can be anything but 
3-dimensional. It is therefore very important to determine 
to what extent such an interpretation is valid and, to this 
end, an indication of the "dimensionality" of the 
conductivity structure under investigation is essential. 
Such an indicator is the skew, defined as 
Iz 	+z 	I 
skew 
= XX 	'' (2.45) 
IZxy - 
For ideal 1- and 2-dimensional conductivity distributions, 
skew obviously reduces to zero. However, for real data 
this is seldom the case and it will only approximate to 
zero for a 1-D earth or a 2-D earth measured in strike 
angle. For the general 3-dimensional structures skew will 
not be zero and an upper limit of 0.4 is usually placed on 
its value for a 2-dimensional interpretation to be valid. 
Further assessment of the degree of dimensionality can be 
made by study of the g max  and g nujn 
 responses and the 
extent of anisotropy between them, and from GDS induction 
vectors. 
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2.2.3 Single Station GDS Transfer Functions 
The vertical magnetic field component H , as measured 
at a particular site, can be related to the observed 
horizontal components H x and H when the following 
assumptions are made: 
the normal vertical component, of the inducing source 
field, is small compared to 
the anomalous horizontal field components are 
negligible compared to the corresponding normal horizontal 
field components 
there is no correlation between the inducing vertical 
field and the inducing horizontal fields. 
Then the relation takes the simple form 
H = AH + BH + e 	 (2.46) 
where e is a residual part of H z not correlated with the 
horizontal field, and A and B are the geomagnetic single 
station transfer functions calculated from cross-spectral 
estimates. 
A and B are complex quantities so let 
A = Ar + iA. and B = Br + iB, 
where subscripts r and i refer to real and imaginary parts. 
Then we can define induction arrows as follows 
IRI = (A 2  + Br2)112 and B = arg(R) = tan 1 (B/A) 	(2.47) 
III = (A2 + B1 2 ) 1 " 2 and 8 = arg(I) = tan'(B/A1), 	(2.48) 
where IRI and III represent the magnitude of these 
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vectors and 8r and 	a 	 their corresponding directions. 	The 
real induction vector 	lies 	in a preferred plane and when 
reversed 	in 	direction 	(Parkinson, 	1962) points 	
towards 
current concentrations. 	Parkinson considered the preferred 
plane, 	defined 	by 	Eq. 	(2.46), 	in 	which magnetic 	field 
variations tend to take place and introduced the "Parkinson 
vector" 	as 	the 	horizontal 	projection 	of a 	unit 	vector 
perpendicular to this plane. 
The 	real 	vector 	is 	usually 	larger 	than the 	imaginary 
vector 	when 	there 	is a 	large 	and 	deep conductive 	body, 
whereas 	the 	imaginary 	vector 	tends 	to be 	large 	when 
surface conductors are present. 
2.3 ELECTRICAL PROPERTIES OF ROCKS 
2.3.1 Introduction 
Thus the MT and GDS methods, by using natural magnetic 
and electric field variations at the surface of the Earth, 
enable the electrical conductivity distribution within the 
Earth's crust and mantle to be inferred. The physical 
parameter thus determined is the rock resistivity (or 
conductivity). 
The electrical properties of rocks are important, quite 
apart from their intrinsic interest, because through their 
relation to other physical and compositional parameters 
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(which may be of more geophysical interest) the geophysical 
significance of the derived conductivity structure may be 
determined. 
The electromagnetic characteristics of a rock or mineral 
(a rock may be regarded as an assemblage of minerals) are 
described in part by the parameters ii, c and a - magnetic 
permeability, electrical permittivity and electrical 
conductivity, respectively. All three show some variation 
from one rock type to another, but in comparison to the 
measurement of conductivity, the measurement of magnetic 
permeability and permittivity is only of minor significance 
in MT prospecting. Although the variation in .i can be 
observed and used in this type of work (due to small 
concentrations of magnetite in rocks) (Kao and Orr, 1982a; 
1982 10)), its effect on conductivity measurements is small 
and it is consequently normally ignored. 
There are many parameters which govern the electrical 
behaviour of rocks in the Earth and some of those known 
to affect conductivity are:- 
composition, temperature, pressure, oxygen fugacity, phase, 
transition metal ion content, orientation, twinning, 
order-disorder, water content, partial melt, porosity 
(Keller, 1970; Shankland, 1975; Duba, 1976; Parkhomenko, 
1982). The relative importance of each of these is depth 
dependent. 
The effects of these various factors on electrical 
conductivity have been studied intensively (and extensively) 
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in laboratory experiments on rock samples. 	These 
experiments attempt to establish a comprehensive 
understanding of the conductivity of representative 
materials over a broad range of conditions (temperature, 
pressure, chemistry etc.) in order that interpretation of 
electromagnetic responses at the Earths surface may 
proceed in terms of physical processes in its interior. 
However, this exercise of inferring conditions prevailing 
within the Earth from conductivity experiments in 
laboratories is questionable. For example, there is some 
concern about the time dependence of conductivity and of 
course about the high temperature, high pressure 
conductivity experiments in laboratories suitably 
duplicating the in situ conditions of rocks with low 
pressure, low temperature histories (Duba, 1976; Hinze, 
1982; Lastovickova, 1983). Nevertheless, it has to be 
recognized that the results of such laboratory 
measurements are the only guide to the mechanisms of 
conduction (though they may be in error by 2-3 orders of 
magnitude). 
Laboratory measurements have provided most information 
about the parameters governing electrical conduction in 
rocks and minerals, and refinements in laboratory 
techniques have permitted satisfactory isolation and 
control of the most important variables involved (Shankland, 
1975). These studies have shown that the single most 
important parameter affecting electrical conductivity is 
-24- 
temperature. 	Rock 	conductivity 	is 	more 
temperature-dependent than any other physical property (at 
least at high temperature) and, obviously, in a geothermal 
environment a knowledge of the horizontal and vertical 
variation of temperature (and temperature-related effects) 
is the major concern. 
However, the effect of temperature is markedly 
different at low temperatures (up to a few hundred 
degrees C) and at high temperatures (greater than 800C). 
At the lower temperatures (characteristic of upper crustal 
conditions) the electrical properties of a rock are 
determined almost entirely by the properties of 
electrolytic solutions in the pore spaces (conduction 
through solid, dry minerals being so slight that it is 
negligible in comparison). At high temperatures, on the 
other hand, the solid minerals that comprise the rock 
become conductive (because of ionization) and above 800C 
this solid conduction becomes so great that it probably 
overwhelms any contribution from water in the rock. 
Essentially then, conduction in the Earth may take place 
by two distinct mechanisms: 
ionic conduction in fluids occupying fractures and pore 
spaces (electrolytic conduction) and 
ionic or electronic conduction through the mineral 
fabric 	itself 	(solid 	conduction 	on 	the 	basis 	of 
semiconduction). 
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As these two cases of conduction exhibit very different 
behaviour with varying temperature and pressure, it is 
necessary to consider them separately. 
2.3.2 "Low" temperatures 
At temperatures less than 300-400C characteristic of 
conditions in the upper crust, the electrical properties of 
a rock containing even a small amount of water in its pore 
space are dependent on the electrical properties of that 
water and the manner in which it is distributed through 
the rock (Shankland and Waff, 1974). Archi&s law expresses 
the bulk rock resistivity in terms of the two governing 
factors of electrolytic conduction - pore fluid resistivity 
and rock porosity. 
-m 
where g = bulk rock resistivity, Qf = resistivity of 
contained water/fluid, ' = fraction of pore space filled 
with water, and a and m are empirically determined 
constants varying from rock to rock, depending on the 
texture of the rock and are constrained by 
1 < a < 3.5 
1.3 < m < 2.3 
Note immediately that the equation appears to show no 
dependence of resistivity on temperature. In fact this is 
contained in the variable Qf  which itself varies with 
temperature and depends on a number of other factors 
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arising as 	a consequence of the 	presence 	of 	ions 	in 
solution. But first, consider the effect of porosity. 
Porosity factor (in Archi&s law) 
Archie's law in effect states that the permeability of a 
rock to fluid flow depends on the porosity to some power 
m which usually varies between 1 and 2. The amount of 
void space in a rock which may be filled with water is 
determined by the porosity, and the manner of distribution 
of the water is determined by the size and shape of the 
void spaces, i.e. by its texture. Three types of pore 
structure are recognized: fracture, crack and pore. Clearly 
the permeability due to fractures, fissures and joints etc. 
is commercially of more interest in geothermal areas as 
fluid circulation is much higher in fractures etc. than in 
the porous permeable channels within the rock matrix. The 
most important factor to affect the porosity of crustal 
rocks and thereby control conductivity is that of pressure. 
The effect of increasing pressure is immediately seen to be 
that of decreasing porosity and, therefore, conductivity, by 
producing crack closure. 
Fissures and cracks close at low pressures and the 
conductivity of saturated rocks (rocks below the water 
table are saturated with aqueous solutions to at least 4 
or 5 km) decreases rapidly with increased depth of burial 
(conductivity decreases -by a factor of 5-10 in the first 
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5-10 km). Changes in pore porosity are much slower and 
conductivity decreases by a factor of 10 in the depth 
range 5-50 km (Brace, 1971). Ranges in rock resistivity of 
six orders of magnitude may be realized for reasonable 
variations in the abundance of interconnected pores in 
fractured media (Moskowitz and Norton, 1977). As porosity 
decreases with depth, other variables should dominate the 
conductivity of rocks. 
Figure 2.1 illustrates the several orders of magnitude 
increase in conductivity of a rock as water is added to 
the rock. 
Fluid resistivity factor 
We see, through Archi&s law, that the resistivity of a 
rock is directly proportional to the resistivity of the fluid 
contained in the pore structures. The pore fluid resistivity 
in turn depends on several physical parameters such as:-
concentration of ions (i.e. salinity), charge number of the 
ions (i.e. kind of substance), mobility of the ions in the 
solution and on factors which act to modify the mobility 
of the ions such as temperature, pressure, density, 
viscosity, dielectric constant of the fluid (Berktold, 1983). 
All these factors contribute to the overall conductivity of 
the rock. The physical properties of the fluid - like 
viscosity, density and dielectric constant - are themselves 
temperature dependent, all decreasing with increasing 
-28- 





Fig.2.1 Summary plot of the best available estimate for 
electrical resistivity versus temperature, pressure 
and water content (after_Olhoeft, 1981)  
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temperature. But the actual temperature dependence of 
conductivity is determined by all these factors - one or 
other dominating in any given temperature range. For 
example, for temperatures below 300-400C the 
temperature dependence of conductivity is mainly 
determined by the viscosity and thus conductivity increases 
considerably with increasing temperature - Fig. 2.2 - 
(viscosity decreases exponentially with increasing 
temperature, resulting in an increase in ion mobility). 
Above 300-400C, the effects, of decreasing density and 
dielectric constant predominate, resulting in a decrease in 
conductivity with increase in temperature. 
The dependence of the conductivity of salt solutions on 
temperature and pressure is known from laboratory 
measurements, and as far as the salinity of the fluid is 
concerned, within a wide range of concentrations (up to 5 
molar solutions). It has been shown that there is not a 
great deal of difference between the resistivities of 
various salt solutions (Moskowitz and Norton, 1977) and, 
therefore, the compositional effects of fluid resistivity can 
be approximated by the NaCl-H 20 system (Quist and 
Marshall, 1968). 
The 	range 	in 	resistivity 	values 	of 	different 
concentrations of solutions is 100-0.01 Qm for 10 4 M. to 2 
M concentrations. Fluid concentrations in geothermal 
reservoirs vary widely, with reported values of 3.5 M 







Fig.2.2 Effect of pressure and temperature on the electrical resistivity of 0.01 demal 
KC1 Solution (after Berktold, 1983) 
of geothermal reservoir fluids range from 0.01 to 10 Qm 
(MoskowitZ and Norton, 1977), which is similar to the range 
in resistivity of pore fluids in a variety of geological 
environments (Keller and Frischknecht, 1966). 
2.3.3 "High" temperatures 
At the higher temperatures (>800C) characteristic of 
conditions in the lower crust and upper mantle, very much 
greater temperature effects on conductivity are to be 
expected (and are observed). A great deal of experimental 
evidence has shown that the significant influence of 
temperature on the conductivity of rocks deeper in the 
Earth is based mainly on semiconductivity. The relationship 
between conductivity and temperature takes the form 
a = E a exp( -EJkT) 
I. 	 J. 
where a = conductivity of the rock or mineral at 
temperature T, a is a constant (related to mobility) 
depending on conduction mechanism, E i = activation energy 
and k = Boltzmann's constant. This relationship is an 
intrinsic property of the rock at high temperatures, 
varying little from sample to sample. (At lower 
temperatures, the relationship is highly variable from 
sample to sample of a given material.) The summation is 
over all possible conduction mechanisms, of which there are 
three types usually considered - impurity (or mineral), 
intrinsic (or electronic) and ionic. The exponential 
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temperature dependence ensures that a single conduction 
mechanism predominates within a given temperature range. 
For example, at relatively low temperatures (<600°C), 
impurity conduction predominates; between 600° and 1100°C, 
intrinsic conduction predominates; above 1200°C, ionic 
conduction predominates. (However, solid conduction is 
often unimportant below temperatures of 700 ° C because 
typical activation energies are about 1eV.) 
2.3.4 Other factors 
Although temperature constitutes the single most 
important parameter related to electrical conductivity, 
clearly other factors must also be taken into 
consideration, particularly at the deeper levels of the 
lower crust and upper mantle where the temperature is 
high. It is possible that other processes are more efficient 
at enhancing conductivity. At this point it is sufficient to 
just mention a few of these factors. For example - (a) 
Partial melting: it is well established that melting greatly 
increases the conductivity of a rock and that even a small 
melt fraction can produce a marked increase in bulk 
conductivity. (b) Presence of water: in the lower crust 
(where it may be present in solid solution in the rock) 
water may again be an important constituent of a rock in 
determining its bulk conductivity and, besides, it can 
significantly lower the temperature at which melting 
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begins. (c) Rock composition: there appears to be an 
appreciable effect of rock chemistry on the conductivity of 
dry rocks, e.g. the average rock of acidic composition is 
less conductive than the average rock of basic composition 
by a factor of 10-30. (d) Pressure: appears not 'to be 
significant except at depths where phase transitions may 
occur. (e) Phase of constituent minerals. (f) Oxidation state. 
The latter two factors are particulary significant at 
greater depths. (Duba, 1976; Olhoeft, 1981; Parkhomenko, 
1982.) 
2.3.5 Relevance to geothermal reservoirs 
Clear separation should be made between electric 
anomalies in the upper crust and in the lower crust/upper 
mantle, as they express completely different physical and 
chemical processes and states. 
The circulation of water heated to 200-250C to within 
bOOm of the Earth's surface (the aspect of a hyperthermal 
cell which is of most economic interest in the development 
of geothermal power) must generally be related to the 
presence of even hotter rocks at moderate depths in the 
crust and below it. Indeed it is these two distinct 
thermal regimes - shallow reservoir and deep heat source - 
which determine the general principles of prospection of 
geothermal reservoirs, conveniently classed as follows: 
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In a regional sense - search for those parts of the 
crust and upper mantle which are hotter than their 
environment and 
In a local context - prospection for hot reservoirs 
containing water or steam lying in the upper crust. 
Both these tasks are favourable for electromagnetic 
methods (including MT) - the direct relationship between 
the electrical conductivity of a rock and the temperature 
of the rock and its saturating fluids proving the 
suitability of these methods to geothermal exploration. 
2.4 CASE HISTORIES 
The AMT and MT methods have proved their worth in 
many diverse geological situations of geophysical 
significance, not least in 1) active tectonic regions, e.g. 
rift zones (Hutton, 1976b; Hermance, 1982); 2) over stable 
shield areas (Kovtun, 1976); 3) in prospecting for ore bodies 
and minerals (Strangway et al., 1973); and particulary 4) in 
geothermal areas (Berktold, 1983). 
These natural source electromagnetic techniques have 
been used to study resistivity to depths of a few metres 
to several kilometres and often to hundreds of kilometres. 
They have yielded important contributions to the 
investigation of geothermal reservoirs on regional (Stegena, 
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1976) and local (Hoover et al., 1978) scales, in geothermally 
active regions and in prospective geothermal areas. 
Table 2.1 summarizes some of the many AMT/MT 
measurements which have been carried out during the last 
10-15 years. (The list is by no means exhaustive and is 
merely intended to illustrate the widespread use of MT 
(and related) methods in geothermal investigations.) Figures 
2.3 and 2.4 illustrate some examples of the results 
obtained in these studies. Of particular note from these 
figures are the very low resistivities found in the vicinity 
of geothermal reservoirs. 
In summary, it can be said that the results of many MT 
field observations in geothermal areas indicate that 
resistivity values in the vicinity of thermal anomalies are 
a complex function of porosity, permeability and fracturing 
of the host rock, fluid circulation patterns, fluid 
composition and the distribution of conductive minerals, as 
well as of the temperature and pressure of the fluids and 
rocks. 
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Table 2.1 CASE STUDIES 
U.S.A. 
Rio Grande Rift MT (T<10 45) 	 Hermance and Pedersen (1980) 
MT/AMT (10.2kHz-2000s) 	Ander et al. (1984) 
- 	 (Ander, 1981; Aiken and Ander, 1981) 
Cerro Prieto 	MT 	 Gamble et al. (1980; 1981) 
Yellowstone 	MT (10 4 -10Hz) 	Leary and Phinney (1974) 
(Schlumberger, I-P, S-P 	Zohdy et al. (1973)) 
Snake River Plain 	MT/AMT 	 Stanley et al. (1977) 
(0.001Hz- 1kHz) 
MT (250Hz-0.002Hz) 	Stanley, 1982 
Raft River 	AMT (18.6kHz-8Hz) 	Hoover and Long (1976) 
Telluric current, AMT Mabey et al. (1978) 
Vale (Oregon), 	AMT, telluric 
	










Hoover et al. (1976) 
Hoover and Long (1976) 
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Coso Range 	AMT (18.6kHz-7.5Hz) Jackson and ODonnell (1980) 
Mount Hood 	MT (0.002-40Hz) 	Goldstein etal. (1982) 
ICELAND 
MT (0.1-3600s) 	Hersir et al. (1984) 
Telluric/MT 	 Hermance and Thayer (1975) 
Hermance et al. (1976) 
MT (15s-1h) 	 Beblo and Bjornsson (1980) 
(Hermance, 19731XHermance and Grillot, 1974) 
GERMANY 
MT/GDS Beblo (1977) 
MT/GDS Berktold et al. 	(1980) 
MT/GDS Richards et al. 	(1980) 
Regional MT Knodel et al. (1979) 
ITALY 
Trávale 	 MT-5-EX Celati et al. (1973) 
Larderello 	MT Dupis et al. (1974) 




	Regional MT 	 Baldis et al. (1983) 
HUNGARY 
Pannonian Basin 




MT 	 Dupis et al. (1980) 
MT-5-EX 	 Malerque (1980) 
Others include: 
New Zealand (MacDonald and Muffler, 1972), Japan, Indonesia 
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3 a. l-D model of resistivity distribution in NE Iceland (Beblo 
and B.jornsson, 1980) 
b. Geoelectric cross-section compiled from MT l-D models (Stanley 
et al., 1977)• (Vertical exaggeration is 10 to 1 for upper cross-
section and 1 to 1 for lower cross-section) 
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Fig.2.4 a. 2-D interpretation of resistivity fitting MT results at 
Cerro Prieto (Gamble et al., 1981) 
b. Electrical cross-section of a known geothermal resource area 
(Long and Kaufmann, 1980) 
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CHAPTER 3 
BACKGROUND TO THE TRAVALE-RADICONDOLI GEOTHERMAL REGION 
3.1 HISTORICAL INTRODUCTION 
The area of the Travale-Radicondoli geothermal field is 
situated about 10-15 km east-southeast of Larderello in 
southwestern Tuscany (Fig. 3.1). The study region occupies 
about 10 km2 in the southeastern part of the Era Graben, 
and between the villages of Radicondoli, Travale, 
Montalcinello and Belforte (Fig. 3.2). It is an area where 
geothermal exploration has been most concentrated over 
the past 20 years and, together with the nearby larger 
geothermal area of Larderello, represents one of the most - 
important geothermal regions of the world. 
The area used to abound with natural manifestations of 
thermal heat in the form of soffioni" - jets of steam 
escaping from rock fissures - and "lagoni" - natural warm 
pools of bubbling gas. Mineralizations that existed in the 
immediate vicinity of these manifestations encouraged some 
commercial interest but it was not until early in the 
nineteenth century that any attempt at industrial 
exploitation of the minerals was made (after the discovery 
of boric acid in the waters themselves). The use of the 
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Fig.3.1 Map showing location of Travale-Radicondoli geothermal area 
-43- 
	
- 	 // 
- - - - - 	 ---------- 
- 
- 	UOHTIPIG(GNQLI- 	 - - 	- - - - 	 - 
- - - 
------- 
- 	-- — 	 —_--_b - - 
• 
.O(Lcu 	 - -- 	• 
£1 • -- 	 - -- - 
: 	
QTAWL 
LI1 12 [13 04 	S 	6 	7 E8 ,/ J A 	013 i4 1/15 
Fig.3.2 Schematic geological map of the Travale -Radicondoli area 
Legend 1 - 4: Pliocene to Recent deposits 
Flysch facies formations 
"Macigno", "Scaglia" 
7 - 8: Limestones 
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natural thermal energy for the extraction process of boric 
acid led to a rapid and successful advance of the boric 
industry and a flourishing chemical industry. 
It was at Larderello, early in the twentieth century, 
that exploration for steam by means of drilling was 
started and that the first generation of electric power 
was achieved in 1904, and where the first 250 kW power 
plant was brought into operation as early as 1913. 
In the Travale area, interest was concentrated on boric 
acid production right up to 1940. The post war period saw 
the inclusion of the Travale area in the geothermal power 
development programme. 
The production of electric power from earth heat is now 
a well established economic activity, but until recently it 
has been confined to hyperthermal fields only. Such fields 
occur only where the geological and hydrogeological 
conditions favour the formation of high temperature fields. 
These may be defined as thermal areas (i.e. exhibiting high 
temperature gradients and high heat flow) where the 
presence of permeable rock formations below ground allows 
the containment of a working fluid, without which the area 
could not be exploited. The working fluid - water and/or 
steam - serves as a medium for conveying deep-seated heat 
to the surface. 
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3.2 GEOLOGY 
The area of Travale-Radicondoli occupies part of an 
extensive structural depression, known as the Era Graben. 
It is part of a geological region where numerous geological 
studies have been conducted (Lazzarotti and Mazzanti, 1976; 
Puxeddu et al., 1977; Gianelli et al., 1978). Ordinary field 
mapping together with numerous drill cores enable an 
elaborate description of the stratigraphy. 
3.2.1 Stratigraphy 
The stratigraphic sequence can be described as follows 
(from top to bottom): 
Post-orogenic complex 
This is made up of formations which were deposited after 
the cover of allochthonous units of the Tuscan series and 
consists of:- Neogenic deposits (Pliocene to Upper Miocene) 
of clay, conglomerates, sand and organogenic limestones. 
These deposits filled the graben, formed from the late 
Miocene to the Pliocene, and are up to 500 m thick in 
places. 
Flysch- facies allochthonous complex 
This is predominantly made up of shales, silt, mans, 
limestone and sandstone . It is otherwise known as "Argille 
Scagliose" and is of Upper Jurassic to Eocene age. These 
formations tectonically rest on any of the complexes 
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described below. 
Upper terrigenous complex (upper part of Tuscan series) 
This is characterized by:- Macigno" - a mainly arenaceous 
formation - in the upper part, and "Scaglia" - varicoloured 
shales (Lower Miocene to Upper Cretaceous). 
Carbonate complex (middle and lower parts of Tuscan 
series) 
There are many formations belonging to this complex and 
include the following:- radiolarites, marls, cherty 
limestones, Ammonitic red limestone, massive limestones, 
stratified black limestone and dolomite, cavernous limestone 
and breccias, anhydrites and magnesian limestones 
(evaporitic formations). (Jurassic to Upper Triassic) 
Basal terrigenous complex (metamorphic complex) 
This represents the regional basement of the Upper Triassic 
to Palaeozoic and mainly consists of:- phyllites, quartzites, 
quartzose conglomerates and sandstones. 
3.2.2 Tectonics 
The structural setting of the area is recognized as the 
result of tectonic mi )vements occurring in two distinct 
phases (Giannini et al., 1971; Elter et al., 1975). The first - 
a compressional type - developed from the Upper Oligocene 
to the Upper Miocene and caused partial overthrusting of 
the upper terrigenous and carbonate complexes onto the 
basement and of the flysch-facies formations onto both. 
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The second - distensive phase 	is characterized by direct 
fault systems and horst and graben structures that 
affected all previously described structures. It began in 
the Upper Miocene with the formation of subsidence 
sedimentary basins which were initially lacustrine, then 
lagoonar and finally, marine. At the end of the Pliocene 
the region underwent tectonic upheaval, the Pliocenic 
formations reaching more than 500 m above sea level. From 
the Lower Pliocene, a prevalently acid magmatism developed 
in the region that gave rise to intrusive, subvolcanic and 
volcanic manifestations (Barberi et al., 1971). 
3.2.3 hydrogeology 
Taking into account the position and permeability 
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grouped accordingly. 
An impermeable upper complex comprising the Neogene 
deposits, the "Argille-Scagliose" flysch-facies formations 
and, in some places, the "Macigno" and "Scaglia". As a whole 
this represents the cover of the geothermal reservoir, 
being impermeable. 
The main permeable complex comprising the middle and 
lower parts of the Tuscan series, i.e. the carbonate 
complex. The predominantly evaporitic series has a locally 
variable permeability, being high in association with 
tectonic discontinuities and where dolomites occur, but 
Em 
vanishing wherever anhydrites occur. It more or less 
represents the main shallow reservoir of geothermal fluids 
and of meteoric waters. Where this complex outcrops it 
constitutes an absorption area, controlling hydrostatic 
pressure in the confined aquifer. 
C. The regional basement is generally impermeable, due 
to the presence of phyllitic schists, but it may become 
permeable by fracturation locally. 
3.3 EXPLORATION 
3.3.1 "Old" and "New" Travale Fields 
Before 1970 drilling and exploration for steam was 
concentrated on the southwestern uplifted margin of the 
Era Graben (see Fig. 3.2). The 1950s saw the first really 
intensive deep drilling programme and operation of a small 
generating plant. 
One feature of exploration for power is the gradual 
decline in the output of individual wells, so that in order 
to maintain total output new wells are needed and these 
must cover a progressively larger area. However, drilling 
further from the original exploitation area resulted in an 
increase in the number of unproductive wells. 
Where exploitation is intense, gross changes in the 
hydrothermal system are to be expected. These include 
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fluctuations in mass discharge rate, pressure drops, 
reservoir, fluid state, progressive degradation of the 
reservoir and ground subsidence. The progressive decrease 
in economically utilizable steam from the "old" Travale 
geothermal field saw the eventual shutdown of the 
generating plant in 1962. 
Understanding and control of the long-term effects are a 
vital feature of the strategy of management of geothermal 
resources. So during the 1960s the wells were subjected to 
a series of tests and measurements in order to study their 
behaviour, in different delivery conditions, and thus to 
reconstruct the geothermal field dynamics. It was on the 
basis of such systematic measurements of hydrostatic 
levels and temperatures in the wells, together with the 
geological and geophysical situation of the "old" Travale 
field, that Cataldi et al. (1970) were able to comment on 
the evolution of the geothermal field. Their study provided 
some useful indications for the understanding of analogous 
situations possibly occurring in other geothermal areas. 
Based on a general revision of all the data collected up 
until 1969, E.N.E.L. (the Italian National Electric Energy 
Agency) and C.N.R. (National Research Council) decided to set 
up a joint research programme, in 1969 and 1970, of 
geological and geophysical surveys for extending geothermal 
exploration to cover a larger area. This led to the 
discovery of the "new" Travale field - an area several 
kilometres northeast of the "old" field, where drilling has 
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been concentrated ever since, in an ever widening area 
reaching as far north as Radicondoli and as far west as 
Anqua, after the first exploratory well (T22) was sunk in 
1971. 
The results of the geophysical prospecting carried out in 
the Travale-Radicondoli area in 1969 and 1970 were 
summarized by Burgassi et al. (1975). Further geophysical 
studies have been undertaken since then, using various 
techniques - principal among which are:- gravity, 
geoelectric, thermal gradient and heat flow studies, 
magnetotelluric and seismic surveys. These are listed in 
Table 3.1, together with regional studies, drilling 
programmes and theoretical studies, up to the present. 
As mentioned previously, it is essential to study the 
effects of exploitation on the geothermal reservoir, both 
from the management and the scientific standpoints. 
Studies and exploration of active hydrothermal systems can 
provide more detailed knowledge of all aspects of such 
systems and have inferences for an evaluation of all 
geothermal resources. 
3.4 GEOPHYSICS IN TRAVALE 
Geophysical techniques used in geothermal studies have 
proved invaluable in the deeper understanding and 
Table 3.1 Geophysical studies in Travale 
1969 	Extension of geothermal research 	Burgassi et al. (1975) 
to area NE of "old" field 
1971-75 New wells drilled T22, Ri, R2 etc. 
1973 	 M.T.-5-E.X 	 Celati et al. (1973) 
1976 	Detailed geological survey 	 Lazzarotto and Mazzanti 
(1976) 
1977 Strátigraphic and tectonic study Puxeddu et al. (1977) 
2-D gravity modelling Casertano et al. (1977) 
1978 Seismic reflection (Larderello) Gianelli et al. (1978) 
Batini et al. (1978) 
1979 Dipole electrical sounding Patella et al. (1979) 
1980 Magnetic survey Napoleone et al. (1980) 
Thermal survey Burgassi et al. (1980) 
Deep reflection-refraction Giese et al. (1980) 
(regional) 
Regional MT Haak and Schwarz (1980) 
V,/V 	changes Casertano and 
del Castillo (1980) 
1980-83 EEC research programme (mainly This study and others 
electrical! electromagnetic) (see Table 3.2) 
1981 Mathematical model of heat Galeone and Mongelli 
transfer (1981) 
1982 Gravity and elevation changes Geri et al. (1982) 
Laboratory measurements of 
thermal conductivity,diffusivity,  Mongelli et al. (1982) 
and specific heat 
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assessment of not only the nature, occurrence and 
structure of geothermal fields in general, but also of :-
the fundamental physical characteristics of rocks with 
regard to temperature, pressure and fluid content; the 
porosity and permeability characteristics of rock 
formations, for scientific and production purposes; fluid 
state, for reservoir evaluation and production evolution 
forecasts; the effects of exploitation, particularly as 
regards geodynamic control (a knowledge of which is 
essential for estimating seismicity (natural or induced), 
stress state and release, and ground movement); fluid 
circulation patterns and mechanisms, which may determine 
the extent and the potential of the geothermal field. In 
addition, deep exploration of geothermal areas provides a 
structural guide to the reservoir as a whole, and perhaps 
to the actual heat sources at depth. 
Of particular note from Table 3.1 of geophysical studies 
undertaken in Travale-Radicondoli up to the present are 
the following. 
3.4.1 Gravity 
The regional gravity map of the area of Larderello (1963) 
exhibits a negative gravity anomaly along a 
north-northwest direction - perfectly characterizing the 
Era Graben. A more detailed survey of the 
Travale-Radicondoli area in 1 969, undertaken to provide 
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information on the local structural situation, revealed the 
negative anomaly, in a NW-SE trending direction (see Fig. 
3.3), as the dominating feature of the area. Casertano et 
al. (1977) reviewed these data and undertook a quantitative 
study of the area using a two-dimensional model. They 
were able to reveal the large throw of the faults at the 
graben margins, the heterogeneity of the material filling 
the graben, and, by a method of interpolation, the depth to 
the carbonate complex along a profile across the graben, 
compatible with other results. A more recent gravimetric 
study (Geri et al., 1982) correlates gravity changes with 
elevation changes due to subsidence of the central part of 
the Travale geothermal area. 
3.4.2 Geoelectric 
170 vertical electric soundings using the Schlumberger 
quadripole configuration established the attitude of the 
resistive substratum to be in agreement with the 
structural frame obtained by surface geology and gravity. 
However, lateral effects at the graben margin and the 
great thickness of sediments in the central part of the 
graben did not allow reliable estimates to be made for 
those regions, and as a result the survey was somewhat 
restricted in areal extent. 
In 1979 the dipole-dipole prospecting method (a new 
technique at that time) was tested in the area (Patella et 
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Fig.3.3 Bouguer anomaly map of Travale 
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al., 1979). The six soundings made were too limited in 
number to represent a real survey. 
3.4.3 Thermal gradient and heat flow 
The accurate determination of thermal gradient and heat 
flow maps can perhaps be considered the most important of 
all procedures in the study of geothermal resources. They 
provide essential information on the actual underground 
temperature distribution and, therefore, have important 
implications for convective circuits and for the evolution 
of the geothermal field over time. 
In 1969/1971 27 holes were drilled and measurements of 
temperature gradient and heat flow taken. Down-hole 
measurements in wells provided additional information. The 
correspondence between the isogradient and isoflow curves 
for the area revealed an area of regional thermal anomaly, 
with a more local anomaly standing out which enclosed 
both the "old" Travale field and the "new" exploration area 
(Fig. 3.4). 
Another thermal study (Burgassi et a].., 1980) ,together 
with results from E.N.E.L. sources, covering a wider area 
similarly revealed a local anomaly (with thermal gradient 
values greater than 2C/10m) within a regional thermal 
anomaly, but that the local anomaly extended further to 
the north and east than previously suggested. This had 
obvious implications for E.N.E.L. who were looking for new 
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Fig.3.4 a. Thermal gradient map 
b. Heat flow map 
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drilling sites with production potential. (In 1981 drilling 
began at Casalone, east of Belforte.) 
3.4.4 Magnetotelluric 
The first magnetotelluric study in this area was 
reported by Celati et al. (1973) and was undertaken with a 
view to locating high permeability zones of the potential 
reservoir. 
This represented the first field application of a new 
method - M.T.5-EX (Muse, 1973) - which presents several 
major differences from other classical MT methods. For 
example: a) the frequency range is limited to 10-100 s only; 
the analytic frequency process uses Laplace transforms; 
a direct quantitative use of all five components of the 
MT field is possible; d) interpretation relies on the basic 
assumption of a resistive basement. 
It was felt that the method had great potential for 
geothermal exploration and it was concluded that the large 
contrasts encountered between high and low resistive 
areas were mostly dependent on the differences at the 
reservoir level or deeper. However, M.T.5-EX is still little 
understood and the reliability of results are questionable. 
(See also Chapter 7, Section 7.2.2.) 
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3.4.5 Regional 
In 1979 a research programme to investigate the 
temperature distribution at depths of up to 40 km beneath 
Tuscany was initiated by the E.E.C. 
The two main studies supported in this programme were 
a) the seismic refraction study by Giese et al. (1980) and b) 
a regional magnetotelluric study by Haak and Schwarz 
(1980). They represent an attempt to model the 
temperature distribution from results of velocity analysis 
and from the distribution of electrical resistivity within 
the crust. 
Giese et al. concluded that the crust of Tuscany is thin 
and has a high average seismic velocity. The results of the 
MT study indicated a high total conductance of surface 
layers (up to 8 km depth) and a deep conducting layer. The 
implications for geothermal research are that there may 
exist further tectonic complexes beneath the known upper 
layers which could be a reservoir for hot water and 
vapour. 
3.5 E.E.C. RESEARCH PROGRAMME 1980 - 1983 
In 	1980 the 	E.E.C. chose the Travale-Radicondoli 
geothermal area as a test site for a series of integrated 
geophysical investigations. The main objective 	of 	this 
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programme was to test potentially useful geophysical 
techniques for geothermal exploration. It gave an 
opportunity to several European teams to apply and to 
check a variety of established and more sophisticated 
(chiefly electromagnetic) geophysical methods in a known 
and well-documented geothermal field. 
An attempt to assess any technique requires checking 
instrumentation, data processing and interpretational 
methods for both their validity and for their geothermal 
exploration potential. 
Ten 	teams, 	experienced 	in 	electrics, 	magnetics 
(particularly MT) and experimental seismology started 
fieldwork in the "Travale Geophysical Test Site" in 1980. 
These are listed in Table 3.2. 
The area of Travale-Radicondoli was chosen on the basis 
that it exhibits dry, water-dominated and steam-dominated 
regions, that it is a particularly well studied area (from 
geological, hydrogeological, geophysical and geothermal 
aspects) and one where geothermal exploration has been 
most concentrated over the past 10 years or more. 
Of the nine• groups which undertook artificial- or 
natural-source electromagnetic soundings, those from Berlin, 
Munich, Padua and Edinburgh worked in closest 
collaboration, due to the similarity of their specific 
techniques and since their field campaigns coincided. Table 
3.3 gives a more detailed description of their 
measurements. 
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Table 3.2 E.E.C. Research Programme 1980-1983 
NATURAL SOURCE E.M. SOUNDINGS 
AMT, MT, Telluric arrays, GDS 
Differential magnetic sounding 
M.T.-5-E.X 
MT 
Universities of Edinburgh, Munich, 
Berlin and Padua 
I.P.G. - University of Paris 
S.P.E.G. 
C.G.G. 
ARTIFICIAL SOURCE E.M. SOUNDINGS 
Active AMT 
Dipole-dipole, self-potential, 
controlled source EM 
TRANSIEL (transient EM) 










I.P.G. - Institut de Physique du Globe 
S.P.E.G. - Societe de Prospection et dEtudes Geothermiques 
C.G.G. - Compagnie Generale de Geophysique 
B.R.G.M. - Bureau de Recherches Geologiques et Minieres 
E.N.E.L. - Ente Nazionale per YEnergia Elettrica 
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Table 3.3 Natural source electromagnetic soundings 
1980 	 1981 
Edinburgh 	AMT 0.2 - 	 1000 Hz AMT 0.01 	- 1000 Hz 
MT 5 - 1200 s MT 5 - 1000 s 
GDS 100 - 10000 $ MT/GDS 100 - 10000 5 
Munich 	Telluric Arrays 1 - 2000 s 	MT/GDS 	10 - 10000 s 
MT/GDS 	5 - 2000 s 
Berlin 	MT/GDS 	10 - 2000 s 	MT/GDS 	10 - 2000 s 
Padua 	AMT 125 Hz - 1000 s 	AMT 125 Hz - 1000 s 
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Figure 3.5 is a map showing the locations of more than 
100 recording sites occupied by these four groups. While 
such a high site density is to be considered an advantage 
in such a complex region, the restriction - imposed by the 
E.E.C. - of field observations to an area which lay within a 
graben introduced problems. In particular, it was felt that 
measurements on either side of the graben would have 
greatly benefitted subsequent interpretation of soundings 
within the graben. 
Also marked on this map are temperatures measured at 
the top of the carbonate series - i.e. the reservoir - 
(after Batini et al., 1982). The reservoir proper is 
considered to be fairly well delineated by the 175 C 
isotherm. 
3.5.1 Edinburgh University Contribution 
Of particular interest in this study is the contribution 
to the overall programme made by Edinburgh University. 
The Edinburgh University group participated in this 
programme by undertaking MT studies at more than 30 
sites within the test area. The sounding bandwidth ranged 
from 2 to 7 decades of period. The observations were made 
during two field campaigns in .1980 and 1981 using magnetic 
sensors and recording systems which were dependent on 
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Fig.3.5 Map showing ANT, MT, GDS and telluric array site locations in 
Travale. Also shown is the distribution of temperature at the 
top of the carbonate formation 
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Table 3.4 Edinburgh MT soundings 





10 -lOs 	 30 
coils 	 in-field 
3 	
Torque 	 Digital (on 
1-10 s 9 
magnetometer 	magnetic tape) 
2 	5 	
Fluxgate 	 Digital (on 
10 -10 s B 
magnetometer 	magnetic tape) 
The acquisition and processing of these data is described 
more fully in the next chapter, with particular emphasis on 
observations made in the middle-period band. 
-65- 
CHAPTER 4 
DATA ACQUISITION AND ANALYSIS 
4.1 INTRODUCTION 
This chapter deals with the acquisition and processing of 
data by the Edinburgh group in the Travale test site. 
Special attention is given to the data collected in the 
middle-period range, which was the particular concern and 
responsibility of the author. 
4.1.1 Total instrumentation 
The amplitude of natural magnetic and electric signals is 
strongly dependent on the period of variation of the signal. 
To accommodate the uncertainty existing about the nature 
of the signals to be recorded in the region at any given 
time, and to facilitate recording of the variations as 
accurately as possible over as wide a band-width as 
possible, three separate systems were employed by the 
Edinburgh group in Travale. These can be conveniently 
divided according to the frequency range of variations 
measured by each system (Table 3.4). 
(A) 1000 Hz to 100 s [AMT 
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This frequency coverage was obtained with the real time 
Short Period Automatic Magnetotelluric (SPAM) system of 
Dawes (1981), using induction coils for measuring magnetic 
field variations. 
1 s to 1000 s [MMfl 
Variations in this period range were obtained with a 
three-component, photoelectric, torsion magnetometer. The 
acquisition and analysis of data recorded in this range is 
described more fully in a following section. 
100 s to 105  s jLMTj 
In 1980 EDA fluxgate magnetometers recorded long-period 
magnetic variations only (GDS) at a number of sites. In 
1981 these fluxgates were used in conjunction with telluric 
systems (developed by the Munich group) to enable 
recording of long-period MT data. 
4.2 AMT INSTRUMENTATION 
The automatic in-field analysis system was designed and 
developed by Dawes (1981) and was used for the first time 
in this project in 1981. A block diagram of this system is 
given in Fig. 4.1. (In 1980 the AMT system recorded 
four-component MT, filtered signals on FM analogue tape in 
the frequency range 1000 Hz to 10 Hz.) Basically, SPAM is 
an in-field, battery operated, digital five-component MT 















































Fig.4.1 Block diagram of automatic in—field data analysis system for ANT 
frequency bands are used to cover the range 1000 Hz to 0.1 
Hz in the form of three separate sets of measurements. It 
uses two sets of three induction coils from Societe ECA - 
France, and steel electrodes. Full MT tensor analysis is 
performed in the field (LSI 11/2 processor) providing a 
running check of data quality at the same time as 
adjusting the signal dynamic range. 
4.3 MMT INSTRUMENTATION 
4.3.1 Magnetic sensors 
The sensor used for the measurement of magnetic field 
variations in this study (in the range 5 s to 1000 s) was a 
three-component photoelectric torque magnetometer of 
Polish construction (Marianiuk, 1977; Marianiuk et al., 1978). 
This magnetometer, designed initially as an observatory 
instrument and modified for field measurements, essentially 
consists of: a) torsion quartz variometers of Bobrov (1971) 
design; b) a photoelectric system which converts the 
angular deflection of the variometer magnets into electric 
changes; and c) an amplifier. 
Strong negative feedback from the amplifier to windings 
around each component variometer ensures good long-term 
stability of the system. In addition, the system achieves 
high resolution, high dynamic range and high linearity and 
accuracy of conversion. 
A simplified diagram of this arrangement is shown in Fig. 
4.2 (for one component). 
The torsion variometer, A, whose magnet is suspended on 
quartz fibres, responds to magnetic field changes in the 
form of an angular deflection. A parallel beam of light 
from B, incident on a small mirror attached to the 
variometer magnet, is reflected and illuminates C, two 
silicon photodiodes arranged in a simple optical system in 
anti-parallel coupling. Any variation in the position of the 
light spot causes a change in the photoelectric current 
delivered to the amplifier input, D. This is a D.C. amplifier 
with small input and output resistivity and relatively low 
noise, incorporating a low-pass filter of 4 Hz and a fixed 
gain of 2. 
Part of the photoelectric current output is passed to 
windings around the variometer in such a way that the 
magnetic field produced is in a direction perpendicular to 
the variometef s magnetic axis and opposite to the outer 
field changes. This negative feedback current is derived 
from the output of the second stage of the amplifier. The 
value of resistor R controls the degree of feedback and 
the amplification - thus determining the sensitivity of the 
magnetometer. The sensitivity, corresponding internal 
calibration signal, conversion factor and the effective 
range width of each of six positions are indicated in Table 




A - torsion vario,nefer 
B - illuminator 
C - photodiodes 
Li - amplifier 
Fig.4.2 Simplified block diagram of the photoelectric 
magnetometer 
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Table 4.1 Basic parameters of the photoelectric magnetometer 
for the H component, at different sensitivities 
Range 	Calibration 	mV/ 	-'/mV 	Effective 
number signal 	 range AH(-y) 
I ± 300 1 1.000 * 10000 
II ± 100'( 3 0.333 ± 3333 
III 30i' 10 0.100 * 1000 
IV & 10-i 30 0.033 ± - 333 
V ± 3-y 100 0.010 * 100 
VI ± 1y 300 0.003 * 33 
The strong negative feedback ensures that the output 
parameters of the whole system are practically independent 
of the parameters of its individual elements (e.g. that of 
the variometers) and depend only on the feedback loop. 
The systems main shortcoming (for temporary use, i.e. 
field use - the instrument was designed primarily as an 
observatory instrument) is its sensitivity to mechanical 
disturbances, which limits the possibility of maximum use 
of the resolution. 
Construction of the magnetometer - in particular the 
photoelectric converter - is described fully in Marianiuk 
(1977). 
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A rectangular light-proof box contains the housings of 
the D, H, and Z variometers (rigidly fixed so that the upper 
surfaces of the variometers form three mutually 
perpendicular planes) and is connected to the circuit box 
containing amplifier, internal calibration, unit, sensitivity 
range switch and D.C. back-off. The whole system is 
powered by one 12 V battery. 
A high degree of stability, accurate levelling and 
orientation was required for reliable recording of field 
variations. Maximum mechanical stability was ensured by 
practically burying the legs of the tripod stand, on which 
the instrument is secured, in compacted soil. Orientation 
and levelling of the magnetometer was then achieved with 
the aid of adjustable screws on the instrument, to within 
0.5°. 
Removing the top panel of the magnetometer enabled 
final adjustments to the internal components to be made. 
These included the compensation of the main field at each 
variometer by positioning a number of auxiliary magnets 
and by the degree of feedback current passed to the 
windings. Also of critical importance is the performance of 
the optical system which required very fine and delicate 
adjustments in focussing and centering the light spot. 
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4.3.2 Telluric sensors 
Of the whole telluric current measuring system the 
electrodes must be regarded as the most important 
element. Indeed, the majority of problems arising in the 
measurement of potential differences between electrodes 
can be attributed to the electrodes themselves. 
Petiau (1976) has shown that after diminishing every 
noise source of a telluric recording device as far as 
possible, it is the noise of the electrodes which remains 
the most important. Petiau and Dupis (1980) compared the 
performance of several types of electrodes and illustrated 
the overall superiority of non-polarizable electrodes as 
regards potential difference of polarization, noise and time 
stability, and temperature coefficents. 
Accordingly then, it was decided to use non-polarizing 
electrodes since they have the advantages of low contact 
resistances and low contact potential. 
A set of such non-polarizing copper/copper sulphate 
electrodes was constructed by the author, prior to 
fieldwork in 1980. Figure 4.3 illustrates the basic design 
of each sensor. 
A length of copper wire was brazed onto a length of 
copper tubing. This copper electrode was then placed in a 
ceramic porous pot which was subsequently filled with a 
gel of saturated copper sulphate solution. This was then 









Fig.4.3 Non-polarizing electrode 
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being passed through a small hole in the centre of the cap, 
and later sealed with an epoxy resin. 
By connecting this to the main telluric cable, electrical 
contact with the ground was achieved through the fairly 
large surface area of the ceramic pot. 
One important factor, for all types of electrodes, is the 
need to keep temperature effects to a minimum. Thus each 
sensor was buried to at least 0.5 m depth for temperature 
stability and also for protection from any other 
interference. 
The telluric signals from the electrodes were then fed 
into the pre-amplifier circuit, illustrated in Fig. 4.4. This 
is of a basic Trigg (1972) design, but represents a more 
recent and modified version of that described by Rooney 
(1976) and was constructed by G. Dawes. It basically 
consists of a differential input stage with a fixed gain of 
2, a low-pass filter (1 Hz) stage and a further 
amplification stage with a gain of 50. The 1 MQ resistors 
at the input stage ensure the high input impedance of the 
measuring circuit - since this must not disturb the 
phenomenon being measured. Typical impedance of the 
electrodes was of the order of 1 or 2 kQ. In other words, 
the contact resistances were negligible in comparison to 
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Fig.4.4 Telluric pre-amplifier 
circuit diagram 
4.3.3 AmplificatiOn, filtering and recording 
The output signals from the magnetometer and the 
telluric pre-amplifier were then fed into an 
amplifier-filter unit, comprising five identical channels, 
each of which incorporates a low-pass filter, a high-pass 
filter, an amplification stage and a D.C. voltage back-off 
circuit. (see Fig. 4.5) This unit was built in 1980 by the 
Physics Department of Edinburgh University, for use in 
conjunction with the digital recording device described 
below. 
The use of identical filters at this stage, for telluric 
and magnetic recording, has the advantage that the traces 
can be compared directly and that the ratio of magnetic 
and telluric spectral amplitudes is independent of the 
filters used. 
Output from this stage was then input directly to a 
N.E.R.C. geologger for digital recording on magnetic cassette 
tapes. The geologger is described in detail by Valiant 
(1976) and the digital recording procedure adopted in this 
study is described by Mbipom (1980). 
Recording was made on only 5 (of a possible 8) channels, 
simultaneously, to permit maximum usage of the tape. At 
the fastest digitization rate (1 s) a tape would last only 
approximately 6 h. Figure 4.6 gives a block diagram of the 





































































































































4.3.4 Field procedure 
The actual field procedure followed in setting up an MT 
site was as follows. 
First the layout of the telluric cables and the position 
of electrodes was decided. The electrodes were buried at 
their marked positions immediately, to allow maximum time 
for soil conditions to stabilize around them, before 
recording began. Usually an L-shaped array was adopted for 
the telluric lines. The location of the electrodes was then 
surveyed to determine their compass bearing and distance 
from the central electrode. Whenever possible, they were 
aligned N-S and E-W and were approximately 100 m long. 
The magnetometer was set up, as described before, a 
short distance from the central electrode and the 
necessary adjustments made. 
The telluric pre-amplifier and magnetometer outputs 
were connected to the amplifier/filter unit and the filters 
and gain settings adjusted after backing off the D.C. 
potential on each channel. Finally, when operation of the 
system appeared satisfactory, digital recording was 
started, after all the separate units were covered or 




Since the MT method depends on accurate measurement 
of the ratio of an electric to magnetic field over a range 
of periods, it is essential that the frequency response 
characteristics of both types of measuring instruments be 
known. 
Calibration of the MT system was undertaken only after 
completion of fieldwork, in 1981, and was accomplished in 
two parts. 
1) The magnetometer was calibrated at C.R.G. (Centre de 
Recherches Geophysiques) in Garchy, France, with the use of 
the excellent facilities there. The basic operation was as 
follows. 
The magnetometer was installed inside a specially built 
hut, housing calibration coils. A known voltage was applied 
to the coils, thus producing a magnetic field around the 
enclosed magnetometer. The magnetometer's measurement of 
that field was then input to a spectrum analyser, enabling 
its conversion factor (in mV/-() to be computed. This was 
repeated at a number of frequencies and for each of the 
three components, in turn, and at different sensitivity 
settings. In this way accurate curves of the frequency 
response of the system (amplitude and phase) were 
constructed. While each component exhibited slight 
differences, it was, nevertheless, considered valid to 
represent the response of all three components with one 
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set of curves (one for amplitude, one for phase) - an 
average of these three. This curve is illustrated in Fig. 
 
2) The telluric pre-amplifier was calibrated in Edinburgh 
using a low-input signal generator to simulate the telluric 
signals and a storage oscilloscope to analyse the output. 
The resulting frequency response curves are shown in Fig. 
 
Calibration of the five channel amplifier/filter stage 
was restricted to estimating the correction factor to the 
nominal gain settings on the instrument to obtain the 
actual gains applied. The frequency response 
characteristics were not evaluated as it was reasonably 
assumed that these would be matched in five identical 
circuits. 
4.4 LMT INSTRUMENTATION 
The long-period (102_105 s) GDS observations were 
undertaken using EDA fluxgate magnetometers. In 1981 
these were used in conjunction with telluric systems 
supplied and operated by the Munich group for long-period 
MT observations. 
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4.5 IN-FIELD ANALYSIS 
The next stage in the fieldwork procedure was the 
preliminary processing and analysis of the collected data. 
This was undertaken during the field operation itself using 
a Digital Equipment Corporation (DEC) PDP minicomputer 
(MINC-il) set up at a field base station. This facility must 
be considered an integral part of the whole MT system as 
it enables a very quick appraisal of the data being 
collected (without the need for continuous monitoring with 
analogue chart recorders). As with the AMT measurements, 
in-field analysis helped ensure that the quality of the data 
obtained was considerably better than would otherwise 
have been possible in an area of anomalously intense 
artificial disturbance. It thus played an important role in 
the field logistics whereby it was decided to move to a 
new recording site when sufficient data (for subsequent 
analysis) had been collected or to adjust the location of 
subsequent soundings. 
4.6 SITE LOCATIONS 
As the natural field is not particularly well structured, 
but consists of an unpredictable assemblage of impulsive 
waveforms, it is necessary to analyse it over a time span 
which is long compared with the period of the lowest 
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frequencies being studied. Table 4.2 gives an indication of 
the acquisition time per site required for each type of 
recording, in order to acquire sufficient data for 
subsequent analysis. 
Table 4.2 Acquisition times 
Period range 
	 Acquisition time per site 
- 10 s 
	
2 - 7 hours 
10 - 103 s 
	
2 - 7 days 
io2 - 	 4 - 7 weeks 
The actual duration of recording at any particular site was 
determined by an assessment of the records obtained in 
the preliminary processing stage on the minicomputer. 
As indicated in the previous chapter, there was some 
restriction on the choice of sites, but in general they 
were located in order to supplement information obtained 
by other techniques, or for comparison purposes, or to 
provide a broader frequency coverage where longer and/or 
shorter period measurements had already been undertaken. 
Figure 4.8 illustrates all the site locations occupied by 
the Edinburgh group. The choice of sites depended very 
much on the local terrain, the availability of shelter for 
the longer period instruments, accessibility and proximity 
to geothermal power plant (electric power lines, pipes 
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Fig.4.8 Edinburgh ANT and MT site locations 
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etc.), villages, roads and the presence of artificial source 
techniques. All these factors greatly restricted the number 
of suitable sites available to four research groups 
operating up to 30 instruments simultaneously in a small 
test area. However, a fairly dense array of 30 AMT 
stations, 9 MMT stations and 8 LMT sites over the thermal 
anomaly was achieved. 
It is to be noted that, in geothermal areas, 
extraordinarily large D.C. currents and resulting voltage 
drops sometimes appear (Kaufman and Keller, 1981). This 
was indeed found to be the case in Travale and some sites 
were particularly contaminated by such effects (e.g. station 
MCI). The intensity of artificial disturbances from power 
stations and distribution lines in the Travale area makes it 
one of the most unfavourable for the application of 
electrical techniques. Problems were experienced at all 
sites in recording noise-free field variations. 
4.7 DATA ANALYSIS 
This section briefly describes the procedure adopted for 
the analysis of data in the MMT period range. LMT 
estimates were analysed in a similar way, using essentially 
the same programs (though different instrument response 
corrections were applied). Section 4.7.4 points out 
additional features incorporated in the analysis of AMT 
data. 
4.7.1 Event selection 
As indicated in the preceeding section, in-field 
processing of the data was performed for each cassette 
retrieved from a recording site. This involved selection of 
a few events and the analysis of these to obtain 
preliminary response curves. 
On return to Edinburgh however, a much more rigorous 
treatment of analysis was carried out, to obtain more 
reliable estimates of the response functions. 
As described, the raw data were obtained on cassette 
tapes in digital form. The data were read from each tape, 
using a Datel cassette reader interfaced to the 
minicomputer, and stored on floppy discs. The data were 
then visually examined on the visual • display unit of the 
"MINC" as plots of the time series for each component, for 
the purpose of selecting suitable secions - "events" - for 
analysis. 
The whole record length of each cassette was examined 
- in 2-h or 8-h sections - in an attempt to assess the 
overall character of the data set. At this stage the 
occurrence of any major features representing obvious 
spurious noise, instrument malfunction, or long-period 
trends were noted. The data were then viewed on a much 
expanded time scale for closer inspection. Sections of the 
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record containing reading errors, or showing zero signal 
amplitude or saturation, or exhibiting large and rapid 
changes in amplitude - including spikes or discontinuities 
were avoided. A number of events (up to 15 per cassette) 
were chosen from the remaining data. High magnetic and 
telluric activity at as large a range of periods as possible 
was favoured, to provide a good signal power level. 
Consideration was given to obtaining events of both short-
and long-period fluctuations in order to estimate a mean 
response based on as large a number of estimates as 
possible at all periods. Also of importance was that a 
distribution of events from different times of the day be 
obtained to minimize any source field bias in the mean 
response. 
The selected events, filed on discs, were then 
transcribed to 1" magnetic tape, which was subsequently 
sent to the ERCC (Edinburgh Regional Computing Centre) for 
transfer onto the mainframe computer. 
All the programs for reading cassette tapes to floppy 
discs, for event selection and for transfer to magnetic 
tape were developed by Dawes (1980), and were all 
implemented on the SSMINCII 
4.7.2 Single event analysis 
After transfer to the mainframe computer each event 
was processed using the analysis programme described by 
OM 
Rooney (1976), but with some modifications by this author. 
These include corrections for the frequency response of the 
measuring instruments and for the delay time between 
channels due to the sequential sampling of the geologger. 
The execution of the program involves the following 
operations. 
Events are read in, together with station parameters 
and calibration factors, and the components are rotated 
into geographic coordinates, electrode separation being 
standardized to 100 m. 
Then any long-period trends present in the data are 
removed by the least squares method. A cosine taper is 
applied to the first and last 10% of each data record to 
reduce power leakage into side-lobes of the Fourier 
transform of the data. The application of such a taper 
gives a satisfactory compromise between frequency 
resolution and leakage reduction. 
The data set is augmented with zeros to a power of 2 - 
a requirement of the algorithm used to compute the 
Fourier transform. 
The Fourier transform of each component is computed 
using the F.F.T. algorithm of Cooley and Tukey (1965). 
At this stage a correction for the response of the 
instruments is applied to the Fourier transform 
coefficients. Figure 4.7 showed the two sets of instrument 
response curves - one to represent the amplitude and 
phase of the three magnetic channels, and one for the two 
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telluric channels. Note that the response is flat above 10 
s. No correction for the response of the amplifier/filter 
stage was considered necessary. Each curve was 
characterized by a polynomial of degree 3, as follows:- 
Magnetometer amplitude response: 
y = - 0.72003037 x 3 - 2.48514843 x 2 
- 2.94706726 x - 1.18194675 
Magnetometer phase response: 
y = 2.40600300 x + 0.82322860 x 2 
- 0.20023513 x - 0.05566639 
Telluric amplitude response: 
y = - 0.05002924 x 3 - 0.43846452 x 2 
- 0.33899772 x - 0.25328064 
Telluric phase response: 
y = 1.65000629 x 3 + 1.49638367 x 2 
+ 1.85188198 x + 1.70452023 
The correction is applied by multiplying the Fourier 
coefficients of each component by the respective 
polynomial. 
Auto- and cross-power spectral estimates are then 
evaluated and band-averaged over 8 neighbouring 
frequencies. This method of smoothing reduces the variance 
of the estimates. 
Now a correction for the finite time delay inherent in 
the sampling of a number of components is applied. A delay 
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of 0.16 s exists between each pair of adjacent channels and 
the correction factor is in the form of 
exp(iwAt) 
where At represents the delay between two consecutive 
channels. Each cross-spectrum estimate is multiplied by 
this factor in order to correct for the phase shift due to 
sequential sampling. 
The smoothed spectral estimates are then used to 
calculate the following: Z transfer functions; HZ predicted 
coherences; transfer impedances; EY, EX predicted 
coherences. 
Predicted coherence is the coherence between the actual 
measured H z E x E y component fields and the H z E x Ey fields 
calculated from FI x and Hy and the transfer functions A B 
Z 
xx xy yx yy z Z Z Z . (HZ is the coherency between H and the 
H z predicted by Eq. 2.46: EY is the coherency between E y 
and the Ey predicted by Eq. 2.33b and EX, the coherency 
between Ex  and the E x predicted by Eq. 2.33a.) It provides 
a guide to the contamination of the transfer function 
estimates by random noise - uncontaminated estimates 
having high predicted coherences. The predicted coherences 
are used as an acceptance criterion in the event averaging 
program. 
The transfer functions are then used in the evaluation 
of:- induction arrows, apparent resistivity and phase for 
each single event. 
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4.7.3 Event Averaging 
By averaging estimates at each frequency over a number 
of events we can minimize the variance of the resultant 
mean response function for each site. 
Events analysed by the previous programme are input to 
the averaging program. The unrotated transfer functions 
for each event are read and only those estimates with 
predicted coherencies greater than 0.8 are accepted. A 
further requirement is that they must also have a 
signal-to-noise ratio of greater than 3. 
Those transfer functions which meet with both these 
requirements, are averaged over all accepted events and 
over period bands, to give equispaced estimates on a 
logarithmic period scale (8 per decade). The following 
parameters are evaluated (as functions of period):- the 
magnitudes and directions (unreversed) of the induction 
arrows; the maximum and minimum apparent resistivities 
and phases; the azimuth of the principal impedance axis; 
apparent resistivities and phases corresponding to a strike 
angle of N40W (i.e. rotated to the gross structural strike 
of the graben); the dimensionality indicator - skew; and 
the number of estimates used in the computation of each 
mean estimate. 
Examples of the mean response functions are presented 
in the next chapter, in the discussion of all the results. 
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The error bars assigned to the parameter estimates are 
one standard deviation about the mean, based on a normal 
distribution (or on a lognormal distribution - for those on 
a logarithmic scale) (Bentley, 1973). 
4.7.4 AMT data analysis 
The analysis of the AMT data is basically the same as 
that described here, except that some additional routines 
were written (by G. Dawes) to aid the selection of 
acceptable events for further analysis. For example, the 
averaging program accepts all analysed data windows (for 
one site) and performs a statistical analysis and rejection 
to produce the response parameters together with their 
standard deviation errors. A few comments are necessary 
on the averaging process. The impedance tensors are 
averaged on a logarithmic scale and have three criteria 
applied to reject bad data in order to obtain less 
contaminated results. 
Coherency rejection. Each frequency set uses the 
maximum of the mean coherency and 0.7 for the minimum 
acceptable coherency. 
Sign rejection. Each frequency set uses the preferred 
sign of the off-diagonal impedance tensor elements and 
rejects the rest. 
Outlier rejection. Each impedance tensor has values 
removed outside ± 2.2 standard deviations from the mean, 
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the new mean and error are calculated and the procedure 
repeated. If the distribution is normal then approximately 
3' should be removed each time for each set and the final 
errors should be underestimated by approximately 30%. 
Complex tensor distribution plots showed that these 
procedures do reject biasing extremeties. Apparent 
resistivity histogram spread plots showed that the 
resultant distribution is reasonably normal. 
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CHAPTER 5 
PRESENTATION OF RESULTS 
5.1 INTRODUCTION 
In this chapter results from a number of recording 
stations will be presented. As mentioned earlier, Edinburgh 
Universitys participation in this study involved undertaking 
MT studies at more than 30 sites with a sounding 
bandwidth ranging from 2 to 7 decades of period. 
Observations were made using magnetic sensors and 
recording systems which were dependent on sounding 
bandwidth. 
Period range ---AMT-- 10 3 to 10 s 
Period range --MMT-- 1 to 1000 s 
Period range --LMT-- 10 2 to 10 5 s 
Only results from those sites situated on or near the 
main traverses AB and CD used in the 2-dimensional 
modelling (Chapter 6) will be discussed here. For site 
locations and main traverses, see Fig. 4.8. Reference is 
made to the complete set of results from the (B) period 
range, which are presented in an Appendix. 
The chosen test area of Travale proves to be one of the 
most unfavourable for the application of electrical 
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techniques on account of the intensity of artificial 
disturbances. An insight into the effects of noise and the 
bias introduced in the estimates of the impedance tensor 
elements is presented in the last section of this chapter. 
For each site, the variation with period of the following 
parameters is presented and discussed site by site 
according to the frequency range (A), (B) or (C): rotated 
major and minor apparent resistivity and phase, azimuth of 
major impedance, skew factor. 
In addition, an indication of the anisotropy ratio is 
given, and the number of discrete estimates averaged is 
shown. 
Azimuth indicates roughly the persistent direction of the 
telluric field. If it is not constrained to any particular 
direction then this may be taken as a good indication of a 
relatively 1-dimensional structure, whereas if it does 
display a well-defined and consistent direction then a 
prominent 2-dimensional structure may be implied. The 
skew factor is only one indicator of dimensionality 'and is 
only used as a criterion for judging the validity of a 
2-dimensional interpretation of MT data. 
5.2 TRAVERSE AB 
Results are presented in each of the three period ranges 
(A), (B) and (C) and, within each of these ranges, according 
COM 
to site location along the traverse from NE to SW. 
5.2.1 Period range (A) 
Results from stations 004, 112, 114, 113 and 115 
represent data acquired by the AMT system and cover 2 to 
4 decades of frequency in the range 1 kHz to 10 s. 
Site 004 
Station 004 forms the southeastern extension of a minor 
AMT profile running approximately parallel to the graben, 
and is located on the Neogene sediments. There are few 
wells in the neighbourhood and the detail of subsurface 
geology and isotherms is poorly resolved in this part of 
the test area. 
This station was occupied during the 1980 field 
campaign, at which time the frequency coverage of the AMT 
system was limited to "bands 1 and 2" (1 kHz - 5 Hz) and 
the penetration depth at these high frequencies was 
clearly insufficient to reach the top of the crystalline 
basement. In general, the quality of the results is good - 
reliable estimates are in the range 400 Hz - 5 Hz 
approximately - and they are in satisfactory agreement 
with common measurements made by colleagues from 
Switzerland (Fischer et al.,, 1981a). 
Major apparent resistivity (Fig. 5.1) exhibits little 
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Fig.5.1 Response curves for AMT site 004 
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corresponding 	phase 	curve 	similarly 	exhibits 	little 
variation, around values of about 45 °. However, there is 
some indication of decreasing values at frequencies below 
about 20 Hz. The phase of major apparent resistivity is 
generally more sensitive to near-surface structure than is 
the amplitude. 
The minor apparent resistivity response curve again 
shows fairly well-estimated, low resistivity values of 
between 6 and 7 Qm, but becoming increasingly scattered 
at the lower frequencies. Considerable scatter is also 
featured in the minor phase response but values are 
generally greater than 450 Clearly the major and minor 
apparent resistivity and phase curves at this station imply 
fairly isotropic and conductive surface layers. 
The azimuth of the major impedance displays some 
scatter but, on the whole, estimates lie within 15 ° -20 ° W 
of N. Skew values are very low, less than 0.1 over the 
whole range. 
All these features - low skew, isotropic resistivity 
curves and scattered azimuthal values indicate that a 
1-dimensional interpretation of the results would be valid 
at this location. 
Site 112 
This AMT station is located much nearer the centre of 
the graben and where the reservoir rocks are estimated as 
being at their greatest depth beneath a thick sedimentary 
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cover. However, on account both of this very thick cover 
of sediments and of the limited frequency coverage, again 
only a restricted interpretation of the results is afforded. 
The apparent resistivity curves (Fig. 5.2) show some 
similarity (in magnitude at least) to those for station 004. 
Resistivity values are less than 10 Qm. But in contrast to 
004, the curves display a significant decrease in values at 
frequencies below 30 Hz. The corresponding phase curves 
both display values of around 50-60. The similarity 
between the major and minor responses reflects the high 
degree of isotropy at this site. The azimuth suggests no 
well-defined or preferred alignment of the telluric field, a 
further indication of the isotropic character of the 
sediments. The skew factor is very low indeed, being less 
than 0.05 at frequencies less than 100 Hz and again 
1-dimensional structure is implied at these high 
frequencies. 
The responses at AMT stations 004 and 112 contribute 
little to the overall interpretation and serve only to 
define further the isotropic and highly conductive nature 
of the sedimentary sequences within the Era graben. 
Site 114 
AMT station 114 is also situated in the central part of 
the graben and, with respect to the thermal anomaly map, 
is over a much hotter part of the geothermal reservoir, 
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SITE : 112 TELLURIC 
caThIDE 	i 1121R 1122R 
OAHD 	 9 1 2 
COMPONENTS 	i 
SRNPLES/NINOOM i 512 512 
NUMBER 	WINDOWS. 81 03 
SAMPLE RATE HZ p 264e 120 
PLOT 	HPF 	p 85.06 4.08 
PLOT LPP . 8.56 40.00 
FREQ3/DECADE 12 12 
FEQ3/8AND 	. 13 12 
NIH COHEMENCY 	• 6.76 0.70 
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Fig.5.3 Response curves for ANT site 114 
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about 1 km SW of station 112. 
These results (Fig. 5.3) illustrate the first example of 
the complete frequency coverage obtainable with the SPAM 
system (almost 4 decades of frequency), with reliable 
estimates in the range 500 Hz to 5 s. 
Major apparent resistivity values are very low, again 
less than 10 Qm throughout - lower even than the 
corresponding values at site 112. They start at a value of 
about 9 Qm at the highest frequencies, decreasing slightly 
to about 5 Qm between 5 Hz and 10 Hz before rising again, 
gradually, to a maximum value of 10 Qm at the lowest 
frequency. The phase curve of maximum apparent resistivity 
exhibits a progressive decrease from 60 to around 15, 
confirming the implied resistivity-depth structure of the 
amplitude curve. That is, the apparent resistivity and 
phase responses are indicative of a three-layer model earth 
with the sequence resistor-conductor-resistor, the 
intermediate conductor being highly conducting ( a few Qm). 
The minor responses exhibit almost identical characteristics 
to the major responses, the minor apparent resistivity 
values being only slightly less than the corresponding major 
values, and, in general, the two sets are highly isotropic 
over the whole bandwidth. 
The azimuth is unconstrained, values are greatly 
scattered and no preferred alignment of the telluric field 
is suggested. Skew is low, less than 0.2 for frequencies 
down to about 10 Hz, the only significant increase to a 
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value of about 0.4 occurring at periods greater than 1 s, 
suggesting 1-dimensionality becoming increasingly 2- (or 3-) 
dimensional at lower frequencies. 
Site 113 
Station 113, about 2 km SW of station 114, is situated 
nearer to the flanks of the graben and to the "old" Travale 
field. According to Batini et al. (1982), this recording 
station is located over one of the hottest parts of the 
subsurface reservoir, which is estimated to be at much 
shallower depths in this region. 
Apparent resistivity data (Fig. 5.4) display a fairly 
smooth response across the four decades with a consistent 
and well-correlated phase response displaying, in a more 
pronounced way, the characteristic resistivity structure 
suggested at 114 (namely, resistor-conductor-resistor). 
Major apparent resistivity is approximately 10 Qm over the 
first three decades, with a suggestion of a minimum at 
about 10 Hz. The subsequent rise to almost 100 Qm at 8 s 
(over one decade) is very sharp and the slope is close to 
the theoretical maximum of 45 . 
The major phase response is consistent with the implied 
structure in that the initial high values of 55 decrease 
slightly to around 450 before maximizing again at 60 ° and 
then decreasing significantly to less than 15 ° . This 
behaviour clearly reflects the transition from relatively 
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Fig.5.4 Response curves for ANT site 113 
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and then from the conductor back to a more resistive layer 
(decreasing phase value, crossing the 
450  line). 
Minor apparent resistivity and phase responses are less 
well-defined. Indeed it can be said that minor responses, 
in general, are consistently less well-estimated because 
they represent responses derived along the minimum 
signal-to-noise direction. Values of minor apparent 
resistivity are consistently low (less than 8 Qm ) rising to 
10 Qm only within the last half-decade. The phase 
estimates have very large errors and are very scattered, 
but the more exaggerated nature of the response reveals 
the same resistivity contrasts. 
Comparison of major and minor responses reveals a more 
anisotropic nature at this location. The ratio of major to 
minor resistivity is less than 5 over the first three 
decades but increases to 10 in the last decade. 
The azimuth of major impedance shows a very clear and 
significant rotation from a N-S alignment at frequencies 
above 5 Hz to a direction of 45°W of N at frequencies less 
than 3 Hz. This reflects the general strike direction, of 
the graben (which is approximately 40 °W of N). At high 
frequencies, the preferred direction bears little relation to 
the major geological feature, but the rotation at lower 
frequencies illustrates the increasing influence of this 
2-dimensional geological structure on the preferred 
alignment of the telluric field. 
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Skew, though rather ill-defined, is low throughout the 
frequency band, being less than 0.4 at all frequencies and 
less than 0.2 at frequencies greater than 1 Hz. So there 
appears to be a tendency towards 1-dimensionality at high 
frequencies with an increasing influence of 2-dimensionality 
becoming apparent at lower frequencies. This is reflected 
in the change from isotropic to anisotropic responses and 
from low skew to higher skew values. 
Site 115 
This station is situated off the main graben, on its 
southwestern flanks, in an area where the carbonate and 
basement rocks are covered only by a very thin layer of 
sediments (flysch), and outside the main geothermal anomaly 
less than 1.5 km from station 113. 
We immediately recognize a totally different character 
of response curves at this site (Pig. 5.5). Resistivity values 
of both major and minor are much higher, and there is a 
greater anisotropy between them. 
Unfortunately, the cartridge used in acquiring "band 2" 
data at this site was corrupted and all information 
contained on it was lost. Consequently, there are reliable 
estimates only in the frequency ranges 1 kHz to 60 Hz and 
4 Hz to 10 s, with no information in the intermediate 
range. However, the responses in the two available bands 
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Fig.5.5 Response curves for ANT site 115 
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The major apparent resistivity values are an order of 
magnitude higher than at any other station, with values of 
around 80-90 Qm at 100 Hz and reaching a maximum value 
of almost 1000 Qm at about 3 s. The corresponding phase 
curve has low values throughout, approximately 25 in the 
low-frequency band. Minor apparent resistivities are also 
high, but still up to an order of magnitude less than the 
major values. At 100 Hz g min 
 is approximately 25 Qm, while 
in the low-frequency band it rises from this value at 5 Hz 
to a maximum of 100 Qm. The anisotropy is of the order of 
10 to 1 in the low-frequency band. 
The azimuth of major impedance is particularly 
well-constrained to a direction of 80 W of N (assuming 
consistency across the 60 - 5 Hz band). This is considered 
to be compatible with the strike of the nearby fault - 
between the flysch sediments to the NE and the 
outcropping carbonate rocks to the SW. The skew factor is 
still quite low, certainly less than 0.4 - All these factors 
high degree of anisotropy, low skew and well-defined 
azimuth - are suggestive of 2-dimensional character, 
perhaps becoming increasingly 3-dimensional at longer 
periods. 
5.2.2 Period range (B) 
Only two MMT stations were located near the traverse 
AB - MT3 and MT8. However, for the sake of discussion, it 
-111- 
was decided to present here the results from MT4 rather 
than MT3, as the response at this latter site (see 
Appendix) exhibits some anomalous features. MT4 is only 1 
- 1.5 km from the traverse and displays, overall, a better 
estimated and smoother response than the corresponding 
response at MT3 which exhibits a slope of greater than 
45 in the major apparent resistivity and very high skew 
values. 
Site MT4 
Station MT4 was situated about 1 km SE of the village 
of Belforte and about 1 km from the graben margin - 
delineated by the major normal fault to the NE. Reliable 
estimates provide a variation of the response parameters 
with period over the range 10 - 500 s. (At longer periods, 
only 1 or 2 estimates are accepted.) 
The well-estimated major apparent resistivity response 
displays a fairly sharp rise in values, from around 12 Qm at 
15 s to a maximum value of 120 - 150 Qm at 500 s (Fig. 
5.6). The corresponding phase curve is rather scattered, 
especially around 100 s, but on the whole exhibits low 
values of about 15 throughout. Minor apparent 
resistivities are considerably lower in value, with a 
maximum value of only just over 10 Qm. The minor phase 
curve again illustrates the poor quality of estimates 
derived in the direction of minimum signal-to-noise ratio. 
The ratio of major to minor apparent resistivity values is 
-112- 
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Fig.6 Response curves for MMT site MT4 
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of the order of 10 to 1 - very clearly anisotropic 
throughout period range (B). 
The azimuth of the major impedance, though a little 
scattered, appears to be fairly well-constrained to an 
average direction of between 350  -55°W of N - entirely 
compatible with the known strike of the graben. Skew is 
low (less than 0.2) in the first decade (10 - 100 s), rising 
to an average value of 0.4 in the next decade, with some 
indication of further increase to much higher values at 
longer periods. Two-dimensionality is therefore implied 
with an increasing tendency to 3-dimensionality. 
Site MT8 
Station MT8 lies in what appears to be a geologically 
complex position, very close to a number of major faults. 
In addition, it was located very close to an operational 
(geothermal) power station and near the "old" Travale field. 
This had serious implications for the validity of estimated 
responses at this site, and in fact at all sites, due to 
intense electrical disturbances. The presence of intense 
noise was experienced at the recording stage in the field, 
but the full extent of this interference was not 
appreciated until the analysis stage and in the comparison 
with other results. 
Immediately apparent is the very anisotropic nature of 
the resistivity responses (Fig. 5.7) - the anisotropy ratio 
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increasing function with period. Starting at around 20 Qm 
at 10 s, the resistivity values rise to 300 Qm at 200 s. 
The major phase values scatter around 15 
0  throughout. 
Minor apparent resistivities are considerably lower, also 
increasing with period, but still less than 10 Qm even at 
the longest period estimate. Minor phase estimates provide 
•no additional information. 
The azimuth of the major impedance displays only a 
slight rotation from 60 0 W of N at 10 s to 45°W of N 
before swinging back to 60 ° W of N at longer periods. This 
is compatible with the predominant geological strike. The 
skew factor also shows some variation, but it is generally 
low - less than 0.3 - and clearly indicates weak 
2 -dimensionality. 
A complete set of results obtained in the period range 
(B) at 8 locations is presented in the Appendix. All in all, 
these responses appear to be well-estimated and 
consistent. However, one or two anomalous features become 
apparent on closer inspection of the responses and on 
comparison with results derived in period range (C), tending 
to throw doubt on their validity. Of particular note, in 
this respect, are steeply rising apparent resistivities, 
elevated resistivity values at some sites, and particularly 
scattered results at others. The noise at station MT6 was 
such that no useful data was obtained. 
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5.2.3 Period range (C) 
Long-period MT (i.e LMT) measurements were undertaken 
at 2 locations along traverse AB. The effective period 
range is 50 - 10000 s (due to the filter characteristics of 
the measuring equipment). 
Site CER 
CER is situated near the centre of the graben and 
approximately midway between AMT stations 114 and 112. 
Again the most striking feature is the high degree of 
anisotropy between the major and minor responses (Fig. 5.8). 
The major apparent resistivity exhibits a gradual rise in 
values from 10-20 Qm at 100 s to approximately 100 Qm at 
10000 s. Phase values vary between 15° and 30°. Minor 
apparent resistivity values are very low, being less than 
10 Qm throughout this period band and less than 1 Qm for 
periods shorter than 100 s. 
The azimuth rotates from around 30 °W of N at periods 
less than 100 s to a direction of 75 ° -80 °w of N at periods 
greater than 1000 s. Skew is low (less than 0.3) at the 
shorter periods of this range, but rises to values greater 
than 0.4 at periods over 1000 s, indicating the increasing 
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Station RAB is almost coincident with the MMT station 
MT8. It displays very similar behaviour to the CER 
response. 
The main points are (Fig. 5.9): a gradual rise in major 
apparent resistivity values from 20-30 Qm at 100 5 to 
approximately 80 Qm at 2000 s, very low minor apparent 
resistivities (less than 1 Qm at all periods), scattered 
phase responses. The azimuth displays a gradual rotation 
from around 50°W of N to 75 W of N over the bandwidth. 
Skew is very low at 100 s but increases steadily to 0.8 at 
longer periods - again implying the change from a 
predominantly 2-dimensional electrical structure to a 
3-dimensional one. 
So these two LMT stations, which are, after all, less 
than 2 km apart, display similar characteristics despite 
their 3-dimensional nature. The main differences appear in 
the lower minor apparent resistivity estimates and 
consequently the greater anisotropy at station RAB, and in 
skew attaining high values at shorter periods at RAB than 
at CER. However, when the impedances are calculated at a 
fixed azimuth (40 ° W of N in this case), the responses at 
the two sites are dissimilar - a difference arising in the 
value of the basement resistance between the two sites. 
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Fig.5.9 Response curves for LMT site RAB 
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these long periods however, caution must be exercised in 
interpreting these variations in terms of true differences 
in the deeper electrical structure. 
Examination of all response curves for period range (C) 
shows that: a) the general change of @ maj 
 with period is 
the same at all sites - gradually increasing; b) there are 
significant differences between the responses at all sites 
- those at NRA are consistently lower, and those at SRA 
consistently higher, than those at the remaining sites; c) 
skew factor increases more or less monotonically with 
period at all stations (suggesting that the regional strike 
becomes more 3-dimensional as the spatial scale increases); 
c) azimuths of @ maj rotate anti-clockwise with increasing 
period. 
5.3 TRAVERSE CD 
Only the responses from two sites will be presented in 
this brief section. These are: AMT station 116 (Fig. 5.10), 
which is near the centre of the thermal anomaly, and AMT 
station 103 (Fig. 5.11), which is further to the NW and 
outside the hottest part of the anomaly. (It had been 
indicated that the two regions represented by these two 
sites are characterized by a vapour-dominated and 
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communication).) The most significant differences which 
appear to exist between these two data sets (despite a 
missing gap of data - "band 2" - at location 103) are: a) 
generally lower resisivity values are observed at 116 (cf. 
103), especially at the longer periods, and b) a slightly less 
-anisotropic character of the responses at 103 (cf. those at 
116). Whether these differences can be attributed to 
actual differences in reservoir characteristics cannot be 
determined. 
5.4 BROAD BAND RESPONSES 
To illustrate the very broad frequency bandwidth 
obtainable with the three overlapping ranges (A), (B) and (C) 
using the three measuring systems, the main results for 
sites 114, MT8 and RAB, have been collated and are 
presented in Fig 5.12. 
This figure clearly shows the mis-match in estimates of 
apparent resistivity at periods around 100 s between those 
estimates derived in the period band (B) and those of 
period band (C). The interpolated broken curve, connecting 
the observational data from ranges 1 kHz - 1 s and 
100-10000 s, represents the apparent resistivity curve 
preferred for interpretation. 
Figure 	5.13 illustrates 	the broad-band frequency 
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sites - the dashed lines representing the preferred 
interpolation between well-estimated AMT responses and 
LMT responses. 
5.5 PRINCIPAL DIRECTIONS AND INDUCTION VECTORS 
The azimuths of major impedance (at periods 100 s and 
1000 s) are plotted in the map of Fig. 5.14. From this 
figure it can clearly be seen that the principal directions 
at 100 s are generally in the direction we would expect - 
i.e. along the strike of the graben. Deviations from this 
direction may be associated with nearby (surface) faults. 
As the period increases, however, the azimuths rotate 
anti-clockwise - a consistent westwards rotation at all 
stations - indicating a regional strike of 70 o w of N. 
Induction vectors for three representative periods are 
plotted in Fig. 5.15, from which two main features are 
apparent. Namely, a) anomalously large amplitude of real 
induction- vectors at periods less than about 100 s at some 
sites, and b) a rapid rotation of these vectors at some 
sites creating a complex pattern of directions. These 
results suggest the existence of spurious, very localized 
current flow - possible "noise" sources. The induction 
arrows, being generally neither parallel nor perpendicular 
to the principal directions, are a further indication of the 























































































































































The feature of most concern in the analysis of all the 
data is the discrepancy between estimates of major 
apparent resistivity derived in period range (B) and those 
in period range (C) at overlapping periods, around 100 s. 
This discrepancy is apparent at all the sites where 
observations in the 10 to 10000 s period range were made. 
Major apparent resistivity curves derived in range (B) 
exhibit consistently higher values than the corresponding 
values in range (C) (up to one order of magnitude greater), 
often rising at a steeper rate than is theoretically 
possible (in the 1-dimensional case at least). This feature 
was also observed, in some cases, in the AMT data between 
5 and 10 s. 
In general, resistivity values in the 1-100 s period range 
tend to be elevated with respect to both longer and 
shorter period estimates. It is just this portion of the 
natural electromagnetic spectrum where noise constitutes a 
particular problem, since the natural signal level is low at 
these periods. This, and the fact that intense disturbances 
were actually experienced by all groups undertaking 
measurements in the locality, led to the conclusion that 
the data in this period range were severely corrupted and 
do not reflect the true conductivity distribution. 
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In addition, a study of noise bias in period range (C) 
suggested that the noise contamination could account for a 
significant change in the level of apparent resistivity 
values. 
All evidence from a comparison with results obtained by 
other groups, covering the same period range, tends to 
support the conclusion made here that local coherent noise 
has grossly corrupted the MT responses (Hutton, 1984). In 
particular, CGG discuss problems associated with coherent 
noise in the 1-10 s band causing very sharply rising 
apparent resistivity curves and elevated resistivity values 
- a common occurrence in geothermal regions, in their 
experience. CGG results, and results obtained at some sites 
by the German and Italian groups in this range, are 
compatible with those of (B). 
We cannot rule out the possibility that the apparently 
well-determined transfer functions derived in the period 
range (B) are distorted in such a way (or to such an 
extent) that they are unusable in modelling or that an 
interpretation is without meaning. Indeed, it would be 
risky to base any interpretation on such biased data. 
It is important to be aware of the major sources of 
noise, bias and systematic error involved in the processing 
of MT data so that attempts may be made to control and 
reduce distortion due to noise. Alternatively, the 
limitations of the available data must be realized and its 
-131- 
consequences for subsequent interpretation must be 
appreciated. 
The extent to which the natural signal may be 
contaminated by noise cannot be determined exactly if the 
noise is coherent, but some insight into the phenomenon of 
biasing may be achieved if the noise is assumed to be 
incoherent (Sims et al., 1971; Pedersen, 1982). 
5.6.2 Noise - coherent or incoherent ? 
Generally, the MT method, including interpretation, 
requires the measured electric and magnetic fields to be 
homogeneously induced - otherwise impedance tensor 
elements depend not only on the resistivity distribution 
but also on the primary source field distribution (Lienert, 
1980). 
Noise is that part in the measured data which is either 
(1) not induced or (2) not homogeneously induced, and may 
be categorized as either random (incoherent) or coherent, 
or a superposition of these two. The non-induced part is 
measurable in magnetic and electric channels, the noise 
measurements in these channels being independent of each 
other, i.e incoherent noise. Examples are the noise of the 
measurement equipment, activity caused by moving vehicles, 
or mechanical vibration of the sensors. The second 
category comprises noise caused by inhomogeneously induced 
fields, which are man-made electromagnetic fields of 
-132- 
electric power lines or industrial areas. In this case the 
noise in the electric field is related to that in the 
magnetic field, i.e. coherent noise. 
MT measurements are degraded by equipment noise, but 
often much more by artificial and man-made noise. Random 
noise shows no consistent phase relationship with either 
signal or noise components. Coherent noise resulting from 
an inhomogeneously induced field can be much larger than 
the homogeneous-coherent part of the signal and is 
generally undetectable in the course of a routine spectral 
analysis. Noise is generally aperiodic, i.e. it is 
characterized by a continuous frequency spectrum. This is 
true for that part of the noise caused by natural sources. 
The man-made component of . noise, on the contrary, may 
show a discrete frequency spectrum (e.g. 50 Hz and its 
harmonics). 
5.6.3 Estimation of impedance tensor elements 
If both electric and magnetic fields are degraded by 
additive noise, then the estimation of the MT impedance 
tensor from locally measured electromagnetic surface fields 
includes a bias error. In order to reduce this error 
influence the impedance tensor is estimated from many 
measurements of the electromagnetic field. The classical 
way of estimating the impedance tensor elements is by a 
least squares cross-spectral analysis (Sims et al., 1971). 
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All measurements of natural signals contain noise which 
is defined here to be any contribution to the spectral 
estimate which degrades the relationships 
E
X 	xx x 	xy y = Z H + Z H 	 (Eq. 2.33a) 
Ey 	yx x 	yy y 
= Z H + Z H 	 (Eq. 2.33b) 




By employing the complex conjugate of each component and 
minimizing the noise power on either the electric channels 
or the magnetic channels, four cross-spectral equations (for 
each of the two matrix equations) can be written. Any 
pair of these 4 equations can be solved simultaneously for 
the desired tensor element - Z Z Z or Z - xx xy yx 	yy 
providing 6 estimates for each element (there are 6 
possible pairs of equations). For example, for the Zxy  case, 
the 6 equations are:- 
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XY - (HHx)(HyH) - (HH)(HH) 	 - 
where 	denotes one measured estimate of Z. Similarxy 
expressions for each' of the other impedance elements Z XX 
Z, may be derived. It turns out, however, that 2 of 
these expressions tend to be unstable (53 and 5.4) and 
that, in practice, 2 are biased downward by random noise 
on H (and not by noise on E) (55 and 5.6) and that 2 are 
biased up by random noise' on E (and not by noise on H) (5.1 
and 5.2). For instance, if H x and H are assumed noise-free 
and the noise in E is minimized, then the estimate of Z xy 
will be biased by the existing powers in H. This case 
corresponds to Eq. (5.6), which is the equation commonly 
used by most MT workers as it is generally agreed that 
the magnetic field is less susceptible to measurement noise 
and industrial disturbance than the electric field. 
5.6.4 Signals and noise 
Inherent in the calculation is that the input data is 
noise-free - only in this case are the estimates bias-free 
- but in practice this assumption is violated and the 
estimates are biased. This can best be illustrated for the 
1-dimensional case, for which Eqs. (5.5) and (5.6) reduce to 
* 
EH 




Separating the measured data into signals and noise 
E =E 	+E 	 (5.8) 
x 	xs xn 
H =H 	+H 	 (5.9) 
y 	ys yn 
and considering incoherency between them i.e. assume that 
and Hyn are random and independent of the signals and 
of each other and that there are enough terms in the 
average that cross terms such as E xs xn E etc. are 





x x 	xs xs xn xn 
E =E E +E E 	 (5.10) 
* * 	* 
HH =H  
y y 	ys ys yn yn 
* * 
and 	E x y 
H =H * 
y x 	xs ys 
E =E H 	 (5.12) 
Then substitution of Eqs. (5.11) and (5.12) into Eq. (5.7) 
leads to one estimate for 
* 
E H 	 z 
= 	xs ys 	- 	 xy 	 (5.13) 
xy H H 	+ H H - (1 + H /H ys ys 	yn yn 	 n S 
where Z 	 is the true signal impedance. Similar argumentsxy 
lead to another estimate for Zxy  (from Eqs. 5.1 and 5.2) 
xy 	xy 	n S 
	 (5.14) 
Hence we can see that one estimate given by Eq. (5.13) 
is biased to the low side by random noise on H and one, Eq. 
(5.14), is biased to the high side by random noise on E. 
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This 	means 	that, 	even 	if 	an 	infinitely 	large 	number of 
degrees of freedom are available, Z 	 would always be in xy 
error. 	Several methods have been presented to reduce the 
bias 	in 	estimates 	of 	the 	impedance 	tensor 	(Sims 	et al., 
1971; 	Kao 	and 	Rankin, 	1977; Gundel, 	1977), 	all requiring the 
components of noise in the estimate to be incoherent. 
The 	presence 	of incoherent noise 	causes a bias 	in the 
impedance tensor which is derived from the auto-powers of 
noise 	in 	the 	input 	channels, 	while 	cross-powers 	can be 
neglected. 	In practice, of course, things are not so simple 
because 	the assumption 	that 	cross terms in 	the 	average 
power 	estimates are 	negligible 	may not be valid. 	This is 
exactly the case when the noise is coherent. 	Then cross 
terms of the form ExnHyn  may be significant. 	(Even if all 
noise terms are random and independent of each other and 
of 	the 	signals, 	cross 	terms 	may 	not 	be 	negligible if 
average 	power 	estimates 	do 	not have 	enough degrees of 
freedom.) 
5.6.5 Coherent noise 
So cross spectral estimates fail to remove coherent 
noise components. The magnitude and direction of bias in 
the least squares estimates in this case, depends on the 
nature of the noise source and on the relative 
contributions of random and coherent noise (Kroger et al., 
1983). 
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Correlated noise, caused by inhomogeneously induced 
fields, is regarded as signal, and whether such a wave can 
be considered plane or not is primarily a question of the 
distance to the noise source. For example, consider the 
following. 
The true signals are related by E =Z .H , where Z 
x xyy 	 xy 
may be called the signal impedance. The noise may be 
described by 
E 
xn 	xyN yn 
= Z 	.H 	+ oE 1 . 	 ( 5.15) 
where, in the case of coherent noise, Z xYN is a 
well-defined function - call this the interference 
impedance. E 
xn yn and H are the (correlated) noise 
components and ÔE. is the incoherent part of the noise Exn 
examined above. 
The difference between the interference impedance and 
the (true) signal impedance is determined by the 
inhomogeneity of the noise source-field. For example, in 
the near-field of such a noise source the interference 
impedance, due to the high inhomogeneity, is very different 
from the signal impedance. In this situation, and with a 
low signal-to-noise ratio, the bias error may be much 
larger than the signal impedance, meaning that the local 
estimate of impedance is unusable for modelling. If the 
distance between measuring station and noise source 
increases the inhomogeneity of the inducing field decreases, 
meaning that the interference impedance tends towards the 
signal impedance and the resulting bias error becomes 
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smaller. 	The far-field solution - equivalent to the 
homogeneous inducing (natural) field - is obtained for a 
sufficiently large distance from the coherent noise source. 
Then ZXYN  becomes equal to 
So, if totally coherent noise is present, a very 
consistent estimate of the impedance may be obtained but 
which differs greatly from the true impedance (this is 
especially true at low signal-to-noise ratios). 
There may also be bias coupling effects (Svennekjar and 
Pedersen, 1984). In addition to off-diagonal elements being 
biased in the presence of noise on the input channels, 
under the same circumstances the diagonal tensor elements 
may also be biased and can show up as a coupling to the 
corresponding off-diagonal element, e.g. there may be bias 
coupling between Z 
xx xy 
and Z . The more coherent the 
inputs H and Hy are, the more will the least squares 
procedure of estimating tensor impedance tend to suppress 
the impedance element (Zxy)  attached to the assumed most 
noisy input (H) and put the information into Z. Such 
bias coupling may distort the rotational angle of principal 
direction, skew etc. and therefore give rise to quite 
erroneous interpretations. 
5.6.6 Examples 
Thus we have seen that bias effects due to noise in the 
measured data can heavily distort the whole behaviour of 
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the impedances and may cause false interpretations. 
Examples of such bias in the response curves derived in 
this project are now presented. 
Much time and effort was expended to try to improve 
the data quality and to examine the extent of bias 
introduced by noise. In particular, an intensive study of 
the noise bias in the long-period data (period range (C)) 
(R.G. Roberts, personal communication) - made possible by 
the long recording period - enabled the effect of averaging 
together different subsets of data to be examined. The 
results of this analysis are shown in Figs. 5.16 and 5.17. 
Figure 5.16 shows an example of the differences which 
can arise in apparent resistivity estimates according to 
whether one assumes that the noise is in the telluric or 
the magnetic components. 
It has been argued (Hermance, 19736) that low 
signal-to-noise ratios may result from a spectral analysis 
of an event where short bursts of signal are averaged - 
with long quiescent intervals containing only system noise. 
It can also be argued that averaging over several data 
sets produces reliable and consistent results only if all 
the individual data sets exhibit the same general quality. 
If one data set shows considerably less quality than others 
then it should be omitted as it may give rise to large bias 
errors. This effect is illustrated in Fig. 5.17, where the 
result of averaging two different subsets of data - one 
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Fig.5.16 Example of bias in response estimates as a result 
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Fig.5.17 Example of bias in response estimates as a result 
of averaging subsets with different signal levels 
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containing all the available data (whether powerful or 
otherwise) is evident. In this case, the subset containing 
all the available data sets exhibits greater scatter 
(particularly in the phase response), reflecting, perhaps, an 
overall lower signal-to-noise ratio. 
It was found that the most stable and consistent 
results were obtained by averaging only those events which 
were relatively powerful. 
A very good example of the bias produced by a coherent 
noise source was obtained by CGG - Fig. 5.18. Since the 
power spectral densities for the normal field and the 
coherent noise field will generally be different, the 
contribution each makes to the total field will vary with 
measuring time. This is very cleary illustrated in Fig. 5.18 
in which the solid curve represents the response derived 
from data collected on one day, while the broken curve 
represents that from the next recording day. Note also 
the steep slope of both curves between 1 and 10 s. 
As the total recording interval for range (B) was 
normally only a few days, it was not possible to extract a 
subset of high signal-to-noise ratio, as was the case for 
range (C) and secondly, it was not therefore possible to 
undertake a similar investigation to evaluate the noise 
bias in this range. 
Figure 5.19 shows the difference in apparent resistivity 
curves according to whether we assume incoherent noise 
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Fig.5.19 As for Fig.5.16, but for data obtained 
in period range (B) 
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The apparently very well-defined and consistent, but 
steeply rising response, and the small difference between. 
the assumed E noise-free and the assumed H noise-free 
responses may give some indication as to the relative 
contribution of incoherent and coherent noise at this site. 
5.6.7 Summary 
This section has shown that noise can seriously bias 
impedance estimates - in some cases to such an extent 
that they may be unusable. For example, the off-diagonal 
elements may be biased downwards in the presence of noise 
on the input channels. Under the same circumstances, 
diagonal tensor elements may also be biased - showing up 
as a coupling to the corresponding off-diagonal element - 
and which is indistinguishable from the effects of 2- or 
3-dimensional conductivity distributions. A large bias error 
in impedance element estimation may result if the 
signal-to-noise ratio of the measured data is very low. 
In principle the bias can be corrected, but this requires 
synchronous MT measurements at a remote base station. A 
definite improvement in the reduction of the bias error, 
even in the case of coherent noise, is obtained by the 
remote reference MT method, developed by Goubau et al. 
(1978). A detailed description of this method can be found 
in Gamble et al. (1979). Using a remote magnetic reference, 
an estimate of the impedance tensor is obtained which is 
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bias-free - 	 provided there 	is no correlation between the 
noise 	at the 	measuring 	station and 	the noise 	at the 
reference station. 
However, it is to be noted that any corrections for 
noise could be a risky procedure if the conditions under 
which the corrections are derived are not actually 
fulfilled. 
Due to the limited availability of instruments, this 
technique could not be adopted to help reduce the noise 
bias in Travale. 
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CHAPTER 6 
1 -D AND 2-D MODELLING STUDIES 
6.1 INTRODUCTION 
The first objective of interpretation in any geophysical 
study is to derive a model compatible with the observed 
data. Then inferences may be made from the model as to 
the nature and extent of the particular region or 
structure under investigation (in this case, the geothermal 
reservoir). 
Various earth response functions are defined (see 
Chapter 2) and the conductivity structure is modelled to 
fit the observed variation of those parameters with period 
of the electromagnetic field. 
A preliminary study of the results may afford a 
qualitative interpretation but any quantitative analysis 
requires modelling of the data. In fact, the former, 
qualitative approach, will probably represent the first step 
(in terms of one-dimensional models) used as a basis for 
the more realistic approach of the latter, more complex 
modelling. 
Modelling of. MT data may proceed either via (1) the 
forward solution, in which a conductivity model is 
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constructed, its inductive response computed and compared 
with the measured data, or (2) the inverse solution, which 
attempts to infer the electrical properties (i.e the 
conductivity distribution) of the Earth directly from the 
data. 
For the one-dimensional problem an analytical solution is 
obtainable, but for the 2-D case the problem is split into 
two polarizations which are usually solved numerically. 
Analytical solutions exist 'only for the very simplest 2-D 
geometries involving a high degree of symmetry. 
Due to the integrating character of electrical methods 
and to the limited accuracy of any experimental 
measurement, it is not possible to deduce a unique 
resistivity distribution from measured data (without the 
use of additional information). Apart from finding the 
model which best fits the observational data, some 
representation of the uniqueness of the model should be 
provided. 
6.2 MODELLING TECHNIOUES 
The 	main 	task 	of 	mathematical 	modelling 	in 
electromagnetic induction is to discover the distribution of 
the Earths electrical parameters. 
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6.2.1 	1-D modelling 
The forward solution to the 1-D induction problem 
represents the simplest approach to MT interpretation 
because it is inherently easier to solve than the inverse 
problem. We assume the shape of the primary source fields 
and the distribution of electrical parameters of the model 
to be known, and look for the value of the electromagnetic 
fields at the surface of the Earth. The usual strategy, e.g. 
in curve matching methods, is one of trial-and-error in an 
attempt to find a close fit between experimental data and 
curves of computed responses for a known (and specified) 
Earth model. If there is compatibility between measured 
and theoretical data then we can conclude that the model 
is a possible approximation to the Earths actual 
conductivity structure. By varying different parameters of 
the model and recomputing the inductive response the 
sensitivity of the data to certain parts of the model can 
be investigated and a "best" fit to the data can be 
obtained. One of the advantages of the forward solution is 
that one can obtain an intuitive feeling for the most 
critical parameters. However, as only one conductivity 
distribution is derived that satisfies the data, the method 
cannot quantify the non-uniqueness of the solution. 
The inverse problem attempts to infer the conductivity 
structure of the Earth directly from the available data and 
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at the same time provide some information on the 
uniqueness of the derived model. A great number of 
techniques exist for inverting MT data to derive the 1-D 
conductivity distribution with depth (Parker, 1983). 
Despite the simplicity of the 1-D mathematical model and 
governing differential equations, the relation between the 
observed quantities and the unknown conductivity profile is 
non-linear and this makes the problem difficult. 
There are two main approaches to the construction of 
solutions to the 1-D inverse problem. They may be 
categorized as (1) parametric or (2) continuous. The first 
category of solutions consists of a small number of uniform 
layers separated by discontinuities and the second category 
are smoothly varying functions with small gradients. 
Examples of (1) are described by Jupp and Vozoff (1975), 
Larsen (1981) and Fischer and Le Quang (1981). In these the 
solutions are essentially restricted to a class consisting of 
a relatively small number of homogeneous layers and the 
objective is to find the simplest model that fits the data 
best, i.e. it involves the minimization of misfit and results 
in a linear least squares system. Other examples in this 
category may be called direct inversion methods and include 
those of Nabetani and Rankin (1969), Patella (1976) and 
Fischer et al. (1981). These do not rely on the minimization 
of the misfit, but essentially recover the structure more 
or less directly, usually by finding the shallowest 
structure from the high frequency response then proceeding 
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to deeper layers using lower frequency data. 
The continuous conductivity models derived in the second 
category of solutions are mainly variants upon the original 
process of Backus and Gilbert (1967) involving Frechet 
derivatives (Parker, 1970; 1977; Oldenburg, 1979; Hobbs, 
1982). Weidelt (1972) approaches the problem with an 
analytical inversion scheme and Parker and Whaler (1981) 
perform a very efficient analytic non-linear inversion via 
the Gel'fand-Levitan procedure - the integral equations 
being expressed without approximation as finite matrix 
equations. 
Monte Carlo. To avoid the linearization approximation of 
most inverse methods many workers choose instead to use 
the Monte Carlo, or random search, method. The technique 
was adopted in this study and is discussed in more detail 
later. Essentially, a very large number of conductivity 
models are generated at random and a range of acceptable 
models is built up which (if numerous enough) covers the 
range of variability of all possible solutions, thus providing 
a measure of non-uniqueness. 
There are various arguments as to the use of 
independent data in interpretation of MT data. However, it 
is usually accepted that modelling studies should be 
undertaken initially without regard to any other 
information. Only if this preliminary modelling suggests a 
conductivity distribution compatible with that known from 
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other data can these data then be taken into 
consideration. However, due to the computational cost of 
modelling studies, in practice as few models as possible are 
investigated and constraints on the solution are often 
imposed from the start. If no other information is 
available, interpretation can merely aim at the calculation 
of one or several among the many conductivity 
distributions compatible with the measured data. 
• Additional information may be used to choose between the 
computed solutions or to modify them according to well 
known equivalence principles. A conductivity distribution 
given by a direct interpretation method must be considered 
as only a guide towards the solution of the geologic 
problem and never as its final solution. The interpretation 
of conductivity profiles derived from response 
measurements (i.e. via inversion) is particularly risky in 
view of the inherent instability of the inverse problem. 
The ability to make any reliable interpretation from the 
model may well be limited either by lack of resolution or 
by large variance (Jackson, 1972). But surprisingly, the 
most important conclusions may often be made on the basis 
of a model which fits the data very poorly, even though 
exact solutions exist. This is because the inverse 
operators which generate the models may rely heavily upon 
poorly determined factors of the data. 
The issue of which technique to use in on&s 
interpretation must. be considered far less important than 
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the fundamental question of whether a 1-D model grossly 
misrepresents the higher-dimensional, real Earth. 
6.2.2 	2-D modelling 
The basic problem in 2-D induction is the interpretation 
of anisotropic data, which is usually assumed to be due to 
the presence of lateral inhomogeneities. An alternative 
interpretation of apparent resistivity anisotropy has been 
proposed and is based on local anisotropy in true 
conductivity in the bedding planes of rocks (Rankin and 
Reddy, 1969). Although anisotropies of various degrees have 
been observed in some sedimentary rocks, it seems that 
horizontal layering with anisotropic conductivity is 
inconsistent with any plausible geological structure. 
Therefore, in terms of geophysical significance, 
interpretation of apparent resisitivity anisotropy as caused 
by laterally inhomogeneous structures is the preferred one 
(unless topographic effects are present - Section 6.7). 
Since direct inversion techniques for 2-D conductivity 
anomalies are difficult, most workers use the less elegant 
but simpler forward solution method for quantitative 2-D 
interpretation of geoelectric data. As in 1-D forward 
solution, a fit between data and model 2-D responses 
provides a solution to the problem. 
As shown in Chapter 2, assuming invariance in one 
horizontal direction, the induction response of a finite 2-D 
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anomaly can be studied by 5olving Maxwell's equations 
separated into two polarization fields and subject to 
certain boundary conditions. Because of the difficulties 
encountered in applying boundary conditions to general 2-D 
problems, the equations have been solved analytically only 
in the case of simple discontinuities like faults and dikes 
(dErceville and Kunetz, 1962; Rankin, 1962; Weaver, 1963; 
Treumann, 1968). 
To study more general 2-D models requires the use of 
numerical techniques to solve the E- and H-polarization 
cases. To facilitate such numerical solutions, idealized 
shapes for conductivity anomalies are often assumed and in 
some instances it is helpful to study results obtained for 
the simplest 2-D models. While not representing the 
assumed geoelectric structure of the region under 
investigation they, nevertheless, serve as a guide to 
interpretation of MT results and are invaluable in 
developing a better qualitative grasp of more complex 
models. More complicated models have to be called upon to 
explain experimentally measured MT data, of course. 
There are four principal numerical techniques in current 
use for the solution of 2-D induction problems. These are: 
(1) finite difference, (2) finite element, (3) transmission 
surface analogy and (4) integral equation methods. 
Numerical procedures essentially involve enclosing the 
whole conducting space (and beyond, for the E-polarization 
case) within a mesh of grid points at which field values 
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are evaluated subject to boundary conditions. The outer 
boundaries of the mesh must be sufficiently distant from 
any vertical discontinuities that, any perturbations in the 
field are insignificant at these points. In fact the 
establishment of these outer boundary values is really the 
only part of the problem specific to the electromagnetic 
induction problem. That of solving the electromagnetic 
diffusion equations and application of internal boundary 
conditions is a standard exercise in the numerical solution 
of partial differential equations. 
(1) Finite difference 
This is probably the most widely used method and was 
first applied to a general 2-D induction problem by Jones 
and Pascoe (1971) following the work of Jones and Price 
(1970). The equations for electromagnetic fields are 
calculated by a set of finite difference equations for each 
point on the grid. By substituting derivatives by 
difference quotients, the differential equations are reduced 
to a system of linear algebraic equations for the field 
values at the grid points. Boundary conditions are also 
reduced to difference conditions and are included in the 
system of algebraic equations. Improvements and 
corrections to the original formulation, as proposed by 
Jones and Pascoe include (a) corrections for variable grid 
spacings, as suggested by Williamson et al. (1974), (b) the 
use 'of smooth transitions in conductivity, overcoming the 
disadvantage of the Jones-Pascoe formulation of fitting 
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field values across sharp transitions in conductivity 
(Brewitt-Taylor and Weaver, 1976), and (c) improved 
boundary conditions (Weaver and Brewitt-Taylor, 1978). A 
detailed discussion of the difficulties and errors 
encountered for a general 2-D body in the Jones-Pascoe 
formulation appears in Brewitt-Taylor and Weaver (1976). 
Finite element 
In this method, the physical principle used is that any 
electromagnetic system behaves in such a way as to 
minimize its total energy. The total electromagnetic 
energy functional within each element of the mesh is 
numerically minimized. This minimization leads again to a 
set of linear equations with field values at nodal points of 
the mesh. External boundary conditions are introduced in a 
similar way as in other numerical methods. The finite 
element method proves advantageous in treating complex 
geometries and boundary conditions, but the variational 
formulation of the problem can cause difficulties in some 
cases and the finite difference approach is often preferred. 
The application of the finite element method to the 
calculation of electromagnetic anomalies in 2-D structures 
is described by Coggon (1971) and has been used by Reddy 
and Rankin (1973) to study the effect of a 2-D sloping 
contact on surface electromagnetic fields. 
Transmission surface analov 
The method of solution in this case uses the analogy 
between MaxwelYs equations and equations which relate 
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voltage and current in a transmission surface, thus 
emphasizing the role of the impedance as the important 
parameter coupling the E and H fields. Principles of energy 
conservation are respected and boundary conditions are set 
up according to Kirchoff's law of continuity of electric 
current at each node, leading to a set of equations to be 
solved simultaneously. The analogy has been used by Wright 
(1970), Swift (1971) and Ku et al. (1973), among others. 
(4) Integral equations 
In this method the 2-D boundary value problem for the 
equations with partial derivatives is reduced to a system 
of integral equations for the whole domain of the 
inhomogeneity (Patra and Mallick, 1980). The formulation, 
though mathematically more complex than finite difference 
or finite element methods, is less expensive in the 
computational sense and its main advantage is in dealing 
with simple inhomogeneities. 
It cannot be over-emphasized that in all these numerical 
methods, continuous functions are represented by values at 
discrete points over a mesh of finite dimensions (field 
variations between grid points are assumed to have some 
functional form, usually linear). Much care must be taken 
therefore in the choice of mesh size (i.e. grid spacing) and 
the placing of the boundaries of the mesh with respect to 
conductivity discontinuities. The accuracy of the numerical 
approximation depends on the discretization of the grid and 
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on the overall grid size. 
Complex regional structures require a very large number 
of meshes in order to obtain good quantitative results. 
Unfortunately, however, such 2-D modelling studies are 
computationally expensive, inhibiting a large number of 
runs, which may be necessary to fit field results, and as 
few models as possible are investigated to reduce the cost. 
In any situation , the prohibitively large number of 
calculations required to obtain an optimum fit to the 
model must be considered in relation to the actual 
significance of the final model. 
6.3 1 -D MODELLING OF AMT DATA 
Since the data at most sites have been found to be 
approximately 1-dimensional for periods up to 1 s, 1-D 
modelling was undertaken as a first approach to the 
interpretation of the measured responses. 
The 1 -D. modelling of the AMT data was initially and 
primarily undertaken by  G. Dawes. The author contributed 
in the latter stages of this modelling and in the further 
modelling of mean 1-1) responses (Section 6.5.2). 
A modified, iterative Monte Carlo inversion scheme was 
used for the interpretation of the AMT data only, 
producing 1-D models which best fit the apparent 
resistivity and phase data. This particular Monte Carlo 
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scheme is a modification of that used by Jones (1977) and 
the basic operation is as follows. First the type of model 
is specified - basically this means specifying the number of 
layers to be modelled. Other preliminary specifications 
required before the program is run are:- a) whether 
amplitude and phase are to be modelled together, or just 
amplitude or just phase; b) the best fit criteria - usually 
set to a least squares fit or a weighted least squares; and 
c) whether resistivity only, depth only or resistivity and 
depth are allowed to vary. A starting model with 
physically realizable bounds is given and 200 further models 
within these bounds are randomly generated. All but the 
best 20 are discarded. The information from these 20 
models is used to re-adjust the bounds for each variable 
parameter and to calculate the average model with bounds 
to be used as the starting model in the next iteration. 
This procedure is repeated automatically, usually 3 to 10 
times (depending on the number of layers and the starting 
model) until the model means converge. The best 20 from 
all iterations provide the 1-D inversion model and a 
measure of its reliability for that site (e.g. there will be 
200 models stored after 10 iterations but only the best 20 
are used further). 
The only basic assumption made about the conductivity 
distribution with depth using this method is that it can be 
approximated by a fixed number of layers. No averaging or 
approximations are involved in actually deriving the 
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conductivity distribution. 
Although the available bandwidth is fairly broad (4 
decades) the well-constrained conductivity fluctuations 
warrant a fixed-layer modelling approach and it was 
considered that 3- or 4-layer models would provide 
sufficient complexity to represent the data from each site 
adequately. This was indeed found to be the case in 
practice. Obviously, where a few layers proved inadequate 
in satisfactorily fitting the data, improvement was 
obtained with additional layers (some responses required 
5-layer models). 
Adding extra layers to a model which already 
satisfactorily fits the observations is unjustified because 
it is equivalent to attributing more information to the 
data set than it actually contains. Fischer and Le Quang 
(1982) discuss the problems in choosing the correct number 
of layers (the minimum number) to obtain a good fit, 
pointing out the dangers of modelling with too many layers 
or too few. They comment that the existence of more 
layers (more than are evident from the data set alone) can 
only be justified if additional factors support it. They 
show an example of the only very marginal improvement of 
a best-fitting 6-layer model over the best-fitting 3-layer 
model. 
Before performing the inversion some frequencies were 
removed which were either grossly anomalous, had very few 
estimates or had very low coherences. (Other frequencies 
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removed arose from artificial source measurements being 
made simultaneously by other groups, towards the end of 
the field campaign.) 
Depending on the quality of the data and the ability of 
the model to converge satisfactorily, the apparent 
resistivity amplitude data, phase data or both were 
modelled at each station. 
For the Travale results, 	2-4 layers 	were used, 	allowing 
resistivity and depth 	to 	vary, 	and fitting 	amplitude 	and 
phase 	as a 	least 	squares 	deviation 	(or 	amplitude 	only, 
where the phase was poor). 	Incorporated in the procedure 
was a facility for keeping any one or more of 	the layer 
parameters to its initial value. 
Examples 	of 	the 	1-D 	inversions 	of 	major 	apparent 
resistivity and 	phase for 	AMT 	sites 	104, 	112, 	1 11-3, 	114, 	115 
ançl 	116 are given in Fig. 6.1a-f. 	For each site, the diagram 
shows the range 	of 	the 	20 	best 	models 	and 	the 	fit 	of 
these to the observations at that site. 	The variability of 
the model parameters (g and d) permits the discernment of 
dominant and 	non-dominant 	features 	of 	the 	model. 
Examination 	of 	the 	results 	from 	individual 	stations 
illustrates a number of features. 	For example, 	at station 
104 	(Fig. 6.1a) 	the 	generally 	more 	scattered 	data 	have 
resulted in a wider range of acceptable models - probably 
the least well determined parameters are the depth to and 
resistivity of 	the 	base 	layer. 	Figure 	6.1b 	(station 	116) 
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less severe constraints on layer parameters. Despite this, 
however, note that while not incorporating phase 
constraints in the modelling process, the model derived 
from amplitude data only nevertheless also provides a 
reasonable fit to the phase data. However, the layer 
parameters are not very well resolved. Figure 6.1c (station 
112) shows the weakness of modelling data of a very 
restricted bandwidth (high frequencies). The resistive 
basement layer cannot be inferred from the data alone, and 
clearly results from adjacent stations have been used to 
aid modelling in this case. 
The main conclusion that we come to, on inspection of 
all the derived 1-D models, is that the conductivity 
structure inferred by the qualitative inspection of 
responses in Chapter 5 is clearly confirmed by the 
quantitative analysis undertaken here. Namely, that the 
conductivity distribution with depth consists of:- a) a 
surface resistor of 7-13 Qm up to 200 m thick; b) a thick 
and highly conductive layer of 2.5-5.0 Qm and between 200 
and 1000 m thick; and c) a resistive bottom layer. 
Sometimes a second resistive layer is apparent (beneath 
the surface layer) with a resistivity of between 20 and 60 
Qm. 
The 1-D model for station 114 (Fig. 6.1d),. which is near 
the centre of the graben, re-iterates this characteristic 
form with a surface layer of about 7.5 Qm going into a 
thick (up to 600 m thick) and more conductive (3 Qm) layer 
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at a depth of 100 m. The large resistivity contrast at 
about 700 m depth clearly indicates the transition into a 
resistor, though its resistivity value is less well resolved. 
Results at station 113 (Fig. 6.1e) exhibit one of the 
finest examples of the excellent fit to the data over the 
whole bandwidth. The depth to the underlying resistor 
appears particularly well resolved as revealed by the very 
small range in the bounds of the acceptable models for this 
parameter. The intermediate conductor at this site is 5 c2m 
and is over 400 m thick. 
The response at station 116 (Fig. 6.1b) required a 5-layer 
model for a satisfactory fit. Despite the fact that only 
amplitude data were modelled, the depth to the resistor is 
again well resolved at approximately 500 m below the 
surface, but its value is poorly resolved. The conducting 
layer is now only around 200 m thick at this site - 
compatible with the fact that this site is nearer the 
graben margin. 
Figure 6.1f (station 115) is included to illustrate the 
very different character of response for a site outside the 
graben. Here a surface layer of 10 Qm, and only 45 m 
thick, is resolved before the MT fields penetrate a highly 
resistive (presumably .basement-type rock) of over 1000 Qm. 
The absence of information in the frequency range 5-100 Hz 
throws doubt on the existence of the underlying conductor 
- whether this really is a feature of the data cannot be 
determined. 
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6.4 2-D MODELLING OF DATA 
Since the data at all sites have been found to be either 
1- or 2-D for periods up to about 100 s, a 2-D modelling 
study was undertaken. Apart from the fact that the data 
require 2-D modelling, this also provides (at the same time) 
the opportunity to study the validity of a 1-D 
interpretation in what clearly appears to be a 2-D (and 
more probably 3-D) situation. 
Although the 2-D modelling was initially undertaken to 
fit estimates obtained in the period range 1 kHz-100 s 
(based on results from ranges (A) and (B) of Chapter 5), the 
consequences of noise contamination in the (B) range force 
us to disregard the results at the longer period end of 
this original modelling study. Any fit of computational 
results to the observed responses, or the implied electrical 
structure in the original model corresponding to these 
unstable period estimates, must be regarded as artificial 
and inaccurate. However, further 2-D studies (Section 6.5.3) 
were undertaken to try to explain the (preferred) stable 
broadband data sets up to 100 s (range (C)), when they 
become predominantly 3-D. 
A 2-D profile across the graben was chosen which passes 
through a number of measuring stations and the centre of 
the thermal anomaly. This profile (AB in Fig. 4.8) strikes 
approximately N50E, i.e. perpendicular to the main graben 
IRMO 
trend, chosen thus to represent the 2-D character of the 
Era Graben (extending theoretically to infinity NW and SE), 
and forms the basis of the 2-D interpretation. In addition, 
a profile approximately perpendicular to the first was also 
investigated. Although roughly parallel to the strike of 
the graben (and therefore the results are likely to be 
dominated by features striking in this direction), it was 
considered worth investigating in a 2-D sense in the hope 
that other, minor, features may be distinguished transverse 
to the graben. For example, it had been noted that 
geothermal reservoir fluids exhibited differences in certain 
characteristics (temperature and liquid/vapour content) 
between wells in the northern part of the graben and 
those nearer the centre of the anomaly. Also, numerous 
boreholes (Batini et al., 1982) have inferred the presence of 
subsurface faults, transverse to the main graben faults, in 
the carbonate and basement rock formations within the 
graben (see Fig. 4.8). This second 2-D profile (CD in Fig. 4.8) 
also passes through a number of recording sites and the 
thermal anomaly. 
6.4.1 2-D finite difference program and execution 
The numerical procedure adopted in this study for the 
evaluation of electromagnetic fields over 2-D models was 
the finite difference method developed by Brewitt-Taylor 
and Weaver (1976) (incorporated in the diakoptic 
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formulation of Brewitt-Taylor and Johns (1980)). 
Essentially the diakoptic form of the program (not used 
in this study) draws an analogy between the 2-D induction 
problem and an electrical transmission ne.twork. The 
network is divided into a number of subnetworks or 
sections which are analysed and solved separately. All the 
sub-section solutions are added together in the final stage 
of solution to provide the complete solution. A full 
description of the technique is given in Brewitt-Taylor and 
Johns (1980). The main advantage of using a diakoptic 
method of solution is that section results can be stored 
for repeated use so that when alterations are made to 
only one part of the model, only that part need be 
re-solved, the other sections can be left unchanged. 
However, the program was not used diakoptically in this 
investigation. The constructed models did not require vast 
amounts of computer time or storage and were treated as 
a single problem. 
A detailed description of the theory and application of 
the finite difference technique to the problem of 2-D 
induction is given in Brewitt-Taylor and Weaver (1976). 
Basically, in their analysis Brewitt-Taylor and Weaver 
allocate conductivity values at the centres of each grid 
element and allow for a smooth transition in conductivity 
between the (actual) assigned values. By applying central 
difference formulae, a finite difference representation of 
the diffusion equations is obtained which corresponds to a 
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variation in conductivity such that the value at any grid 
point is given by a weighted mean of the four actual 
assigned values of conductivity surrounding that point. 
These smoothly varying conductivity functions lead, with 
suitable boundary conditions, to finite difference 
formulations of the electromagnetic fields in both E- and 
H-polarization cases. 
There are a number of boundary conditions applicable in 
each case. A constant magnetic field boundary condition is 
used •at the air-Earth interface in the H-polarization case. 
For the E-polarization mode, a thick air layer is introduced 
and the magnetic field components are assumed to be 
constant at the top of this layer. A zero field value is 
assigned to each node at the lower boundary. The 
appropriate 1-D finite difference problem is solved and the 
field values thus obtained are assigned to the nodes on the 
side boundaries. In addition to these conditions of course, 
it is necessary that boundary conditions are satisfied at 
internal boundaries (i.e. tangential components are 
continuous and the normal component of H is continuous). 
Applying the boundary conditions, the finite difference 
expression for the interior points of the grid for E- and 
H-polarizations can be derived. Once the solution for the 
electric field (E 
X 
in the E-polarization mode) has been 
obtained, the magnetic field solution can be found by using 
Eq. 2.30e and f. Similarly, the electric field can be 
obtained from the solution of the magnetic field through 
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Eq. 2.30b and c. 
Programs developed by Mbipom (1980) and Ingham (1981) 
can then be used to extract these field quantities from 
the output of the 2-D program and use them to calculate 
surface responses - apparent resistivity and phase. The 
programs plotted these responses as a function of position 
along the chosen profile, at any one fixed frequency. The 
author, in addition, developed a program to evaluate and 
plot the same responses as a function of frequency for any 
specified position on the profile. 
Various types of error are to be expected in the 
application of the finite difference solution of the 
electromagnetic induction problem, and great care must be 
taken in actually setting up the mesh of grid points to 
ensure the accuracy of final solutions. Not least among 
these errors is that one which arises as a result of 
replacing differential equations by finite difference 
equations. Another one arises from the transfer of outer 
boundary conditions onto the edges of the model space. 
Clearly a major task in the whole 2-D modelling process 
is to minimize these errors through a very careful choice 
of grid and as fine a grid spacing as possible. Because the 
field variations between grid points are assumed to have 
some special form, in order to make this assumption valid 
and to minimize the error involved in approximating 
analytic derivatives, very close grid spacing is required. In 
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addition, in order that the perturbations in the field at 
the outer boundaries of the model may be assumed to be 
insignificant, and hence to reduce the error associated 
with the transfer of these outer boundary conditions onto 
the boundary of the mesh, then the boundaries of the mesh 
must be sufficiently far away (several skin depths) from 
any lateral, conductivity change so that the side boundary 
conditions are accurately met. But these two requirements 
together - close grid spacing, large grid - mean that a 
very large number of grid points are needed to approximate 
the 2-D model in a satisfactory way. However, we cannot 
simply use an extremely large number of grid points. Apart 
from the obvious and prohibitive increase in computer time 
and storage needed to run the program, the field values 
for grids of large size tend to become unstable (Fox and 
Mayers, 1968). 
There is little discussion in the literature of how grid 
points should be distributed in relation to the skin depths 
and dimensions of the conductivity model under 
consideration. In general though, the grid spacing should be 
a small fraction of the skin depth within each element in 
the vertical direction and in the horizontal direction near 
lateral discontinuities. For an admissable accuracy, an 
upper limit of the grid spacing, h, is usually given as h1/4 
6, where 6 is the skin depth (Muller and Losecke, 1975). 
Long wavelengths in air allow the air layer to be modelled 
by only a few thick spacings and, as surface values are 
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theoretically insensitive to conductivity changes at depth 
and therefore to poor approximations made in the finite 
difference equations at deeper grid points, the strict 
vertical spacing criterion can be relaxed at great depths 
and larger spacings can be used (e.g. a logarithmically 
increasing spacing with depth would be an ideal solution). 
Weaver (personal communication) has suggested that the 
ratio of adjacent grid separations should never exceed 2, 
even in regions where lateral variations are small. In 
their attempts to accelerate the convergence of the 
solution of 2-D MT modelling, Muller and Losecke (1975) 
have suggested that a rough approximation of a finer model 
by a pre-model with large grid spacings may be useful. 
The ends of the model should be far enough away from 
the non-horizontally layered features so that the 
"impedance" is isotropic. The grids in this study were 
extended as far as possible on either side of the model to 
ensure this (although results for grids extending to 3 skin 
depths appeared to be just acceptable). 
The execution of the 2-D modelling program is in three 
parts. 
1) Preparation of the 2-D model. This involves setting 
up the grid (specifying its geometry, dimensions, unit of 
distance), assigning electrical properties to each element of 
the grid (relative permeability and permittivity, and 
conductivity), specifying polarization mode (E or H) and 
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corresponding boundary conditions, field components to be 
evaluated and the frequency. 
Arithmetic solution. This is undertaken by the main 
program (ARITH) and relies on the correct specifications and 
commands from 	the model 	preparation file (step 1) for 	a 
particular problem to 	solve 	and 	print out the field 
solutions at each grid point. 
Evaluation of surface responses. 
The same procedure is carried out for every model, 
theoretical responses being calculated for a number of 
discrete frequencies between 100 Hz and 100 s and for each 
polarization mode. 
6.4.2 2-D starting models and basis for construction 
and modification 
The 2-D starting models were constructed on the basis 
of both the geological and well log information provided by 
Batini et al. (1982) and the resistivity values as obtained 
from the 1-D inversion models fitting the AMT data. The 
first approximation to the 2-D structure over each 
traverse was made by patching together the results of 1-D 
models at each site on the profile, to form a rough 
resistivity section along it (Fig. 6.2). 
Geological cross-sections were constructed along roughly 
the same traverses as the model profiles - Fig. 6.3 - and 
the wells marked on these represent those parts of the 
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profile at which the depth to (and thickness of) the 
reservoir formation were constrained in the modelling. Only 
that information pertaining to the actual depth to the 
reservoir and the location of a number of major faults was 
taken into account. All other parameters of the 
geoelectric 2-D model were initially set at those values 
suggested by the results of 1-D modelling. 
Clearly, approximations to the geometry of the model 
have to be made - only the grosser features can be 
accounted for. For example, the electrical differentiation 
is simplified as far as possible in the first instance, 
interfaces with shallow dip are approximated by horizontal. 
surfaces and steep ones by vertical surfaces. (Also, certain 
features of the 1-D models were initially ignored and• 
values chosen instead to tie in more with the majority of 
1 -D models at neighbouring sites.) 
Having decided on the starting model, 2-D theoretical 
responses are computed at a number of locations along the 
profile. On detailed examination of these, with respect to 
the observed responses at corresponding measuring stations, 
it is then decided how the model should be modified in an 
attempt to reduce the discrepancies between model and 
observational responses and thus to obtain a better and, 
eventually satisfactory, fit in both amplitude and phase for 
both E- and H-polarization. This should aim at obtaining a 
fit at most, if not all, stations on the profile to some 
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degree rather than achieving excellent fit at perhaps only 
one or two stations and very poor fit at the rest. 
To undertake systematic changes - though undoubtedly of 
great value - would involve a very large number of 
variables and therefore would also be very time consuming 
and costly. Therefore, some guidelines must be adopted to 
assist in the process of model adjustment and to restrict 
the number of models tried. 
This is where detailed analyses of simple, idealized 2-D 
problems are appropriate in developing a grasp of more 
complex models and a feeling of the important parameters 
which most affect the apparent resistivity and phase 
estimates. The general 2-D characteristics of an idealized 
problem can be translated into those of more complicated 
problems. 
A clear understanding of the behaviour of resistivities 
near a vertical fault is probably of most importance and 
relevance in all 2-D problems and the results of such a 
study can be drawn upon to assist in model modification. 
The main points to note from the case of a vertical fault 
are (a) H- and E-polarizations alone respond principally to 
the resistive and conductive features, respectively; (b) 
obvious anisotropy near and on either side of the contact; 
(C) the degree of anisotropy depends on the proximity of 
the fault and whether the measuring site is located on the 
conductive or the resistive side of it. 
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In this latter respect, it is also appropriate at this 
stage to mention the usefulness of studying the responses 
of 1-D models, knowing that isotropic curves are 
representative of the situation at locations sufficiently 
distant from vertical inhomogeneitlies. In the 1-D case, 
systematic changes of parameters provide suites of model 
responses with implications about the critical parameters. 
Drawing upon results from such models several further 
guidelines are recognized. For example, for the case of a 
three-layer model of the resistor-conductor-resistor type 
particularly appropriate to this study, 1-D model responses 
furnished the following conclusions: 
By increasing the thickness of the conducting layer 
the apparent resistivity is lowered at longer periods and 
phase is increased. 
Increasing the resistivity of the conducting layer 
increases the apparent resistivity at all periods and 
lowers the phase at short periods. 
An increased thickness of the surface resistor results 
in increased apparent resistivity and phase estimates at 
short periods. 
Clearly the shape of the phase curve depends on the 
conductivity contrasts rather than on any actual values. 
Overburden tends to smooth and attenuate all the 
boundary effects of the vertical contact case, the degree 
of smoothing increasing with thickness and conductivity of 
the overburden (Vozoff, 1972). 
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, final point to keep in mind is that some trade-off is 
possible between depths and resistivities, and resistivities 
may only be an indication of the order of magnitude rather 
than actual values. 
Bearing these points in mind then, a general assessment 
of the theoretical responses and tentative proposals for 
modifications to the model are made, in an attempt to 
bring about the desired changes. Initially, this is done in 
respect of individual sites and their immediate vicinity, 
independently of others. But any change proposed for one 
part of the model will, of course, have an effect on 
responses at other parts. So a further assessment and 
proposed modification must take the likely effect at 
adjacent sites into account. Finally, an overall proposal for 
model modification is then suggested by integrating all of 
these together (compromising between conflicting proposals 
at adjacent sites if need be). This process is repeated for 
all subsequent models and their theoretical responses until 
a satisfactory fit is obtained. 
6.4.3 Final 2-D models 
The final models were arrived at in a number of 
progressive steps which involved re-assigning resistivity 
values, varying conductivity contrasts, introducing or 
moving vertical and horizontal boundaries and varying the 
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thickness of layers. 
The final model which gave good fit to both E- and 
H-polarization apparent resistivity and phase for stations 
along the traverse AB across the graben is shown in Fig. 
6.4. Overall, the main changes to the starting model can be 
summarized as follows: 
A thin surface layer of 10 Qm was introduced on the 
left hand side of the model in order to satisfy high 
frequency phase constraints (which imply an initial 
conductivity contrast from a relative conductor to a 
resistor). 
The resistivity of the surface layer in the central part 
of the graben was reduced to achieve the required level of 
the observational data at the higher frequencies. 
A more resistive basement was proposed to bring the 
phase estimates right down at the longer periods. 
The relative positions of two vertical boundaries were 
moved (in the region around station 113) to account for 
the required anisotropy at this location. 
Little or no change to the structure on the right hand 
side of the model is due to the fact that there are very 
few constraints in this region with which to compare the 
results. The most important changes to the model were 
concentrated around the regions of the major faults and 
the centre of the thermal anomaly. 
The 200 Qm layer, included on the basis of geological 










































































































cannot in fact be resolved. This was shown by replacing it 
with a value of 500 Qm (the same as the basement 
resistivity) , the effect of which was to produce negligible 
difference in the responses. 
Only the essential portion of the model is shown in the 
figures, although the dimension of the section taken for 
computation is in general much larger than is shown here. 
The fit of the final 2-D responses to the observational 
data is displayed in Fig. 6.5. Note the excellent degree of 
fit at stations 113 and 114 in both E- and H-polarization 
and in amplitude and phase. The fit at 115 is still 
obviously unsatisfactory and further modification to the 
model in this region is required. However, this will rely 
mainly on obtaining reliable estimates at stations outside 
the graben. 
Figure 6.6 shows the final model for traverse CD along 
the graben and examples of the corresponding fit of the 
theoretical responses to observational data are shown in 
Fig. 6.7. The main changes made to the starting model in 
this case, to arrive at the final model, were: 
a) a decreased thickness of the surface resistor, b) a 
greatly increased thickness of the conductor at the right 
hand side, c) depth to basement on left hand side 
decreased, d) changes to the detailed shape of the 
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The 	degree of 	fit of 2-D computed responses 	to 	field 
data 	is 	poorer 	overall in this 	case, especially 	in 	the 
H-polarization curves. This 	is probably due to the lateral 
effects of the nearby graben boundary, which is parallel to 
the strike of the 2-D profile. Little further consideration 
is 	given 	to these results of 	model CD, 	effort 	being 
concentrated instead on the assessment of the results 	of 
model AB. 
Although a perfect fit was not obtainable at all sites, 
the overall general fit of these model responses to the 
field curves• was good. Only 3 or 4 runs of the 2-D 
modelling program were necessary to achieve this degree of 
fit for model AB, whereas up to 8 or 9 were required for 
model CD. 
6.5 FURTHER MODELLING STUDIES 
6.5.1 Lateral variation of 2-D responses 
At this stage perhaps it is worth considering the 
validity of the 1-D interpretation undertaken in Section 6.3 
and whether better estimates of the 2-D conductivity 
distribution can be obtained in a 1-D sense. 
Towards this end, let us first of all examine the 
variation of the 2-D response at a number of locations 
across the profile of model AB. This is a useful exercise in 
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its own right - illustrating the main features and 
characteristics of an important 2-D MT response. 
Model AB is redrawn in Fig. 6.8 with a number of points 
marked along its length, at which 2-D MT responses, as a 
function of frequency, were computed. These results may 
be grouped into five sets, in each of which the responses 
are representative of different regions of the model and 
may be discussed together. The 2-D responses are plotted 
in Fig. 6.9. From examination of these curves several 
general remarks can be noted. 
Probably the most obvious feature of the majority of 
the curves is the difference between E- and H-polarization 
curves, yielding an apparent anisotropy in resistivity (the 
degree of anisotropy depending on the exact site location). 
The variation in H-polarization has a greater range of 
values and more lateral variation in values than the 
E-polarization. 
H-polarization and E-polarization respond principally 
to the resistive and conductive features, respectively. 
(Sufficiently close to major lateral inhomogeneities, E-
and H-polariztions give widely different responses in 
magnitude and phase, and especially so on the resistive 
side of the lateral contact.) 
Note also, although not plotted, responses at large 
distances on either side of the model are those of the 
appropriate 1-D layered model (as of course constrained by 
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For sites outside the graben (group 1 - R50, R45, R40) - 
Fig. 6.9a - the H-polarization curve (the maximum curve) 
does not vary much from site to site, the longest period 
estimate translating only slightly upwards as one moves 
towards the right of the model. 
The second group of responses (R36, R34 and R30) - Fig. 
6.9b - illustrate the variation observed crossing from the 
predominantly resistive upper layer to a conductive upper 
layer and is an example of the fact that E-polarization 
resistivities are less sensitive to lateral conductivity 
contrasts than H-polarization resistivities. Clearly both 
curves are disturbed at the higher frequencies, but the 
E-polarization data are much less disturbed than the 
corresponding H-polarization data at longer periods. The 
H-polarization curve exhibits a drop in amplitude of almost 
two decades in just 600 m horizontal distance. 
For the groups of sites on either side of this 
"transition" group, it appears that those over the more 
resistive part (group 1) are more disturbed than those 
overlying the more conductive part (group 3 - R26, R20, 
R15) - Fig. 6.9c. This can be explained by the fact that 
since the skin depth in a conductor is very much less than 
in a resistor, the scale length over which lateral 
inhomogeneities may contaminate results is greatly 
diminished. 
The main point to note in group 2 of course is the 
switch from the H-polarization curve being the maximum to 
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the E-polarization as maximum over the conductor. 
In the set of curves for group 4 (R12, RiO, R08) - Fig. 
6.9d - the existence of the 513 Qm vertical contact is 
implied in the slight anisotropy at frequencies higher than 
1 Hz. The more significant anisotropy at periods greater 
than 1 s arises from the higher conductivity contrast 
between the 200-500 Qm block on the left and the highly 
conducting graben sediments to the right. Again a 
significant drop in H-polarization resistivity values (almost 
1 decade) is observed at the longest periods and very 
little variation is observed in E-polarization values across 
this lateral boundary. 
For sites over the centre of the graben (group 5 - R04, 
000, 002, 004, 010, 018) - Fig. 6.9e, the major feature is 
the increasingly anisotropic nature of the curves towards 
the centre (at which an anisotropic ratio of about 30 to 1 
is exhibited). For periods greater than 10 s, the 
H-polarization curves at sites within the graben appear to 
be fairly frequency independent at the value of the graben 
conductivity (3 Qm). 
6.5.2 1-D inversion of 2-D data 
Returning 	to the 	question of validity of 	1-D 
interpretation in 2-D situations, it is clear that a 1-D 
inversion of either of the two possible responses (assuming 
of course that we know which one may be the more 
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appropriate to interpret in any given situation) will result 
in erroneous estimates of the various parameters of the 
underlying conductivity structure. Perhaps an average of 
the two 2-D responses would be more appropriate in most 
circumstances to provide more adequate interpretation. 
As an aid to interpreting 1 -D models derived from 
observational data, a synthetic study was undertaken in an 
attempt to assess the 1-D validity. This consisted of 1-D 
modelling (using the same Monte Carlo method described 
earlier) of the computed 2-D model responses using the 
electrical structure of model AB, obtaining 1-D models 
fitting the E- and H-polarization responses and models 
which fit their mean. 
Figure 6.10 shows the results of these model 
computations. The first part of the figure merely 
illustrates the actual 1-ID models derived from the 
E-polarization . Notice first of all the excellent agreement 
in resistivity values of the conductor - falling in the 
range 2.9 0.3 Qm. But also note that, although the 
general increase in the depth to the underlying resistor 
(200 Qm) reflects that of the 2-D model, the actual depths 
are all underestimated in the central part of the graben. 
For example, at F the depth to the resistor is 950 m in 
the 1-D model, whereas it is 1700 m in the 2-D model. 
Superimposed on the original 2-D model in the lower part 



































































































boundaries 	derived from these 	1-D inversions 	of 
E-polarization model responses. 
Similar model computations on the mean of the E- and 
H-polarization model resistivity and phase estimates result 
in a set of 1-D models with much improved (though still 
incorrect) estimates of the depth to the resistor - as 
indicated by the dashed line in Fig. 6.10b. 
This leads us on to the question of real data now and 
to examine the extent to which 1-D modelling of 
observational data can be useful in 2- or 3-D situations. 
Average and invariant resistivity and phase estimates 
were computed from the the field data on the basis of the 
following equations: 
av(inv) = l/ 0W I Z(i) 2 
and 	 av(inv) = tan 1 (Im Z/Re Z) 
where 	Z(Z 	. Z av 	xy yx 
and 	Z. 	= [(Z Z ) - (Z Z mv xx yy 	xy yx 
where Zjnv  is invariant, not depending on the orientation 
of the measuring axes (Kaufman and Keller, 1981). 
The calculated mean responses showed a similar type of 
response to the major data and, as expected, the magnitude 
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of the mean curve was slightly lower over the entire 
range. 
The observational data were then re-modelled to fit 
both these mean resistivity and phase responses in the 
hope that they would provide better estimates of the 
depth to the resistor. The models generated by inverting 
the curves showed a similar structure to those of the 
rotated major data. However, unlike the synthetic data 
(earlier in this section) neither of the resulting sets of 
1-D models yield realistic depths to the top of the 
resistor. In fact, the best estimate of this particular 
parameter was obtained from 1-b models which fit the 
major apparent resistivity and phase data. This point is 
ilustrated in Fig. 6.11, for example, for sites along 
traverse CD. This shows the depth to the resistor in the 
1-0 models and the depths obtained from the contour map 
of Batini et al. (1982). 
The failure of the field data to provide good estimates 
of the depth to the reservoir from 1-D models of @ av and 
inv is entirely compatible with the observance of severe 
noise contamination of the resistivity estimates in the 
1-100 s period range. The fact that well-estimated 
responses in the range 0.1-10 s are crucial in determining 
the depth (and resolution) to this interface is of major 
significance in this case. Even in less noisy environments, 
a low signal/noise ratio is to be expected (from natural 



























































































in the " minor" direction, and is a contributing factor to 
this unexpected result. 	 - 
Of course another major factor will be the effect of the 
true 3-dimensionality of the region at greater depths. 
6.5.3 2-D response at 100 s 
As noted earlier, further modifications to the model of 
Fig. 6.4 (model AB, across the graben) are required in order 
to satisfy the stable longer period MT responses. A 
rigorous 2-D interpretation at periods greater than 100 s 
has to be ruled out because of the limited data coverage 
at these periods and the complexity of the theoretical 
problem, and especially as the area is definitely 
3-dimensional. 
The main feature of the long-period data sets is a 
variation in the value of the basement resistance over 
very short distances - the lowest values of apparent 
resistivity occur at RAC and NRA near Thighs" in the 
reservoir temperature map, increasing as one moves 
outwards from the centre of the geothermal area. So the 
main problem here was to account for the magnitude of 
these differences observed between stations, but also to 
reconcile the level of apparent resistivity values with that 
of the AMT data. 
Figure 6.12 shows the observed lateral variation in 
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Fig.6.12 Lateral variation of apparent resistivity across traverse 
AB at 100 s 
observed variation 
that computed from model AB which fits the ANT data 
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curve) at sites RAB, NRA, CER, ISI and BAR projected onto 
the traverse, compared with that computed from the 
electrical model of Fig. 6.4 which fits the AMT data (upper 
curve). 
A progressive series of 2-D model computations was 
undertaken in order to reconcile the very considerable 
discrepancy between the observed and (original) model 
lateral variations. Initially, the modelling procedure was 
undertaken by R. Roberts and followed the lines of 
introducing small scale blocks of highly conducting material 
(to simulate pockets of magma) at varying crustal depths 
below the 2-D model. But this alone could not account for 
the magnitude of the observed differences (Roberts, 
personal communication). However, by reducing the 
resistivity of the basement in the centre of the model, the 
correct amplitude level was realized and then by 
introducing highly conductive blocks (less than 1 Qm) nearer 
the surface (within the sedimentary sequences), the rapid 
lateral variation was also achieved (Hutton, personal 
communication). The most satisfactory models (consistent 
with both the AMT responses and with the lateral 
variations at 100 s - Fig. 6.13) required reduction of 
resistivity to less than 1 Qm near the major fault of 
traverse AB and the centre of the thermal anomaly, and a 
basement with a resistivity of about 50 Qm under the 
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Fig.6.13 Lateral variations of apparent resistivity computed 





















































































The fit of 2-D responses, derived from this model, to 
the E- and H-polarization field curves at higher frequencies 
- is illustrated in Fig. 6.15 for one site near the centre of 
the anomaly (together with the response derived from 
model AB). 
6.6 3 -DIMENSIONALITY 
While only 2-D models have been considered in the 
foregoing interpretation, it is clear that a major feature 
of the data is the 3-dimensionality of the geoelectric 
structure of the Travale area (especially at longer periods). 
This forces us to look upon the interpretation of data 
carefully and unless the 3-D effect has not been really 
considered, then all results can only be a first attempt at 
modelling the true resistivity structure. 
In 3-D problems, lateral conductivity boundaries exist in 
all directions and therefore all field components remain 
coupled and there is no possibility of separating any 
specific direction of polarization. Thus, in many cases, 3-D 
models are required for interpreting MT data. 
In the numerical solution of the 3-D problem the amount 
of information obtained becomes a problem and an overall 
3-D MT interpretation is still not practical due to the 
high computer costs and the complicated structure of the 




























































































































































































suggested that combined 2-D and 3-D modelling can be 
applied to yield a gross 3-D structure, which is composed 
of a cross-section and its strike extent. 
1- and 2-D interpretations of 3-D data can be quite 
erroneous (and therefore misleading) particularly at low 
frequencies. For example, the low frequency E-polarization 
response of a 2-D body is different from that of a long 
3-D body, due to space charges at the end of the body. 
The length that a 3-D body must have before departures 
between 2-D E-polarization and corresponding 3-D 
signatures are insignificant depends strongly on the 
layering (Wannamaker et al., 1984). Both depths and 
resistivities can be grossly incorrect if 1- or 2-D methods 
are applied in a 3-D setting (Park et al., 1983). 
MT fields are not only influenced by local structure, but 
also by regional structure, lateral effects persisting for 
distances of several hundreds of kilometres (Ranganayaki 
and Madden, 1980). It is important, therefore, that an MT 
survey should include stations chosen to yield information 
about regional structure. Regional coverage (though sparse) 
can be invaluable. 
It would be interesting to see the results of a 3-D 
modelling method which permitted the inclusion of both 
regional structure on a large scale and local structure on 
a small scale in the same MT model. 
The differences existing between long-period responses 
in this study cannot necessarily be • attributed to real 
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differences between sites in the resistivity of the 
reservoir or basement until the observed effect of 
3-dimensionality has been assessed. 
6.7 TOPOGRAPHIC EFFECT 
It has been found that various topographies may give 
rise to distortions in the Earths EM fields, and some EM 
anomalies observed on the ground surface may be simply 
due to such a topographic effect (Ku et al., 1973). That is, 
anisotropy in apparent resistivity curves may be related to 
topography, rather than true anisotropy (of electrical 
conductivity structure) at depth. 
Topography should induce an apparent 2- or 3-D 
complexity different from, and in addition to, subsurface 
conditions and it is important to understand such terrain 
effects and to include them in interpretation models if 
possible. 
However, Holcombe and Jiracek (1984) advise caution 
about arbitrarily applying guidelines relating terrain 
effects to the terrain geometry alone, as they have 
observed specific cases where the effects of extreme 
topography were negligible, and that of moderate 
topography very significant to the subsurface 
interpretation. 
-2 12- 
It appears that effects due to variations in topography 
are most significant for the H-polarization case and at 
frequencies where the penetration depth is similar to the 
magnitude of the relief. This effect was most recently 
illustrated by Benderitter and Gerard (1984) in an AMT 
survey on Reunion Island. This is an island with extremely 
narrow valleys cutting deep gashes into the slopes of the 
vol&canic massifs, and escarpments several hundred metres 
high. Fig. 6.16 illustrates the influence of the relief at 
two frequencies and along two measuring directions 
corresponding to E- and H-polarizations. 
While the effect of topography is recognized as having a 
significant influence on resistivity curves, it was 
considered in this study, however, to be negligible in 
comparison to the anisotropy caused by the subsurface 
electrical conductivity structure of the area. 
-213- 
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Fig.6.16 Effect of relief on apparent resistivity at 
two frequencies and in two directions 





INTERPRETATION AND CONCLUSIONS 
7.1 INTERPRETATION 
The 2-D electrical conductivity model derived at the end 
of the last chapter is reproduced here, in Fig. 7.1. This 
represents the electrical conductivity structure for a 
traverse across the graben passing through the centre of 
the geothermal anomaly. It is discussed here in an attempt 
to infer its geophysical (or more importantly its 
geothermal) significance. 
First, recall the salient features of the region, as 
reviewed in Chapter 3, with a view to relating the general 
characteristics to the 2-D geoelectric model. The 
structural landscape, in connection with the rocks involved, 
takes on particular significance for the existence of a 
geothermal reservoir (and of the draining and accumulation 
zones of endogeneous fluids). For example, the tectonic 
phase affecting the whole region, causing large throws in 
rock sequences and creating horst and graben features, 
provided an excellent environment in which fluids - 
transporting deep-seated heat - could rise. The fluids 
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layers from those zones where permeable carbonate rocks 
outcrop. Another essential component of a geothermal 
system - the impermeable cover complex - was formed by 
the deposition of the impermeable flysch formations, which 
are heterogeneous and predominantly clayey (except in the 
upper part). The actual source of heat needed to drive the 
geothermal system - while still less well understood - can 
undoubtedly be recognized as the result of the recent 
volcanism exhibited throughout the region. 
In addition to the obvious complexity of the structural 
and lithological features, we are also faced with the 
problems of increasingly 3-D effects in the electrical 
distribution and from a restricted (areally) data set of 
observations. Bearing these points in mind, it can 
immediately be said that the 2-D modelling procedure has 
fairly accurately reproduced the gross structural features 
of the graben and, specifically, the depths to the reservoir. 
However, perhaps of more interest is the question of 
whether the MT method has succeeded in revealing the 
thermal (or other characteristic) signature of the 
reservoir. 
In Chapter 2 a direct relation was shown to exist 
between electrical conductivity and factors of most 
importance in a geothermal context, namely; temperature, 
fracturation or porosity and fluid composition. 
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Clearly, the principal question to be addressed in 
interpreting the significance of the geoelectric 
cross-section is the nature of the moderately low resistive 
substratum beneath the Travale-Radicondoli area and the 
extremely low resistivity values associated with the 
surface layers within the graben (Fig. 7.1). 
The single, dominating feature of the low resistive 
basement under the Travale-Radicondoli area can 
undoubtedly be correlated with the geothermal anomaly. In 
accordance with the geological and tectonic details, the 
low resistivity is entirely compatible with a highly 
fractured basement in which hydrothermal fluids are 
circulating. The existence of a complex system of faults 
and fractures - forming one of the basic elements of the 
structural pattern of the area - must be connected with 
the existence of a widespread permeability and zones 
through which hot fluids can rise. 
The fact that the MT method does not reveal a highly 
resistive substratum can be reasonably understood in the 
recognition of those zones (where conductivity retains high 
values to considerable depth) as those where there is an 
upward movement of fluids through fractures in the deep 
strata. Taking the very rapid variations in reservoir 
permeability (revealed by wells) into account, it is not 
surprising that the MT method is not selective enough to 
resolve such changes in permeability at the level of the 
reservoir. To resolve deeper structure not only are longer 
-2 18- 
period estimates required (in order to penetrate the 
conductive upper crustal layers) but also, as the sounding 
data imply, a 3-dimensional analysis is essential thereby 
increasing the ambiguity of any geological or geophysical 
inferences which may result. 
The only information available on the deeper electrical 
structure of the region is that provided by the regional 
MT study (Haak and Schwarz, 1980). As these results 
suggested (see Section 3.4.5), there appears to be some 
evidence of a deep conductive layer (at depths greater 
than 8 km). Whether this represents the heat source for 
the near-surface reservoir (perhaps in the form of a magma 
chamber) or simply another potential reservoir zone of hot 
water or vapour is not confirmed. 
The more resistive block (occupying most of the upper 
crust) at the SW end of the traverse (Fig. 7.1) may be 
associated with that area where cold meteoric waters 
infiltrate the outcropping permeable carbonate rocks. 
Turning now to the near-surface strata of the cover 
complex, it should be recognized immediately that the low 
resistivity values attributed to these formations can be 
accounted for simply in variations of thickness and 
lithology of the sedimentary sequences. A predominance of 
clay minerals obviously contribute significantly to the 
overall low resistivity of the graben infill. 
However, the fact that localized and exceptionally low 
values of resistivity (0.5 Qm) are inferred, forces us to 
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consider other causes - based on correlations with 
hydrothermal activity - of low resistivity. (Note that the 
0.5 Qm block occurs in the zone of hottest reservoir 
temperatures.) 
The 	presence 	of 	a 	highly 	fractured 	(and 
high-temperature) substratum may have important 
implications for the overlying strata. For example, high 
temperatures (due to the convective transport of heat 
through fluids) and a high liquid content are more probable 
in areas of high porosity and permeability. Thermal 
exchanges with the cover formations are probably 
significant in these zones. So, while the MT method is not 
able to resolve (i.e. to localize) variations in the 
characteristics of the geothermal reservoir at the level of 
the reservoir itself, we may nevertheless expect to 
recognize the effects (either direct or secondary effects) 
of hydrothermalism in the overlying strata. A combination 
of high temperature and fluid circulation could result in a 
hydrothermal mineralization or alteration effect, in turn 
causing high electrical conductivity. In other words, 
hydrothermal circulations induced by thermal effects 
(convection) could generate conductive mineralizations. 
Some geochemical evidence exists which points to the 
occurrence of minor circulations of fluids in some rock 
masses of the cover formations and to the presence of 
some alteration in certain localities of the Tuscany 
geothermal fields (d'Amore et al., 1980). While not actually 
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observed in the study region of this project, the 
possibility of such effects cannot be neglected. 
Thus, if the anomalously low resistivity (0.5 Qm) is real 
then it could represent such a zone of mineralization or 
altered sediments. This is still a speculative proposal and 
requires justification from further measurements and 
better geochemical knowledge. On the other hand, the 
cause of the anomalously low resistive block may be seen 
in the fact that the characteristics of the underlying 
reservoir (high porosity, hot circulating fluids etc.) in this 
zone may be such that they contribute to increasing the 
total conductance measured. 
The results of the GDS studies provide no additional 
information. All that can be said is that the period 
dependence of the magnitude and direction of the magnetic 
induction vectors (noted in Section 5.5) is compatible with 
the complex faulted structure in the region and with the 
dominating effect of the conducting sedimentary sequences 
of the Era Graben. The anomalously large amplitude and 
complex pattern of directions is probably related to 
spurious currents. 
-22 1- 
7.2 COMPARISON WITH RESULTS OF OTHER STUDIES 
7.2.1 MT, GDS, telluric array 
Three other groups undertook complimentary natural 
source electromagnetic studies (MT, GDS, telluric array), 
working in close collaboration with the Edinburgh group 
(see Table 3.3) - these were the Universities of Berlin, 
Munich and Padua. Unfortunately, results of the Padua 
group's measurements are only now just becoming available. 
While still very limited in number, they appear, however, 
to be in basic agreement with the results presented here. 
The measurements undertaken by the Berlin (Schwarz et 
al., 1984) and Munich (Berktold et al., 1984) groups have 
provided results entirely compatible with those of this 
project and completely support the main conclusions borne 
out by the results of the study presented in this thesis. 
Namely: 
Large lateral variations of conductivity within the 
graben with a tendency towards extremely low values of 
apparent resistivity near the central part of the thermal 
anomaly and higher values outside. 	 - 
Dimensionality of the electrical structure increasing 
progressively from 1-D at T < 1 s, predominantly 2-D in 
1-100 s period range and increasingly 3-D above 100 s. 
-222- 
Rotation to a more east-west strike of the main 
• inductive structure at long periods. 
Severe noise contamination, anywhere in the range 
1-100 5. 
Inferred from these are: 
Compatibility 	with 	known 	geology 	(including 
heterogeneity of the sedimentary cover complex) and 
Interpretation in terms of a moderately conductive 
substratum in the Travale, area, attributed to the 
fractured state of the basement. 
Hutton (1984) has outlined several aspects of these four 
natural source electromagnetic studies - in particular 
those aspects concerned with the compatibility and direct 
comparison of actual derived apparent resistivity curves. 
In spite of substantial differences in instrumental 
facilities, in sounding bandwidth, in data selection and 
analysis and in interpretational procedures (and of course 
poor quality data in 1-100 s range), she was able to 
conclude that there is a very satisfactory agreement 
between the results of all these groups. 
In their attempts to minimize noise bias in response 
curves (to improve data quality), the Berlin group adopted 
what appears to be a fairly subjective technique of data 
manipulation. This involved analysing a number of data sets 
(chosen from a large number of time intervals from a total 
recording time of 2 or 3 weeks) in various combinations in 
order to determine the most stable estimates, with a 
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step-by-step visual control of the intermediate stages of 
analysis. However, no assessment is provided of the 
reliability (and the objectiveness) of this procedure and it 
is therefore difficult to say what, if any, bias may be 
introduced. Presumably the method relies on sufficiently 
numerous data sets to enable stable responses to be 
determined. 
An additional, and very important, contribution by the 
Berlin group was made by their insistence on making 
observations outside the limits of the prescribed test area. 
One of their MT profiles extends from the central thermal 
anomaly to the NW, to an area west of Radicondoli. It was 
from the results of observations at this extreme NW end 
of this profile that they were able to infer the presence 
of another fractured zone in the basement -rocks. The 
region just west of Belforte (our station SRA) revealed a 
more "normal" Tuscany response (overall higher resistivity 
values) and was interpreted as a zone of more or less 
intact basement. 
From all the data available, two pseudo-sections for 
E-polarization apparent resistivities were constructed; one 
on a profile essentially along the graben and the other 
perpendicular to the graben. Both these are presented in 
Fig. 7.2. Note that the pseudo-section does not represent a 
true resistivity distribution with depth. It is simply a 
convenient method of displaying the lateral variation of 
apparent resistivity data along a traverse as a function of 
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Fig.7.2 Pseudo-sections of E-polariztion apparent resistivity 
along profiles parallel (a) and perpendicular (b) 
to the graben 
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period, for qualitative information. Note, however, that 
the corresponding depth of penetration (in km) is marked 
at two locations on each section. The area of the 
geothermal anomaly is seen as an area of low apparent 
resistivities (in both sections: between SER and QUA on CD 
and from 113 towards the NE on AB). A discontinuity of 
this high conductive zone, revealed in higher resistivity 
values near the surface, is apparent between LUC and COS 
(Fig. 7.2a). 
In addition to MT and GDS soundings, the Munich group 
undertook a fairly intensive telluric array study. The 
broad period range of these measurements (6-10000 s) made 
feasible the possibility of delineating features of the 
geothermal anomaly from the lateral variation of the 
induced telluric field. Most telluric array studies measure 
only over very limited period ranges (Berktold, 1983). 
The results indicate a strongly polarized and directed 
telluric field (nearly independent of period) approximately 
parallel to the strike of the graben; illustrating the 
dominating effect of that 2-dimensional structure. Lateral 
variations of the relative amplitude of the telluric field 
within the graben were attributed to the internal rock 
distribution, no correlation with the geothermal anomaly 
being observed. 
The rather strong influence of artificial sources in the 
area is particularly evident in strong distortions of the 
telluric field, at all recording sites in the area. In 
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particular, it was noted that the preference directions and 
relative amplitudes of the artificial electric field at 1 s 
are almost identical to that of the natural telluric field 
at 100 s (at all sites). 
The only significant fact derived from the magnetic 
variation (GDS) data was the very strong variation, from 
site to site, in both amplitude and direction of the 
induction arrows between about 10 s and 150 s. While 
longer period induction arrows were more stable and 
consistent with the general flow of current in the graben, 
they were not considered in a quantitative manner. 
7.2.2 Other "MT" studies 
Included in this group (see Table 3.2) are those 
performed by C.G.G. (MT), S.P.E.G. (MT.5-EX), the University 
of Braunschweig (controlled-source AMT) and the University 
of Paris (differential geomagnetic sounding). 
C.G.G. 
While producing responses compatible with those 
presented in this thesis (and using very similar procedures), 
CGG (C.G.G., 1984) were led to conclude that the crystalline 
basement in the Travale area is resistive, contrary to the 
results of Section 7.1. However, this could be attributable 
mainly to the absence of long-period estimates (their 
frequency range is 100 Hz to 100 s) and to a restricted 
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quantitative analysis (1-D modelling) details of which may 
not be very good due to the 2-D effects of the graben 
structure. 
S.P.E.G. 
The MT.5-EX method was described briefly in Chapter 3 
(see Section 3.4.4) and warrants no further detail here. As 
the calculated parameters proved to be only roughly 
repeatable (at some sites), the results cannot be reliably 
interpreted. Also, the fact that the assumption of 
invariance of longitudinal conductance with rotation of the 
measuring axes was not verified suggests that the method 
is not as rigorous in a complex area as originally 
anticipated. Bearing these points in mind and recognizing 
that the study was very much another test of the 
technique, it is nevertheless interesting to consider the 
major results and their implications (Cormy, 1984). 
Quite contrary to the other MT studies discussed above, 
maps of longitudinal conductances (and isoresistivity maps) 
delineate NE-SW-trending anomalies of sharply contrasting 
values (300-700 mhos). While such anomalies may be 
attributable to fault systems or to variations in 
temperature, permeability, fluid content etc. or perhaps 
reflecting fluid circulation patterns, such an interpretation 
is precluded due to a general lack of reliable information. 
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University of Braunschweig 
The controlled-source (active) AMT (AAMT) study carried 
out by the University of Braunschweig (Musmann and Otten, 
1984) - recognizing it to be still at a developmental stage 
- produced responses essentially in agreement with natural 
source AMT responses (Edinburgh and Padua) obtained at 
nearby sites. The analysis procedure, however, is more 
complicated as it requires dividing the period range into 
two sections. For short periods, Cagniards plane wave 
approximation holds (the receiver is far enough away from 
the source - the far-field solution). But for long periods, 
the electromagnetic field has to be calculated for a dipole 
radiation (the receiver is within 3 skin depths of the 
source - near-field solution). This could represent one 
drawback of the method as the distinction between the 
near-field and far-field, while theoretically clear-cut, in 
practice may not be so, relying heavily on the underground 
conductivity distribution. 
University of Paris 
A group from the Insitut de Physique du Globe (University 
of Paris) undertook differential magnetic soundings (DMS) 
(Babour and Mosnier, 1977) along a profile - from the coast 
at Populonia to Siena - traversing the Travale-Radicondoli 
test region. 
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The results of other such soundings (Babour and Mosnier, 
1979; 1980) have been the subject of much debate due to 
the implications they have for the channelling of currents 
induced, not locally, but at some distance away in the 
conducting seas. However, this will not be discussed here 
and the reader is referred to an excellent review of the 
problem of current channelling by Jones (1983). It suffices 
here to describe the main results and conclusions drawn 
from the application of the DMS method in this research 
programme (Mosnier, 1984). 
The method consists of the simultaneous measurement of 
the variations of the horizontal magnetic field at a 
"normal" station (a reference station, usually outside the 
study region) and at a number of other stations, i, in the 
area of interest. Differences MI 1 between corresponding 
components of the field at the reference site and at a 
station, i, enable the measurement of excess (or lack of) 
telluric current density at that site, with respect to the 
normal station. 
In Tuscany, the results of DMS led to the conclusion of 
the presence of an important conductive anomaly of the 
transient magnetic field (15% of the normal field) exactly 
covering the geothermal area of Travale. The method does 
not allow a precise determination of the distribution of 
resistivity with depth and can only be seen as a 
wide-scale prospecting method delineating conductivity 
anomalies through their association with a circulation of 
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telluric currents on a global scale. 
7.2.3 Other electrical surveys 
Figure 7.3 illustrates the result of a 2-D modelling 
study of a dipole-dipole profile across the Era graben 
(measurements by B.R.G.M.) (Le Masne, 1984). Note first of 
all, the high resistivity value assigned to the substratum 
and an apparent high resolution of the reservoir layer of 
intermediate resistivity (100 Qm). While the model appears 
in general to be compatible with the known geology (and 
especially the depth to the Palaeozoic basement, which was 
estimated to be within 15% at the most), several points 
must be borne in mind with regard to this method and its 
limitations. 
Firstly, d.c. resistivity methods yield only a relatively 
small number of real scalar apparent resistivity values at 
each station, adding to the uncertainty inherent in any 
quantitative interpretation, and there are usually many 2-D 
models of the ground that can be found to match the 
observed results. The method is known to be more 
sensitive to lateral changes in resistivity beneath the 
survey area and rather insensitive to vertical changes. 
This particular sensitivity of the method has caused many 
errors and subsequent false anomalies. It has been shown, 
in other geothermal areas for example, that dipole-dipole 



















































































































































































than about 1 km in the presence of very low resistivities 
at the surface (Wilt and Goldstein, 1981). 
While BRGM themselves claim to have resolved resistivity 
contrasts at depths greater than 2 km, this seems barely 
justifiable on the basis of the above points. In addition, 
note that the maximum of the sounding curves was not 
established or may just barely have been established at the 
maximum spacing for which field measurements were made. 
One parameter in particular which cannot be justified in 
this problem is the depth to (and thickness of) the 
reservoir layer. In view of the comments above, the 
dipole-dipole method cannot be expected to distinguish this 
layer from that of the basement, due to the high 
resistivities of both formations in comparison with the 
very low resistivity of the cover (3 Qm). 
7.2.4 Reflection seismic survey 
To acquire further detailed structural information on 
the carbonate geothermal reservoir (and underlying 
Palaeozoic basement), a seismic reflection survey was 
carried out by ENEL and CNR (Batini and Nicolich, 1984). The 
high geometrical resolution and penetration of this method, 
and the combination of results of both P and S wave 
behaviour, enabled structural maps of the depth to the 
various rock formations to be drawn up, which describe in 
detail the fracture trends of the Travale-Radicondoli field. 
-233- 
It was noted in Section 5.5 that at periods greater than 
100 5, the azimuths of major impedance undergo an 
anti-clockwise rotation from the general strike of the 
graben to a more east-west strike (>70W of N). In the 
light of this observation and of these recent seismic 
results, it is interesting to investigate whether any 
dominant E-W feature can be distinguished in the 
structural maps. Figure 7.4 illustrates the depth to the 
base of the flysch formation and the depth to the top of 
the Palaeozoic basement (redrawn from Batini and Nicolich 
(1984)). The only significant feature with an approximate 
EW orientation, immediately apparent in the maps, is the 
principal fault F6 . While this could reasonably be related 
to the rotation of the direction of maximum impedance, it 
seems that in order to produce the very significant and 
consistent rotation at all stations, it must be associated 
with a more significant and dominating 3-D feature of the 
even deeper structure. If the fault is traced to much 
greater depths, thus supporting the suggestion of a more 
regional feature, then it must have considerable importance 
and implications for the distribution and circulation of 
fluids throughout the region and to the geothermal 
resource potential. 
In their interpretation of the seismic reflection results, 
Batini and Nicolich assess the principal faults and 
structural units of the reservoir and basement in terms of 




































































































































































































In the assessment of the azimuths of major impedance, 
however, we are more concerned with the flow of electric 
current, and a tendency for the induced current system to 
follow the trend of the formation contours is observed at 
some sites in Fig. 7.4. For example, at RAB, SRA and CER 
the azimuths suggest a definite association with the 
orientation of the contour lines. This may indicate that 
the flow of electric current is influenced more by the 
general shape and strike of the rock formations and by the 
surface contact between different layers. In this case a 
very clear correlation of electric conductivity with 
lithology is implied. While this is implied, clearly more 
data are required to confirm such a correlation. For 
example, there is a definite lack of structural control 
around stations BAR and MCI to confirm this idea. The 
azimuths of major impedance at stations NRA and RAC may 
be explained by other dominating factors at these 
locations; e.g. the very great thickness of conducting 
sediments to the NW of NRA is the major determining 
factor for the direction of current flow in this area, 
whereas at RAC current flow is severely distorted by the 
proximity of a complex system of surface faults (not 
marked on these maps) marking the principal graben fault. 
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7.3 CONCLUSIONS 
The main conclusions of this study can be summarized as 
follows. 
Two-dimensional modelling of MT data has yielded an 
electrical conductivity model across the Era Graben, the 
responses of which fit the observed MT responses over a 
broad period range (100 Hz to 100 s). The model (Fig. 6.14) 
is entirely compatible with the known geological structure, 
identifying the interface between the highly conducting 
sediments and the more resistive carbonate formation 
which constitutes the geothermal reservoir. 
Large lateral variations in apparent resistivities at 100 
s require 2-D models with a very low resistivity (< 1 Qm) 
of the flysch cover formation near the centre of the 
thermal anomaly and a basement resistivity of around 50 
Qm under the Travale geothermal field. 
This model is compatible with the circulation of 
hydrothermal fluids in a zone of the crust, beneath and 
restricted to the Travale field, which is highly fractured. 
While variations in resistivity within the cover complex 
can be explained by lithology alone, there are strong 
implications of hydrothermal alteration effects. 
Preliminary 1-D modelling of AMT data (up to 10 5) 
provided less satisfactory results. While good estimates of 
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resistivities were achieved, the depth to the reservoir was 
considerably underestimated. In a consideration of the 
validity of 1-D modelling in 2-D situations, it was shown 
that while the mean of synthetic 2-D responses yielded 
reasonably accurate interface depths, the mean responses 
of observational data failed to give even an improved 
depth estimate. The failure of field data to provide good 
estimates of the reservoir depths from 1-D models of @ av 
and is considered compatible with the comments  inv 
regarding noise contamination in the period range 1-100 s. 
The main problem encountered during this project was a 
high noise level - both coherent and incoherent noise was 
present over part of the frequency range - resulting in 
severely biased estimates of apparent resistivity. 
Thick, conducting sedimentary sequences in the centre of 
the graben, required long-period soundings (over several 
weeks for any one station) for sufficient penetration to 
reservoir depths. 
Long-period apparent resistivities are low in the centre 
of the thermal anomaly, increasing fairly consistently as 
one moves outwards. 
In general, it was found that the data begin to exhibit 
3-D characteristics at periods over 100 - 200 s and 3-D 
modelling is, therefore, required for a quantitative 
interpretation of these long-period data. 
A further problem was the restriction of field 
observations to an area which lay within the graben, 
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thereby limiting the modelling capability. 
The first application of a new, real-time automatic AMT 
equipment had the advantage of an in-field analysis system, 
ensuring the acquisition of good quality data. Furthermore, 
experience gained from the first use of SPAM led to some 
initial improvements, and now a new version of the system 
is under construction and which incorporates several new 
features. These include: higher sensitivity, higher signal to 
system noise ratio, variable pre-amplification, faster 
fall-off of band-pass filters and two extra channels which 
could be configured for use in remote reference soundings. 
Finally, despite the problems encountered in this 
particular study, useful data has been obtained and the 
contribution of MT methods to geothermal exploration is 
confirmed. 
7.4 SUGGESTIONS FOR FURTHER STUDIES 
As this thesis has indicated, a very considerable amount 
of work has been undertaken in the small area of 
Travale-Radicondoli. There is always the possibility (if not 
the need) for further resolution of existing data and 
interpretational models through the undertaking of 
additional MT soundings in the same area. Perhaps of more 
interest, however, are the implications for the application 
of these natural source electromagnetic techniques in other 
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regions (geothermal or otherwise), based on experience 
gained in Travale. 
As regards Travale, surely the major consideration in any 
future study must be the application of the remote 
reference method. This would undoubtedly make a 
significant contribution, not least in improving the 
acquisition of data, especially in the 1-100 s period range. 
The routine application of the remote reference method 
in any MT survey clearly relies on the availability of 
equipment, but serious consideration should be given to 
such a proposal. 
The extension of MT observations to locations outside 
the graben and the area of the thermal anomaly would help 
confirm (or deny) the interpretation presented here and, in 
particular, it would contribute to the assessment of the 
3-D regional conductivity structure. 
It would be interesting to compare the results of this 
study with those of 3-D models which take both lateral 
variations into account as well as lower crustal structure. 
Some effort should be expended in further developing 
data analysis routines to obtain better quality data and in 
the understanding of the nature and extent of noise 
contamination in any given data set, and hence its removal. 
Further 2-D modelling studies should be undertaken as 
follows: 
1) to improve the fit of responses, of the present 
models, to observational data, 
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2) additional 2-D modelling along a second traverse 
perpendicular to the graben but further to the NW - to 
enable the study of reservoir conditions in that region. 
In addition, the effect of topography (using the finite 
difference program of this study) could be investigated - 
initially for models of simple geometry and conductivity 
distribution, but perhaps also for the topographic relief 
and subsurface conductivity distribution along a profile 
across the Era Graben. 
A useful and rewarding exercise would be to participate 
in a comparative study of all existing 2-D modelling 
programs (as proposed by Wright (1982)) from solutions for 
a number of "standard" models. This would establish a 
numerical solution for the models and would help those 
workers developing modelling programs of their own or 
implementing an existing program. 
Other points of interest arising in the course of this 
study which merit further investigation are: 
differential magnetic sounding results, and whether 
they can be explained by the 2-D model proposed here, 
the 2-D response (as computed by the finite 
difference program) of the electrical model proposed by 
BRGM (Section 7.2.3), perhaps enabling a more direct 
comparison of results. 
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APPENDIX 
All results in the intermediat.e period range (B), obtained 
at 8 recording stations, are presented here. The noise at 
a 9th site (station 6) was such that no useful data was 
obtained. 
For each site, the results shown are: 
major and minor apparent resistivity, and phase, 
apparent resistivity and phase for axes rotated to 
N40° W, 
induction vectors, azimuths of major impedance, skew and 
number of estimates averaged. 
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S rninry 
As a contributionto the EEC study of the potential contribution of 
electric and electromagnetic techniques to geothermal exploration, 
znagnetotelluric studies have been undertaken with a sounding band- 
width ranging from 2 to 7 decades of period at more than 30 sites 
within the chosen test area of Travale. This area must be one of the 
most unfavourable for the application of electrical techniques on 
account both of the thickness (up to 2 km) of conducting (< 1 Qa in 
some locations) cover formations and of the intensity of the artific-
ial disturbances from local power stations and distribution lines. 
Nevertheless it has been possible to obtain good quality data over 
part of the sounding band by employing an automatic in-field analysis 
system and rigorous data analysis and to penetrate to reservoir depths 
at the centre of the graben by undertaking broadband soundings (up to 
10 14 s) at some sites. For interpretation of the data for periods up 
to about 100 s, 2-D modelling is both satisfactory and essential - l-D 
modelling provides correct layer resistivities but underestimates 
interface depths - and good agreement has been obtained for an 
electrical structure model and the relevant geological section. The 
2-D models, which .best fit the long period data, are characterised 
both by zones of highly conducting flysch cover formations and by an 
anomalously conducting basement. Restriction of the study to a test 
area within the Era Graben inhibits the unequivocal association of 
these conducting zones with the thermal anomaly. 
INTRODUCTION 
The Travale-Radicoridoli geothermal field, in which more than 50 bore-
holes have been drilled and a variety of geophysical and geochemical 
studies have previously been undertaken, was chosen by the EEC as a suit-
able area for testing the potential contribution of electric and electro-
magnetic induction techniques to geothermal exploration. The Edinburgh 
University group participated in this programme by undertaking magneto-
telluric studies at more than 30 sites and geomagnetic deep sounding at 25 
sites within the test area. The sounding bandwidth ranged from 2 to 7. 
decades of period, with the long period observations being undertaken at 8 
of the sites in collaboration with the University of Munich. 
The site locations are shown in Fig.l together with those of the major 
faults which separate the shallower vapour dominated reservoir to the SW 
from the deeper water dominated graben system (1). 
FIELDWORK AND IN-FIELD DATA ANALYSIS 
The observations were made during 2 field campaigns in 1980 and 1981 
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FIG.l. Location of sites, faults and traverses AB and CD discussed in the 
text; SRA, ISI, NRA, CER, RAE and RAC are the locations of the 
broadband M-T soundings. 
dependent on sounding bandwidth — Table 1. 
Table 1 
Period Range Magnetometers Recording Acquisition Time 
Per Site 
10 3 -10s Induction Coils Automatic 	in-field 2 - 7 	hrs data analysis 
10-103s Torque Magnetometers Digital on magnetic 2 — 7 days tape cassettes 
102-10s Fluxgate Magnetometers 
Digital on magnetic 
— 7 	wks tape cassettes 
The automatic in-field analysis system, S.P.A.M., used for the short 
period AMT range was designed and developed by Dawes. From the experience 
gained in this project an updated 7-channel system has now been developed. 
Preliminary analysis of the longer period data was also undertaken during 
the field operation using a DEC PDP mini-computer at a field base station. 
The use of these in-field analysis systems helped ensure that the quality 
of the data obtained was considerably better than would otherwise have been 
possible in an area of anomalously intense disturbance. Moreover, it was 
possible to adjust the location of subsequent soundings during the field 
programme in an attempt to ensure that the station spacing would be ade-
quate for interpretation - an objective not fully realised in the complex, 
'noisyt Travale field. 
3. DATA ANALYSIS AND MODELLING TECHNIQUES 
The data have all been re-examined and analysed rigorously on the main 
University computers, with careful corrections for instrumental response 
functions and with the application of new programmes to aid the selection 
of acceptable events for further analysis. These provided estimates of the 
period dependence of the following parameters:- (a) magnetic and telluric 
field polarisations, (b) magnetic vertical field transfer functions, (c) 
unrotated, invariant, average and rotated apparent resistivities and phases 
(to principal and graben directions), (d) azimuths of principal impedances 
and (c) skews - dimensionality indicator. A modified Monte-Carlo inversion 
procedure was then used to provide l-D models, which best fit the apparent 
resistivity and phase data at all sites. Two-dimensional modelling was 
also undertaken for a traverse perpendicular to the Era Graben, using the 
finite-difference programme of Brewitt-Taylor and Johns (3). 
. MAIN RESULTS OF ANALYSIS 
The main results of the magnetotelluric data analysis are demonstrated 
by presentation of major and minor response estimates for one site RAE for 
which observations in the three overlapping ranges (a) - (c) of Table 1 
have been collated and of p and estimates from all the broadband data 
sets - in this case, a fixed azimuth parallel to the graben direction, has 
been used. These results are given in Fig.2, from which the following 
features can be noted:-' 
There is a mis-match in the estimates of major apparent resistivity at 
RAE at periods about 100 s between those obtained with the torque and those 
with the fluxgate magnetometer systems. Corresponding discrepancies were 
observed at all locations where observations were made in the 10 - lO s 
period range. Intensive study of the noise bias in the period range (c) 
data sets suggested that the level of the apparent resistivity values could 
be increased to that of period range (b) as a result of noise contamination. 
As the total recording interval for this latter period range was normally 
only a few days, it was not possible to extract a sub-set of high signal to 
noise ratio as was the case for period range (c). The apparent resistivity 
curves thus preferred for interpretation are those in which the observat-
ional data from the ranges 10-3 - iO0 s and 102 - 10 s are connected by 
the interpolated broken curves of Fig.2. The initial modelling studies 
were however undertaken to fit the actual estimates obtained in the period 
range i3 - 10+2 s. 
For periods greater than a few seconds, the values of apparent 
resistivity, the azimuth of the principal impedance and the skew factor at 
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to 3 dimensionality in the electrical structure - Figs.2(a) - (d). 
All broadband data sets exhibit a similar change in dimensionality as 
exhibited by the skew values - Fig.2(h). 
The apparent resistivity and phase plots at all sites - Figs.2(e) 
and (f) - only the values in the graben direction (E-polarisation) are 
plotted - have rather similar forms, being indicative of a 3 layer model 
with the sequence resistor-conductor-resistor, the intermediate layer 
being highly conducting (< a few ohm m). Variations in the values of the 
basement resistance appear to exist between the sites with the lowest 
values at RAC and NRA near 'highs' in the reservoir temperature map, but, 
bearing in mind the 3-D nature of the data at longer periods, great caution 
must be exercised in interpreting these in terms of true differences in the 
deeper electrical structure. The period dependence of the magnitude and 
direction of the magnetic induction vectors - not presented in this brief 
report - is compatible with the complex faulted structure in the region and 
with the dominating effect of the conducting sedimentary sequences of the 
Era Graben. 
5. 1 AND 2 DII"IENSIONAL MODELS 
Since the data at all sites have been found to be either 1 or 2-D for 
periods up to about 100 s, a 2-D modelling study has been undertaken for 
traverse CD of Fig.l. The starting model was constructed on the basis both 
of the geological section - Fig.3(a) and resistivity information provided 
by Batini et al., (1) and of the resistivity values obtained from l-D 
models fitting the Edinburgh data sets. This starting model was then 
modified to provide the model of Fig.3(b). This gave a good fit to the E 
and H polarisation apparent resistivity and phase plots for all stations 
along the profile. An example of the fit of the model and observed 
responses is given in Fig.5(b) for station 11. The geoelectric model 
clearly defines the contrasting highly conducting neogene and flysch cover 
sequence and the more resistive carbonate reservoir formation and under-
lying basement rocks, although the data do not necessarily resolve the two 
- resistive layers. 
As an aid to interpreting the l-D models which had been obtained for 
other observational sites, l-D models were obtained for the computed E 
polarisation and average E and H-polarisation apparent resistivity and 
phase plots for a series of locations along the traverse CD using the 2-D 
electrical structure model of Fig.3(b). Comparison of the resulting set 
of l-D models and the 2-D model showed (i) l-D modelling of the E-polar-
isation estimates provided correct values of layer resistivities, but 
underestimated values of the depth to the 200 thu layer, as shown by the 
lower dotted curve - Fig.3(b), (ii) l-D modelling of the average E and H-
polarisation responses provided a much improved estimate of the correct 
depth to the carbonate layer, as indicated by the dashed curve in Fig.3(b). 
Following these synthetic studies, data from sites along the traverse 
AB of Fig.l were re-modelled to fit both average major and minor apparent 
resistivity and pIase estimates and the invariant tensor parameter 
IZZyy - 	 Unlike the synthetic data, however, neither of the 
resulting sets of 1-D models yielded realistic depths to the top of the 
reservoir formation. The best, but underestimated, depth to the reservoir 
was obtained from l-D models fitting the major p and 0 data as shown in 
Fig.4(.a) in which Rl is the reservoir depth from the l-D models at the 
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FIG.3(a)' Geological section for tart of traverse CD of Fig.l - from Batini 
et al. (1). 
(b) Electrical model for traverse CD with resistivity values in ohm m 
and locations of stations for which the model provides a good fit 
between observed and computed p and 0 estimates. 
Layer boundaries from 1 -D inversion of E-polar-
isation model p and estimates 
Depth to 200 ohm m layer from l-D inversion of 
average E and. H-polarisat ion model p-and 4 
estimates 
Batini et al., (i). Figs.14(b) show examples of their fit to the data at 
two of the sites, 4 and 8. 
The failure of the field data to provide good estimates of the reser-
voir depth from l-D models of av and pINV is compatible with the comments 
above regarding noise contamination of the p estimates in the period range 
1-lOOs. -
Further 2-D modelling studies were undertaken to explain the broadband 
data sets of Fig.2(e) and (f) up to 100 s when they become predominantly 
3-D. To satisfy both the observed amplitude and lateral variation of the 
100 S Pa values, it was necessary to modify the original electrical model 
as shown in Fig.5(a). The computed p and phase plots for these models 1 
and 2 for station 11 - Fig.5(b) - now show reasonably good agreement with 
the AMT data and the well-estimated responses at 100 s. These models 
differ from the model of Fig.3(b) in the presence of the block of 0.5 Om 
flysch cover and in the anomalously low resistivity ( 50 7m) of the base-
ment and are preferred to it. The main difference between the two models 
of Fig.5(b) is the exact location of the 0.5 Qm block. Changing the 
reservoir resistivity from 200 7m to 50 Om produces negligible change in 
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FIG.L(a) The depths R2 of the top of the reservoir formation for sites on 
traverse AB of Fig.l (1) and the depths El to a resistive sub-
stratum as deduced from the best-fitting l-D models of observed 
major p and p estimates at sites along AB. 
(b) Examples of fit of computed (__—) and observed (0) major p and 
estimates obtained for stations 4 and 8 from operation of system 
(a) of Table 1. 
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FIG.5(a) Electrical models for traverse CD of Fig.l with resistivity 
values in ohm m and locations of stations for which the models 
provide a good fit between observed AMT and 100 S period data 
and computed p and estimates. The solid lines provide the 
block boundaries in model 1 and the dashed lines an alternative 
location for the 0.5 Qm block - model 2. 
(b) Example of E and H polarisation fit of computed and observed p 
and p estimates at station 11. The observed estimates at 100 s 
are indicated by squares. 
computed values for model 1 of Fig.5(a) 
computed values for model 2 of Fig.5(a) 
computed values for model Fig.3(b) 
6. 	CONCLUSIONS 
For a traverse across the Era Graben a two dimensional electrical 
model which fits the observed magnetotelluric responses has been obtained. 
This model is compatible with the known geological structure and in part-
icular it identifies the interface between the highly conducting sediment-
ary sequences and the more resistive carbonate formation which constitutes 
the reservoir in this field. 
Models which satisfy the lateral variation of apparent resistivity at 
100 s require the presence of a zone of resistivity as low as 0.5 ilm near 
the centre of the thermal anomaly and a basement resistivity of the order 
of 50 Qm in the Era Graben. Observa1ions from the region around the.test 
area are however, essential if the potential association of such anomal-
ously low resistivities and a geothermal source is to be confirmed. 
It has been shown that 1-D modelling of the E-polarisation M-T res-
ponses provides good estimates of the true resistivities but underestimates 
the interface depths. While l-D modelling of the average M-T responses of 
synthetic data provides reasonably accurate interface depths, application 
of this procedure to the Travale data is less successful probably due to 
noise contamination in the period range 1 - 100 s. 
The advantages of (i) using an automatic in-field analysis system to 
ensure the acquisition of good quality data, (ii) making AMT measurements 
to obtain information about the electrical structure within the sedimentary 
sequences rather than the total conductances only and (iii) undertaking 
long period MT soundings at some sites over several weeks for penetration 
to reservoir depths in the centre of the graben have all been demonstrated. 
The effectiveness of electromagnetic induction techniques for geo-
thermal exploration would appear from this study to be limited primarily to 
delineating reservoir depths. As it now seems clear (2) that many diff-
erent types of geothermal field exist, the application of intensive E.M. 
techniques to most potential fields is likely to be much more rewarding. 
Moreover in the normal exploration situation, the observations would be 
made without the artificial disturbances of large power stations and 
distribution lines which were a major feature of this test area. 
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