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Abstract
If A and B are nonsingular M-matrices, a sharp lower bound on the smallest eigenvalue τ(AB) for
the Fan product of A and B is given, and a sharp lower bound on τ(A ◦ B−1) for the Hadamard product of
A and B−1 is derived. In addition, we also give a sharp upper bound on the spectral radius ρ(A ◦ B) for
nonnegative matrices A and B.
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1. Introduction
A matrix A = (aij ) ∈ Rn×n is called a nonsingular M-matrix if A = αI − P with P  0 and
α > ρ(P ) (where ρ(P ) is the spectral radius of P ). LetMn be the set of nonsingular M-matrices.
For A ∈Mn, there exists a minimum eigenvalue τ(A) of A, and τ(A) = (ρ(A−1))−1 > 0 with
the corresponding eigenvector being nonnegative. We write A  B if aij  bij for all i and j .
The Hadamard product of A = (aij ) and B = (bij ) of the same dimensions is the matrix
A ◦ B = (aij bij ). The Fan product of A and B is defined by AB = (cij ), where
cij =
{−aij bij , i /= j,
aiibii , i = j.
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It is well known that A ◦ B−1 ∈Mn and AB ∈Mn if A,B ∈Mn. In [3, pp. 358–359 and
375], the following classical results are given:
τ(AB)  τ(A)τ(B) for A,B ∈Mn
and
ρ(A ◦ B)  ρ(A)ρ(B) for A,B  0.
In addition, for A,B ∈Mn and B−1 = (βij ),
τ(A ◦ B−1)  τ(A) min
1in
βii .
In this paper, we will give some new bounds for τ(AB), ρ(A ◦ B) and τ(A ◦ B−1). First
we observe the following example. Let











Obviously, A,B ∈M2 and
τ(AB) = 154 > 98 = τ(A)τ(B).




















× 10 × 16 = 154,
which is a surprising fact.
Hence, if A = (aij ) ∈Mn, we write N = D − A, where D = diag(aii). Note that aii > 0 for
all i if A ∈Mn. Thus we define JA = D−1N . Obviously, JA is nonnegative. In the next sections,
first we prove that for A ∈Mn,
1 − τ(A)
min1in aii
 ρ(JA)  1 − τ(A)
max1in aii
.
Next a sharp lower bound on τ(AB) is given for A,B ∈Mn, i.e.,
τ(AB)  (1 − ρ(JA)ρ(JB)) min
1in
(aiibii).
Furthermore, a sharp lower bound on τ(A ◦ B−1) is derived if A,B ∈Mn, i.e.,
τ(A ◦ B−1)  1 − ρ(JA)ρ(JB)




In addition, we also give another sharp upper bound on ρ(A ◦ B) for A,B  0. The given numer-
ical examples show that these bounds for τ(AB), ρ(A ◦ B) and τ(A ◦ B−1) are sharper than
the above classical results in some cases.
2. A bound for the spectral radius of JA
If A  0, then we have the following fact [2, p. 504] that
ρ(A) = max
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If A is an irreducible nonnegative matrix, then we easily get
ρ(A) = min




Theorem 1. Let A = (aij ) ∈Mn. Then
1 − τ(A)
min1in aii
 ρ(JA)  1 − τ(A)
max1in aii
.
In particular, ρ(JA) < 1.
Proof. Let A = (aij ) be a nonsingular M-matrix. Then there exists a nonnegative nonzero vector
μ = (μi) such that Aμ = τ(A)μ. Since the matrix JA is nonnegative, by (1), we have
ρ(JA)= max





















We consider the upper bound. First assume that A is irreducible. Thus JA is irreducible. By
(2), we can get that
ρ(JA) = min
















Now let A be reducible. With loss of generality, we assume that A has a block triangular form with
the irreducible diagonal blocks Aii for i = 1, . . . , s. Thus, ρ(JA) = maxi ρ(JAii ) and τ(A) 
τ(Aii) for each i. Hence,
ρ(JA) = max
i
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Then τ(A) = 1, and
2
3
= ρ(JA) = 1 − τ(A)
min1in aii
= 1 − τ(A)
max1in aii





3. A lower bound for the Fan product of two M-matrices
Lemma 2 [4]. If A is an irreducible M-matrix, and Az  kz for a nonnegative nonzero vector z,
then τ(A)  k.
Lemma 3 [1]. Let A be a nonnegative matrix, and |B|  A. Then ρ(B)  ρ(A).
Theorem 4. Let A,B ∈Mn. Then
τ(AB)  (1 − ρ(JA)ρ(JB)) min
1in
(aiibii). (3)
Proof. Let C = AB. First assume that C is irreducible. Obviously A = (aij ) and B = (bij ) are
irreducible, so JA and JB are also irreducible and nonnegative. From Perron–Frobenius theory [2],
there exist positive vectors ν = (νi) and μ = (μi) such that JAν = ρ(JA)ν and JBμ = ρ(JA)μ,
i.e., ∑




j /=i |bij |μj
biiμi
= ρ(JB).


















=aiibiiνiμi − (ρ(JA)aiiνi)(ρ(JB)biiμi) = aiibii(1 − ρ(JA)ρ(JB))zi .
By Lemma 2, we get
τ(AB)  (1 − ρ(JA)ρ(JB)) min
1in
(aiibii).
Now let C be reducible. We may assume that C has a block upper triangular form with
irreducible diagonal blocks Cii = AiiBii for i = 1, . . . , s. This means that Aii and Bii are also
irreducible. Because JAii and JBii can be considered as submatrices of JA and JB respectively,




we easily get the conclusion that for A,B ∈Mn,
τ(AB)  (1 − ρ(JA)ρ(JB)) min
1in
(aiibii). 
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Corollary 1. Let A and B be 2 × 2 nonsingular M-matrices with the main diagonal entries being
constant respectively. Then the equality of (3) holds.












where x1, x2, y1, y2  0. Since A,B ∈M2, then a > 0 and b > 0. We also have that a > √x1x2
and b > √y1y2. By simple calculations,
τ(AB) = ab − √x1x2y1y2,
and












ab = ab − √x1x2y1y2.
Thus the conclusion is proved. 
Remark 1. For A,B ∈Mn, we have aii > 0 and bii > 0 for all i. By Theorem 1, ρ(JA) < 1
and ρ(JB) < 1. Thus the bound (3) is nontrivial.
4. A bound for the Hadamard product of two nonnegative matrices
In this section, we consider the upper bound on ρ(A ◦ B) for A,B  0. For A = (aij )  0,
write N = A − D, where D = diag(aii). we denote J ′A = D−11 N with D1 = diag(dii), where
dii =
{
aii if aii /= 0,
1 if aii = 0.




bii if bii /= 0,
1 if bii = 0.
Similarly, the nonnegative matrix J ′B is defined.
Lemma 5 [2, p. 504]. If A is an irreducible nonnegative matrix, and Az  kz for a nonnegative
nonzero vector z, then ρ(A)  k.
Theorem 6. Let A,B ∈ Rn×n be two nonnegative matrices. Then
(i) If aiibii /= 0 for all i, then
ρ(A ◦ B)  (1 + ρ(J ′A)ρ(J ′B)) max1in aiibii . (4)
(ii) If ai0i0 /= 0 or bi0i0 /= 0 for some i0, but aiibii = 0 for all i, then
ρ(A ◦ B)  ρ(J ′A)ρ(J ′B) max1in{aii , bii}. (5)
(iii) If aii = 0 and bii = 0 for all i, then
ρ(A ◦ B)  ρ(J ′A)ρ(J ′B). (6)
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(iv) If ai0i0bi0i0 /= 0 and aj0j0bj0j0 = 0 for some i0 and j0, then the upper bound on ρ(A ◦ B)
is the maximum value of the upper bounds of (4)–(6).
Proof. Let C = A ◦ B. First assume that C is irreducible. Obviously A and B are irreducible,
then J ′A and J ′B are also irreducible and nonnegative. Thus we can assume that J ′Ax = ρ(J ′A)x
and J ′By = ρ(J ′B)y for positive vectors x = (xi) and y = (yi), i.e.,∑




j /=i bij yj
siiyi
= ρ(J ′B).




























B)zi if aii /= 0 or bii /= 0, but aiibii = 0,
ρ(J ′A)ρ(J ′B)zi if aii = 0 and bii = 0.
Thus, for cases (i)–(iii), by Lemma 5, we easily get that (4)–(6) hold. For the case (iv), let α be
the maximum value of the upper bounds (4)–(6), then we easily get that
(Cz)i  αzi for all i,
from which we have ρ(A ◦ B)  α by Lemma 5.
Now let C be reducible. We may assume that C has a block upper triangular form with
irreducible diagonal blocks Cii = Aii ◦ Bii for i = 1, . . . , s. This means that Aii and Bii are also
irreducible. Because J ′Aii and J
′
Bii
can be considered as submatrices of J ′A and J ′B respectively,





)  ρ(J ′B). Since
ρ(A ◦ B) = max
i
ρ(Aii ◦ Bii),
we easily get that the conclusions hold for A,B  0. 
Corollary 2. Let A and B be 2 × 2 nonnegative matrices with the main diagonal entries being
positive constant respectively. Then the equality of (4) holds.












where a > 0 and b > 0. By simple calculations,
ρ(A ◦ B) = ab + √x1x2y1y2
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and












ab = ab + √x1x2y1y2.
Thus the conclusion is proved. 
Remark 2. The following examples show that the bounds in Theorem 6 are sharper than ρ(A ◦
B)  ρ(A)ρ(B) in some cases. Consider A = In and B = Jn = (1), then
ρ(A ◦ B) = 1 < n = ρ(A)ρ(B).
But, by the case (i) in Theorem 6, since ρ(J ′A) = 0, then














ρ(A ◦ B) = 122 < 195 = ρ(A)ρ(B).
But, by Corollary 2,







× 10 × 11 = 122.
5. A bound for the Hadamard product of an M-matrix and an inverse M-matrix
Lemma 7 [5 or 3, p. 129]. Let A = (aij ) be a strictly diagonally dominant matrix by rows. Then





|αii | f or all i /= j.
Lemma 8. LetB = (bij ) ∈Mn be irreducible, and y = (yi) be a positive vector such thatJBy =
ρ(JB)y. Then for B−1 = (βij ), we have
|βji |  ρ(JB)βii yj
yi




bii(1 + ρ2(JB)) . (8)
Proof. Let D = diag(yi) and B1 = BD = (b(1)ij ). Since JBy = ρ(JB)y, then for all i,∑






j /=i |bij |yj
biiyi
= ρ(JB).
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|b(1)ij | > 0.
This means that B1 is a strictly diagonally dominant matrix by rows. Let B−11 = D−1B−1 =
(β
(1)
ij ). By Lemma 7, we have
|β(1)j i | 
∑

















ij = ρ(JB)b(1)ii and |β(1)j i |  ρ(JB)|β(1)ii |. Since B1B−11 = I ,
then we have that for each i,
1 |b(1)ii β(1)ii | +
∑
j /=i







=(1 + ρ2(JB))|b(1)ii β(1)ii | = (1 + ρ2(JB))biiβii .
Thus, (8) holds. 
By the definition of JA, we have
ρ(JAT ) = ρ(D−1NT ) = ρ(ND−1) = ρ(D−1(ND−1)D) = ρ(D−1N) = ρ(JA).
Theorem 9. Let A = (aij ), B = (bij ) ∈Mn and B−1 = (βij ). Then
τ(A ◦ B−1)  1 − ρ(JA)ρ(JB)




Proof. First we assume that A and B are irreducible. Let JAT x = ρ(JAT )x and JBy = ρ(JB)y
for positive vectors x = (xi) and y = (yi). Define z = (zi), where zi = xiyi . Let C = A ◦ B−1.
Since B−1 > 0, then C is an irreducible M-matrix. Note that ρ(JAT ) = ρ(JA). By Lemma 8, we
have
(CT z)i = aiiβiizi −
∑
j /=i




























bii(1 + ρ2(JB)) .








By Lemma 2, we get
τ(CT ) = τ(C)  1 − ρ(JA)ρ(JB)




Thus, the conclusion holds if A and B are irreducible.
Assume that one of A and B is reducible. Let T = (tij ) ∈ Rn×n with t12 = t23 = · · · =
tn−1,n = tn1 = 1, the remaining tij zero. Then A − T and B − T are irreducible nonsingular
M-matrices for any chosen positive real number , sufficiently small such that all the leading
principle minors of both A − T and B − T are positive. From the previous case, let  → 0,
the result follows by continuity. 
Remark 3. If B ∈Mn is a diagonal matrix, obviously the equality of (9) holds. Thus the bound
(9) is sharp. In [3], the following bound is given for A,B ∈Mn and B−1 = (βij ),















Then A,B ∈M2 and








τ(A ◦ B−1) = 1 − ρ(JA)ρ(JB)






On the other hand, because of βii , the bound (9) is more easily derived than (10).
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