Thermodynamic properties such as temperature, pressure, and internal energy have been defined for finite binary strings from equilibrium distribution of a chosen computable measure. It is demonstrated a binary string can be associated with one-dimensional gas of quasi-particles of certain mass, momentum, and energy A variety of entities such as complex computer and social networks, World Wide Web, ecological systems, other scale-free networks [1], have been found to exhibit behavior closely described by laws of statistical mechanics and thermodynamics [2] [3] [4] [5] . Ising models applied to such systems predicted phenomena resembling Bose-Einstein condensation [5] and ferromagnetic phase transition [6] . Binary strings are another type of objects which are common target of statistical analysis [7] [8] . The equilibrium temperature, and partition function for pairs of binary strings have been previously formulated [8] based on definition of interaction energy as Hamming distance [9] between different strings in the ensemble.
, where B i is i th bit of a binary string B, consisting of M bits with values 0 or 1, and ⊕ is logical XOR operator; B i+n = B i+n-M for i+n>M; N is the total number of strings in ensemble C. The 
, is a string C n of M bits. The value C n is the sum of set bits in string C n . We take C n values as the observable measure of the ensemble C, and N as the total number of observations. Following are the associated measures and properties:
, where k is the number of set bits in string B
2) M N i < < 0 , where N i is the number of occurrences of i th distinct value C i in the
, where C is the average value of C n in the ensemble; M k p = ; k is the number of set bits in string B.
From central limit theorem we expect the distribution N i (C i ) for random strings to converge to normal distribution as length M increases:
, where
Note, that factor 2 in front of N × 2 above and in property 4) appears because the same C i value can be realized with k and M-k set bits in string B. The normal distribution on the graph is virtually identical to the adjusted binomial (3) for all four cases. The graphs demonstrate N i (C i ) distribution for random string and compressed string is well approximated by normal distribution. We consider such distribution as equilibrium state of ensemble C. The N i (C i ) distribution for non-random strings, such as English text and UNIX executable file differ significantly from corresponding normal distribution. We consider such ensemble C to be in non-equilibrium state. As follows from (2) the equilibrium distribution is provided by
The equilibrium distribution (4) gives the definition of energy levels
, where C C i i − = Ρ can be considered particle momentum, and M as the mass of the particle. The "particles" here are the strings C n in ensemble defined by (1) . The equilibrium temperature is thus provided by
. The average per particle internal energy can then be calculated as
, and average in bits per particle entropy as (8) , where
Modern programming languages have ( ) ( ) x e Γ log function defined, for example lgamma(x) in C. Therefore the calculation of entropy from (8) and internal energy from (7) is straightforward given known distribution N i (C i ) obtained from (1), for arbitrary binary string B of finite length. Calculation of thermodynamic quantities for equilibrium state can be done analytically, based on partition function, known from (4)
The average equilibrium internal energy per particle is calculated using (9) as ( )
This result is consistent with average energy per particle in one-dimensional MaxwellBoltzmann gas. The average equilibrium entropy in bits per particle is Other thermodynamic relations follow; S, U, and F are the entropy in nats, internal energy, and Helmholtz free energy for the whole ensemble: , where "volume" M V =
; P is the pressure. For ensemble C built using (1) from random source string B which has the probability of set bit 2 Table 1 presents results of computation of average internal energy and entropy in bits per particle for four ensembles C built from four strings B used for graphs on Figure 1 . Computations were performed using (7) and (8) . The corresponding equilibrium average internal energy and entropy have been calculated using (10) and (11 Table 1 The results of calculations show match of values 
, where m=(i-1)%M A , n=(i-1) 
