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Abstract
The k-section width and the Max-Cut for the configuration model are shown to ex-
hibit phase transitions according to the values of certain parameters of the asymptotic
degree distribution. These transitions mirror those observed on Erdo˝s-Rényi random
graphs, established by Luczak and McDiarmid (2001), and Coppersmith et al. (2004),
respectively.
1 Introduction
Graph cut problems have a very rich history in Combinatorics and Theoretical Computer
Science. Given a graph G = (V,E), the k-section problem seeks to partition the vertices
V = V1 unionsq V2 unionsq · · · unionsq Vk into k equal sets (or differing by at most 1) such that the number
of edges between the distinct sets is minimized. The minimum number of cross edges
wk(G) thus obtained is referred to as the k-section width. The related Max-Cut prob-
lem seeks to divide the vertices into two sets (not necessarily equal) such that the num-
ber of edges between the two sets is maximized. These graph-partitioning problems are
extremely important for numerous practical applications in network optimization, VLSI
circuit design, computational geometry, and statistical physics [10, 11, 14, 19, 33, 36, 38].
On the other hand, from the perspective of Theoretical Computer Science, these problems
are computationally hard, and even approximating the Max-Cut up to a constant factor is
NP-hard [16, 18, 21, 34]. The study of these problems in the average case is mainly moti-
vated by a desire to understand various graph partitioning heuristics. Problem instances
are usually chosen to be the Erdo˝s-Rényi random graph, or the random regular graph.
An Erdo˝s-Rényi random graph ERn(d/n) is constructed on n vertices, where any two ver-
tices share an edge with probability d/n, independently of each other. A d-regular random
graph is drawn uniformly at random from the space of all d-regular graphs on n vertices.
We note that these graph ensembles are sparse, in that typical graphs on n vertices have
order n edges and the degree of a typical vertex is of the constant order. See [6, 23, 24, 32]
for a detailed review of the properties of these random graphs.
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Both k-section width and Max-Cut undergo phase transitions on the sparse Erdo˝s-
Rényi random graph. These transitions reflect certain structural characteristics of the un-
derlying graphs. Consider the k-section width problem for ERn(d/n), with k = 2. For
d < 2 ln(2), the bisection width is exactly 0 with high probability, while for d > 2 ln(2), the
bisection width is of order n, with high probability [35]. The Max-Cut also undergoes a
phase transition; for d < 1, the difference between the total number of edges and the Max-
Cut is of the constant order, while it is of the order n for d > 1 [12]. The distribution of
the Max-Cut within the critical window is analyzed by Daudé et al. [13], while the critical
behavior of the bisection width is largely unknown.
A crucial point to note in this context is that both sparse Erdo˝s-Rényi and random reg-
ular graph ensembles lead to homogeneous instances, in the sense that any two vertices
share an edge with equal probability. This is very different from the instances actually
encountered in practical applications. Real networks are extremely inhomogeneous, and
often display certain characteristic features, such as a power-law decay in the tail of the
degree distribution [1, 2, 15, 24, 39]. Thus, it is of natural interest to study the behavior
of the extremal cuts for graphs with more general degree distributions. The configuration
model [5, 37] provides a canonical scheme for generating uniform random graphs with
any prescribed degree sequence. This model is thus attractive for studying real-world net-
works, and analysis of its structural properties have attracted considerable attention in
recent years [25, 26, 28, 30, 31, 37]. It is worthwhile to mention that despite the presence
of very high degree vertices, a plethora of modern research remarkably conveys a qualita-
tively similar behavior of various statistics in this model to those in Erdo˝s-Rényi random
graphs, confirming empirical evidences.
In this paper, we initiate a study of similar phase transition phenomena of the extremal
cuts for the configuration model. The main takeaway of our results is that the phase tran-
sitions for the extremal cuts are robust, and are present in a large class of random graphs,
viz. configuration models with finite second moment. This emphasizes that in the class
of sparse non-spatial random graphs these phase transition phenomena are not intimately
dependent on the precise model details, but are determined by the component sizes and
the structures of the typical local neighborhoods. Technically, the proofs in the Erdo˝s-
Rényi case crucially utilize the independence and homogeneity in the model — while we
rely on the recent insights about the structure of the configuration model [25, 28, 30, 31]
to establish our results. We also prove several novel structural properties of the connected
components (see Sections 4.2 and 4.3). Among many other intermediate results, we show
that the largest connected component consists of a well-connected 2-core (Lemma 4.5) and
several thin hanging trees (Lemma 4.7), and most of the connected components except the
largest are finite (Lemma 4.10). Furthermore, we obtain that when the largest connected
component is of order n, it must be stable, in the sense that Θ(n) edges must be deleted
in order to separate out any Θ(n) vertices (Proposition 4.3). The latter notion is particu-
larly useful to study the stability of the largest connected component subject to intelligent
attacks (edge deletion) on networks.
The rest of the paper is organized as follows: Section 2 formally introduces the config-
uration model along with the assumptions on the underlying degree sequence and sum-
marizes certain preliminary properties of this model. Section 3 states the main results of
this paper and offers several key insights. The proofs are included in Sections 4 and 5.
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2 Preliminaries
The configuration model. Consider a degree sequence d = (d1, d2, . . . , dn) on the vertex
set [n] = {1, 2, . . . , n}. Equip vertex j with dj stubs or half-edges. Two half-edges create an
edge once they are paired. Therefore, initially there are `n =
∑
i∈[n] di half-edges. Pick any
one half-edge and pair it with a uniformly chosen half-edge from the remaining unpaired
half-edges. Keep repeating the above procedure until all the unpaired half-edges are ex-
hausted. The random graph constructed in this way is called the configuration model, and
will henceforth be denoted by CMn(d). Moreover, under rather general assumptions (see
Assumption 1 below), the asymptotic probability of the graph being simple is bounded
away from zero [27].
Note that the graph constructed by the above procedure may contain self-loops and
multiple edges. It can be shown that conditionally on CMn(d) being simple, the law of
such graphs is uniform over all possible simple graphs with degree sequence d (cf. [24,
Proposition 7.7], [29]).
A vertex chosen uniformly at random from the vertex set [n], independently of the
graph CMn(d) is called a typical vertex. Let Dn be the degree of a typical vertex. Through-
out this paper we assume the following:
Assumption 1. Let d = dn be a degree sequence on [n]. The sequence of degree sequences
(dn)n≥1 is such that
a. Dn
d−→ D (weak convergence of the degree of a typical vertex);
b. E[Dn]→ E[D], and E[D2n]→ E[D2] (moment assumptions);
c. P(D = 1) > 0 (positive proportion of degree one vertices).
Like most other sparse random graph models, CMn(d) exhibits a phase transition in
terms of the size of its largest connected component, and this has been studied extensively
in [31, 37]. The phase transition occurs when the value of the parameter
ν :=
E [D(D − 1)]
E [D]
(2.1)
exceeds one (cf. [31]). More precisely, let gD(x) := E[xD] be the probability generating
function of D, and let ξ be the unique nonzero solution to the equation g′D(x) = E[D]x.
Define
η = 1− gD(ξ). (2.2)
For i ≥ 1, denote the ith largest component of CMn(d) by C(i). Then the following theorem
characterizes the asymptotic proportion of vertices in each component:
Theorem 2.1 ([31, Theorem 2.3]). Consider CMn(d) satisfying Assumption 1. Then,
(i) |C(1)|/n P−→ η, as n→∞, where η is as defined in (2.2). Further, η > 0 if and only if ν > 1.
(ii) Moreover, |C(i)|/n P−→ 0, as n→∞, for all i ≥ 2.
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Notation. For any graph G, the k-section width and Max-Cut are denoted by wk(G) and
MaxCut(G), respectively. We denote
µ = E [D]
to be the (asymptotic) expected degree of a typical vertex. The degree of a vertex v is
denoted by dv, and the number of vertices of degree k by nk, k ≥ 0. If two vertices u and
v share an edge, then we write u ! v. For a nonempty subset U ⊆ [n] of vertices, the
neighborhood (or 1-neighborhood) is defined as
N [U, 1] := U ∪ {v ∈ [n] : u! v for some u ∈ U},
and the r-neighborhood is defined as N [U, r] := N [N [U, r − 1], 1], r > 1. For any sub-
set of vertices A, we denote the half-edges incident to the vertices in A by S(A), and the
number of edges between A and Ac by E(A,Ac). For any integer m ≥ 1, we denote
(2m)!! := (2m − 1)(2m − 3) · · · 1. All the limiting statements should be understood as
n → ∞, unless specified otherwise. For a sequence of probability measures (Pn)n≥1, the
sequence of events (En)n≥1 is said to hold with high probability if Pn(En) → 1. We use the
usual Bachmann-Landau notations o(·), O(·), and Θ(·) to write asymptotic comparisons.
For two sequences of random variables (Xn)n≥1, and (Yn)n≥1, we write Xn = oP(Yn) to
denote that Xn/Yn
P−→ 0.
3 Main results
In this section we state the main results of this paper, and discuss several heuristics.
Theorem 3.1 (Phase transition of the k-section width). Consider CMn(d) satisfying Assump-
tion 1, and let k ≥ 2 be an integer. Then wk(CMn(d)) exhibits a phase transition around η = 1/k.
More precisely,
(i) If η < 1/k, then with high probability wk(CMn(d)) ≤ k/2;
(ii) If η > 1/k, then there exists ζ > 0, such that with high probability wk(CMn(d)) > ζn.
Theorem 3.1 is proved in Section 4. This result is comparable to [35, Theorem 1], estab-
lished in the context of Erdo˝s-Rényi random graphs. As mentioned earlier, the proof for
the Erdo˝s-Rényi case makes crucial use of the fact that the edge occupancies are indepen-
dent and identically distributed — a feature that is absent in this case. The proof in this
paper, on the other hand, is more robust, and depends on a clear understanding of the lo-
cal neighborhood structure in these random graphs. Roughly speaking, when η < 1/k, the
strategy is to distribute all the components of size at least 3 among k partitions as evenly
as possible, and then to add the components of size at most 2 to balance the partitions.
Since the size of the largest component is smaller than n/k and the other components are
very small (o(n)) in size, a k-partition can be made using the components of size at least
3, with at most n/k vertices in each part. Because there are sufficiently many components
of size at most 2 (Lemma 4.2), these can be used to balance the partitions. The latter step
results in at most k/2 cross edges between the partitions. The above proof outline for the
subcritical case is formalized in Section 4.1. Alternatively, when η > 1/k, the size of the
largest connected component is more than n/k. Therefore, in order to split the graph into
k equal partitions, the largest component must be split into at least two (possibly unequal)
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parts, each containing a positive proportion of vertices, and from the structural properties
of the largest component, we show that with high probability this creates Θ(n) cross edges.
The proof for the supercritical case is provided in Section 4.2.
Remark 1. [35, Theorem 1] establishes that the k-section width is exactly zero below a crit-
ical threshold given by η = 1/k. This holds for the Erdo˝s-Rényi case due to the natural
presence of many isolated vertices. For a general configuration model, this is not necessar-
ily true, and therefore, Theorem 3.1 (i) is indeed the best possible result that one can hope
for in this case. In particular, if we assume the presence of a positive fraction of isolated
vertices in the degree sequence, then using Lemma 4.1 below, we recover the same result
as in [35].
We continue to describe our results for MaxCut(CMn(d)). For this let us introduce a
further notation. The difference between the total number of edges and the Max-Cut is
often referred to as the distance from bipartiteness of a graph G, and will be denoted by
DistBip(G). In other words, DistBip(G) counts the minimum number of edges in G to be
deleted in order to make it bipartite. Recall that µ = E [D].
Theorem 3.2 (Phase transition of the Max-Cut). Consider CMn(d) satisfying Assumption 1.
Then MaxCut(CMn(d)) admits a phase transition around ν = 1. More precisely,
(i) (Subcritical) If ν < 1, then as n→∞,
DistBip(CMn(d))
d−→ Z ∼ Poisson
(
1
4
ln
(
1 + ν
1− ν
))
.
(ii) (Supercritical) If ν > 1, then there exists δ > 0, such that with high probability,
DistBip(CMn(d)) > δn.
(iii) (High-density regime) Furthermore, when µ > 2, then there exists 0 < c?(µ) <
√
µ/4,
such that for any c > c?(µ), with high probability,
MaxCut(CMn(d)) ≤ n
(µ
4
+ c
√
µ
)
,
and c?(µ)↗√ln(2)/2 as µ↗∞.
The proof of Theorem 3.2 is included in Section 5. Theorem 3.2 establishes the phase
transition for DistBip(CMn(d)) for a wide class of degree sequences. The heuristic behind
this phase transition is that when ν < 1, CMn(d) is roughly a collection of trees and a finite
number of unicyclic components. The trees do not contribute any edge to DistBip(CMn(d))
at all, and the unicyclic components with an odd cycle (i.e., containing an odd number of
edges) contributes at most one to the DistBip(CMn(d)). On the other hand, when ν > 1,
this is no longer true, and any partition must leave Θ(n) edges uncut. Results analogous
to Theorem 3.2 (i) and (ii) were established for Erdo˝s-Rényi random graphs by Daudé at
al. [13] and Coppersmith et al. [12], respectively.
Remark 2. It was shown in [27] that under Assumption 1, the probability of the graph
being simple is bounded away from zero. Thus the phase transition results in Theo-
rems 3.1 and 3.2 also hold for the uniformly chosen simple graph with a prescribed de-
gree sequence. Hence, all the results proved in the paper are true also for ERn(d/n), as
well as the generalized random graphs under appropriate conditions [24, Theorem 6.15]
on the weight sequence w. In fact, the results are true for an even more general class of
inhomogeneous random graph models (cf. [24, Theorem 6.18]).
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Figure 1: Numerical values of c?(µ) for 3 ≤ µ ≤ 50.
Remark 3. Figure 1 shows the numerical values of c?(µ) for 3 ≤ µ ≤ 50. An exact ex-
pression of c?(µ) is given in (5.21). Notice that even for µ-values as low as 30, c?(µ) is
sufficiently close to
√
ln(2)/2. This value agrees with the upper bound of Max-Cut for
Erdo˝s-Rényi random graphs and random regular graphs in the high density regime as
observed in [12, Theorem 20] and [3, Theorem 2], respectively. Thus, our result again
establishes a universal behavior for a large class of inhomogeneous random graphs (see
Remark 2) as special cases.
To further illustrate the usefulness of the above phase transition results, we consider
graphs obtained by random deletion of edges from a given graph. Such results are crucial
for studying the stability of networks to random link failures. Percolation refers to keep-
ing the edges of a graph with a given probability pn, independently among each other and
independent of the underlying (random) graph. Using Theorems 3.1 and 3.2 we are able to
characterize the threshold of the percolation probability for the configuration model, with
respect to the k-section width and the Max-Cut. Let CMn(d, pn) be the graph obtained by
retaining the edges of CMn(d) with probability pn. An important property of CMn(d) is
that CMn(d, pn) is again distributed as a configuration model conditionally on its degree
sequence [17, 26]. Therefore, one can deduce the phase transition results for the extremal
cuts of CMn(d, pn) from Theorems 3.1 and 3.2. In fact, since the percolated graphs always
have a positive proportion of isolated vertices in the sparse regime (Assumption 1), the
minimum bisection below the threshold η = 1/k becomes exactly zero with high probabil-
ity (see Remark 1).
Let k ≥ 2 be an integer. Then the phase transition for wk(CMn(d, pn)) with pn → p,
occurs at p = pmin(k,d), such that the asymptotic proportion of vertices in the largest
connected component of CMn(d, pn) is precisely equal to 1/k. For an arbitrary degree se-
quence, the explicit solution for pmin(k,d) is not immediate from [26, Theorem 3.9]. How-
ever, in the particular case of percolation on the d-regular graph (i.e. d = d1 = (d, d, . . . , d))
with d ≥ 3, notice that by [26, (3.13),(3.14)], pmin(k, d) can be obtained as a solution for p in
the following system of equations:
√
pd(1−√p+√pξ)d−1 + (1−√p)d = dξ, 1− (1−√p+√pξ)d = 1
k
, (3.1)
and thus,
pmin(k, d) :=
1− (1− 1k) 1d
1− (1− 1k) d−1d . (3.2)
6
It was shown in [26, Theorem 3.9] that, when pn → p, the phase transition for the
largest connected component occurs at p = 1/ν. This implies that the phase transition for
MaxCut(CMn(d, pn)) also occurs at 1/ν, which for d-regular random graphs equals
pmax(d) :=
1
d− 1 . (3.3)
Therefore, given the phase transition results in Theorems 3.1 and 3.2, we have proved
the following theorem:
Theorem 3.3 (Extremal cuts for percolation on random d-regular graphs). Let pn → p as
n→∞. Then for any d ≥ 3,
(i) (a) If p < pmin(k, d), then with high probability, wk(CMn(d1, pn)) = 0.
(b) Furthermore, if p > pmin(k, d), then there exists ζ > 0, such that with high probability,
wk(CMn(d1, pn)) > ζn.
(ii) (a) If p < pmax(d), then
DistBip(CMn(d1, pn))
d−→ Z ∼ Poisson
(
1
4
ln
(
1 + (d− 1)p
1− (d− 1)p
))
.
(b) If p > pmax(d), then there exists δ > 0, such that with high probability,
DistBip(CMn(d1, pn)) > δn,
(c) Further, if p > 2/d, then for any c > c?(dp),
MaxCut(CMn(d1, pn)) ≤ n
(
dp
4
+ c
√
dp
)
,
with high probability, where c?(·) is as given by Theorem 3.2.
4 Proof for the k-section width
In this section we prove the phase transition of the k-section width stated in Theorem 3.1.
4.1 Subcritical case
In this subsection we present the proof of Theorem 3.1 (i). In Lemma 4.1 we first state a
useful graph theoretic result, which ensures that if (i) the size of the largest component
is smaller than n/k, (ii) there are Θ(n) small components (i.e., of size at most 2), and (iii)
the size of every component other than the k largest components is smaller than the kth
fraction of the number of small components, then the k-section width is at most k/2. This
lemma is an extension of [35, Lemma 9] to fit in the scenario when there are possibly no
isolated vertices. Then in Lemma 4.2 we show that under Assumption 1, Θ(n) such small
components are created. This will complete the proof of Theorem 3.1 (i).
Lemma 4.1. Consider a graph G on n vertices, with m components of sizes c1 ≥ · · · ≥ cm such
that (i) c1 ≤ n/k, (ii) #{i : ci ≤ 2} ≥ rn for some r > 0, and (iii) ci ≤ rn/k for all i > k. Then,
wk(G) ≤ k/2. In addition, if #{i : ci = 1} ≥ k − 1, then wk(G) = 0.
7
Proof. Suppose that G contains m2 components of size more than 2, and enumerate them
as C1, C2, . . . , Cm2 with sizes c1 ≥ · · · ≥ cm2 , respectively (ties can be broken arbitrarily).
We construct k partitions V1, V2, . . . , Vk sequentially as follows. Define V1(1) = C1, and
Vi(1) = ∅ for i = 1, . . . , k. For 2 ≤ t ≤ m2,
Vi(t) =
{
Vi(t− 1) ∪ Ct if i = min{j : |Vj(t− 1) ∪ Ct| ≤ n/k},
Vi(t− 1) otherwise,
i.e., sequentially at each step add all the vertices in components of size more than 2, to
the partitions in a way such that the size of each partition does not exceed n/k. The claim
below establishes that the above steps are feasible.
Claim 1. For all 2 ≤ t ≤ m2, min{j : |Vj(t− 1) ∪ Ct| ≤ n/k} ≤ k.
Proof. Note that, due to condition (i), |Vi(1)| ≤ n/k. Now, if possible assume that at step
t0 ≤ m2, |Vj(t0 − 1)∪Ct0 | = |Vj(t0 − 1)|+ |Ct0 | > n/k for all j = 1, . . . , k. Summing over j,
we have
k∑
j=1
|Vj(t0 − 1)|+ k|Ct0 | > n =⇒ |Ct0 | >
n
k
− 1
k
k∑
j=1
|Vj(t0 − 1)| ≥ n
k
− n− rn
k
,
due to condition (ii). This in turn implies |Ct0 | > rnk , which contradicts condition (iii). y
After step t = m2, we first add the components of size 2 and finally components of
size 1 (the isolated vertices), if any. Observe that components of size 1, 2 can be added
to the partitions such that each partition is of size bn/kc or bn/kc + 1, there are no cross
edges between the partitions, and the number of vertices remaining to be included in any
partition is at most k − 1. Now, if #{i : ci = 1} ≥ k − 1, then at the last step the remaining
vertices must be isolated ones, and these do not create any cross edge, and thus the k-
section width is exactly zero. Otherwise, the remaining k− 1 vertices can form at most k/2
cross edges (the worst case being there are no isolated vertices).
We will now verify that CMn(d) with η < 1/k satisfies all the conditions of Lemma 4.1,
with high probability. Condition (i) follows from Theorem 2.1 (i) and the fact that η < 1/k.
In Lemma 4.2 below, we will show that the number of components of size 2 scaled by n,
converges in probability to a positive constant, which verifies Condition (ii). Finally, Con-
dition (iii) is a consequence of Theorem 2.1 (ii). The proof of Theorem 3.1 (i) is now com-
plete by Lemma 4.1.
Recall that n1 denotes the number of vertices in CMn(d) with degree one, and n1/n→
P(D = 1) = p1 > 0. Suppose that the degree one vertices are indexed as 1, 2, . . . , n1. We
say that a pair is created if a degree one vertex is joined with another degree one vertex.
Thus, the pairs are the components of size 2 in CMn(d).
Lemma 4.2. Let Pn :=
∑
1≤i<j≤n1 1{i! j} be the number of pairs in CMn(d). Then, as
n→∞,
Pn
n
P−→ p
2
1
2E[D]
.
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Proof. Note that, by Assumption 1
1
n
E [Pn] =
1
n
∑
1≤i<j≤n1
P (i! j) = 1
n
(
n1
2
)
1
`n − 1 →
p21
2E[D]
. (4.1)
Further, if I = {(i1, j1, i2, j2) : 1 ≤ i1 < j1 ≤ n1, 1 ≤ i2 < j2 ≤ n1, i1, i2, j1, j2 are distinct},
then
1
n2
E
[
P 2n
]
=
1
n2
( ∑
i1,j1,i2,j2∈I
P (i1 ! j1, i2 ! j2) +
∑
1≤i<j≤n1
P (i! j)
)
=
1
n2
(
1
(`n − 1)(`n − 3)
(
n1
2
)(
n1 − 2
2
)
+
(
n1
2
)
1
`n − 1
)
−→
(
p21
2E[D]
)2
.
(4.2)
Therefore,
1
n2
Var (Pn)→ 0, (4.3)
and an application of Chebyshev’s inequality completes the proof.
4.2 Supercritical case
In this subsection we prove the supercritical case of the k-section width stated in Theo-
rem 3.1 (ii). As mentioned earlier, since η > 1/k, the fraction of vertices in the largest
component is more than 1/k, with high probability. Therefore, in any balanced k-partition
of the graph G, there must exist two distinct partitions each containing an asymptotically
positive proportion of vertices from the largest component. It is thus enough to show that
if the largest component is partitioned into two sets V1, V2, each containing a positive pro-
portion of vertices, then with high probability, there exist Θ(n) cross-edges between V1 and
V2. The following key definition formalizes this cut-property:
Definition 1 (ε-δ cut). Given ε, δ > 0, an (ε, δ)-cut of a graph G = (V,E) is a partition of V
in two sets V1, and V2 such that |V1|, |V2| > ε|V |, and the number of edges between V1 and
V2 is at most δ|V |.
Now observe that the following proposition is enough to conclude Theorem 3.1 (ii):
Proposition 4.3. Consider CMn(d) with ν > 1 and satisfying Assumption 1. For any ε > 0,
there exists δ = δ(ε) > 0 such that with high probability the giant component C(1) does not have
an (ε, δ)-cut.
We now briefly sketch the outline of the proof of Proposition 4.3. The idea was first
introduced by Bollobás et al. [7] in the context of stability of the largest connected com-
ponent of inhomogeneous random graphs. We leverage their technique for the configura-
tion model, and in conjunction with suitable structural properties of the giant component,
prove Proposition 4.3. The application of this technique to the configuration model poses
substantial challenge due to the dependence among edges, and the methods for inhomoge-
neous random graphs [7] or Erdo˝s-Rényi random graphs [35] are not directly applicable. In
this paper, we therefore present some novel arguments that establish the necessary struc-
tural properties for this proof technique to work. In particular, we introduce a sequential
construction of the configuration model in Subsection 4.2.1, that facilitates the comparison
between CMn(d) and the graph with one deleted vertex.
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(a) 2-core (b) 2-core and 3-core
Figure 2: (a) The highlighted (red) 2-core and the trees hanging from it. (b) The yellow part
highlights the 3-core, which is contained in the 2-core (union of red and yellow parts).
For any graph G with vertex set V , define the k-core to be the maximal set of vertices
V k ⊆ V , such that in the subgraph induced by V k, each vertex has degree at least k. Note
that the k-core of any graph is unique, although it can possibly consist of an empty graph
only. It is worthwhile to note that the 2-core of any connected graph is also connected.
Algorithmically, the k-core of a graph can be obtained by sequentially deleting the vertices
of degree less than k along with all their incident edges, until all the vertices in the remain-
ing graph have degree more than k. Observe that, V k ⊇ V k+1, and the subgraph induced
by V \ V 2 is a forest. See Figure 2a for an instance of the 2-core of a graph and the trees
hanging from it. Figure 2b visualizes the 3-core as a subset of the 2-core.
As explained above, the largest connected component C(1) of CMn(d) can be decom-
posed into two disjoint subsets of vertices: the 2-core C 2(1), and a forest of vertex-disjoint
trees hanging from the 2-core. Informally speaking, the 2-core is the denser part of the
graph. Therefore, at a high level, splitting the 2-core into two parts, each containing a
positive proportion of vertices, is in general costly, and would lead to formation of a huge
number of cross edges. Thus the optimal strategy might be to peel off the hanging trees,
since moving each hanging tree to some other partition would form precisely one cross-
edge. But in that case also, we show that the number of vertices in each of the hanging
trees are small (essentially finite), and hence in order to move Θ(n) vertices to some other
partition, Θ(n) trees must be cut, and thus, Θ(n) cross edges must be created.
To formalize the above heuristics, the proof of Proposition 4.3 breaks into two key steps,
each being true with high probability:
(i) The hanging trees are not heavy, in the sense that peeling off a small number of them
cannot separate out a large number of vertices. This is formalized in Lemma 4.4.
(ii) The 2-core does not have an (ε, δ)-cut, which is stated in Lemma 4.5.
Denote by Th, the set of all trees attached with the 2-core of C(1), i.e., T ∈ Th if and only if
the subgraph in C(1) induced by T is a tree, T ∩ C 2(1) = ∅, and there exists only one vertex
vT ∈ C 2(1) that shares an edge with some vertex in T . With a little abuse of notation we will
write T also to denote the set of vertices in T . We always assume that each tree T ∈ Th is
rooted at the unique point wT such that (vT , wT ) is an edge and vT ∈ C 2(1).
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No (ε, δ)-cut in C(1)
Proposition 4.3
Hanging trees
are not heavy
Lemma 4.4
No (ε, δ)-cut in
the 2-core of C(1)
Lemma 4.5
Neighborhood
of small no. of
vertices is small
Lemma 4.6
The depth of
the hanging
trees are finite
Lemma 4.7
Small no. of vertices in
intermediate components
Lemma 4.10
Local event ap-
prox. of typical
neighborhoods.
Lemma 4.9
No cycles of short length
in typical neighborhoods
Claim 3
Figure 3: Proof structure and interdependence of different lemmas.
Lemma 4.4 (Hanging trees are not heavy). For any ε > 0, there exists δ = δ1(ε) > 0, such that
with high probability, any collection T ⊆ Th of δn trees contain at most εn vertices in total.
Lemma 4.5 (No (ε, δ)-cut in the 2-core). For any ε > 0, there exists δ = δ2(ε) > 0 such that
with high probability, C 2(1) does not have any (ε, δ)-cut.
The proof of the above two lemmas are rather technical, and are provided at the end
of the subsection. Now we prove Proposition 4.3 using Lemmas 4.4 and 4.5. In Figure 3
we provide a schematic diagram for the structure of the proof of Proposition 4.3 and the
interdependence of different intermediate lemmas.
Proof of Proposition 4.3. Fix any ε > 0. Choose δ = min{δ1(ε/2), δ2(ε/2)}, where δ1(ε) and
δ2(ε) are as in Lemmas 4.4 and 4.5, respectively.
We now claim that for this choice of δ, there is no (ε, δ)-cut in C(1). Indeed, existence
of an (ε, δ)-cut in C(1) implies that there exists δn edges, whose removal splits C(1) into two
parts, both containing at least εn vertices. Observe that due to the choice of δ, removal of
any set of δn edges can separate out at most εn/2 vertices belonging to ∪T∈Th{T}, and at
most εn/2 vertices belonging to C 2(1) with high probability, and the proof is complete.
4.2.1 Hanging trees are not heavy
Proof of Lemma 4.4. The proof consists of two main steps. The first step establishes a prop-
erty of the underlying degree sequence, which states that the sum of the degrees of ‘small’
number of vertices is ‘small’.
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Lemma 4.6. Under Assumption 1.b, given any ε, r > 0, there exists δ = δ(ε, r) > 0, such that for
all sufficiently large n, the sum of degrees of the r-neighborhood of any δn vertices is at most εn,
i.e.
∑
u∈N [U,r] di < εn uniformly over all subsets U ⊆ [n] such that |U | < δn.
In the second step we show that r can be chosen large enough, so that with high prob-
ability, the total number of vertices at depth more than r in all hanging trees combined, is
arbitrarily ‘small’. This is formalized in Lemma 4.7.
Lemma 4.7. For any ε > 0, there exists r = r(ε) > 0 such that with high probability∣∣C(1) \ N [C 2(1), r]∣∣ < εn.
Given Lemmas 4.6 and 4.7, the proof of Lemma 4.4 can now be completed. Consider the
following equivalent re-statement of Lemma 4.4:
For any ε, β > 0, there exists δ = δ(ε) > 0 and n0 = n0(ε, β), for which, the
probability that there exists a subset T ⊆ Th with |T | < δn and |
⋃
T∈T {T}| ≥
εn, is at most β for all n ≥ n0.
To show the above statement, fix any ε, β > 0. Using Lemma 4.7, choose r = r(ε/2) and
n1 = n1(ε/2, β), such that for all n ≥ n1,
P
(∣∣C(1) \ N [C 2(1), r]∣∣ ≥ εn2 ) < β.
Also, appealing to Lemma 4.6, we choose δ = δ(ε/2, r) and n2 = n2(ε, r), such that for all
n ≥ n2, @ U ⊆ V with |U | < δn and
∑
i∈N [U,r] di ≥ εn/2. Now observe that if there exists a
subset T ⊆ Th with |T | < δn and |
⋃
T∈T {T}| ≥ εn, then
either
∣∣∣∣ ⋃
T∈T
N [wT , r]
∣∣∣∣ > εn2 or
∣∣∣∣ ⋃
T∈T
{T} \
⋃
T∈T
N [wT , r]
∣∣∣∣ > εn2 ,
where wT is the unique vertex in T that has a neighboring vertex in C 2(1). Choose n0 =
max{n1, n2} so that, for all n ≥ n0, the probability of the first event is 0, and that of the
latter event is at most β, which concludes the proof.
It remains to prove Lemmas 4.6 and 4.7. We start with Lemma 4.6.
Proof of Lemma 4.6. Fix any ε > 0. We first verify the case when r = 1 and prove this
lemma by induction. Due to Assumption 1b, K = K(ε) > 0 can be chosen such that for all
sufficiently large n,
1
n
∑
i∈[n]
di1{di > K} < ε
2
. (4.4)
Take δ = ε/(2K), and fix any V ⊆ [n] with |V | < δn. Then,
1
n
∑
i∈V
di ≤ 1
n
∑
i∈V
di1{di ≤ K}+ 1
n
∑
i∈[n]
di1{di > K} < ε. (4.5)
Now suppose that Lemma 4.6 holds for some r > 0. Choose δ1 = δ(ε, 1), and δ = δ(δ1, r).
Notice that for any U ⊆ [n] with |U | < δn, |N [U, r]| < δ1n, and thus,
∑
i∈N [U,r+1] di =∑
i∈N [N [U,r],1] di < εn.
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To prove Lemma 4.7 we require a detailed understanding of the local neighborhood
structure of CMn(d). For the ease of readability, we start with a heuristic road-map of the
arguments. Observe that for any fixed r > 0, and given any random observation G of
CMn(d),
∣∣C(1) \ N [C 2(1), r]∣∣ = nP (Vn ∈ C(1) \ N [C 2(1), r] | CMn(d) = G), where we recall that
Vn denotes a typical vertex. Therefore, it is enough to show that for any ε > 0, r = r(ε) can
be chosen large enough, such that
P
(
Vn ∈ C(1) \ N [C 2(1), r] | CMn(d) = G
) P−→ ε′ < ε, as n→∞.
However, it is challenging to obtain the latter probability. For this reason, we will use the
local event approximation technique, a key element in the study of sparse random graphs
[7, 9, 23, 24, 25, 32]. In particular, our results for the configuration model mirror the ones
proved in [7] in the context of inhomogeneous random graphs. Roughly speaking, the
crucial idea is based upon two observations:
(i) The local neighborhood of a typical vertex resembles a branching process, i.e., with
high probability, the breadth-first-search (BFS) exploration starting from Vn up to
suitable depth can be coupled with a branching process. This is formally stated in
Proposition 4.8.
(ii) Looking at the local neighborhood of Vn up to suitable distance, it can be determined
whether Vn is near the 2-core. More specifically, the event that Vn is within the r
neighborhood of the 2-core, is asymptotically ‘equivalent’ to the event that for some
Ln → ∞, there exists two vertex disjoint paths of length Ln from a vertex within the
r neighborhood of Vn. This fact is later formalized in Lemma 4.9.
The proof follows once we have these ingredients in place. First we start by introduc-
ing some notations. Denote by X the branching process with initial distribution D and
progeny distribution D∗ − 1, where D is the limiting random variable as in Assumption 1,
and D∗ follows the size-biased distribution of D, i.e.,
P (D∗ = j) =
j P (D = j)
E[D]
, j ≥ 1.
Note that the survival probability of X is given by η, as in (2.2) (cf. [31]). The number of
offspring of X in generation l is denoted by Zl, and the number of vertices at distance l in
the breadth-first neighborhood exploration tree (i.e. the BFS tree) starting from vertex v is
denoted by Zl(v). Furthermore, define the following events:
(a) TCr(v): the vertex v is within distance r of the 2-core of C(1),
(b) LTCr(v, L): there exists a vertex v′ at distance t of v, t ≤ r, with two vertex disjoint
paths of length L starting at v′ which join v′ to the vertices at distance t+ L from v.
(c) DSr: the branching process X has a progeny within the first r generations that has two
children, both of which survive till infinity.
(d) LDSr(L): the branching process X has a progeny within the first r generations that has
two children surviving further L generations.
As explained in the proof sketch above, the following proposition couples the local
neighborhood of a typical vertex with the branching process X .
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Proposition 4.8 ([23, Proposition 5.4]). Let {Z1l }l≥1, {Z2l }l≥1 be two independent copies of
{Zl}l≥1, and Vn, Wn be two independent typical vertices of CMn(d). There exists (Ln)n≥1 such
that Ln → ∞, and a coupling
(
(Zˆ1l , Zˆ
2
l ), (Zˆ1l , Zˆ2l )
)Ln
l=1
of
(
(Zl(Vn), Zl(Wn)), (Z1l ,Z2l )
)Ln
l=1
such
that
lim
n→∞P
(
∃ l ≤ Ln : (Zˆ1l , Zˆ2l ) 6= (Zˆ1l , Zˆ2l )
)
= 0. (4.6)
The next lemma shows that for any (Ln)n≥1 that increases to infinity at a rate slower
than log(n), the two events TCr(Vn) and LTCr(Vn, Ln) are equivalent.
Lemma 4.9. Let (Ln)n≥1 be such that Ln →∞ and Ln/ log(n)→ 0. Then, for any fixed r ≥ 1,
lim
n→∞P (TCr(Vn) ∆ LTCr(Vn, Ln)) = 0.
We defer the proof of Lemma 4.9 until Section 4.3, and complete the proof of Lemma 4.7
using Lemma 4.9.
Proof of Lemma 4.7. Fix any r > 0. Observe that for any Ln such that Ln →∞,
lim
n→∞P (LDSr(Ln)) = P (DSr) .
Furthermore, chooseL(1)n according to Proposition 4.8, andL
(2)
n such that Lemma 4.9 holds.
Therefore, for Ln = min{L(1)n , L(2)n },
lim
n→∞P (TCr(Vn)) = limn→∞P (LTCr(Vn, Ln)) = limn→∞P (LDSr(Ln)) = P (DSr) . (4.7)
Also, ∣∣N [C 2(1), r]∣∣
n
= P (TCr(Vn) | CMn(d)) =⇒ 1
n
E
[|N [C 2(1), r]|] = P (TCr(Vn)) ,
and hence using (4.7), we get
lim
n→∞
1
n
E
[|N [C 2(1), r]|] = limn→∞P (TCr(Vn)) = P (DSr) . (4.8)
To find Var
(|N [C 2(1), r]|), consider two vertices Vn, Wn chosen uniformly at random inde-
pendently of the graph and independently of each other. Again, note that
|N [C 2(1), r]|2
n2
= P
(
Vn ∈ N [C 2(1), r],Wn ∈ N [C 2(1), r] | CMn(d)
)
.
Thus,
1
n2
E
[|N [C 2(1), r]|2] = P (Vn ∈ N [C 2(1), r],Wn ∈ N [C 2(1), r])
= P (TCr(Vn) ∩ TCr(Wn)) .
(4.9)
Recall from Proposition 4.8 that with high probability, the Ln neighborhoods of Vn, Wn can
be coupled with two independent copies of X . Hence, under the given coupling
P (TCr(Vn) ∩ TCr(Wn)) = P (LTCr(Vn, Ln) ∩ LTCr(Wn, Ln)) + o(1)
= P (LTCr(Vn, Ln))P (LTCr(Wn, Ln)) + o(1)
= P
(
Vn ∈ N [C 2(1), r]
)2
+ o(1),
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and it follows that
1
n2
E
[|N [C 2(1), r]|2] = P (Vn ∈ N [C 2(1), r])2 + o(1) = P (DSr)2 + o(1).
Therefore,
1
n2
Var
(|N [C 2(1), r]|)→ 0. (4.10)
Using Chebyshev’s inequality, (4.8) and (4.10) yields for any fixed r ≥ 1,
|N [C 2(1), r)]|
n
P−→ P (DSr) . (4.11)
Now for any supercritical branching process conditioned on survival, the probability that
the root has atleast two children surviving to infinity is bounded away from zero. There-
fore, conditioned on survival, the probability that any progeny in an infinite line of de-
scendants has another child that survives till infinity is bounded away from zero. Thus,
P(X survives \ DSr) ≤ cr, for some c < 1. Further, since DSr is an increasing event in r,
P(X survives \ ∪r≥0DSr) ≤ limr→∞ cr = 0, and hence
lim
r→∞P (DSr) = P (X survives) = η. (4.12)
Using Theorem 2.1, (4.11) yields∣∣C(1) \ N [C 2(1), r]∣∣
n
P−→ η −P (DSr) > 0. (4.13)
Now, P(DSr) ↗ η as r → ∞. Thus, for any ε > 0, we can choose r0 = r0(ε) such that
η − P (DSr) < ε for all r ≥ r0. Hence, with high probability
∣∣C(1) \ N [C 2(1), r]∣∣ < εn, for all
r ≥ r0.
4.2.2 2-core is well-connected
Proof of Lemma 4.5. In this proof we leverage the first moment method argument as used
in [7]. Condition on the degree sequence d˜ = (d˜1, · · · , d˜n) of C 2(1). Let n2 = |C 2(1)| and let m2
be the number of edges in the 2-core.
Recall that C 2(1) can be obtained from C(1) by sequentially deleting the vertices of degree
one until all the vertices in the deleted subgraph have degree at least two. Thus, two paired
half-edges are deleted at each step, and conditional on the deleted half-edges the perfect
matching on the rest of the half-edges remains a uniform perfect matching. In particular,
C 2(1) is distributed as a configuration model conditioned on the degree sequence d˜ (cf. [30,
Section 3]). Furthermore, we will need the following estimate for the number of degree
three vertices in the 2-core:
Claim 2. Let Nj denote the number vertices in the 2-core having degree j. Denote by ρj the
probability that the root of the branching process X has exactly j neighbors that survive. Then, as
n→∞, Nj/n P−→ ρj .
Proof. The proof follows using similar arguments as in the proof of Lemma 4.7. Note that
E[Nj ]/n = P(Vn ∈ C 2(1), and Dn = j), where Vn is a typical vertex, and Dn is the degree
of Vn. Let TSj(Vn) denote the event that {Vn ∈ C 2(1), and Dn = j} and LTSj(Vn) denote
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the (localized) event that there are j disjoint non self-intersecting paths starting from Vn of
length Ln, where Ln →∞ such that Proposition 4.8 holds. The essentially same arguments
as in the proof of Lemma 4.9 (see Section 4.3) can be followed to show that, for Ln → ∞
and Ln = o(log(n)) ,
P(TSj(Vn) ∆ LTSj(Vn, Ln))→ 0. (4.14)
Moreover, an application of Proposition 4.8 and an argument identical to (4.9) again yields
Var (Nj) = o(n
2) and the proof follows. y
Having proved the local event approximation in Section 4.3, the rest of the proof is similar
to [7], and will be sketched briefly for completeness.
For any subset A ⊂ C 2(1), we define A¯ = C 2(1)\A. Further, recall that for A ⊂ C 2(1),
we denote the half-edges incident to the vertices in A by S(A). For a set of half-edges S,
denote by p(S; d˜) the probability that the half-edges of S are paired among each other in
C 2(1), conditional on d˜. Using the fact that the half-edges of C 2(1) form a uniform perfect
matching conditional on the degrees, we obtain
p(S; d˜) =
(|S| − 1)!!(2m2 − |S| − 1)!!
(2m2 − 1)!! ≤
1(
m2
|S|/2
) . (4.15)
A partition A, A¯ of C 2(1) is called (ε, δ)-bad if |A|, |A¯| ≥ εn, and there is a subset S ⊂ S(A)
with |S(A) \ S| ≤ δn such that all the half-edges in S are paired with each other during
the random matching of the half-edges. Let Γn denote the number of bad partitions of C 2(1).
Thus,
Ed˜[Γn] ≤
∑
A⊂C 2
(1)
:|A|,|A¯|≥εn
∑
S⊂S(A):|S(A)\S|≤δn
p(S; d˜), (4.16)
where Ed˜[·] denotes the conditional expectation given the degree sequence of C 2(1) to be d˜.
We need to show that for all ε > 0, there exists δ = δ(ε) > 0, such that Ed˜[Γn]→ 0.
We first derive a lower bound on
(
m2
|S|/2
)
. Observe that each vertex in C 2(1) has degree at
least 2, and thus, |S(A)|/2 ≥ |A| and m2 − |S(A)|/2 ≥ |A¯|, where for the second inequality
we have used the fact that 2m2 − |S(A)| = S(A¯). Note that for a supercritical CMn(d),
E[D(D − 2)] > 0, and Assumption 1.c thus implies P(D ≥ 3) > 0. Therefore, by Claim 2,
there exists ε1 > 0 such that the proportion of degree 3 vertices in C 2(1) is at least ε1n with
high probability. Fix such an ε1 > 0, and let An denote the event that the proportion of
degree 3 vertices in C 2(1) is at least ε1n. Note that on An, one of the parts among A and A¯
contains at least ε1n/2 degree three vertices. Consequently, either |S(A)|/2 ≥ |A| + ε1n/4
or m2 − |S(A)|/2 ≥ |A¯|+ ε1n/4 on An. Using these bounds, and the fact that |A|, |A¯| ≥ εn,
it follows that (
m2
|S(A)|/2
)
≥ exp(4an)
(
n2
|A|
)
,
for some a > 0 chosen as a function of ε, ε1. Moreover, for any partitions A, A¯ we have
|S(A)\S| ≤ δn, and δ can be chosen small enough such that(
m2
|S|/2
)
≥ exp(3an)
(
n2
|A|
)
,
which gives the requisite lower bound.
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To derive an upper bound on the number of possible choices for A and S in (4.16), we
note that given |A| = a0, there are
(
n2
a0
)
ways of choosing A. Also, given A, there are at
most
(
2m2
δn
)
choices for S(A) \ S such that |S(A)\S| ≤ δn. Plugging these estimates back
into (4.16) yields
Ed˜[Γn] ≤
∑
εn≤a0≤n2−εn
(
n2
a0
)(
2m2
δn
)(
n2
a0
)−1
exp(−3an) on An.
Thus, for a small enough choice of δ > 0, it follows that
Ed˜[Γn]→ 0 on An, and P(Acn)→ 0.
This completes the proof of Lemma 4.5.
4.3 Approximation of typical local neighborhoods
We prove Lemma 4.9 in this section. A component C(i) for i ≥ 2 (i.e., except the largest
component) will be called an intermediate component if |C(i)| > Ln for some Ln → ∞. We
need to study some structural properties of the intermediate components that will play a
key role in establishing Lemma 4.9. For any L > 0, define
Qn(L) :=
∑
i≥2
|C(i)|1{|C(i)| ≥ L}. (4.17)
Denote by C (v), the component in CMn(d) containing the vertex v. The next lemma
roughly states that the proportion of vertices that belong to some intermediate component
is negligible with high probability.
Lemma 4.10 (Small number of vertices in intermediate components). For any ε > 0, there
exists K = K(ε), such that
lim sup
n→∞
P (Vn /∈ C(1), |C (Vn)| > K) < ε. (4.18)
Consequently, for any Ln such that Ln →∞, as n→∞,
E [Qn(Ln)]
n
→ 0. (4.19)
Proof. Fix any K ≥ 1. Recall from Theorem 2.1 that
P (Vn ∈ C(1)) = P (C (Vn) = C(1))→ P (|X | =∞) . (4.20)
Now, based on the information about the K-neighborhood of Vn, it can be exactly deter-
mined whether the event {|C (Vn)| > K} has occurred or not. Therefore, using Proposi-
tion 4.8, we have
P (|C (Vn)| ≤ K) = P (|X | ≤ K) + o(1). (4.21)
Combining (4.20) and (4.21) yields
P (Vn /∈ C(1), |C (Vn)| > K) = P (|X | ∈ (K,∞)) + o(1), (4.22)
17
and hence (4.18) follows. To see (4.19), notice that by (4.18),
1
n
E [Qn(Ln)] = E
[
1
n
∑
i≥2
|C(i)|1{|C(i)| > Ln}
]
=
1
n
E
[ ∑
v∈[n]
1{|C (v)| > Ln}
]
= P (Vn /∈ C(1), |C (Vn)| > Ln)→ 0.
Let us now introduce the following novel construction of the configuration model, that
will allow us to relate it to the graph after deletion of one vertex. This will be crucial for
completing the proof of Lemma 4.9.
Algorithm 1. Consider a given degree sequence d on vertex set [n]. Recall that `n =
∑
i di
is the sum of the degrees. First n0 isolated vertices are assigned their vertex labels. The
algorithm below generates the random topology induced by the vertices of degree one or
larger.
(S1) Initially there are `n degree one vertices labeled v(1), . . . , v(`n), each with an attached
half-edge. Call these the set of red vertices. Construct a uniform matching of these
`n half-edges. Denote the corresponding graph by G(0), and set V (0) = ∅. Also, take
any permutation of the index set {i ∈ [n] : di > 1} of all vertices of degree more than
one, and denote it by {σ1, σ2, . . . , σnˆ}, where nˆ = n− n0 − n1.
(S2) At step t + 1, 0 ≤ t ≤ nˆ − 1, choose dσt degree one vertices from the graph G(t)
uniformly at random independently of the perfect matching, and coalesce them into
a single black vertex with index σt. Let G(t + 1) be the new modified graph, and set
V (t+ 1) = V (t) ∪ {σt}. See Figure 4 for an illustration of this step.
(S3) After nˆth step, when all indices i with di > 1 are exhausted, label all the degree one
vertices at random, independently of (S1) and (S2).
Note that the vertex index assignment process is independent of the initial perfect
matching, and therefore, at any time step t, G(t) is a configuration model given its de-
gree sequence. The algorithm, thus indeed produces a configuration model with degree
sequence d in the end. This is formally stated in Lemma 4.11. Also, notice that at any
time step t, the subgraph in G(t) induced by the set of black vertices remains fixed till the
formation of CMn(d).
Lemma 4.11. For all t ≥ 0, G(t) is a configuration model given its degree sequence. In particular,
the final graph is distributed as CMn(d).
Remark 4. In Algorithm 1, the indices corresponding to the vertices with degrees at most
one are assigned at the final step (S3). It is worthwhile to note that this is not strictly
necessary in order for the algorithm to work. In particular, since the uniform matching is
created independent of the index assignments, any assignment ordering produces CMn(d)
in the end. In the proof of Lemma 4.9 below, however, we will require the stated order of
indexing the vertices.
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vGv(nˆ− 1) Gv(nˆ)
Figure 4: The red vertices are the ones that have not yet been assigned any index. At nˆth
step, five of the unlabeled degree one vertices are selected, and the vertex v is formed.
Fix any vertex v of degree at least 2, and any permutation {σ1, σ2, . . . , σnˆ} of the set {i ∈
[n] : di > 1} such that σnˆ = v. Denote the sequence of graphs constructed in Algorithm 1
by {Gv(t)}t≥0, i.e., Gv(t) denotes the graph at the tth step. The (nˆ − 1)th and nˆth steps
of the algorithm are schematically presented in Figure 4. Now, we complete the proof of
Lemma 4.9. We will use the following fact:
Lemma 4.12. For any degree sequence satisfying Assumptions 1.a, and 1.b, the maximum degree
dmax is o(
√
n).
Proof. For each fixed K ≥ 1, E[D2n1{Dn ≤ K}] → E[D21{D ≤ K}], and consequently,
E[D2n1{Dn > K}]→ E[D21{D > K}]. Thus,
lim
K→∞
lim
n→∞E[D
2
n1{Dn > K}] = lim
K→∞
E[D21{D > K}] = 0.
Moreover, observe that
lim sup
n→∞
d2max
n
≤ lim sup
n→∞
[ 1
n
∑
i:di>K
d2i +
K2
n
]
= lim sup
n→∞
E
[
D2n1{Dn > K}
]
.
Since the left side of the above inequality does not depend on K, it follows that
lim sup
n→∞
d2max
n
≤ lim sup
K→∞
lim sup
n→∞
E
[
D2n1{Dn > K}
]
= 0.
Proof of Lemma 4.9. Fix r > 0, and Ln such that Ln → ∞ and Ln/ log(n) → 0 as n → ∞.
The proof is split into two steps: we show that (i) P (TCr(Vn) \ LTCr(Vn, Ln)) → 0, and
(ii) P (LTCr(Vn, Ln) \ TCr(Vn))→ 0.
Case-(i): Define the event C(v, r, L) that the vertex v is within r distance from a cycle of
length at most L. Then note that
TCr(v) \ LTCr(v, L) ⊆ C(v, r + L, 2L).
Indeed, suppose that TCr(v) \ LTCr(v, L) holds. Let v1 ∈ C 2(1) be such that there exists a
path P1 of length at most r from v to v1 (take v1 = v if v ∈ C 2(1)). Now, since v1 is in the
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two-core, there exists at least two vertex-disjoint paths (disjoint from P1) starting from v1,
and because LTCr(v, L) does not happen, any two such paths must either meet each other,
or one of them intersects itself within distance L from v′. In either cases a cycle of length
at most 2L is created that is joined to v via a path of length at most r + L, and therefore
C(v, r + L, 2L) must hold.
Claim 3. Suppose that Ln/ log(n)→ 0. As n→∞, P (C(Vn, Ln, Ln))→ 0.
Proof. In the proof we will make use of the path counting techniques as in [4, 28]. Define
`′n := `n − 4Ln + 1. Note that due to Assumption 1.b, a constant κ > 1 can be chosen such
that
1
`′n
∑
i∈[n]
di(di − 1) ≤ κ for all n ≥ 1. (4.23)
The event C(Vn, Ln, Ln) implies that there is a path (Vn, x1, x2, . . . , xl) of length l ≤ Ln, and
xl belongs to a cycle (xl, xl+1, . . . , xl+m−1) of length m ≤ Ln, where the xi’s are distinct.
Fix some Vn = v. Then the number of structures with a path (v, x1, x2, . . . , xl) and a cycle
(xl, xl+1, . . . , xl+m−1) is given by[
dv
( l−1∏
i=1
dxi(dxi − 1)
)
dxl
]
×
[
(dxl − 1)
( l+m−1∏
i=l+1
dxi(dxi − 1)
)
(dxl − 2)
]
,
where the first term in the product is due to the number of ways the path can be formed,
and the second is due to the cycle. Furthermore, each of these specific configurations has
probability [(`n − 1)(`n − 3) . . . (`n − 2l − 2m+ 1)]−1. Therefore,
P (C(Vn, Ln, Ln) | Vn = v)
≤
∑
l,m≤Ln
∑
x1,...,xl+m−1
(dx1 − 2)dv
∏l+m−1
i=1 dxi(dxi − 1)
(`n − 1)(`n − 3) . . . (`n − 2l − 2m+ 1)
≤
∑
l,m≤Ln
1
(`′n)m+l
(∑
i∈[n]
di(di − 1)
)l+m−2
dv
∑
i∈[n]
di(di − 1)(di − 2)
≤
∑
l,m≤Ln
(
1
`′n
∑
i∈[n]
di(di − 1)
)l+m−2
dv
dmax
`′n
1
`′n
∑
i∈[n]
di(di − 1)
≤
∑
l,m≤Ln
(
1
`′n
∑
i∈[n]
di(di − 1)
)l+m−1
dv
dmax
`′n
≤ Kdvκ
2Ln
√
n
(4.24)
for some constant K > 0 where in the final step we have used (4.23) and Lemma 4.12.
Therefore,
P (C(Vn, Ln, Ln)) ≤ Kκ
2Ln
√
n
E [Dn] = KE [Dn] exp
(
2Ln log(κ)− 1
2
log(n)
)
→ 0, (4.25)
by Assumption 1.b, and the fact that Ln = o(log(n)). y
Therefore, for any fixed r ≥ 1, P (TCr(Vn) \ LTCr(Vn, Ln)) ≤ P (C(Vn, r + Ln, 2Ln)) ≤
P (C(Vn, 2Ln, 2Ln))→ 0, and the proof of part (i) is complete.
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Case-(ii) We prove this part for r = 0. The proof of the general case is included at
the end. Fix any vertex v ∈ [n], and condition on Vn = v. If dv ≤ 1 or v /∈ C(1), then
P (LTC0(v, Ln)) = P (TC0(v)) = 0. So, without loss of generality assume that dv > 1 and
v ∈ C(1). Recall the construction in Algorithm 1 and the definition of the graph Gv(t). Note
that, if LTC0(v, Ln) \ TC0(v) happens, then there are two vertex-disjoint paths in CMn(d)
starting from v, which have length at least Ln, but they do not meet each other. Further-
more, the event LTC0(v, Ln) \ TC0(v) is determined by the graph Gv(nˆ). Define the event
E(v) that, while creating the vertex with index v at time nˆ, one of the degree one vertices
in one of the intermediate components of Gv(nˆ− 1) was chosen. Observe that
LTC0(v, Ln) \ TC0(v) ⊆ E(v).
Let Qvn(Ln) denote the total number of vertices in the intermediate components of size
more than Ln, in the graph Gv(nˆ−1). Using Lemmas 4.11 and 4.12, it follows that Gv(nˆ−1)
is a configuration model given its degree sequence that satisfy Assumption 1.
Claim 4. 1n maxv∈[n]E [Q
v
n(Ln)]→ 0, as n→∞.
Proof. Note that an application of Lemma 4.10 directly implies that n−1E [Qvn(Ln)] → 0,
for any fixed v. Let (dvi ) denote the degree sequence of Gv(nˆ− 1) and let νvn :=
∑
i d
v
i (d
v
i −
1)/
∑
i d
v
i . Observe that (i)
∑
i d
v
i = `n, (ii)
∑
i d
v
i (d
v
i − 1) =
∑
i∈[n] di(di − 1) + O(d2max).
Therefore, we get (iii) maxv∈[n] |νvn − νn| → 0 as n → ∞. Now, while approximating the
breadth-first exploration of Gv(nˆ − 1) by a suitable branching process in (4.6), one can in
fact obtain error estimates that are uniform over v. This is a consequence of the precise
bounds stated in [23, Lemma 5.6], that are used as the main ingredient for the proof of [23,
Proposition 5.4]. Therefore, while proving (4.21) for the graph Gv(nˆ − 1), one can use (i)
and (iii) above to get error estimates that are uniform in v. Thus, the claim follows. y
Finally, we bound the probability of the event E(Vn). Note that, in Gv(nˆ − 1) there are
n1 + dv − 1 degree one vertices. Therefore, conditional on Gv(nˆ− 1), the vertex v is created
at step nˆ by choosing dv vertices from a set of n1 + dv − 1 vertices, and E(v) occurs if at
least one of those degree one vertices is from an intermediate component (for which there
are at most Qvn(Ln) choices). Thus,
P (E(v)) ≤ dv
n1 + dv − 1E [Q
v
n(Ln)]
Again, by Assumption 1, there exists a constant K > 0, such that n1 + dv − 1 ≥ `n/K for
all large n. Hence,
P (E(Vn)) =
1
n
∑
v∈[n]
P (E(v)) ≤
∑
v∈[n]
dv
n1 + dv − 1
1
n
E [Qvn(Ln)]
≤ K
n
(
max
v∈[n]
E [Qvn(Ln)]
) ∑
v∈[n]
dv
`n
≤ K
n
max
v∈[n]
E [Qvn(Ln)]→ 0,
(4.26)
where the last step follows from Claim 4. Thus it follows that
P(LTC0(Vn, Ln) \ TC0(Vn)) = o(1). (4.27)
To see the general case for d ≥ 1, note that (4.27) implies E[#{v ∈ [n] : LTC0(v, L) \
TC0(v) occurs}]/n → 0. Using Lemma 4.6, it now follows that the fraction of vertices
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which are within the d neighborhood of a vertex v′ for which LTC0(v′, L) \TC0(v′) occurs
converges to zero in L1. Therefore, P(LTCd(Vn, L) \ TCd(Vn)) = o(1), and the proof is
complete.
5 Proof for the Max-Cut
We prove Theorem 3.2 in this section. The proof for the sub/supercritical cases in The-
orem 3.2 (i) and (ii) are provided in Sections 5.1 and 5.2, respectively. The case for large
mean degree stated in Theorem 3.2 (iii) is proved in Section 5.3
5.1 Subcritical case
The idea in the subcritical regime is to count the number of cycles. This idea has also been
adopted in the proof of [12, Theorem 19] for Erdo˝s-Rényi random graphs. Observe that the
bipartite components (components with no cycles or only cycles of even length) contribute
all of their edges to the Max-Cut. To analyze the non-bipartite components we first observe
in Lemma 5.1 that all the components of a subcritical CMn(d) are unicyclic (contains only
one cycle) with high probability.
Lemma 5.1 ([22, Theorem 1.2 (b)]). For subcritical CMn(d) satisfying Assumption 1, the prob-
ability that there exists a component with more than one cycle tends to zero as n→∞.
Observe that the Max-Cut leaves precisely one edge uncut in each of these unicyclic,
non-bipartite components. Therefore, the number of uncut edges in the Max-Cut is with
high probability equal to the number of cycles of odd length that the graph contains. Now,
the asymptotic number of cycles of length k in CMn(d), for any fixed k ≥ 1, is derived in [8,
Theorem 2.18], and is stated in the following lemma. Let Cnk denote the number of cycles
of length k in CMn(d) (a cycle of length one denotes a loop and of length two denotes a
multiple edge).
Lemma 5.2 ([8, Theorem 2.18]). Consider CMn(d) satisfying Assumption 1. Then, for any
K ≥ 1, as n→∞,
(Cnk )k∈[K]
d−→ (Xk)k∈[K], (5.1)
where Xk ∼ Poisson(νk/2k), independently for k ∈ [K].
The next lemma proves that with high probability, there are no cycles of growing
length. This will be used to show that asymptotically, the total number of odd-length
cycles is equal to the sum of the number of all cycles of finite and odd length.
Lemma 5.3. Consider a subcritical CMn(d) satisfying Assumption 1. Then,
lim
K→∞
lim
n→∞P (∃ k > K : C
n
k ≥ 1) = 0. (5.2)
Lemma 5.3 is proved at the end of this subsection. Now, we prove result for the sub-
critical Max-Cut by using Lemmas 5.1, 5.2 and 5.3
Proof of Theorem 3.2 (i). As mentioned earlier, the Max-Cut leaves precisely one edge uncut
in each of the unicyclic, non-bipartite components, and by Lemma 5.1, with high probabil-
ity, the total number of uncut edges precisely equals to the total number of odd-length
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cycles. Therefore, recalling that the total number of edges equals `n/2, it follows that
`n/2 − MaxCut(CMn(d)) =
∑
k≥1,k is odd C
n
k , with high probability. Hence, Lemmas 5.2
and 5.3 yield, as n→∞,
`n
2
−MaxCut(CMn(d)) =
∑
k≥1,k is odd
Cnk
d−→ X, X ∼ Poisson
( ∑
k≥1,
k is odd
νk
2k
)
.
Proof of Lemma 5.3. For brevity of notation, denote by M the total number of edges, i.e.,
M = `n/2. We find the expected value of Cnk using again the path-counting techniques. To
this end, we first fix k distinct vertices x1, . . . , xk which participate in the cycle in the given
order. We denote by Ik = {(x1, . . . , xk) : xi 6= xj , ∀i 6= j}. For each vertex xi, the two
half-edges which participate in the cycle may be chosen in dxi(dxi − 1) ways. The number
of ways to pair these half-edges is thus
∏
i dxi(dxi − 1). For any fixed R ≥ 1, 2R half-edges
can be paired among each other in
(
2R
R
)
R!/2R. Therefore,
E[Cnk ] =
∑
Ik
k∏
i=1
dxi(dxi − 1)
(
2M−2k
M−k
) (M−k)!
2M−k(
2M
M
)
M !
2M
≤
(
1
(n)k
∑
Ik
k∏
i=1
dxi(dxi − 1)
)
2k(n)k(M)k
(2M)2k
≤
(
1
n
∑
i∈[n]
di(di − 1)
)k 2k(M)k
(n)k(2M)2k
,
(5.3)
where the last step follows from [20, Theorem 52] (see also the proof of [27, Lemma 5.1]).
Now, using Stirling’s formula we have,
(n)k = exp[k ln(n)− k2/2n−O(k/n+ k3/n2)].
In analogy with (2.1), we define νn := E[Dn(Dn − 1)]/E[Dn]. Therefore,
E[# cycles in CMn(d) of lengths in (K,
√
n)] =
√
n∑
k=K+1
E[Cnk ]
≤ κ1
√
n∑
k=K+1
νkn
(
1
n
∑
i∈[n]
di
)k
2k exp
(
k ln(n)− k
2
2n
+ k ln(M)− k
2
2M
− 2k ln(2M) + k
2
M
)
≤ κ1
√
n∑
k=K+1
νkn exp
{
− k
2
2
( 1
n
− 1
M
)}
,
where the constant κ1 > 0 can be chosen to be independent of K. Now, for subcritical
CMn(d), we have M < n. To see this, note that by the Cauchy-Schwarz inequality,
M =
1
2
∑
i∈[n]
di ≤
√
n
2
√∑
i∈[n]
d2i =
√
n
2
√
2M(1 + νn). (5.4)
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Taking the square on both sides and using the fact that since νn < 1, we get
M ≤ n
2
(1 + νn) < n.
Therefore, (1/M − 1/n) > 0, and hence,
max
k≤√n
exp
{
−k
2
2
(
1
n
− 1
M
)}
≤ exp
{
−n
2
(
1
n
− 1
M
)}
≤ κ2,
where the constant κ2 > 0 is independent of K. Thus,
E(# cycles in CMn(d) of length in (K,
√
n)) = κ1κ2
∞∑
k=K+1
νkn → 0, (5.5)
if we first take n → ∞ and then K → ∞. To count the number of cycles of length > √n,
note that
P
(∃ a cycle of length more than√n) ≤ P (∃i ≥ 1 : |C(i)| > √n) = P (|Cmax| > √n) .
(5.6)
Now, an application of [25, Theorem 1.3] yields that |Cmax| = OP(dmax) = o(n1/2) and
therefore the probability in (5.6) tends to 0 as n → ∞. The proof of Lemma 5.3 is now
complete by combining (5.5), and (5.6).
5.2 Supercritical case
The proof for the supercritical case builds upon the following idea: the fact that a graph
has small Max-Cut implies that deletion of a small number of edges can make the graph
bipartite. When the graph is supercritical, deletion of a small number of edges can still
leave it supercritical. In that case, if one can show that the probability of the latter super-
critical graph being bipartite is small, then the original supercritical cannot have a small
Max-Cut.
This idea has been leveraged in [12, Theorem 21] to prove the phase-transition of Max-
Cut result for the Erdo˝s-Rényi random graph. The main challenge of implementing this
idea for the configuration model is that if a set of edges is deleted from a configuration
model (possibly depending on the outcome of the random graph topology), then the edge-
deleted graph is not distributed as a configuration model given its degree sequence. It thus
becomes challenging to approximate the probability that after a number of edge deletion
the graph becomes bipartite. Inspired by the above issues, in case of CMn(d) we introduce
a notion of blowing up vertices. In a way, blowing up a vertex is the reverse process of form-
ing a vertex at (S2) of Algorithm 1. Let G = (V,E) be any graph. Also let v ∈ V be a vertex
of degree dv ≥ 2 with {u1, u2, . . . , udv} being the set of neighbors in G. Then define the
graph Gb(v) as follows: replace v by a collection of dv degree one vertices {v1, v2, . . . , vdv},
and for i = 1, 2, . . . , dv, add the edge (ui, vi). We say that Gb(v) is obtained by blowing
up the vertex v. The graph obtained by blowing up a set of vertices U ⊆ V each with
degree at least 2 is defined as sequentially blowing up each vertex in U . Just like the edge
deletion, note that if a graph has small Max-Cut, then by blowing up a small number of
vertices it should be possible to make the graph bipartite. Now, it is crucial to note that for
any set of vertices U ⊆ V each with degree at least 2, the graph Gb(U) is distributed as a
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configuration model given its degree sequence. The above key observation enables us to
estimate the probability that blowing up a small set of vertices makes the graph bipartite.
Thus our proof argument builds in two steps as follows: (i) First in Lemma 5.4 we show
that the probability that a supercritical configuration model is bipartite is exponentially
small, and then (ii) Using union bound we establish that for any ν > 1, there exists a δ > 0,
for which the probability that blowing up any set of δn vertices makes the graph bipartite
converges to 0. This will complete the proof of Theorem 3.2 (ii). First we formally state
and prove Lemma 5.4.
Notice that since ν > 1 and P(D = 1) > 0, we must have some k ≥ 2 such that
P(D = k) > 0. Without loss of generality, in the rest of this section we assume that
P(D = 2) > 0. The argument below remains identical when P(D = 2) = 0, in which case
we proceed with min{k : P(D = k) > 0} < ∞ instead of 2. Recall that nˆ = n − n0 − n1.
Denote nˆ∗ = nˆ − n2. Note that in Algorithm 1 until the time step nˆ∗, first the vertices of
degree larger than 2 are formed. After this the vertices of degree 2 are formed during time
steps nˆ∗ + 1 ≤ t ≤ nˆ, followed by creating vertices of degree one for t > nˆ. It is crucial to
observe that for t(ε) = nˆ − ε`n, the graph Gn(t(ε)) is distributed as a configuration model
with the criticality parameter
νn(ε) =
∑
i∈[n] di(di − 1)− 2ε`n∑
i∈[n] di
= νn − 2ε, and lim
n→∞ νn(ε) = ν(ε) > 1, (5.7)
for ε > 0 sufficiently small. Denote by C(1)(t) the largest connected component of Gn(t).
Then by Theorem 2.1 (i), for t ≥ t(ε) there exists η(t) > 0 such that
|C(1)(t)|
n
P−→ η(t). (5.8)
Lemma 5.4. There exists a constant C0 > 0, such that
P (CMn(d) is bipartite) ≤ e−C0n. (5.9)
Proof. First note that it is enough to show
P (CMn(d) is bipartite|Gn(t(ε))) ≤ e−C0n(1+εn), (5.10)
for some εn ≥ 0 almost surely. Recall Algorithm 1. Also, observe that if C(1)(t(ε)) is
non-bipartite, then CMn(d) will also be non-bipartite. Indeed, if C(1)(t(ε)) is non-bipartite,
then it must contain an odd cycle of black nodes, and the process of merging degree one
(red) vertices does not affect these existing cycles. Thus if there is an odd-length cycle in
C(1)(t(ε)), that cycle will be present in CMn(d) as well. So assume C(1)(t(ε)) is bipartite.
For t ≥ t(ε) we will now describe an algorithm for partitioning C(1)(t) into two vertex-
disjoint sets H1(t) and H2(t) in a coupled way. The sets H1(t) and H2(t) are such that
if C(1)(t) is bipartite, then these are the unique partite sets. For i = 1, 2, let HBi (t) and
HRi (t) be the set of black and red vertices in Hi(t), respectively. Also, let R(t) and RP (t)
denote the set of all red vertices and red pairs in Gn(t), respectively (recall that a pair is two
degree one vertices joined with each other). With a little abuse of notation, we will also
write HBi (t), R(t) etc. to denote the cardinality of the respective sets.
Algorithm 2. Initially consider the unique bipartition of C(1)(t(ε)):
C(1)(t(ε)) = H1(t(ε)) unionsqH2(t(ε)), say.
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At time step t > t(ε), suppose two red vertices v1 and v1 are coalesced to form a new black
vertex v of degree 2. Then the sets H1(t) and H2(t) are updated according to the following
rule:
(i) If both v1, v2 ∈ HRi (t− 1) for either i = 1 or 2, then
Hi(t) =
(
Hi(t− 1) \ {v1, v2}
) ∪ {v},
and the other partition remains unchanged.
(ii) If v1 ∈ HR1 (t− 1) and v2 ∈ R(t− 1) \ (HR2 (t− 1) ∪HR1 (t− 1)), then
H1(t) =
(
H1(t− 1) \ {v1}
)
∪ {v}
∞⋃
k=1
(
N [v2, 2k] \ N [v2, 2k − 1]
)
,
H2(t) = H2(t− 1)
∞⋃
k=0
(
N [v2, 2k + 1] \ N [v2, 2k]
)
where by convention, the zero neighborhood of a vertex is the vertex itself.
(iii) If v1 ∈ HR2 (t − 1) and v2 ∈ R(t − 1) \ (HR2 (t − 1) ∪ HR1 (t − 1)), then repeat Step (ii)
above by interchanging the role of H1 and H2.
(iv) If both v1, v2 ∈ R(t− 1) \ (HR2 (t− 1) ∪HR1 (t− 1)), then Hi(t) = Hi(t− 1), i = 1, 2.
(v) If v1 ∈ HR1 (t− 1) and v2 ∈ HR2 (t− 1) or vice versa, then remove v1 and v2 from their
respective sets, and add v to H1(t) or H2(t) arbitrarily.
Note that for t1 < t2, HB1 (t1) ⊆ HB1 (t2) and HB2 (t1) ⊆ HB2 (t2). Also, if CMn(d) is bipartite,
then Gn(t) must be bipartite for all t > t(ε). In that case, Case (v) of Algorithm 2 should
not occur, otherwise the bipartiteness will be lost. We now claim that the number of red
vertices in both partitions will become order n at some time step after t(ε). Afterwards
we establish that if the claim is true, then the probability that Case (v) of Algorithm 2 will
not occur is exponentially small. As a result, CMn(d) is bipartite with exponentially small
probability.
Claim 5. For sufficiently small ε > 0, there exists δ1 = δ1(ε) > 0 and δ2 = δ2(ε) > 0 such that
P
(∀ t > t(ε), HR1 (t) < δ1n or HR2 (t) < δ2n|Gn(t(ε))) ≤ e−C0n(1+oP(1)). (5.11)
Proof. Note that since Gn(t(ε)) is distributed as a configuration model, [31, Theorem 2.3 (i)]
and Lemma 4.2 respectively yields
HR1 (t(ε)) +H
R
2 (t(ε))
n
P−→ r(ε) > 0 and RP (t(ε))
n
P−→ rP (ε) > 0. (5.12)
Due to (5.12), one of the sets HR1 (t(ε)) or H
R
2 (t(ε)) has atleast r(ε)n/4 red vertices with
high probability. Without loss of generality, let the part be HR1 (t(ε)). Since at each time
step t > t(ε) only degree 2 vertices are created, the set of red vertices can deplete by at
most 2. Therefore, for t∗(ε) = t(ε) + min{r(ε)n/8, ε`n/2},
inf
t(ε)≤t≤t∗(ε)
HR1 (t) ≥
r(ε)n
8
=: δ1n. (5.13)
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It is important to note that both r(ε) and rP (ε) are bounded away from zero as ε → 0.
Thus δ1 remains positive even when ε is chosen small enough. Recall from Algorithm 2(ii)
that during the time interval [t(ε), t∗(ε)], HR2 increases by at least one if some red vertex in
HR1 is coalesced with one of the vertices outside the set H
R
1 ∪ HR2 , in particular, with one
belonging to some red pair in RP . Using (5.13), at each time step the probability of the
latter event, conditionally on Gn(t(ε)), is atleast
r(ε)n
8
rP (ε)n
(
n1 + 2n2
2
)−1
≥ δ1c1(1 + oP(1)),
for some c1 ∈ (0, 1]. Denote by A(t) the cumulative number of red vertices thus added to
HR2 up to time t starting from t(ε). Observe that A(t) stochastically dominates a binomial
random variable with min{r(ε)n/8, ε`n/2} number of trials and the success probability
atleast δ1c1(1 + oP(1)). Therefore, standard concentration inequalities for the binomial
distribution [32, Corollary 2.3] yields
P(A(t∗(ε)) ≤ δ′2n|Gn(t(ε))) ≤ e−C
′
0n(1+oP(1)) (5.14)
for some suitable δ′2 > 0 and a constant C ′0 > 0. Further notice that some of the red vertices
inHR2 (t) have been coalesced to form new black vertices during [t(ε), t
∗(ε)]. This can occur
if only if at the coalescence step both red vertices are selected from HR2 , which occurs with
probability at most
(HR2 (t)
2
)
/
(
n1
2
)
. Denote the cumulative number of such coalesced red
vertices up to time t by B(t). Define
τ(ε) := inf{t ≥ t(ε) : HR2 (t) ≥ δ′2n/2} ∧ t∗(ε).
Then observe that for t ∈ [t(ε), τ(ε)], the quantity B(t) is dominated by a binomial ran-
dom variable with min{r(ε)n/8, ε`n/2} number of trials and success probability at most
δ′2n/2n1. The mean of this binomial random variable is of the order at most εδ′2n, which
can be made arbitrarily small compared to δ′2n by choosing ε small enough. Therefore,
standard concentration inequalities for the binomial distribution again imply that
P
(B(τ(ε)) ≥ δ′2n/4 | Gn(t(ε)), {HR1 (t) ≤ δ′2n,∀ t(ε) ≤ t < τ(ε)}) ≤ e−C′′0 n(1+oP(1)) (5.15)
for some constant C ′′0 > 0. Now set δ1 as above and δ2 := δ′2/2, and observe that HR2 (t) =
HR2 (t(ε)) + A(t) − 2B(t). Thus (5.14) and (5.15) yields that either the probability that the
following will not occur is exponentially small
HR2 (τ(ε)) = H
R
2 (t(ε)) +A(τ(ε))− 2B(τ(ε)) ≥ δ2n,
or HR2 (t) > δ2n for some t ∈ [t(ε), τ(ε)]. In either of the two cases, this completes the proof
of Claim 5. y
Let t∗∗(ε) := τ(ε) + (δ1 ∧ δ2)n/4. Observe that due to Claim 5 and the argument given
above (5.13),
inf
τ(ε)≤t≤t∗∗(ε)
HRi (t) ≥
δin
4
i = 1, 2. (5.16)
Recall that while forming the degree 2 vertices from Gn(τ(ε)) to CMn(d), the bipartiteness
is lost if one red vertex is chosen from HR1 and the other is chosen from H
R
2 . Therefore, for
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any t ∈ [τ(ε), t∗∗(ε)],
P
(
Bipartiteness is not preserved at time t|Gn(t(ε)), HR1 (τ(ε)) ≥ δ1n, HR2 (τ(ε)) ≥ δ2n
)
≥ δ1δ2n
2
16
(
n1
2
) = (1− c0)(1 + oP(1)),
for some c0 ∈ (0, 1). Thus the probability that bipartiteness is preserved troughtout the
time interval [τ(ε), t∗∗(ε)] given Gn(t(ε)), HR1 (τ(ε)) ≥ δ1n, and HR2 (τ(ε)) ≥ δ2n is upper
bounded by exp(−C0(1 + oP(1))n) for some constant C0 > 0. The proof of Lemma 5.4 is
now complete.
We need one further lemma to complete the proof of Theorem 3.2 (ii).
Lemma 5.5. Under Assumption 1.b, given any ε > 0, there exists δ = δ(ε) > 0, such that for all
sufficiently large n, the sum of squares of the degrees of any collection of δn vertices is at most εn,
i.e.
∑
u∈U di(di − 1) < εn uniformly over all subsets U ⊆ [n] such that |U | < δn.
The proof of Lemma 5.5 is identical to the argument given in the proof of Lemma 4.6,
and hence is omitted. With all the above ingredients in place, we now proceed to prove
Theorem 3.2 (ii).
Proof of Theorem 3.2 (ii). Fix ε > 0. Using Lemma 5.5, let us choose δ0 = δ0(ε) > 0 such that
|U | ≤ δ0n implies
∑
i∈U di(di − 1) < εn. Notice that if we blow up at most δ0n vertices,
then the criticality parameter of the new graph changes by at most εn/`n, and thus for
small ε > 0, the blown up graph is also supercritical with high probability. Further, let Ek
denote the event that the distance from bipartiteness of CMn(d) is k. Thus, choosing δ < δ0
small enough, Lemma 5.4 yields
P (DistBip(CMn(d)) ≤ δn) ≤
δn∑
k=1
(
`n/2
k
)
P(Ek) ≤
δn∑
k=1
(
`n/2
k
)
e−C0n → 0. (5.17)
This completes the proof of Theorem 3.2 (ii).
5.3 High-density regime
The proof for the supercritical case (Theorem 3.2 (iii)) uses the first moment method. For a
set of vertices A, recall that S(A) is the total number of half-edges associated with A, and
E(A,Ac) is the number of edges between A and Ac. Partition the graph CMn(d) in two
parts A and Ac, where we assume without loss of generality that S = S(A) ≤ `n/2. In this
case,
P (E(A,Ac) = K) =
(
S
K
)
K!(S −K − 1)!!(`n−SK )(`n − S −K − 1)!!
(`n − 1)!!
= exp
(
`nf(xn, yn)(1 + o(1))
)
, where
f(x, y) = ln
(
xx(1− x)1−x(1− x− y)−(1−x−y)/2(x− y)−(x−y)/2y−y),
(5.18)
and yn = K/`n, xn = S/`n. We note that
∂f
∂x
(x, y) = ln
(
x
1− x
)
− 1
2
ln
(
x− y
1− x− y
)
.
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The fact that x/(1− x) > (x− y)/(1− x− y) for any 0 < y < x ≤ 1/2, implies that for any
fixed y, {f(x, y) : x ≤ 1/2} is maximized at x = 1/2. Now, for any 1 ≤ K ≤ `n/2,∣∣∣{U ⊂ V : ∑
i∈U
di = K
}∣∣∣ ≤ 2n. (5.19)
Thus, for any constant c > 0, a union bound and (5.18) yields
P
(
MaxCut(CMn(d)) ≥ `n
4
+ nc
√
µ
)
= P
(
∃ A ⊆ [n], S(A) ≤ `n
2
, E(A,Ac) ≥ `n
4
+ nc
√
µ
)
≤
`n/2∑
S=1
∑
A:S(A)=S
S∑
K= `n
4
+nc
√
µ
P
(
E(A,Ac) = K
)
≤ 2n
(`n
2
)2
max
`n
4
+nc
√
µ≤K≤ `n
2
exp
[
`nf
(1
2
,
K
`n
)
(1 + o(1))
]
.
Writing K/`n = y, notice that
2n exp[`nf(1/2, y)]
= exp
[
n ln(2) + `n ln
(
1
2
y−y
(1
2
− y
)− 1
2
( 1
2
−y)(1
2
− y
)− 1
2
( 1
2
−y))
+ o(n)
]
= exp
[
(1 + o(1))`n ln
(
21/µ
(1
2
(1
2
− y
)− 1
2
+y
y−y
))]
,
(5.20)
since `n/n→ µ. Therefore, we obtain
P
(
MaxCut(CMn(d)) ≥ `n
4
+ nc
√
µ
)
≤ κn2 max
1
4
+ c√
µ
≤y≤ 1
2
exp
[
`n ln
(
2
1
µ
−1(1
2
− y
)− 1
2
+y
y−y
)]
,
for some constant κ > 0. Now observe that
(
1
2−y
)− 1
2
+y
y−y is non-increasing in the interval(
1/4, 1/2], and therefore the above maximum is attained at y = 14 +
c√
µ . Define
f(c, µ) :=
(1
4
− c√
µ
)−( 1
4
− c√
µ
)(1
4
+
c√
µ
)−( 1
4
+ c√
µ
)
− 2− 1µ+1
and
c?(µ) = inf
c>0
{
c : f(c, µ) < 0
}
. (5.21)
Thus, we can conclude that for any c > c?(µ),
P
(
1
n
MaxCut(CMn(d)) >
µ
4
+ c
√
µ
)
→ 0, as n→∞.
Note that f(0, µ) = 2, limc→(√µ/4)− f(c, µ) =
√
2, and f(·, µ) in strictly decreasing. There-
fore, c?(µ) <
√
µ/4 for any µ > 2. To see that c?(µ)↗√ln(2)/2 as µ↗∞, it can be checked
using Taylor expansion with respect to c around 0 that f(c, µ) ≈ 2(1 − 2−1/µ) − 8c2/µ.
Also, for large µ, 1 − 2−1/µ ≈ ln(2)/µ. Thus for large µ, the value of c?(µ) is given by√
ln(2)/2.
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