The p-compact-regions problem involves the search for an aggregation of n atomic spatial units into p-compact, contiguous 
Introduction
The problem of regionalization involves generating larger and fewer regions from smaller but more numerous spatial units to serve a specific purpose. For example, a normative region might be a subdivision of an area with a population size large enough to effectively perform functions such as the administration of elections. An analytical region is formed by grouping zones together to facilitate visualization on maps or the interpretation of information at a different scale (Wise, Haining, and Ma 2001) . A regionalization problem, within different contexts, can also be termed zonation or districting, relating it to the modifiable areal unit problem (Openshaw 1977) . As such, it has been studied and applied in many domains. For example, emergency medical service providers aim to partition a service area into regions to provide satisfactory coverage (Marianov and ReVelle 1996; Alsalloum and Rand 2006; Sorensen and Church 2010) . In police deployment, efficient and compact patrol areas are desired (Curtin, Hayslett-McCall, and Qiu 2010) . In conservation planning, decision makers may want to identify regions that maximize species coverage and the preservation of selected species (Church, Stoms, and Davis 1996) , perhaps combined with the minimization of cost (Moilanen 2007) and clustering (Fischer and Church 2003) . Partitioning an area into compact electoral districts is one possible approach to prevent political gerrymandering (Morrill 1976; Young 1988; Pang et al. 2010) . In human geography, a single set of reporting zones for projects such as the census is no longer sufficient to meet researchers' needs (Young, Martin, and Skinner 2009) , resulting in flexible aggregation becoming increasingly important.
In these applications, compactness of a region is often listed as a desirable goal. First, compactness implies maximum accessibility to all parts of a region. Second, a compact region is likely to be homogeneous, sharing common attributes and properties. Angel, Parent, and Civco (2010, p. 441 ) acknowledged compactness as "one of the most intriguing and least-understood properties of geographic shapes." Metrics of compactness often compare a shape to a circle of the same area as the shape on the grounds that a circle minimizes the sum of squared distances of all parts of its area from its centroid (Wentz 2000) . However, many regionalization studies do not include an explicit compactness measure in their optimization models, relying instead on indirect objectives, such as minimizing travel distances within a region (Wie and Chai 2004) and minimizing the perimeter lengths of regions (Fischer and Church 2003) for simplicity. Such approaches may also allow a mixed integer programming (MIP) model to be formulated so that optimal solution for the problem is easier to obtain.
Literature
The family of regionalization problems involves the aggregation of basic spatial units into groups to meet a range of criteria, including maximizing both intragroup homogeneity and intergroup heterogeneity. Openshaw (1977) defines a general model of the zone-design process by aggregating n zones (i.e., spatial units) into p contiguous regions, where p is usually a small fraction of n. A closely related variant is the location-allocation problem (Goodchild 1979 (Goodchild , 1988 , which seeks to locate p facilities optimally and simultaneously to allocate distributed demand to them, forming p zones. Models of this type have been applied in many fields and are used to solve a variety of problems, ranging from public facility location-allocation (Hess et al. 1965; Church 1990; Church and Scaparra 2007; Church and Murray 2009 ) to business service center allocation (Zoltners and Sinha 1983; Aboolian, Sun, and Koehler 2009) .
Regional compactness has been considered a very important characteristic in such regionalization problems as political redistricting and sales territory assignment (Adams and Bischof 1994; Duque, Ramos, and Suriñach 2007) . Weaver and Hess (1963) presented a methodological framework for political districts that maximizes district compactness while keeping the population totals in each district equal. The compactness measure they used is an indirect measure of the moment of inertia (MI), defined as the sum of all basic units in a region of the products of population density times the square of the distance from the basic unit to the centroid of the region. This measure of compactness provides only a crude approximation to the true MI, which is more accurate in measuring the shape of an areal object. Another of its weaknesses is that it cannot guarantee spatial contiguity. In 1976, Morrill proposed the use of a computer-based capacity-constrained location-allocation model to generate contiguous congressional districts such that the aggregated travel in each district to its center is minimized (Morrill 1976 ). This procedure is relatively simple, being based on straight-line travel rather than on a real transportation network, and not considering similarity among the atomic geographic units in the aggregation process. Similar works in the literature include those of Mehrotra, Johnson, and Nemhauser (1998) , Bozkaya, Erkut, and Laporte (2003) , Ricca and Simeone (2008) , and Altman and McDonald (2010) .
To provide a basis for formulating the p-compact-regions problem, we review the p-regions problem. This problem deals with the aggregation of n spatial units into p contiguous groups while minimizing the sum of intraregional dissimilarity (Duque, Church, and Middleton 2011) . (Note that the "unit" we mention throughout the article means the areal unit.) Several possible ways exist for formulating the p-regions problem as an integer programming problem. Duque, Church, and Middleton (2011) presented three different model formulations for this problem and compare the efficacy of each model. One of the forms is called Order RM , based on the rationale that units are assigned to a given region in a specific order to prevent cycles and, at the same time, to ensure contiguity. Order RM is formulated with the following parameters: I = the set of units i,j = indices used to refer to specific units, where i, j ∈ I k = index used to refer to regions, where k = 1, 2, 3, . . . ,p o,O = index and set of contiguity order Ni = {j | area j is adjacent to area i} Sij = a measure of dissimilarity between unit i and unit j Utilizing the following decision variables: 
Geographical Analysis 
This model minimizes the dissimilarity between each pair of areas assigned to the same region. Constraint (2) ensures that each region is assigned exactly one unit as the seed with order zero. Constraint (3) ensures that each unit is assigned to exactly one region under one order of assignment. Constraint (4) ensures that a unit cannot be assigned to region k as order o unless a neighboring area j has been assigned to region k as order o − 1. Thus, this constraint ensures that any area assigned to region k is a neighbor of the root area of region k or is a neighbor of an area that has been assigned to region k with a lower order of closeness. Altogether, constraint (4) ensures that each region is a contiguous set of units. These constraints were inspired by the work of Cova and Church (2000) . Duque, Church, and Middleton (2011) tested two other models (Tree and Flow), reporting that all model forms are of limited use in solving a p-regions problem to optimality beyond a problem involving 50 areas. This is an issue that has been raised in a previous work as well (Bixby 2002) . The remaining issue here is that only contiguity is considered, and any concern for compactness is missing. Because of this, we propose a variant of the p-regions problem-the p-compact-regions problem-that involves the solution for a compact set of regions. The p-compact-regions problem involves maximizing compactness of resultant regions rather than minimizing dissimilarity between each pair of areas within the same region.
Problem statement and model formalization
In this section, we will introduce the formulation and common constraints of p-compact-regions problem, and the integration of normalized moment of inertia (NMI) as the novel compactness measure.
The p-compact-regions problem: a general model
The p-compact-regions problem involves a single objective that attempts to optimize a measure of overall compactness of the p-regions. In essence, we can assume a formulation of the p-regions problem, like that given previously where we substitute the dissimilarity objective for one that involves maximizing compactness. To solve this problem, a robust and computationally feasible compactness measure is the key to defining such a model. Li, Goodchild, and Church (2013) reviewed both direct and indirect compactness measures and proposed a new way to compute compactness of a shape based on the NMI; they proved that this approach provides a robust and computationally efficient compactness measure. Therefore, we adopt their approach here by defining a region Zk's compactness index C(Zk) as is the second MI of a region about an axis perpendicular to it and passing through its centroid G. C(Zk) ranges from zero, in the case of an infinitely extended shape, to one, in the case of the most compact figure, a circle.
Given this definition of compactness of a region Zk, we define the sum of the NMI of each of the p-regions as the compactness objective of the p-compact-regions problem:
Maximize:
.
Given that the range of C(Zk) is between (0, 1], the range of the compactness objective value is (0, p] . This can be thought of as a different objective to the p-regions model with constraints (2)- (7), which focuses on compactness, where contiguity is a required property for each region and all areas' units must be assigned to exactly one region. To derive C(Zk) in the objective function, it is essential to derive the MI of region Zk, which is I Z (8) could be based on pure geometry; as such, it is known as the area-weighted MI. I Z G k could also represent the MI weighted by the distribution of a nongeographical property, such as population. Li, Goodchild, and Church (2013) proposed a new trapezium-based approach to compute the area-weighted MI. In this article, we introduce an extension of their MI definition to cope with the needs of different applications. We start by defining I i G i , the MI of a basic unit, which is the building block to computing the MI of a region Zk. Mathematically,
where Ai is the area of a basic unit i, da is an infinitesimal part of area Ai, ρi(dai) is the density function of some property of i, such as population, Gi is unit i's density-weighted centroid, and d is the distance from dai to Gi. Assuming that a property is evenly distributed over each basic unit, namely ρ(dai) is a constant, ρi, I i G i can be simplified to
where I i G i is equal to ρ times the area-weighted MI of the unit. When ρi = 1, I i G i can be computed based on pure geometry (see Li, Goodchild, and Church 2013 for details of the calculation).
Because the computation of MI is additive (Li, Goodchild, and Church 2013) , the MI of a region Zk can be derived by summing the MI of all its contained units plus the MI introduced by this aggregation. Fig. 1 shows a partial region Zk composed of three basic units, the boundaries of which are drawn in dashed lines. This region has a neighboring unit i, with area Ai, density ρi, and centroid Gi. A neighborhood is determined based on the sharing of common edges (i.e., rook contiguity). If ρ Z k is the mean density of region Zk and G is region Zk's density-weighted centroid, after aggregating unit i into Zk, the new MI of Zk becomes
where G′(x′, y′) is the new density-weighted centroid after a unit i is added to region Zk. Its coordinates can be computed with equation (13). d1 is the Euclidean distance between G′ and Gi, and d2 is the Euclidean distance between Gi and G′. Region Zk's new density after adding unit i, ′ ρ Z k , can be computed using equation (14). (12) for C(Zk) in equation (9) provides a formal definition of the compactness objective, where compactness can be computed as a region grows or shrinks when member units are reassigned. The computation, although additive, is based on knowing the centroid of the region through a nonlinear process, according to equations (12)- (14). Therefore, the p-compact-regions problem, as formulated in equations (2)- (7) and (9), is a nonlinear integer programming problem.
Specialization of a p-compact-regions problem
According to different application needs, the p-compact-regions problem may incorporate additional constraints or objectives. The following is a list of a few possible constraints required in addressing real-world problems:
(1) Size constraint: a size constraint could require the resultant regions to be of equal size or require any region to be bigger or smaller than a certain size. (2) Physiographic constraint: boundaries of regions cannot cross major physiographic features, such as mountain range barriers. This constraint is often used in ecological/economic regionalization. of a property for a region and an ideal value be limited. The sum of such a deviation also could be minimized.
MERGE: A heuristic framework to solve the p-compact-regions problem
Given the nonlinear nature of the p-compact-regions problem and our desire to solve large-sized problems, a heuristic framework termed MERGE has been developed to solve the p-compactregions problem. MERGE has a sequence of stages: initial growth, growth completion, and local search. It starts with p seeds as beginning locations about which p-regions are constructed (Brookes 1997; Church et al. 2003) . Although a good heuristic algorithm should not be affected by the selection of the seeds, an appropriate seed selection strategy tailored to a specific application is conducive to the solving of regionalization problems. One strategy is to select several units at random as seeds; this strategy has been used in many applications (Vickrey 1961; Thoreson and Liittschwager 1967; Openshaw 1977; Rossiter and Johnston 1981) . The random-seed selection strategy is suitable for small problems without many constraints, such as the hexagon application we present later. As for other more complex problems, constraints inherent in a problem may provide useful guidance for selecting seeds. For instance, the transportation analysis zone (TAZ) aggregation problem presented in the "Application" section has a constraint that no local commercial centers (each one is represented as a set of basic units) can be assigned to different regions, and no region may contain more than one local commercial center. In this case, the local commercial centers naturally become the seeds for growing regions. Once guidelines for selecting seeds are identified for a specific problem, one could either manually or randomly select seeds. After seed selection, MERGE starts the initial growth stage through a "dealing" procedure that ensures that each region "grows" to a viable size. Stage II of MERGE applies a randomized greedy algorithm to the partial regions resulting from Stage I to create a set of regions that meets all of the constraints (2)-(7). Thus, the completion of Stage II is a feasible solution consisting of a set of p contiguous regions. Stage III of the heuristic allows for possible backtracking in order to find improvements by using a form of simulated annealing (SA) (Kirkpatrick, Gelatt, and Vecchi 1983) applied to possible edge reassignment. "Edge reassignment" here means the reassignment of basic units on the edge of regions. A basic SA algorithm starts with an initial solution and then randomly selects a feasible neighboring solution. Here, a neighboring solution is a solution generated by reassigning a basic unit on the edge of a region to one of its neighboring regions (neighbor detection is based on rook contiguity) without violating the contiguity constraint. If this neighboring solution is an improvement over the current solution, it is used to replace the existing one, and the search continues. Otherwise, the neighboring solution is accepted using an acceptance probability function P = e −Δ/T , also known as the Boltzmann equation (Arkeryd 1972) , where Δ is the variation of the evaluation criterion and T is a global time-varying variable representing temperature. T is initialized at T0 and is decreased after a set number of iterations by a cooling rate α. When T reaches some predefined value ε, the iterative process stops, and the current best solution is accepted. Fig. 2 shows the flowchart of MERGE. To ensure that all regions grow to a viable size, we initially deal a fixed number M of basic units to each region, assigning them on the basis of the greatest improvement in the objective function. We call this "dealing" because it involves something akin to a card dealer who deals, in a clockwise fashion, one card at a time to each player until each player has a set number of cards. Here, we deal one of the best units to a seeded region and continue dealing until each seeded region has one of the best neighboring units assigned to it. We then deal a second set of units and then a third set and a fourth set and so on until each seed cluster has a size of M + 1 units (M assigned units plus the original seed unit). Without this dealing step, some regions may fail to grow beyond two or three units if adding another basic unit decreases rather than increases the objective function value. This dealing step is deceptively simple, but extraordinarily powerful, as a region could be quite awkward in size and shape when it contains only two or three basic units, and adding a unit at this point often makes a cluster less compact rather than more compact. But, allowing all regions to grow (by adding basic units) beyond an awkward shape, such as an enclave, helps to tune the heuristic toward generating a high percentage of compact regions.
After the dealing step, the randomized greedy algorithm is applied globally over the p-regions. For each region, the N best plans for adding a basic unit are selected by looking at all possible units that can be added. Then, one of the N is randomly selected. At this point, a basic unit may be eligible to be added to several different regions. After the plans for all of the regions are identified, the assignment to a region that results in the largest objective function value improvement is selected. Each region has a selected candidate, and that candidate is one of the N best possibilities. This means that a degree of randomness is associated with the choice of which basic unit is added to a region and which region is selected for the next assigned basic unit. This is a form of randomized adaptive search. After adding the selected basic unit i, the values and plans for the other regions are updated as necessary. To support efficient execution of this algorithm, MERGE introduces a memory module to keep track of a region's current status, its best N growth plans, and the potential status of a region after executing the best N growth plans for all regions. The status of a region is represented by a number of variables, including the identifications codes of all basic units within each region, the region's compactness index, its centroid, area, MI, and other properties. Before the assignment of any unit is complete, the compactness index of each region must be updated in memory if the availability of a basic unit is changed. Instead of updating the status of all regions after a basic unit is assigned, only the regions that are affected need to be updated. For example, when unit i is assigned at an iteration, the status of the region to which it is assigned must be updated by recalculating the compactness index, the quantitative value for each constraint, and the objective function value. In addition, the algorithm needs to identify new candidate units that can improve the composite objective function of the region. Other regions that may be affected are those that already specify unit i in their candidate lists. For such regions, if region i becomes unavailable, another candidate unit must be identified to replace it in the region's candidate list (if any are adjacent and unassigned).
To improve the regionalization process further, an edge-reassigning approach was designed to tune the results at Stage III (as Fig. 2b shows) . Its input is the set of region partition plans obtained from Stage II. The strategy is to select randomly a unit on the edge of a region and then to consider allocating it to an adjacent region that has the largest ΔObj; that is, the greatest overall objective function improvement or the least objective function value decrease, as expressed in the following equation: 
ΔObj Obj new P Obj new P Obj
The selected move is made when ΔObj is positive. When ΔObj is negative or zero, it is accepted with a probability given by the Boltzmann equation. In our approach, we make three improvements to what would be a simple SA algorithm: First, instead of selecting a feasible neighboring solution randomly, the procedure selects a locally best reassigning for the unit that improves the speed of approach to an optimal solution. As the local search continues (T decreases), the solution tends to converge to a stable state, which one hopes is near-optimal. According to the Boltzmann equation, the possibility of allowing a nonimproving move decreases as T decreases. Because of this mechanism, the nonimproving moves mostly occur at an early stage of the local search when the probability of accepting a nonimproving move is greatest when T is large. Second, as downhill nonimproving moves are allowed, the process may repeatedly visit the same solution, especially at a later stage of the edge-reassigning process when the heuristic is nearing completion. Because almost all of the possible improving moves have been tried at this point and because the nonimproving moves can be accepted only with a very low probability, The p-Compact-regions Problem when a nonimproving move suddenly is allowed, the very next move would most likely be the reverse move that produces an increase in the objective value. Then, the process bounces among a small set of solutions. To avoid this pitfall, a list of banned moves can be introduced, like that found in a tabu search (Glover 1989 (Glover , 1990 . When an uphill move is made, its reverse move is added to the banned set in the tabu list. Even if its reverse downhill move is chosen using Boltzmann's probability, this reverse move is not allowed when the move is banned. When the list is full, the oldest move is dropped from the list (often called tabu tenure) and becomes unbanned. Third, the stopping condition is strengthened. In a general SA method, the algorithm stops when T reaches a predefined value. However, this process could be very time-consuming when the final value of T is set to be very small. To make efficient use of computational effort, MERGE is stopped when all of the last K (i.e., the total number of basic units) sequentially selected candidate moves are nonimproving, whether or not they are executed. When this condition is encountered, the best determined solution is selected as the final result.
In MERGE, the assignment or reassignment of a basic unit cannot break the contiguity constraint. During the region-growing phases (Stage I and Stage II), a basic unit that is added to a region is selected from a set of all the unassigned basic units adjacent to the region. Therefore, contiguity for a region is preserved without the need for a specific strategy. In the local search phase, however, removing one basic unit from a region potentially may violate the contiguity constraint by leaving a residual region split into two unconnected parts. To address this issue, one could check whether a path exists between any of the unit pairs in a region, but this would be a very time-consuming process. The strategy we adopt here is to select one basic unit within a region and to find its adjacent basic units within the same region until no more units can be added. If the size of the identified unit set is less than the size of the region, then one or more basic units are unreachable after the edge reassignment. Therefore, the edge unit cannot be reassigned.
Finally, the design of this heuristic is such that it is to be repeated hundreds, if not thousands, of times. After each of its executions, the best solution found is saved for further analysis. This process represents a design feature of semi-greedy and greedy randomized adaptive search procedure (GRASP)-based processes where the idea is to introduce random choices between several of the best performing options as the heuristic progresses. This design feature allows a wide variety of very good starting feasible solutions to be generated, under which the improved Stage III is used to test whether local transitions lead to better local optima or even to a global optima.
A simple example is given to demonstrate how MERGE works. Fig. 3 depicts two partial regions (P1 and P2) and three unassigned units (1-3). The entire region is an 8 × 4 rectangle; unit 2 is a 1 × 4 rectangle; unit 3 is a 3 × 2 rectangle (as is region P2); and unit 1 is a right isosceles triangle (horizontal and vertical edges length). The objective of this p-compact-regions problem is simplified to address only compactness. Suppose regions P1 and P2 have grown from seed units through the dealing phase to their current state. Fig. 3 lists their MI, area, and objective function value (obtained from equation [8] ). d1 is the distance from the centroid of a region in its current state to the centroid of this region once the unit is added. d2 is the distance from the centroid of a unit to the centroid of a region after the unit is added. For example, if unit 3 is added to region P2, the centroid of region P2 falls on the midpoint of the border segment shared between region P2 and unit 3; therefore, d1 = d2 = 1, as listed in Table 1 . Because region P1 and unit 3 as well as region P2 and unit 1 are not neighbors, no moving plans will be made for these (region, unit) pairs.
Two plans exist for growing region P2: adding unit 3 to P2 (Plan A) or adding unit 2 to P2 (Plan D). According to equation (8) If Plan B is executed, P1's compactness objective term becomes the highest (0.9549) over all plans; but, because we count the greatest increase in the objective function value instead of the highest objective function value that can be achieved, Plan A still is considered the best plan so far. Using the proposed randomized greedy algorithm, one plan is randomly selected from the best N growth plans for each region, and then the best plan over all selected plans is executed. Suppose Plans A and D are ranked as the top two plans for growing region P2, Plans B and C are ranked as the top two plans for growing region P1, and Plans D and C are randomly selected to grow these two regions, respectively. Because Plan C increases the objective function value more than Plan D does, at this round, unit 2 will be added to region P2. Although Plan A is the overall best plan, it is not picked due to the randomization process. Instead, another relative best move is made. In this way, we allow not only regions to grow toward more optimal solutions but also downhill moves to help escape from local optima. The preceding example explains how randomized greedy (Stage II of MERGE) works; we now demonstrate how the proposed local search (Stage III of MERGE) works. Suppose after Stage II that all basic units are assigned. Region P1 contains its original part and units 1 and 2; region P2 contains its original part and unit 3. During the first round, each basic unit is scanned, and only unit 2 is identified as a unit on the edge. It has one possible move: remove from region P1 and merge into region P2. Suppose that, after this move, P1 becomes (a 4 × 4 square) and P2 becomes (a 44 × 4 square), where the objective function value can be calculated as Obj P Obj P Obj P Obj P . .
Thus, this move leads to a better solution; therefore, it is allowed. After this round, each of the basic units is inspected again, and because no moves will produce an increase in the overall objective function value, the algorithm stops. In this case, this solution (two regions with a 4 × 4 square each) is an optimal solution with regard to the goal of generating two compact regions.
Applications
The previous section introduces the MERGE algorithm in detail and how it can be used to solve the p-compact-regions problem. In this section, we introduce two compactness-driven applications of the p-compact-regions problem with different constraints. We begin with a small problem having a known optimal solution to prove the ability of MERGE to achieve optimality. We then introduce a large practical p-compact-regions problem, the solution of which is an essential building block to modeling economic processes. We also compare MERGE with other popular heuristics, including a common greedy algorithm, tabu search (Glover 1989) , and GRASP (Feo and Resende 1995) , to demonstrate the superiority of MERGE. The algorithms were implemented in Python and tested on a 2 × 2.93 GHz Quad-Core Intel Xeon CPU, 16G DDR3 memory, and a Mac OS X Lion 10.7.4. Fig. 4 shows a hypothetical study area composed of 168 equal-sized units, each of which is an equilateral triangle. These triangles are connected at their vertices, and neighboring triangles share an edge and two vertices. The objective of this p-compact-regions problem is to generate seven (p = 7) equal-sized compact regions. That is to say, each region should contain 24 (168/7) basic units. The most compact region composed from 24 such triangles is a regular hexagon, whose compactness index is 0.99 using the MI-based measure. Given that hexagonal tiling is the most efficient way to partition a two-dimensional plane into equal areas (Goodall 1987; Hales, Sarnak, and Pugh 2000) , the optimized solution of this p-compact-regions problem is the seven adjacent regular hexagons (in different gray shades) illustrated in Fig. 4 . This problem is relatively small, with less than 200 basic units. However, its optimized solution is not easy to obtain due to the many possible growing plans that bring the same improvement to its objective function value. This case is especially true when many partial regions are symmetric. For example, when a partial region contains two units (e.g., units 150 and 151), the plans of adding 149 or 132 or 152 or 163 yield the same improvement to the objective function value. Therefore, they all are the best theoretically, and any plan could potentially be selected by the randomized procedure. However, if the plan of aggregating unit 152 is chosen, the regionalization process results in a nonoptimal solution. The proposed local search algorithm in MERGE shows its advantage to adjust a nonoptimal solution to an optimal one in this case.
An equal-sized p-compact-regions problem
MERGE starts by randomly selecting seven basic units as seeded regions. Such seeds are used to initialize the process. Once they have served the purpose of being sites to initially coalesce surrounding units, however, these seeds are allowed to be moved to a neighboring region during the edge-reassignment process (Stage III). The local search takes the plans generated through the randomized greedy algorithm as input. The MERGE heuristic was executed 1,000 times for this problem, and Fig. 5 is a plot of the number of times solutions are generated that exhibit a specific average compactness value among the seven regions that fall within a specific With the dealing heuristic, the randomized greedy algorithm generated feasible plans with an objective function value ranging from 0.89 to 0.99, which improved the results obtained by executing Stage II only. Among these improved feasible solutions, about 5% (value = 0.99) are optimal solutions, and about 15% of the feasible plans of Stage II had objective values of 0.98 (near-optimal). After applying the proposed local search algorithm (Stage III), all of the final plans become optimal; that is, each plan resulted in seven regular hexagons, as shown in Fig. 4 . This experiment demonstrates the ability of MERGE to achieve global optimal solutions for a somewhat simple p-compact-regions problem for which a known optimal solution exists. 
A large practical p-compact-regions problem
In this section, we demonstrate the solution using MERGE on a real-world p-compact-regions problem with multiple constraints. Our goal is to aggregate the 4,109 TAZs in six Southern California counties (Los Angeles, Riverside, San Bernardino, Orange, Imperial, and Ventura; see Fig. 6 ) to approximately 100 regions, the maximum number considered computationally feasible for a large-scale spatial econometric model involving land use change and transportation investment (Anas and Liu 2007) . We choose to maximize the overall compactness of generated regions and, at the same time, to satisfy the following constraints: (1) each region must be spatially coterminous; (2) the boundaries of regions must not cross major physiographic features or county boundaries; (3) the intrazonal traffic generated within a region must be smaller than a certain percentage of all traffic generated by that region; (4) a local commercial center made up of one or more TAZs cannot be split into two regions; and (5) each region cannot be assigned more than one commercial center. A commercial center is defined as a set of spatially contiguous TAZs, for which the employment density and total employment of all TAZs must be greater than some threshold. This is a nonlinear problem in nature, and its size and model type make it difficult to solve optimally for all but the smallest of sizes.
We applied MERGE to the 4,109 TAZs with a set of 100 manually selected seeds. This seed set comprised 49 local commercial centers and 51 TAZs containing junctions of major roads. The same set of seeds was used for all computer runs. We set the number of TAZs dealt in the first phase of MERGE to K = 10, thus accounting for roughly a quarter of all TAZs assigned. We suggest that some experimentation with K may be needed in other applications of this heuristic if the values of n and p are significantly different from those in this application. In the randomized greedy phase, N (the number of plans from which to select randomly when growing a region) was set to three. MERGE was run 1,000 times: Stage I (dealing) and Stage II (randomized greedy) were run together to first generate a set of 1,000 feasible p-region solutions; then Stage III (local search) started with these 1,000 feasible solutions in a search for improved solutions. We also compared the performance of MERGE to two popular heuristics, GRASP and tabu search, to demonstrate its superiority. A GRASP algorithm used in a local search phase always makes the reassignment that brings the greatest positive improvement in the objective function value and continues until no further improvement is possible. Nonimproving moves are not allowed in the improvement phase of GRASP. A tabu search, in comparison, has three strategies. First, it uses a tabu list to prevent cycles by forbidding reverse moves for a number of iterations. This list is dynamic, and eventually an old move can be considered again as a candidate move. Second, tabu allows up to k nonimproving moves to overcome local optima. Third, a tabu search always seeks to make the move that is the best greedy move (the best improvement or the least damaging). A tabu search stops when all possible moves are either infeasible (no more moves are allowed, and the allowed number of nonimproving moves has been reached) or all feasible moves are taboo. Both GRASP and tabu were applied to the initial feasible solutions resulting from Stage II. As 1,000 feasible solutions were generated by Stage I of MERGE, the GRASP and tabu heuristics were run 1,000 times each. Fig. 7 shows the distribution of objective function values over 1,000 runs for dealing and randomized greedy at Stages I and II. The objective function value equals the sum of the compactness index over p-regions (in this case, p = 100). Hence, an objective function value equaling 88 signifies that the mean compactness index of the p-regions is 0.88 (1/100 of the objective value), which has one as its upper bound and zero as its lower bound. The objective function values range between 78.7 and 82.4 after the completion of the randomized greedy phase in MERGE, as the first cluster of columns shows in Fig. 7 . This dispersion is caused by the random choices introduced in MERGE to determine which regions grow and in what order. Out of the 1,000 runs, 578 (57.8%) solutions have an objective function value that is better than what would be generated by a nonrandomized greedy algorithm (i.e., 80.5). Clearly, multiple runs with the randomized greedy procedure in MERGE are capable of producing better starting solutions.
Based on these solutions, tabu, GRASP, and MERGE were, respectively, applied to further improve the region partition plans. The second cluster of columns, with objectives ranging from 83.7 to 86.3, are those obtained by tabu. Tabu-85 in the figure indicates that the maximal length of the tabu list is 85, the same parameter value used in the max-p-regions problem (Duque, Anselin, and Rey 2012) , and in that used by Ricca and Simeone (2008) . Although tabu achieves an average of 5.64% objective function improvement over the randomized greedy approach, it is still far worse than MERGE or GRASP. The reasons why tabu fails to make much of an improvement in this regionalization problem are multifaceted. First, occurrence of a cycling move in a seed-growing approach is unlikely because distant basic units are unlikely to interact with each other. Hence, when moves are selected to generate more compact regions at each step, they tend to generate very different moves instead of the reverse moves of the ones just made. Second, although tabu allows nonimproving moves, the number is a predefined value; tabu does not have the ability to adjust the number dynamically according to the size and complexity of the problem. This explains why the tabu strategy does not work well for the given problem with a large solution space.
In comparison with tabu (with objective function values ranging from 83.7 to 86.3), GRASP and MERGE perform much better. GRASP generates solutions with values ranging between 87.4 and 89.4. GRASP benefits from the randomized greedy approach, which generates a wide variety of solutions by not always accepting the best moves. Therefore, although GRASP does not allow nonimproving moves during the local search phase, it is still able to achieve an average of 9.9% objective function value increase vis-à-vis the initial solutions. Over all algorithms, the best solutions were found with MERGE. It results in solutions with values ranging from 88.1 to 89.9, and on average, it produced an improvement of over 10.5% in objective function value over that of the initial solutions. Although some overlaps exist in objective function values with GRASP, for an individual run using the same initial plan, MERGE outperformed GRASP in 960 out of 1,000 cases. In addition, only MERGE found the best solution ever identified (objective value = 89.9). This superior performance of MERGE during the local search phase can be attributed to the following strategies: (1) the probabilistic acceptance of nonimproving moves, which is the essence of the SA method; (2) the adoption of only the best move for a selected basic unit, which keeps the algorithm from going too far from the optimal solution and helps the algorithm to converge quicker; (3) the stop condition that intelligently ends the search procedure when an optimal or near-optimal plan is found; and (4) the list of banned nonimproving moves to prevent the algorithm from getting stuck in a local optima. Fig. 8 shows the best region partition plan (objective = 89) found by MERGE. Visually, most regions are round or nearly round. Other features include the following: (1) the shape of some regions is adversely affected by boundary effects, such as the elongated region south of the Santa Monica Mountains in Los Angeles County and (2) some regions are inside other solution regions. For example, five small regions are surrounded by one big region in Riverside County. This is because most population and economic activity in Riverside County occurs within the five small regions. From west to east, they are the cities of Palm Springs, Cathedral City, Palm Desert, La Quinta, and Indio. The rest of the region in the county is mountainous or desert or has low population density (with fewer economic activities and associated traffic). Instead, most of these activities occur between the suburban areas and the city centers. Therefore, as a whole, the rest of the area is partitioned into one region.
In terms of time efficiency, on average, 76 seconds was required to complete a run with tabu search, 154 seconds for GRASP, and 200 seconds for MERGE. Although a little bit slower, MERGE is able to find better solutions than those found by tabu and GRASP.
Discussion and conclusion
In this article, we introduce a new formulation of the p-compact-regions problem, aiming to generate a fixed number of compact regions from a larger number of basic units. This formulation integrates the NMI as its compactness measure because this measure's effectiveness and efficiency have been proven (Li, Goodchild, and Church 2013) . This index is able to measure compactness based not only on pure geometry but also on weighting by some property, such as population. Although a number of researchers (Dantzig and Ramser 1959; Burns et al. 1985; Laporte 2009 ) in the field of management science have proposed measuring compactness as the total length of the network or travel routes within a defined region, this measure is potentially suitable for dividing a network into regions rather than aggregating areal units into regions. Our work, in comparison, provides an accurate measure of compactness based on a region's shape (and possibly weighted by some attribute like population density) and therefore has the potential to be applied to a much broader application domain. 
