In modeling multivariate time series, it is important to allow time-varying smoothness in the 1 mean and covariance process. In particular, there may be certain time intervals exhibiting 2 rapid changes and others in which changes are slow. If such time-varying smoothness is not 3 accounted for, one can obtain misleading inferences and predictions, with over-smoothing 4 across erratic time intervals and under-smoothing across times exhibiting slow variation.
literature on dimensionality reduction techniques based on factor and graphical models.
91
There has been abundant recent interest in applying such approaches to dynamic settings.
92
Refer to Nakajima and West (2012) and the references cited therein for recent literature
It is straightforward to modify the methodology to accommodate substantially different 142 observation models. 
LAF specification

144
A common strategy in modeling of large p matrices is to rely on a lower-dimensional fac- 
151
In our setting, we are instead interested in letting the mean vector and the covariance 152 matrix vary flexibly over time. Extending the usual factor analysis framework to this setting, 153 we say that Γ = {µ(t), Σ(t), t ∈ T } ∼ LAF L,K (Θ, Σ 0 , Σ ξ , Σ A , Σ ψ , Σ B ) if 154 µ(t) = Θξ(t)ψ(t)
Σ(t) = Θξ(t)ξ(t)
where Θ is a p × L matrix of constant coefficients, Σ 0 = diag(σ 2 1 , ..., σ 2 p ), while ξ(t) L×K and 155 ψ(t) K×1 are matrices comprising continuous dictionary functions evolving in time through
where σ ξ lk ∈ + , σ A lk ∈ + , W ξ lk (t) Zhu and Dunson (2012) for m = 2 and n = 1 (this can be easily 172 extended for higher m and n), and for δ i = t i+1 − t i sufficiently small, the process for ξ lk (t)
173 along with its first order derivative ξ lk (t) and the local instantaneous mean A lk (t) follow 
where [ω i,ξ lk , ω i,A lk ] T ∼ N 2 (0, V i,lk ), with V i,lk = diag(σ 2 ξ lk δ i , σ 2 A lk δ i ).
176
Similarly to the nGP specification for the elements in ξ(t), we can represent the nested
177
Gaussian Process for ψ k (t) with the following state equation 
179
Similarly to ξ lk (t) comprising the L × K, with L << p, matrix ξ(t). As a result
Such a decomposition plays a crucial role in further reducing the number of nGP processes to be modeled from p × K to L × K leading to a more computationally tractable formulation in which the induced Γ = {µ(t), Σ(t), t ∈ T } follows a locally adaptive factor
There is a literature on using Bayesian factor analysis with time-varying loadings, but
197
essentially all the literature assumes discrete-time dynamics on the loadings while our focus
198
is instead on allowing the loadings, and hence the induced Γ = {µ(t), Σ(t), t ∈ T } processes,
199
to evolve flexibly in continuous time. Hence, we are most closely related to the literature on
200
Gaussian process latent factor models for spatial and temporal data; refer, for example, to 
207
In our work we follow the lead of Fox and Dunson (2011) in using a nonparametric latent fac-208 tor model as in (5)-(6), but induce fundamentally different behavior on Γ = {µ(t), Σ(t), t ∈
209
T } by carefully modifying the stochastic processes for the dictionary functions.
210
Note that the above decomposition of Γ = {µ(t), Σ(t), t ∈ T } is not unique. Potentially
211
we could constrain the loadings matrix to enforce identifiability (Geweke and Zhou, 1996) 
Prior Specification
221
We adopt a hierarchical prior specification approach to induce a prior P on Γ = {µ(t), Σ(t), t ∈
222
T } with the goal of maintaining simple computation and allowing both covariances and 223 means to evolve flexibly over continuous time. Specifically
225
• Recalling the nGP assumption for the elements of ξ(t 
independently for each k.
233
• To address the issue related to the selection of the number of dictionary elements a 234 shrinkage prior is proposed for Θ. In particular, following Bhattacharya and Dunson
235
(2011) we assume:
Note that if a 2 > 1 the expected value for ϑ h is greater than 1. As a result, as l goes 237 to infinity, τ l tends to infinity shrinking θ jl towards zero. This leads to a flexible prior 238 for θ jl with a local shrinkage parameter φ jl and a global column-wise shrinkage factor 239 τ l which allows many elements of Θ being close to zero as L increases.
240
• Finally for the variances of the error terms in vector i , we assume the usual inverse 241 gamma prior distribution. Specifically
independently for each j = 1, ..., p. 
and ν i following a similar approach as in step A.
, and recalling the shrinkage 
Hyperparameter interpretation
266
We now focus our attention on the hyperparameters of the priors for σ 2 
where C is the locally instantaneous function and λ U ∈ + and λ C ∈ + regulate the 275 smoothness of the unknown functions U and C respectively, leading to less smoothed pat- 
in the state equations, with respect to those of the vector of observations
the higher is the weight associated to innovations in the filtering and smoothing techniques,
286
allowing for less smoothed patterns both in the covariance and mean structures (see Durbin   287 and Koopman, 2002).
288
In practical applications, it may be useful to obtain a first estimate ofΓ = {μ(t),Σ(t)} to 289 set the hyperparameters. More specifically,μ j (t i ) can be the output of a standard moving 290 average on each time series y j = [y j1 , ..., y jT ], whileΣ(t i ) can be obtained by a simple 291 estimator, such as the EWMA procedure. With these choices, the recursive equation
become easy to implement. 
Online Updating
294
The problem of online updating represents a key point in multivariate time series with high 295 frequency data. Referring to our formulation, we are interested in updating an approximated the settings of the nGP prior on ξ lk (t), as suggested from previous graphical analysis.
356
Note also that for posterior computation, we first scale the predictor space to (0, 1],
357
leading to δ i = 1/100, for i = 1, ..., 100.
358
For inference in BCR we consider the same previous hyperparameters setting for Θ 359 and Σ 0 priors as well as the same truncation levels K * and L * , while the length scale 360 κ in GP prior for ξ lk (t) and ψ k (t) has been set to 10 using the data-driven heuristic 361 outlined in Fox and Dunson (2011) . In both cases we run 50,000 Gibbs iterations discarding the first 20,000 as burn-in and thinning the chain every 5 samples. smoothing parameter for spline estimation has been set to 0.7, which was found to be 376 appropriate to best reproduce the true dynamic of {µ(t i )} 100 i=1 .
377
B. Smooth processes:
378
We mainly keep the same setting of the previous simulation study with few differences. run 10,000 Gibbs iterations which proved to be enough to reach convergence, and 387 discarded the first 5,000 as burn-in.
388
In the first set of simulated data, we analyzed mixing by the Gelman-Rubin procedure (see smoother which also causes a widening of the credibility bands at the very end of the series; standardized with the range of the true processes r µ = max i,j {µ k (t i )} − min i,j {µ j (t i )} and local adaptivity is not required and highlights the better performance of the two approaches 428 with respect to the other competitors also when smooth processes are investigated.
429
To better understand the improvement of our approach in allowing locally varying that the data-driven initialization ensures a good behavior at the beginning of the series,
459
while the results at the end have wider uncertainty bands as expected. considering solely the observed data. We run 10,000 Gibbs iterations with a burn-in of 2,500.
497
Examination of trace plots of the posterior samples for Γ = {µ(t i ), Σ(t i ), i = 1, ..., 415}
498
showed no evidence against convergence.
499
Posterior distributions for the variances in Figure 6 demonstrate that we are clearly 500 able to capture the rapid changes in the dynamics of volatility that occur during the world and Σ jj (t), shows that we are also able to accommodate heavy tails as well as mean patterns 506 cycling irregularly between slow and more rapid changes.
507
Important information about the ability of our model to capture the evolution of world The flexibility of the proposed approach and the possibility of accommodating varying 525 smoothness in the trajectories over time, allow us to obtain a good characterization of 526 the dynamic dependence structure according with the major theories on financial crisis.
527
Top plot in Figure 7 shows how the change of regime in correlations occurs exactly in 
565
To obtain further informations about the predictive performance of our LAF, we can 566 easily use our online updating algorithm to obtain h step-ahead predictions for Γ T +H|T = 567 {µ(t T +h|T ), Σ(t T +h|T ), h = 1, ..., H}. In particular, referring to Durbin and Koopman suppose that the log returns of all National Stock Indices except that of country j (i.e., y j,i+1 ) 584 become available at t i+1 and, considering y i+1|i ∼ N p (μ(t i+1|i ),Σ(t i+1|i )) withμ(t i+1|i ) 585 andΣ(t i+1|i ) posterior mean of the one step ahead predictive distribution respectively for 586 µ(t i+1|i ) and Σ(t i+1|i ), we forecastỹ j,i+1 with the conditional mean of y j,i+1 given the other 587 log returns at time t i+1 .
588
Comparing boxplots in (a) with those in (b) we can see that our model allows to obtain 589 improvements also in terms of prediction. Furthermore, by analyzing the boxplots in (c) we 590 can notice how our ability to obtain a good characterization of the time-varying covariance 591 structure can play a crucial role also in improving forecasting, since it enters into the 592 standard formula for calculating the conditional mean in the normal distribution. 
Discussion
594
In this paper, we have presented a continuous time multivariate stochastic process for 595 time series to obtain a better characterization for mean and covariance temporal dynamics.
596
Maintaining simple conjugate posterior updates and tractable computations in moderately 597 large p settings, our model increases significantly the flexibility of previous approaches as it 598 captures sharp changes both in mean and covariance dynamics while accommodating heavy 599 tails. Beside these key advantages, the state space formulation enables development of a 600 fast online updating algorithm particularly useful for high frequency data.
601
The simulation studies highlight the flexibility and the overall better performance of 602 LAF with respect to the models for multivariate stochastic volatility most widely used 603 in practice, both when adaptive estimation techniques are required, and also when the 604 underlying mean and covariance structures do not show sharp changes in their dynamic.
605
The application to the problem of capturing temporal and geo-economic structure be-606 tween the main financial markets demonstrates the utility of our approach and the im- 
