In one study, sometimes observed the characteristics of a population (eg the median, variance, median, or proportion). Given the limitations and constraints, it is not possible to observe the whole of the population elements. Alternative estimation step is performed using a population sample drawn at random from a population. In this study, the median interval estimation of the population (). There are three methods that will be studied is the classical method, Bayes approach, and a bootstrap approach. This study focused on estimating means using the third approach and compare the results obtained from the three approaches. Test results using the data of the population obtained an estimate of the value of the middle third population is relatively the same method, in which the bootstrap method produces the smallest confidence interval.
Introduction
All observations, whether finite or infinite, comprise of what's known as population. In a study, sometimes characteristics of a population are observed. Several statistical measures are used to discover the characteristics of populations, such as mean, variance, median, or proportion.
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In statistical inference we want to draw conclusions on populations, although it's impossible or impractical for us to observe all individuals in a population. With various limitations and obstacles, it's impossible to observe the entire population elements. An alternative step is estimating populations using a randomly collected sample from a population. One of population parameter estimation system based on sample statistics is confidence interval which is a system which produces representative parameter estimations.
Statistical inference theory includes all methods used in drawing conclusions or generalizing a population. The current tendency in estimating a population parameter is the development of classical method which bases its conclusion only on information from a random sample from the population. Two new methods discussed in this study are Bayesian and Bootstrap methods. Bayesian method uses or combines subjective knowledge on the distribution of unknown parameter opportunity with information from data sample. Bootstrap method uses classical method which uses resampling.
Based on the background above, the problem discussed was How is the use of interval estimation of the means of a population using classical method, Bayesian approach, and bootstrap approach, and the comparison of the three methods? The purpose of this study was using interval estimation of the means of a population using classical method, Bayesian approach, and bootstrap approach, and the comparison of the three methods. The benefit of this study was researchers can use Bayesian approach and bootstrap approach as alternatives in parameter estimation, aside from the popular classical method.
Materials and Methods
The population of a data is assumed to be normally distributed with X  N(µ,  2 ) where expectation value of X is with mean µ and variance  2 . Population parameters µ and  2 are unknown. Mean sample X and variance s 2 are estimators of the mean and variance of the population:
where Xi is random variable taken randomly from a population. Expectation value of average sample is E ( X ) = µ and Standard deviation Se ( X ) = n  . For a small sample (n < 30) the population distributes normally (X  N (µ,  2 )) and  2 is unknown and estimated by s 2 , so it can be formulated that:
where tn-1 is produced from t distribution with degree of freedom n-1, so confidence interval for mean is:
In classical approach, confidence interval estimation comes from asymptotic sample drawing theory, while for Bayesian approach, confidence interval estimation comes from posterior distribution from the generation of sample data from data and some concentration of prior distribution of parameters.
At the first level of the model, it's assumed that the distribution of the sample is normal Level 3 (HYPERPRIOR): P( 2 ), P(μμ) and P( 2 μ). This Bayesian approach generate a sample for unobserved parameters µ (1) , µ (2) , …, µ (k) of distribution µ. Every sample generation estimates posterior distribution for µ and calculates posterior mean. Estimator of confidence interval of mean with confidence level 95% is obtained from percentile 2.5% and 97.5% of the simulation.
Bootstrap method uses resampling method. It's assumed that data distribution is unknown. This study uses data of bowling scores presented in Table 1 . 3 Result and Discussion Estimation of concentration function for posterior distribution for mean of the population is presented in Figure 3 . Estimation of confidence interval of the mean of the population is obtained from quantile values 2,5% and 97,5% from the simulation. Estimator of the mean of posterior distribution is 88, 58 and standard deviation is 6, 18. Confidence interval 95% for mean of the population is [76, 46; 100, 30] . Estimation using Maximum Likelihood in Bootstrap approach is 88, 78 with standard deviation 5, 75. Confidence interval 95% for mean of the population is [77, 50; 99, 95] . Figure 4 shows histogram and concentration function for the mean of the sample based on the result of 1000 bootstrap iterations. The results of the three methods are presented in the following table: Table 2 shows that the mean obtained from the three approaches were nearly the same, especially classical and bootstrap methods. Similarly for standard deviation Bayesian method had the biggest standard deviation, and Bootstrap method had the smallest standard deviation. Similarly for confidence interval, Bootstrap method had the smallest width of confidence interval. The main differences of the three methods were: 1) classical and Bayesian methods required distribution assumption to base the data, while bootstrap method didn't assume data with certain distribution. 2) Classical method was derived from multiplication with critical value. This made the confidence interval produced to be symmetrical with mean estimator. While in Bayesian and Bootstrap methods, confidence interval approaches used quantile 2,5% and 97,5% which produced asymmetrical confidence interval.
Solimun

Conclusion
Confidence interval estimation could use Classical, Bayesian and Bootstrap methods. In the application, by using data of a population, three methods were relatively similar. Bootstrap method had the smallest width of confidence interval, indicating that this method was more thorough and recommended.
