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1. INTRODUCTION 
A power series f(x) = C aix’ is called D-finite if all the derivatives off 
span a finite dimensional vector space over C(x), the field of rational 
functions in x. This is equivalent to saying that f satisfies a linear, 
homogeneous, differential equation with coefficients from @[xl. A 
sequence (a,) is called P-recursive if it satisfies a recursion of the 
form Pd(i)ai+p,-,(i) a,_, + ... +pO(i) a,-<,=0 where the p,(i) are 
polynomials. The theory of D-finite power series (in one variable) and 
P-recursive sequences is presented in [SRI. The connection between the 
two concepts is that z uixi is D-finite if and only if (ui) is P-recursive. 
The concept of D-liniteness generalizes immediately to power series in 
several variables-see Definition 2.1 below. In Section 2 we present a 
number of results about D-finite power series in several variables. The 
generalization of P-recursiveness to higher dimension is not so obvious. A 
definition is given in [ZD]. However this definition suffers from a number 
of defects-for example, a sequence (a,) can satisfy this definition without 
C ui,x’$ being D-finite (see [GI] and Remark 3.5 below). In Section 3 
we give a generalization of P-recursiveness to higher dimensions which 
does not have this defect. We also give a number of properties of P-recur- 
sive sequences in Section 3. 
In Section 4 we prove a Hartogs’-type theorem for D-finite analytic 
functions f(x, Y)-if the restriction off to each line segment is D-finite as a 
function of one variable, then f is D-finite as a function of two variables. In 
Section 5 we prove that if the infinite matrix (a,),,,.. has the properties 
that (i) each row contains only finitely many nonzero entries and (ii) for 
every P-recursive sequence (6,) the matrix product (u,)(b,) = (c, u,bj) is 
P-recursive, then (a,) is P-recursive. 
* Supported in part by the NSF. The author thanks L. A. Rubel and R. P. Stanley for the 
questions that stimulated the investigation in this paper. 
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2. D-FINITE POWER SERIES 
In this section we shall define and derive some properties of D-finite 
power series in several variables. For results on D-finite power series in one 
variable see [SRI. 
DEFINITION 2.1. Let f(x ,,..., x,)=x a(i ,,..., i,,)x;’ ...x:E@[[xl ,..., x,]] 
be a formal power series in the variables x = (x, , . . . . x,) over C. f is called 
D-finite if all the derivatives (8/8x,)” ... (a/a~,,)‘~f, or c(, , . . . . c(, 3 0, lie in a 
finite dimensional vector space over @(x,, . . . . x,), the field of rational 
functions in x,, . . . . x,. 
PROPOSITION 2.2. f is D-finite if and only if f satisfies a system of linear 
partial differential equations, one for each i = 1, . . . . n, of the form 
{Ai~(x)(~)lI’+Ai~,-I(x~(~~‘-~‘+ . ..+A.,(x)lf=O, (2.1) 
where the A,(x) E @[xl. 
ProoJ That the definition implies the existence of such a system is 
immediate. Conversely, given such a system we can solve for all the 
derivatives of f as linear combination of the (a/ax,)@’ . ( d/8xn)In h with 
O<c(,< n;, with coefficients from C(x). [ 
We shall write an equation of the form (2.1) as P,(x, , . . . . x,, 8/8xi) f = 0, 
where Pi denotes the partial differential operator in a/ax, with coefficients 
from C[x]. Similarly if D, , . . . . D, are derivatives (for example a/ax,) and 
; 
3 .“, zI are some of the xi, we shall denote a linear differential operator in 
,, . . . . D, with coefficients from @[z,, . . . . z,] by P(z,, . . . . z,, D,, . . . . Dk). 
The following proposition is proved as in the one variable case (cf. 
WI). 
PROPOSITION 2.3. (i) The D-finite power series form a subalgebra of 
@CCx,, .. . . x,11. 
(ii) Zff is algebraic then f is D-finite. 
(iii) Zf f(x,, . . . . xn) is D-finite, the gi(y) are algebraic 
(Y=(Yl,-7 y,)) and the substitution f(g,(y), . . . . g,(y)) makes sense (i.e., 
the g,(O) lie in the polydisc of convergence off) then f(gI( y), . . . . g,(y)) is 
D-finite. In particular iff converges in the polydisc A then f is D-finite (as a 
function of one variable) on every line segment in A. 
If we partition {i, . . . . n} = (il, . . . . ik} u {i’,, . . . . i,‘} then we can write 
feC[[x]] uniquely as f =C _, f.‘,‘!:;;;‘;’ (xi;, . . . . xi;)x$ ...x$ with the 
fiiij:;.;;‘;I E a=[ x;,, . . . . x I]. We da11 ?he’f! ,; ,,i,;;;,;f;l for I>/ 1 sections eff: 
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LEMMA 2.4. Let { 1, . . . . n} = {i,, . . . . ik} u {i’, , . . . . ii} be a partition and let 
f(x,, . . . . x,) be D-finite. Let Dj= xi(c7/axj). Then for ruch iE {ii, . . . . i;> J 
satisfies a differential equation of the form 
P 
a 
xi;, . . . . x,;, D,,, . . . . D,,, au, 
,> 
f =O, (2.2) 
and also one of the form 
P’(x,;, . . . . x;,, D,,, . . . . D,, Di) f =O. (2.2)’ 
Proof The proof is the same as that of Lemma 3 of [LL]. 1 
Since the labelling of the variables is not important, for notational 
convenience we shall only consider sections of the form fjfij;,,,;,,,i, in the 
following. 
PROPOSITION 2.5. Let f(x,, . . . . x,) = C a(i,, . . . . i,) x;’ .x; be D-finite. 
Then 
(i) All the sections f j;;;,‘,,,, Jx,, . . . . x,) = C,,,, .i, a(i,, . . . . i,) x’,’ xt are 
D-finite. 
(ii) There are parametrized systems of dtfferential operators 
Q,(-x,, . . . . xr, t,, 1, . . . . t,, , B/ax,) for i < r, such that for each i, + , , . . . . i,, 
Qi(,~,,...,~~,i..,,--..i,,,~)f:,_;l.,i.(.~,-...-X,)=o. 
I 
(iii) Zf all the sums xi,+ ,I..._ ;” a(i, , . . . . i,) converge (.Zk~r example, if‘ all 
are finite sums) then C,, ,,,,, ;, (C,,,, i, a(i,, . . . . i,)) XI’ . . . x: is also D-finite. 
Proof. It is sufficient to consider the case r = n - 1. f~.-.n-‘(~I, . . . . 
x ,r-,)=f(X,, -.,x,1-I, 0) satisfies the equations Pj(x,, . . . . x,~ , , 0, a/ax,) 
fk..,,,- ’ = 0. By dividing by a suitable power of x,, we may assume that 
P,(x , , . . . . x,,- 1, 0, a/ax,) f 0. If we know that the f,!,.--.” i are D-finite for 
j< k then g(x, , . . . . x,,) = x,yk{ f - xird I,!, .nP ’ x<1} is D-finite and hence so 
is fA,-..,‘l~ I = g(x I , . . . . x,, ~ 1 , 0). 
(ii) follows immediately from Lemma 2.4. If P(x,, . . . . x,+ ,, 
~,(a/dx,~), a/ax,)f=O then P(x,, . . . . x,,. ,, i,,, c?/&,)f~;...~+ ‘(x,, .__, x,,~ I) 
= 0. 
(iii) can be seen by observing that if all the sums xi, a(i,, . . . . i,,) 
converge then x:,, ...i,m, (C,, a(i,, . . . . i,,)) xi:, . . . . xi:‘, = f(x,, . . . . x,,-, , 1) and 
we need only ensure that Pi(xl , . . . . x, ~ , , 1, cY/~?.x~) # 0. g 
DEFINITION 2.6. Iff(x)=Ca(i,, . . . . i,)x? . ..xiandg(x)=xb(i., . . . . i,,) 
WI ‘122’2.7 
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XI’ . . . +$I, then the ~adamard product J‘* g(x) = C a(iI, . . . . i,)b(i, , . . . . i,) 
xii’ . ..“Y$ The primitive diagonal Z,,j’(x,, x3, . . . . x,) = C a(i,, i,, i3, .,., i,$) 
ey)yf ..,.&, the other I, we defined similarly. A diagonal is any 
of “the I,%: ‘For exampie the complete diagonal is Z(f) = Z,,Z,, 
composition 
*..z,... ,f = 
C a(i,, . . . . i,) XI’. For results on diagonals of algebraic power series see [DL] 
and the references therein. 
Note that 
f* R = flrz + 1 ..‘ fd(X,, *.., x,) g(x,+ 1, ,.., x*,) 
and 
I,,f= f* 
i ( 
l 1 . . . - 1 l-xlx*l-x, l--X” 11 (Xl, 1, x3, *-*, A). 
Also 
I h ,r...rx,-1,t)dt 0 
=~.f~-~-‘(x I,..., x,.m,)j&x;+l 
= -(x.f)*(log(l-r& ‘.. l 
1 -X,-I 
>. 
In [LL] we showed that every diagonal of a D-finite power series is 
D-finite. Hence we have the 
THEOREM 2.7. Iff(xI, .,., x,) and g(x,, . . . . ‘x,) are D-finite then 
(i) every diagonal off is D-finite, 
(ii) the Hadamard product f * g is D-finite, and 
(iii) fzf(xl, . . . . x+, , t) dt is D-finite. 
Much is known about the algebraic structure of the noncommutative 
ring A, = C[xl, . . . . x,, a/ax,, . . . . a/&~,] of linear differential operators with 
polynomial coefficients (with (a/ax,) xi = x,(8/8x,) + 1). See, for example, 
[BJ]. We shall need the following later. 
LEMMA 2.8 [BJ, Prop. 8.4, p. 261. The ring A, has no nonzero zero 
divisors. Further, given two nonzero dljjferential operators P and Q there are 
nonzero differential operators R and S such that RP = SQ. 
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3. P-RECURSIVE SEQUENCES 
In this section we consider sequences (i.e., functions N” -+ C). We define 
a notion of P-recursiveness for such sequences, which generalizes the case 
of R = 1 (cf. [SRI). The main motivation of our definition is to guarantee 
that a sequence a(i,, . . . . i,) is P-recursive if and only if C a(i,, . . . . i,) sq . . . . x$ 
is D-finite (Theorem 3.7). The definition is a little cumbersome (since it has 
been designed to make the proof of Theorem 3.7 work), but it is often 
easier to show that a sequence is P-recursive than to check that the 
corresponding power series is D-finite. 
DEFINITION 3.1. The ~ecf~o~~ of a sequence a(i, , . . . . i,) are the sequences 
of dimension < n obtained from a(i,, . . . . i,) by holding one or more of the 
variables I, fixed. A k-section of a(i,, . . . . i,,) is a section of a(i, , . . . . i,I) 
obtained by holding some of the iJ fixed at values <k. For example the 
sequence h(i,, i3) = a(i,, 7, i3) is an s-section of a(i,, i,, i3). 
DEFINITION 3.2. We call a sequence a(i, , .,., i,,) P-recursive if there is a 
k E N such that 
(i) foreachj=l,..., nandeach v=(vr ,..., v,)E{O ,..., k)” thereisa 
polynomial pl!’ (with at least one ~~~~(~~ # 0 for each j) such that 
C pl,"(ij)U(i, - Vi, . . . . i,,- I),,)=0 (3.1) 
for all i,, . . . . i, B k (the sum is over 10, . . . . k}“), and 
(ii) if n > 1 then all the k-sections of a(i,, . . . . i,,) are P-recursive. 
Remark 3.3. Part (ii) of the definition represents the information about 
a(i,, . . . . i,) that is lost in converting differential equations of the form (2.1) 
into recursion relations of the form (3.1). In the one-dimensional case this 
loss is negligible, but in the higher dimensional case it is not. The following 
examples show that part (ii) of the de~nition is needed. 
EXAMPLES 3.4. (i) The sequence a(i,, i2) = (i, + i,)! is P-recursive. It 
satisfies the recursion a(i,, i, - 1) - a(i, - 1, i2) = 0. Since the coefficients 
are constant we may use the same recursion for j= 1, 2-i.e., we may take 
k= 1 and p&)r, = -ppo, = 1, p&, = 
gives the section ~(0, i’,) = i,! 
pj[‘,,=O for j= 1, 2. Fixing i, -0 
which is ’ certainly P-recursive. Similarly 
a(i, , 0) is P-recursive. Note that (i, f i2)!’ satisfies the above recursion for 
any CL However the section (i, + O)!a = i, !’ is P-recursive if and only if 
a E Z. This proof that, for example, (it -t i2)!3, is P-recursive seems easier 
than showing directly that C (i, + i,)!3 x2.x; is D-finite. 
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(ii) Consider the recursion h(i,, ir) - h(i, - 1, i, - 1 = 0) (again we 
take the same recursion for j= 1,2). This determines b(i, , i2) = b(i, - iz, 0) 
if i, 2 i, and b(i,, i2) = 6(0, i, - i,) if ii < i,. To know what the h(i,, i2) are 
we still need to know the sections b(i,, 0) and 6(0, i2). b(i,, iz) = l/(ii - i2)! 
satisfies this recursion. The sections b(i,, 0) = l/i, ! and 6(0, i2) = 0 for 
i2 > 0, b(0, 0) = 1 are certainly P-recursive. Observe that if b(i,, i2) satisfies 
a recursion of the form 
i p,(i,, i,)b(i, +j, i,)=O 
/=O 
with pd(i,, i2) $ 0 then we must have for m > d that pd(m -d, m) = 0 since 
b(m, m) = 1 and b(l, m) = 0 for 1 cm. In particular it is not possible for 
pd(i,, iz) to be a function of just i,. 
(iii) Some very simple sequences are not P-recursive. While l/(i, + iz) 
is, c(i,, iz) = l/(if + i2) is not. For suppose C, p,,(i,)(l/((i, - v,)~ + i2)) = 0. 
Choose V so that pi f 0 and choose 0 @ i, @ i, so that p = (il - FJ* + i, is 
prime, p,(i,) #O, p > p,(il) and if v # V then (i, -v,)* + i2 is not divisible by 
p. It is then clear that this equation is impossible. 
Remark 3.5. In [ZD] it was proposed to call a sequence a(i,, . . . . i,) 
(multi-) P-recursive if it satisfies a family of recursions (one for each 
j= 1, . . . . n) of the form 
i p(“(i, ,..., i,)a(i, ,..., i,-,, i,+/, i,+ ,,..., i,)=O, (3.2) 
I=0 
where the pjj) are polynomials (and for each j at least one is f 0). As was 
pointed out in [GI] this would lead one to take the sequence a(i,, i2) = 0 if 
i, # i: and a(i,i*) = 1 as P-recursive. But neither f(x,, x2) = C xixf nor 
f( 1, x2) is D-finite. This sequence satisfies (i2 - if) a(i, , i2) = 0. This 
definition also suffers from the lack of an analogue of part (ii) of 
Definition 3.1. To see this note that the recursion i, i,a(i,, i2) = 0 has the 
solutions a(i,, i2) = 0 if i, i, # 0 and a(i,, 0), a(0, i2) arbitrary. We will show 
below (Theorem 3.8(vii)) that every P-recursive sequence does satisfy a 
system of recursions of the form (3.2). The above example shows that the 
converse is false. We do however have 
PROPOSITION 3.6. Let the sequence a(i,, . . . . i,) satisfy a system of recur- 
sions, one for each j = 1, . . . . n, of the form 
pg)(i,) a(i,, . . . . i,) + i pp)(i,, . . . . I~) a(i,, . . . . ij- 1, ij - 1, ii+ , , . . . . i,) = 0, 
I= I 
(3.3) 
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where the Pgj are nonzero polynomials of one variable. Then the sequence 
a(i,, . . . . i,) is P-recursive. 
Proof We prove this by induction on n. If we hold one of the ii’s fixed 
then the corresponding section satisfies a system of n - 1 recursions of the 
form (3.6) and hence is P-recursive by induction. It remains to show that 
the sequence a(i, , . . . . i,,) satisfies a family of recursions of the form (3.1) Let 
r = max{r,: j= 1, . . . . n} and let I E N be larger than all the zeros of all the 
p//j’s Let M = max { degree pjJ’ : j = 1, . . . . n; I= 0, . . . . r,} and let K E N (to be 
specified later). Let Q( i, , . . . . i,) = nj nX=, pg)(i, - m). Then using the 
recurrences (3.3) we can write each Q(i,, . . . . i,) a(i, - v, , . . . . i, - v,) for 
0 < vi d K as a linear combination of the a(i, - Kf u, , . . . . i,, - K + u,,) for 
0 <pi< r, with coefficients which are polynomials in i,, . . . . i, of degrees 
< M(K+ 1 )n. All such form a vector space over C( ii) of dimension 
r”(M(K+nl~,+)l~I)<C(K+ ,)‘I ’ for some c. Here we are regarding the coef- 
ficients as polynomials in the i,, for m # j, with coefficients from C(i,). On 
the other hand the number of v’s of the above type is (K+ 1)“. For K large 
enough we certainly have (K+ 1)’ > c(K + 1)” ‘. Hence there are 
polynomials pl”(i,), not all zero, such that 
Q(i,, . . . . i,,) C p[.“(ii)a(i, -v,, . . . . i,,-v,,)=O. 
0 < 18, c K 
If in addition the i, are all > K + 1 then Q(j, , . . . . i,) # 0 and so 
1 pi.i)(i,)a(i,-v,, . . . . in-v,,)=0 
0 < 11, <K- 
for all i ,,..., i,,>k=K+l. 1 
EXAMPLES. (i) Proposition 3.6 and the recursions 
(i,+l)a(i,+l,i,)=(i,+i,+l)a(i,,i,) 
(i,+l)a(i,,i,+l)=(i,+i,+l)a(i,,i,) 
show that a(i,, iZ) = (‘1 c ‘2 ) is P-recursive. On the other hand to see that (i.;) 
is P-recursive it is easier to use Definition 3.1 and the recursion 
(j;)+(,$,,=(i:;;,. 
(ii) The observation at the end of Example 3.4(ii) shows that the 
converse of Proposition 3.6 is false. 
THEOREM 317. The sequence a(i,, . . . . i,,) is P-recursive if‘ and only if the 
power seriesf(x, , . . . . x,,) =x a(i,, . . . . i,) x;’ . . .x:; is D-finite. 
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PPm$ Iff(X,) ..‘, xnf is D-finite, from the equations Pi(x,, . . . . x,, 8/&x,)j* 
= 0 we get recursions of the form (3.1) by equating the coefficient of 
x$ ... xi” to zero for i 
sati&sn part (ii) of 
i, large enough. That the sequence a(il, . . . . i,) 
&&&ion 3.1 follows from Proposition 2.5(i) and 
induction, 
Conversely suppose that a( i, , . . . . i,) is P-recursive and hence satisfies 
recursions of the form (3.1). For notational convenience we shall only 
consider the case j = n. Then 
c c p!“‘(i,)a(i,-v, )..., tt-v,)x;L . ..x$=O. (3.4)
k&i1 ,.... i,osv ,...., ““<k 
This is a linear combination (over C) of terms of the form 
t: i:,a(i,-v,, . . . . in-v,)x? .+.x$ 
k c i, . .._, ln 
= C a(i,-v,,...,i,-v,) 
k<il.....i,, 
a 2 
= x,y-- 
i i *x,, 
x;“ . . ..x.. a(i, -vl ,..., in-v,)x$-vl ...xjfV” 
k <ii,....i, 
where g(x) is a C[x]-linear combination of k-sections of J: By induction 
g(x) is D-finite and hence (3.4) can be written as 
Q (XI, . . . . xn,+-)/ =4x), 
where h(x) is D-finite. By considering the largest possible a and the largest 
possible v,, v, _ , , . . . one sees that Q is not zero. Let R(x,, . . . . xrr, 8/8x,,) # 0 
be such that Rh =O. Then (by Lemma 2.8) we can take 
P(X 1, . . . . x,r, a/3x,,) = RQ # 0. 1 
In analogy to Section 2 we define the diagonals of a sequence a(i,, . . . . i,). 
For example, Z12a(il, . . . . i,) = a(i,, il, i,, . . . . i,). The convolution of two 
sequences is defined by u OHi,, . . . . in)=:~l,+m,=i,,j=l,...,n 44, . . . . I,) 
b(m I, . . . . m,). The generating function of a 0 b is just the product of he 
generating functions of a and b. We now draw some consequences from 
Theorem 3.7 and the results of Section 2. 
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THEOREM 3.8. (i) The P-recursive sequences (of dimension n) form an 
algebra over C[il, . . . . i,]. 
(ii) The convolution of two P-recursive sequences i P-recursive. 
(iii) Any diagonal of a P-recur&e sequence is P-rec#r~~~L~e. 
(iv) All sections of a P-recursive sequence are P-recursive. 
(v) Let Cc N” be defined by a finite set of ineq~aiities of the form 
‘jJ a,i, >, b where the aj and bE Q. Let b(i,, . . . . i,)== a(il, . . . . i,) if 
(i,, . . . . i,)E C and b(i,, . . . . i,,) =0 otherwise. lfa(il , . . . . i,,) is P-recursive then 
so is b(i, , . . . . i,,). 
(vi) If a(i,, . . . . in) is P-recursive and 1, a(d,, . . . . i,,) converges for 
euery I,, . . . . i,, _, then b(i, , . . . . i, _ , ) = C, a(i, , . . . . i,,f is ~-recursive. 
(vii) If a(i,, . . . . i,) is P-recursive then it satisfies a system of recur- 
sions of the form (3.2). 
(viii) If a( i, , i2) is P-recursive and fur every i, there are only ~n~te~y 
many i, with a(&, iz) # 0 then for every P-recursive b(i,) the matrix product 
(a(i,, ~~))(b(j~)) = (xi, a(i, , i?) b(i2)) is ~-recursiue. 
Proof: (i) follows from Proposition 2.3(i), (ii) and Theorem 2.7(ii). 
(Note that if f is D-finite and Q is a differential operator then QI’ is 
D-finite.) (ii) follows from Proposition 2.3(i). (iii) follows from 
Theorem 27(i). (iv) follows from Proposition 2.5(i). (v) uses Remark 4 of 
{LL]. (vi) follows from Proposition 2S(iii). (vii) follows from Lemma 2.4 
using the equation of the form P’(xi, D,, . . . . D,,) f =O. (viii) uses parts (i) 
and (vi). 1 
EXAMPLE 3.9. In order to see that CgZO (;)’ (R:2k)3 is P-recursive we 
can argue as follows: a(n, k) = (;f satisfies a(n, k) + a(n, k + 1) - 
a(n + 1, k -!- 1) = 0 and b(n, k) = (-+AZk) satisfies b(n, k) + b(n - 2, k + 1) - 
b(n - 1, k + 1) = 0. It is trivial that the sections of a and h are P-recursive. 
Then use Theorem 3.8(i) and (vi). The argument could also be used to find 
a recursion for this sequence. 
3.10. Computing the a{i,, . . . . i,) from the recursions. It is not 
immediately obvious how to use De~nition 3.2 to compute the a(i,, . . . . i,) 
from finitely many of them. If a(i i, . . . . i,) satisfies recursions of the form 
(3.3) or of the form (3.2) with the p$i,, . . . . i,) each having only finitely 
many zeros then it is obvious how to do this and in fact one can do it quite 
efficiently. We next discuss the general case, and draw some consequences 
about the rate of growth of the a(i,, . . . . i,J. 
Let a(il , . . . . i,) be P-recursive, and suppose it satisfies recursions of 
the form (3.1). For each j=l,..., n let tV”zX,={(k-j, ,..., k-j,,): 
Pv ,,.--. j,,,(f) f 01. Choose a “weight” (~3,) .. . . MS,,) E Q”, uji > 0 for all i, and 
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C wi = 1, such that for each j there is a unique (PIJ), . . . . py)) E X, such that 
the weight Cipy)~‘i is a maximum. (There certainly is such.) Define the 
weight of a point (i,, . . . . i,) to be cj i,w,. Let piI = pkp.rl/~ ,,,,, k_ I,. 
We shall call the pg)(i,) the leading coefficients of the recursions (3.1). Let 
s= {(i,, . ..) i,): pi)(i,) =0 for j= 1, . . . . a}. Then S is a finite set in N”. 
Notice that there is a c E R such that for each w E N there are at most CM.” 
points in N” with weight Q w and also that if (i, , . . . . i,,) 4 S and i, , . . . . i, 3 k, 
then at least one of the recursions (3.1) can be used to express a(i, , . . . . i,) as 
a linear combination of the a(i’,, . . . . ik) where the (i’,, . . . . ik) have lower 
weights than (i,, . . . . i,). In fact if p$)(ii) # 0 then 
a(i,,...,i,)= -(p’-“(‘)) 1 m 1, pl”(i, -VI )..., i,-v,)a(i,-v ,,“., in-v,). 
,,#k-p’fl 
Hence each a(i,, . . . . i,) can be expressed as a linear combination of the 
a(i;, . . . . ik) for (i;, . . . . I’~)ES and the a(i;‘, . . . . ii) where some ij’tk and all 
the iT<d(i,+ ... + i,,). We can take d = max w,- ‘. We may assume, by 
induction, that we know how to compute these a(i;‘, . . . . iz), since they 
come from k-sections of a. The same induction gives us the following 
proposition which generalizes Theorem 16 on p. 200 and Theorem 18 on 
p. 206 of [MK] to higher dimensions. 
PROPOSITION 3.11. Let a(i, , . . . . i,) be P-recursive. There are c, y E N such 
that for all i,, . . . . i, we have la(i,, . . . . i,,)l < c((i, + ... + i,)!)‘. If in addition 
all the a(i,, . . . . i,) E Q there are 0 < c’, y’ such that zf a(i,, . . . . i,) # 0 then 
l4i 1 , s.7 in)1 >c’((i, + ... +i,)!)py’. 
4. A HARTOGS'-TYPE THEOREM FOR D-FINITE FUNCTIONS 
In this section we shall prove the following converse of 
Proposition 2.3(iii). 
THEOREM 4.1. If f(x, y) is analytic on the polydisc A = {(x, y): 1x1, 
I yl < 1 } and is D-finite on every line segment in this polydisc (us a function 
of one variable) then f is D-finite as a function of two variables. 
Remarks 4.2. (i) The similar result is true in higher dimension, with 
essentially the same proof. 
(ii) A power series f(x,, . . . . x,) is called differentially algebraic if all 
the derivatives of f lie in a field of finite transcendences degree over 
a=(X ,, . . . . x,). In [OA] Ostrowski showed that if f(x, y) is analytic for 1x1, 
( yI < 1 and for all a, b with Jai, I bj < 1 the functions of one variable, f(a, y) 
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and f(x, b), are differentially algebraic then f is differentially algebraic as a 
function of two variables. The analogous result is not true for D-finite 
analytic functions as is shown by the example 
Y(Y-- 1) f‘(s,~)=(l+X)~=l+yx+--- 2! 
*xz+.dl.- lNY-2)\“+ 
3! 
. . . . 
For every a with [a[ < 1, f(a, y) is D-finite and f(x, h) is D-finite for every 
h, but f(~, I’) is not D-finite, since.f(x, X) is not. (We leave the verification 
of this as an exercise.) Note that g{.u, JI) =,f(x, y/-t) is also a power series 
and g(.w, hx) =.f(x, hf. Hence g(x, J) is D-finite on every line through 
(0, 0), but it is not D-finite as a function of two variables. 
(iii) Over any countable subfield K of C there is an anaiytic function 
f(x, y) = C aijx’~ with the a(i, j) E I( such that, on every line defined over 
K, f(x, ~-3) is a polynomial, but f is not D-finite. 
(iv) There exist C “-functions which are D-finite on every line (in 
fact on every algebraic curve) but are not D-finite. 
In this section we will write sequences as a, instead of a(& j) and 
similarly for power series. 
LEMMA 4.3. [f f(x, y) = C a,xtt.J is not ~-fi~~te and if Kc C is any 
~ountable.~eld, there is a set Xc d, of the first category, mch that for every 
(a, b)E A -X the vector space dimension of the ring K(a, b)[((ii’“if)/’ 
(dx’ +J))(a, b): i, Jo FV] over K(a, 6) is infinite. 
ProoJ Suppose that f(x, y) = C a,xp’ is not D-finite. Interchanging x 
and y if necessary, we may assume that the (Zjj/flax’)(x, y). in kJ, are 
linearly independent over K(x, y). Hence any linear relation among the 
(~tf/c?.u’j(x, JJ) over K(x, Y) holds only on a nowhere dense subset of A. 
Since K is countable there are only countably many such possible relations 
and the lemma follows. i 
LEMMA 4.4. If the ponder series f (t) = C fiti is D-.finite then it satisfies an 
equation of the form P(t, a/at) f = 0 where P(t, a/at) E Kl[t, a/at] and 
K= d;;p(c,: in N). Conversely sf f satisfies an nth order equation 
(A,(t)(d/8t)n+ ... +A,(t)jf=O h w ere all the Ai(t)EK[t] and A,(O)#O, 
then for all i (ay/flati)(0) EK[f(O), (aflat)( . . . . ((F’f)/(aY’))(O)]. 
ProoJ: Suppose f satisfies Q(t, a/at) f = 0 where Q E @(t)[J/at] has 
leading coefficient 1. If Q$K(t)[a/iit] then there is an automorphism cr of 
@ over K which moves some coeflicient of Q. Let Q” result from Q by 
applying CT to all the coefficients of (2. Then Q”f = 0. Hence (Q - Q’) ,f = 0 
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and this is a lower order equation. Hence if we choose P of lowest possible 
order, P=~~(~)(~/~~)~‘+ ... +A,(r), then all the ~i(r)/~~(f)~~(~) and, 
hence, clearing denominators we may take PE K[t, l+?t]. The converse 
direction is immediate. 1 
Let f be analytic on A and suppose that f is D-finite on every line 
segment in A. For (a, b) E A let f = C a,(~, b)(x -a)’ (y - by’ be the Taylor 
series of S at (a, 6). Let K,, be the field generated over Q by a, b and the 
a&a, b). Choose aE @ algebraically independent over &,. Set x---a= f, 
y-b=at. Then 
g(t)=Ca,(u,b)t”(at~=C 1 u,(a,b)d t”, 
R i+i-?I > 
is D-finite. Hence by Lemma 4.4 g satisfies an equation P(t, a/at) g = 0 
where P E &(a)[ t, ajar]. Clearing denominators we may assume 
P E Kab[cy] [t, a/&]. Now we may regard 01 as a variable, z say, and we 
have 
C a,(a, b) t’(ztY = 0. 
Hence for all fi E @ we have P(p, t, d/at) c a,(a, b) t’(@jj= 0. We may 
further assume for all j3 E C that P(fi, t, a/&) & 0. Hence to each point 
(a, b) E A we have associated a differential operator Pab(z, t, a/&) such that 
for all fi E C, P&S, t, a/a~) C a,(~, b) ~~(~?~ = 0, i.e., f restricted to the line 
through (a, b) in the direction (1, p) satisfies the nontrivial equation 
f(a + t, b + fit) = 0. 
Let Pnb have order nab and leading coefficient c,&, t) E Ka,[z, t]. For some 
n, E N the set Y,” = ((a, b) E A: nab = n, 1 is of the second category. 
Choose points (a,, bi) E Y,,, ie fV such that no three of them lie on the 
same line. Let Kj = Krr,6, and let K be the compositum of the K;s. We say 
that Pi = Pnih, is singular at point (a, 6) E A if c(((b - bi)/(u - a,)), 
Q - ai) = 0, or if a = ui. Each P, is only singular at a set of the first category 
in A. 
Now suppose that f is D-finite on every line segment in A, but is not 
D-finite, and choose (a, b) E A such that 
(i) the vector space dimension of K(a, b)[((a’+‘)/(~x’~3f))f(a, 6): 
i, jg N ] over K(u, b) is infinite. 
(ii) (a, b) is not a singular point of any of the P:s. 
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This is possible by Lemma 4.3 and the above discussion. By Lemma 4.3, 
all the derivatives off at (a, 15) in the direction (1, ((b - b,)/(a - a,))) lie in 
the vector space 
Hence all the derivatives offat (a, 6) lie in V. To see this note that the nth 
derivative. of f at (a, 6) in the direction (1, cc;) is cj’=O x;.(a/ax)’ ~- ’ 
(a/ayy)f(u, b)~ V and that if a,= ((b-b,)/(u-a,)), i= 1, . . . . n then 
0 # det($) E K(u, b). This, however, contradicts our choice of (a, b) and 
completes the proof of Theorem 4.1. 
SECTION 5 
In this section we prove the converse of Theorem 3.8(viii). 
THEOREM 5.1. Let a( i, j) sutisfJ1 
for each i only finitely many of the u(i, j) are nonzero, (5.1) 
and suppose that for every P-recursive b(j) the matrix product 
(a(i,j))(W)) = (Cj a(i,MA) is P- recursive. Then u(i, j) is P-recursive. 
We shall find it easier to work with the generating function 
f (x, y) = C u(i, j) x’ f. We assume that the sequence u(i, j) satisfies the 
hypotheses of Theorem 5.1. 
LEMMA 5.2. f(x, y) satisfies a nontrivial equation of the form 
P x,y,-g f=O. 
( > 
Proof Let K be the field generated by the u(i, j) and let cc be transcen- 
dental over K. Then b(j) = d is certainly P-recursive so h(x) = C u(i, j) &xi 
is D-finite. By Lemma 4.4 there is a P(x, a/ax) E K(cc)[x, a/ax] satisfying 
P(x, cY/ax)h = 0. Clearing denominators we may assume PE K[c(, x, a/ax], 
say P= P(x, c(, a/ax). Replacing a in the equation P(x, c(, 3/8x)h(x) = 0 by 
Y we get p(x, Y, Wx) f (x, Y) = 0. I 
LEMMA 5.3. f satisfies an equation of the form 
Q( x, y;> L)f =O. (5.3) 
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Proof Let CI and B be algebraically independent over K and let 
b(j) = (j!/a( I - ct) . . . (j - B)) 8’. Then b(j) is certainly P-recursive. Hence 
E(x) = 1 a(i, ,j)(,j!/a f. . (j - a)) (ux’ is D-finite. As in the proof of Lemma 5.2 
I(x) satisfies an equation of the form 
R(x.&---4x)=0 
with R(x, tl, fi, a/ax) E K[x, CI, fl] [a/&~]. For any c E C, c/(x) also satisfies 
this equation. Let n E N and set c = n - CC. Then 
so 
XC 
j! 
i (,I+ 1 -w)...(j-a)"(i'j)~'x'=o. 
i>a 
This equation holds in K(a, /?)[ [xl]. Since cc and fl are algebraically 
independent over K we may treat them as variables. In this equation we 
may set a = n (since no denominator is divisible by n - a) to get 
So, taking out the common factor of j?“/n( 1 - n) . . . ( - I), we have 
Now set p=O to get 
(5.4) 
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(By extracting a suitable power of a we may assume that 
R(x, CI, 0, a/ax) & 0. Hence R(x, n, 0, a/ax) E C[.X, n, a/ax] is not iden- 
tically zero. It may be zero for a finite number of values of n). Now let 
D,. = y(a/~?y). Then D.,y” = ny” and from (4) we have R(x, n, 0, d/ax) 
xi a(i, n) x9” = 0 and hence 
and finally 
Hence if we take Q(x, D,., a/ax) = R(x, D,., 0, a/ax) the lemma is 
proved. 1 
LEMMA 5.4. Let f he as above. Then f satisfies two nontrivial equations II~ 
the form 
R(x, y>i) T(x$)f =0 
S(&) T(x+)f=O. 
(5.5) 
Proof: From Lemmas 5.2 and 5.3 f satisfies equations of the form (5.2) 
and (5.3) above. Let 
Applying DI, to equation (5.3) we get 
and so 
QoD;+‘f = -Q,Dt+‘- ‘f - ... -QkD’,,f. 
By Lemma 2.8 there are nonzero ,4(.x, a/ax), B(x, a/ax) such that 
AQ, = BQ,. Then 
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AQ,D$“j-= -BQ*D$+‘-‘f - AQzDf+‘-‘f- .., - AQ,B;.f 
= -B{ -QlD;+/-2f - G.. -Q,J-‘f} 
-AQ,Dt+‘-2 .f- ... -AQ,&f 
Iterating, we get that for each 1 there are nonzero Q/(x, a/&x), Q,,(x, a/ax) 
i = 0, . . . . k - 1 such that QI D$ + ‘f = C ;< k Q,Dff: Again by Lemma 2.8, for 
any LE N (to be chosen fater) there are nonzero Q{x, a/ax) and 
Q&x, a/ax) such that for each 1~ L 
QDf+'.f= c Q,]D;,jI (5.6) 
l<k 
From equation (5.2) we have (if n is the order of P(x, y, c?/&x)) that for 
each j 
where the yi,,Jx, y)~ C(x, y). Applying this to Eq. (5.6) we have that for 
each IdL 
QD;+'.f= c D&n(~~ Y,(&>-f 
I<& 
for some si,(x, y), t&x, y) E C(x, y). Now let L = kn. Then we see that the 
Dfi"Q(x, a/ax) f for 0 d I< L are linearly dependent over C(x, y). Hence 
there are u,(x, y) E @(x, y) not all zero such that 
,C” W(X? Y) q+Qf=o. 
Hence we may take T(x, a/ax)= Q(x, J/&C) and S(x, y, a/$~) = 
C,"=, u&q y) DI;: + ' to get 
From Eq. (5.2) we have that the (~Yj~3.x)~ f are linearly dependent over 
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C(x, y). Hence also the (3,9x)’ T(x, a/ax) f are. Hence there is a nonzero 
R(x, y, (7/k) such that 
R(x, Y,;) ,(,,&)f =O. I
LEMMA 5.5. There are c, y E N such that /a(i, j)i <c(i!)y. 
Proof: Let j(f‘(x, y) = C ff ( y) x! Then by (5.1) ail the .c! are polynomials 
and from (5.2) they satisfy a recursion of the form 
(5.7) 
It follows that there is an integer s such that f:(y) is a polynomial of 
degree % (n + 1 )s, for all 12. Hence 
a(i,j)=O for j> (i+ 1)s. (5.8) 
From (5.2) it follows that each of the section of a(i, j), for j fixed, is 
P-recursive. The recursion for the a(& j) corresponding to (5.2) together 
with condition (5.8) and the recursions for these sections now determine all 
the a(i, j) in terms of finitely many of them, and the Lemma follows exactly 
as in the proof of Proposition 3.11. 1 
Since both of the sequences (i!)’ and (i!))’ are P-recursive, replacing 
a(i,j) by a(i, j)(i!)-;’ we may assume that ,f(x, y) is analytic in a 
neighborhood of (0,O). We assume this from now on. 
LEMMA 5.4. For E > 0 but small enough there are D-finite anal-ytic 
functions h(x) and A(x, y) an d analytic functions gi( y) such that 
andfhefiareanalyt~cforO<x<&, theg,for Iyl<~,andAforO<x<~and 
/ y) < E. If x = 0 is an ordinary point of T(x, a/ax) then we can replace 
0 <x < E by 1x1 <E. 
Proof: From Eq. (5.5) above T(x, a/ax) f = B(x, y) is D-finite and 
analytic near (0,O). Choose (a, b) near (0,O) such that a is an ordinary 
point of the equation T(x, a/ax)F= 0 and (a, 6) lies in the circle of con- 
vergence of f(x, y). Let the fi(x) be n independent analytic solutions near 
x = a of this equation (n is the order of T). We next must find a particuiar 
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solution .4(x, y) = C u;(x, y)f;(.u) of the equation T(x, 8/dx)P= B(x, v). 
Solving this by variation of parameters we get the equations 
4 
4 
. . 
4 
0 
0 = 
. . . 
B(x> Y) I. 
Let W(x) be the determinant of the coefficient matrix (i.e., the 
Wronskian). Then 
u; = C;(x) B(x, Y) 
W(x) ’ 
where the C,(x) are sums of products of the fj”(x). Hence each 
C,(x) B(x, y) is D-finite. Let T(x, 8/8x) = a&)(8/3x) + a,(x)(a/ax)+ ’ 
+ . . . . Then W satisfies the equation 
W’=aW, 
where a = - a,(x)/aO(x). Hence (l/W)’ = - (l/W’) w’ = -aW/JV2 = 
- u/W and we see that l/W is also D-finite. Hence the u,!(x, v) are all 
D-finite, and the D-finiteness of the ui(x, y) follows from Theorem 2.7(iii). 
A(x, y) is analytic for lyl < F, 0 < x < E and hence the gi(v) are analytic for 
lY/ <b-. 
If x = 0 is an ordinary point of the equation T(x, a/ax)?‘= 0 then the fi 
are analytic near x = 0 and A(x, y) is analytic near (0, 0). By taking a 
different basis for the solution space of T(x, 8/8x)F= 0 we may assume 
that (aifiaxj)(O) = 6,j for 1 < i, j 6 n. Then 
g (0, Y) = g,(v) + A@, Y). 
Since each (?Yf/8x’)(O, y) is a polynomial and A(x, y) is D-finite so are the 
gj(y) and hence so is f(x, y), If x = 0 is not an ordinary point of 
T(x, 8/8x)F= 0, then the fi(x) are analytic for 0 <XX E, the gi(v) are 
analytic for ) y) < E, A (x, ,v) is analytic fcr 0 < x < E and ) y] ( E, and f(x, y) 
is analytic for 1x1, ly\ <E. Since ,4(x, y) is D-finite there is an 
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such that HA = 0. We may assume H, f 0. Then 
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We may assume that the set { 1, H,g, Z . . . . Hog,,) is linearly independent for 
if 1 a,HOg,(y) + 8’ =0 with not all the ai= then (c3/3y) H,(y, ?/a,) 
x cc,g,( y) = 0 and hence x zigi is D-finite. Suppose r, = 1. Then 
and f,(x) C ctig,(y) is D-finite so we can absorb it into the particular 
solution ,4(x, y), and use the f, - xif, in place of the .f; for i= 2, . . . . n. 
Equation (5.9) is of the form 
k(x, y) = 5 .f,(x) hi(X, y), (5.10) 
,=I 
where k(.u, y) and the hi(x, y) are analytic for Ix/, 1.~1 <E, the J;(x) are 
analytic for 0 ix< E, and the set { 1, h,(O, y), ..,, h,(O, y)} is linearly 
independent over C. We shall show that the ,f;(x) are actually analytic at 
x =O. For suppose that .fi(s), . . . . -f,(x) are not, and .f,+ i(x), . . . . &(x) are. 
Then we may absorb the sum C;=,+ 1 fi(x) h,(x, ,r) into k(x, y) to get an 
equation of the form (5.10) with none of thef,(x) analytic at x= 0. Choose 
h with jhl < E such that the h,(O, h) # 0 for i = 1, . . . . 1. (This is possible since 
the h,(O, y) are nonconstant because the set { 1, hi(O, y), . . . . h,(O, y)! is 
independent.) Then 
k(x, h) = i A(x) h/(X, h) 
r-l 
and .f,(.x) = k(x, b)/h,(x, b) -~~~,f~.(x)(hi(x, h)/h,(x, 6)). Since h,(O, b) 
# 0, l/h,(x, 6) is analytic for x near zero. Substituting this into (5.10) gives 
Let &(x, y) = k(x, y) - (k(.u, h)/h,(x, h)) h,(.u, 3,) and let h,(x, y) = 
hi(x, y) - (hi(x, b)/h,(x, b)) hl(x, y) so that this equation becomes 
k(x, y) = f; J(x) lii(X, y). 
r-2 
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Note that R and the A, are analytic for (x, y) near (0,O) and that the set 
{ 1, h,(O, y), . . . . h,(O, y)> is again independent and we have an equation of 
the same form with one fewer h(x) in it. Hence by induction all the .f;(x) 
are analytic at x= 0 (the case of just one f;(x) is trivial). Hence in 
equation (5.9) all the functions flf, f,(x), and Hg,(y) are analytic near 
(0, 0). By replacing the f, by linear combinations of the J; we may assume 
that fr(x) = ajxj + higher order terms with ai # 0 and that the fi(x) for i > 1 
vanish to order greater than .j at x = 0. Then 
and so W,gr( y) is a polynomial in y. Hence g,(y) is D-finite and we could 
have absorbed fi(x) g,(y) into the D-finite particular solution .4(x, y). 
Hence by induction all the gi(y) are D-finite and so is Jx, y). This 
completes the proof of Theorem 5.1. 1 
Remark 5.7. (i) Theorem 5.1 is true over every uncountable field of 
characteristic zero. If one restricts oneself to a countable subfield L c C, 
there is a sequence a(i, j) satisfying (5.1) and such that for every P-recur- 
sive 6(j) from L all but finitely many of the &a(i, j)b(j) are zero, but 
a(i, j) is not P-recursive. This is reminiscent of the theorem of [PR J. 
(ii} Conditions (5.1) and (5.2) are not enough to ensure that f is f)- 
finite (or in fact even differentially algebraic). This is shown by the folow- 
ing example. Letf(x, y) = Jo ‘+r;r”e-‘dt.ThenT(y+l)=lim,,,f(x,y).Tf 
f(x, y) were D-finite then so would limx-tm f(x, y) be. (Divide the 
equation Q(x, y, ajay) S(x, y) = 0 by the highest power of x occurring in Q 
before taking the limit.) Now af,ax = (1 + x)” e-” +x), 13*flax’ = 
y(lf.~)‘-‘-(l+.t-)“e-“+“= {y/( 1 -t- x) - 1 }(@/a~) and hencefsatisfies 
an equation of the above form. Write f(x, y) = C A,(y) xn. Then the A, 
satisfy 
(~-t~b&+, +n(n-ljA,=(y-lfnff,-(n-l)A,-,. 
So A0 = 0, A r = l/e, A, = (l/e)(y - 1) and in general A,(y) is a polynomial 
. in y of degree n - 1. Hence f(x, y) satisfies (5.1). 
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