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SEMI-CLASSICAL PROPERTIES OF GEOMETRIC
QUANTIZATION WITH METAPLECTIC CORRECTION
L. CHARLES
Abstract. The geometric quantization of a symplectic manifold endowed with
a prequantum bundle and a metaplectic structure is defined by means of an
integrable complex structure. We prove that its semi-classical limit does not de-
pend on the choice of the complex structure. We show this in two ways. First,
by introducing unitary identifications between the quantum spaces associated
to the various complex polarizations and second, by defining an asymptotically
flat connection in the bundle of quantum spaces over the space of complex
structures. Furthermore Berezin-Toeplitz operators are intertwined by these
identifications and have principal and subprincipal symbols defined indepen-
dently of the complex structure. The relation with Schro¨dinger equation and
the group of prequantum bundle automorphisms is considered as well.
1. introduction
Geometric Quantization of Kostant [14] and Souriau [17] is a procedure which
associates a quantum space to a symplectic manifold endowed with a prequantum
bundle and a polarization. Since its introduction, there has been some attempt to
find natural identifications between quantum spaces associated to different polar-
izations (cf. [4], [16]). In the case of symplectic compact manifolds with complex
polarizations, Ginzburg and Montgomery observed in [10] that a natural identifi-
cation does not exist for a broad class of manifolds. Recently Foth and Uribe [9]
obtained semi-classical results in the same direction.
We prove that there exists a natural semi-classical identification when the defi-
nition of the quantum spaces is altered with the metaplectic correction. This result
is a consequence of our study undertaken in [8] of the symbolic calculus of Toeplitz
operators and Lagrangian sections that we extend in this paper to Fourier inte-
gral operators. Before we state our results, let us discuss quantization without
metaplectic correction.
1.1. Ordinary quantization. Let (M,ω) be a symplectic compact manifold with
a prequantization bundle L → M , i.e. a Hermitian line bundle with a connection
of curvature 1iω. Denote by Jint the space of integrable complex structure of M
compatible with ω and positive. To any j ∈ Jint is associated a sequence of quantum
spaces
Qk(j) := {j-holomorphic sections of L
k}, k = 1, 2, ...
Here the holomorphic structure of L is the one compatible with the connection.
The semi-classical limit corresponds to k → ∞. When k is sufficiently large, the
Kodaira vanishing theorem and Riemann-Roch-Hirzebruch theorem imply that the
dimension of Qk(j) is given by a Riemann-Roch number, which only depends on
the symplectic structure of M and k. Assume that we can choose such an integer k
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independently of the complex structure j. Then for any ja, jb ∈ Jint we can identify
Qk(ja) with Qk(jb) by means of a unitary map
Uk(ja, jb) : Qk(ja)→ Qk(jb).
These identifications are mutually compatible if they satisfy:
• (functoriality) Uk(jb, jc) ◦ Uk(ja, jb) = Uk(ja, jc), for any ja, jb, jc ∈ Jint.
Moreover if these maps are canonical in the sense that they only depend on the
complex, symplectic and prequantum structures, they should satisfy:
• (naturality) for any prequantization bundle automorphism Φ of Lk and
complex structures ja, jb ∈ Jint, the diagram
Qk(ja)
Uk(ja,jb)
−−−−−−→ Qk(jb)
Φ∗
y
yΦ∗
Qk(Φ
∗ja)
Uk(Φ
∗ja,Φ
∗jb)
−−−−−−−−−→ Qk(Φ
∗jb)
commutes.
Here the vertical maps are pull-back by Φ, sending a j-holomorphic section into a
section holomorphic with respect to Φ∗j := φ∗j, where φ is the symplectomorphism
of M covered by Φ. Sometimes one only requires an identification between the
projectivised quantum spaces.
It is important to observe that if there exists such a collection {Uk(ja, jb),
(ja, jb) ∈ J
2
int} which is both functorial and natural, then for any complex structure
j ∈ Jint, the quantum space Qk(j) becomes a representation of the group G of
prequantization bundle automorphism of Lk. Indeed let us set
Vk(Φ) := Uk(Φ
∗j, j) ◦ Φ∗ : Qk(j)→ Qk(j), Φ ∈ G.(1)
Then for any prequantization bundle automorphisms Φ1 and Φ2, we have
Vk(Φ1) ◦ Vk(Φ2) =Uk(Φ
∗
1j, j) ◦ Φ
∗
1 ◦ Uk(Φ
∗
2j, j) ◦ Φ
∗
2
=Uk(Φ
∗
1j, j) ◦ Uk(Φ
∗
1Φ
∗
2j,Φ
∗
1j) ◦ Φ
∗
1 ◦ Φ
∗
2 by naturality,
=Uk(Φ
∗
1Φ
∗
2j, j) ◦ (Φ2 ◦ Φ1)
∗ by functoriality,
=Vk(Φ2 ◦ Φ1).
Considering the associated infinitesimal representation, Ginzburg and Montgomery
proved in [10] that the existence of such a representation contradicts ”no go” theo-
rems in many cases. Indeed one can view the Lie algebra of G as C∞(M,R), the Lie
bracket being the Poisson bracket. Then assuming that the maps Uk(ja, jb) depend
smoothly on ja and jb, we obtain a Lie algebra representation
C∞(M,R)→ End(Qk(j)).
By [10], since M is compact and Qk(j) is finite dimensional, the associated pro-
jective representation is trivial. But for a broad class of manifolds M , G contains
a finite dimensional subgroup which preserves a complex structure j and whose
induced representation on Qk(j) is not projectively trivial. The same arguments
contradict also the existence of an identification between the projectivised quantum
spaces.
In spite of this result, there is a natural identification of a particular interest which
has been introduced for the quantization of the moduli spaces of flat connections
(cf. [12] and [1]). To define it consider the quantum spaces Qk(j) as the fibers of
a bundle Qk → Jint. Then introducing a functorial and natural family (Uk(ja, jb))
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which depends smoothly on ja and jb amounts to endowing this bundle with a flat
G-invariant connection. Now consider Qk as a subbundle of
Pk := C
∞(M,Lk)× Jint → Jint
Since Pk is trivial, it has a natural flat connection and Qk is equipped with the
projected connection. Because of the previous result, the curvature Rk of Qk can
not vanish in general. On the other hand by the theory of Boutet de Monvel and
Guillemin [5], the Toeplitz operators provide an asymptotic representation of the
Poisson algebra C∞(M) as operators on End(Qk(j)) when k →∞. So it is possible
that the curvature Rk is asymptotically flat (cf. end of section 8.4 for a quantitative
argument). Foth and Uribe compute the asymptotics of Rk in [9] and prove the
following: for any j ∈ Jint and tangent vectors η, µ ∈ TjJint, there exists a function
f(η, µ) ∈ C∞(M) such that
Rk(η, µ) = Πk(j)f(η, µ) +O(k
−1) : Qk(j)→ Qk(j)
where Πk(j) is the orthogonal projector of C
∞(M,Lk) onto Qmk (j). Further-
more, they give a simple formula for the multiplicator f(η, µ), which shows that it
does not vanish for a generic choice of (η, µ). Consequently the curvature is not
asymptotically flat. Neither is it asymptotically projectively flat.
1.2. Main results. Let us turn to geometric quantization with metaplectic correc-
tion. The metaplectic structures were introduced by Kostant in [15] as metaplectic
principal bundles lifting the symplectic frame bundle (cf. also [11] and [2]). Here
we use the half-form bundle approach (cf. [18]) more convenient for our purpose.
Given a complex structure j ∈ Jint, a half-form bundle (δ, ϕ) of (M, j) is a line
bundle δ →M together with an isomorphism of line bundles
ϕ : δ2 → Λn,0j T
∗M
covering the identity of M . (M, j) admits a half-form bundle if and only if the
second Stiefel-Whitney class ofM vanishes. From now on, we assume this condition
is satisfied and we set
Qmk (j, δ, ϕ) := {j-holomorphic sections of δ ⊗ L
k}, k = 1, 2, ...
where the superscript ”m” stands for metaplectic. Here the holomorphic structure
of δ is such that ϕ is an isomorphism of holomorphic bundles.
There is an obvious notion of isomorphism between two half-form bundles asso-
ciated to the same complex structure and these isomorphisms give rise to isomor-
phisms between the associated quantum spaces. Our aim is to extend this to the
whole collection D of triples (j, δ, ϕ), where j ranges through Jint.
In section 5.1, we define a collection M of morphisms, which makes (D,M) a
category such that every morphism is an isomorphism. Important facts are that
the automorphism group of any a ∈ D is Z2 and the isomorphism classes are in one
to one correspondence with the elements of H1(M,Z2). Furthermore isomorphism
classes correspond to equivalence classes of metaplectic structures of M .
Theorem 1.1. There exists a family ((Umk (Ψ))k; Ψ ∈ M) such that for any mor-
phism Ψ : a→ b, the sequence (Umk (Ψ))k consists of operators
Umk (Ψ) : Q
m
k (a)→ Q
m
k (b)
that are unitary if k is sufficiently large. Furthermore, for any composable mor-
phisms Ψ and Ψ′ ∈ M, we have
Umk (Ψ
′) ◦ Umk (Ψ) = U
m
k (Ψ
′ ◦Ψ) +O(k−1)
where the estimate O(k−1) is for the uniform norm of operators.
4 L. CHARLES
One of the original motivations to introduce the metaplectic correction was to
define some natural pairings between the quantum spaces associated to different
polarizations, which are called now Blattner-Kostant-Sternberg pairings. Our con-
struction of the operators Uk(Ψ) is rather different. These are Fourier integral
operators with a prescribed principal symbol and the functoriality property is a
consequence of the symbolic calculus.
We interpret this theorem as a semi-classical functoriality of quantization with
half-form bundle. Moreover, the family ((Umk (Ψ))k; Ψ ∈ M) is natural with respect
to a suitable action of the group G of prequantization bundle automorphisms of L
on (D,M). We can therefore adapt the previous construction (1) and we obtain for
any a ∈ D an asymptotic representation on Qmk (a) of a central extension by Z2 of
the identity component of G. This is in some sense a generalization of the standard
metaplectic representation.
We will also prove that the operators Umk (Ψ) can be defined as parallel transport
in an appropriate bundle. Let us consider a smooth family ((δj , ϕj), j ∈ Jint) of
isomorphic half-form bundles. Let Qmk → Jint be the quantum space bundle, whose
fiber over j is the space of j-holomorphic sections of Lk ⊗ δj .
Theorem 1.2. For any positive integer k, the bundle (Qmk → Jint) has a canonical
connection ∇Q
m
k . The sequence (∇Q
m
k , k ∈ N∗) satisfies
• for any j ∈ Jint and tangent vectors η, µ ∈ TjJint, the uniform norm of the
curvature RQ
m
k (η, µ) is O(k−1),
• the parallel transport in Qmk along a curve γ with endpoints ja and jb is
equal to Umk (Ψ) modulo O(k
−1). Here Umk (Ψ) is the sequence of theorem
1.1 and Ψ is the half-form bundle morphism
(ja, δja , ϕja)→ (jb, δjb , ϕjb)
obtained by extending continuously the identity of (ja, δja , ϕja ) in mor-
phisms (ja, δja , ϕja)→ (γ(t), δγ(t), ϕγ(t)).
The connection∇Q
m
k is induced by a connection on the prequantum space bundle.
However the latter bundle is not trivial contrary to the case without metaplectic
correction.
The paper is organized as follows. Section 2 is devoted to preliminary material.
Section 3 contains our results about symbolic calculus for Fourier integral operators.
These results are reformulated in section 5.3 with the half-form bundle formalism.
In section 5, we deduce theorem 1.1 and related facts on the representation of the
prequantization bundle automorphisms and the Schro¨dinger equation. The study of
the quantum space bundle and its connection is in sections 7. Section 8 is devoted
to the action of the prequantization bundle automorphism group on the quantum
space bundle.
2. Preliminaries
Let (E,ω) be a symplectic real vector space of dimension 2n. Let J (E,ω) be
the space of complex structures j of E compatible with ω and positive. Given
j ∈ J (M,ω), we denote by Λn,0j E
∗ the line of complex linear forms of E of type
(n, 0) for the complex structure j.
Definition 2.1. Given ja and jb ∈ J (E,ω), let Ψja,jb be the linear map from
Λn,0ja E
∗ to Λn,0jb E
∗ such that
Ψja,jb(α) ∧ β¯ = α ∧ β¯, ∀ α, β ∈ Λ
n,0
ja
E∗.
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Let us give some elementary properties of these maps. First, Ψja,jb is well-defined
and invertible because the sesquilinear pairing
Λn,0jb E
∗ × Λn,0ja E
∗ → C, (αb, αa)→ αb ∧ α¯a/ω
∧n
is non-degenerate, ja and jb being positive. Whenever ja = jb, Ψja,jb is the identity.
With the usual scalar product on Λn,0j E
∗ defined by means of ω and j, the adjoint of
Ψja,jb is Ψjb,ja . This is easily checked using that the scalar product of α, β ∈ Λ
n,0
j E
∗
is given by
in(2−n)α ∧ β¯/ωn.
Last definition that we need is the following.
Definition 2.2. Given ja, jb, jc in J (E,ω), let ζ(ja, jb, jc) be the complex number
such that
Ψja,jc = ζ(ja, jb, jc) Ψjb,jc ◦Ψja,jb ,
As we will see in the next section, the symbols of Fourier integral operators behave
in part as square roots of the Ψja,jb . This will appear first via the continuous square
root ζ
1
2 of the complex function ζ : J 3(E,ω)→ C∗ determined by ζ
1
2 (j, j, j) = 1, for
any j ∈ J (M,ω). ζ
1
2 is well-defined and analytic because J 3(E,ω) is contractible
and ζ is an analytic function (cf. (5)).
It follows from the associativity of the composition that ζ is a cocycle
ζ(jb, jc, jd).ζ
−1(ja, jc, jd).ζ(ja, jb, jd).ζ
−1(ja, jb, jc) = 1(2)
Furthermore Ψj,j = Id implies
ζ(ja, jb, jb) = ζ(ja, ja, jb) = 1.(3)
The function ζ
1
2 satisfies the same equations.
To prepare further proofs, we compute the function ζ in the following parame-
trization of J (E,ω). Let us choose a fixed complex structure j0 ∈ J (E,ω). Then
for any j ∈ J (E,ω), the space of linear forms of type (1, 0) with respect to j, viewed
as a subspace of
E∗ ⊗ C = Λ1,0j0 E
∗ ⊕ Λ0,1j0 E
∗,
is the graph of a complex linear map
µ : Λ1,0j0 E
∗ → Λ0,1j0 E
∗.(4)
The condition that j is compatible with ω is that
ω(µtX,Y ) + ω(X,µtY ) = 0, ∀ X,Y ∈ E0,1j0
where µt : E0,1j0 → E
1,0
j0
is the transposed of µ. And the positivity of j translates
into the positivity of the Hermitian map:
Id− µtµ¯t : E1,0j0 → E
1,0
j0
This defines a one-to-one correspondence between J (M,ω) and an open set of a
subspace of Hom(Λ1,0j0 E
∗,Λ0,1j0 E
∗).
For any j, let us identify the (n, 0)-forms with respect to j with the (n, 0)-forms
with respect to j0 by the map
Λn,0j0 E
∗ → Λn,0j E
∗, α1 ∧ ... ∧ αn → (α1 + µ(α1)) ∧ ... ∧ (αn + µ(αn)).
Then straightforward computations prove the following lemma.
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Lemme 2.3. With the previous identifications, Ψja,jb regarded as a map from
Λn,0j0 E
∗ to itself is the multiplication by
det
(
Id µ¯a
µa Id
)
. det−1
(
Id µ¯a
µb Id
)
where the matrices represent maps from Λ1,0j0 E
∗ ⊕ Λ0,1j0 E
∗ to itself. Consequently,
ζ(ja, jb, jc) =
det
(
Id µ¯a
µb Id
)
. det
(
Id µ¯b
µc Id
)
det
(
Id µ¯a
µc Id
)
. det
(
Id µ¯b
µb Id
) .(5)
3. Fourier integral operator
Let (M,ω) be a symplectic compact connected manifold with a prequantization
bundle (L,∇), i.e. L is a Hermitian line bundle and ∇ a connection of curvature
1
iω. The quantizations of (M,ω) we will consider depend on two additional datas:
a complex structure j of M compatible with ω and positive, and a holomorphic
Hermitian line bundle K over the complex manifold (M, j).
Let us denote by K the collection of such pairs (j,K). To any a = (ja,Ka) ∈ K,
we associate the sequence of Hilbert spaces
Hk(a) := { holomorphic sections of L
k ⊗Ka}, k = 1, 2, ...
where the holomorphic structure of L is the one compatible with the connection ∇
such that L→M is holomorphic with respect to ja. The scalar product is defined
by means of the Hermitian structure of Lk ⊗Ka and the Liouville measure of M .
For any a, b ∈ K, let us introduce the space F(a, b) of Fourier integral operators
from H(a) to H(b). Their definition is a slight generalization of the one in [7]
because of the fiber bundles Ka and Kb. Consider a sequence (Sk) such that for
every k, Sk is an operator Hk(a) → Hk(b). The scalar product of Hk(a) gives us
an isomorphism
Hom(Hk(a),Hk(b)) ≃ Hk(b)⊗Hk(a).
The latter space can be regarded as the space of holomorphic sections of
(Lk ⊗Kb)⊠ (L¯
k ⊗Ka)→M
2,
where M2 is endowed with the complex structure (jb,−ja). The section Sk(x, y)
associated in this way to Sk is its Schwartz kernel.
We say that (Sk) is a Fourier integral operator of F(a, b) if
Sk(x, y) =
( k
2pi
)n
Ek(x, y)f(x, y, k) +O(k−∞)(6)
where
• E is a section of L⊠ L¯→M2 such that ‖E(x, y)‖ < 1 if x 6= y,
E(x, x) = u⊗ u¯, ∀u ∈ Lx such that ‖u‖ = 1,
and ∂¯E ≡ 0 modulo a section vanishing to any order along the diagonal.
• f(., k) is a sequence of sections of Kb⊠ K¯a →M
2 which admits an asymp-
totic expansion in the C∞ topology of the form
f(., k) = f0 + k
−1f1 + k
−2f2 + ...
whose coefficients satisfy ∂¯fi ≡ 0 modulo a section vanishing to any order
along the diagonal.
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Let us define the principal symbol of (Sk) to be the map x→ f0(x, x). Using the
Hermitian structure of Ka, we regard it as a section of Hom(Ka,Kb) → M . The
principal symbol map
σ : F(a, b)→ C∞(M,Hom(Ka,Kb))
satisfies the expected property.
Theorem 3.1. The following sequence is exact
0→ F(a, b) ∩O(k−1)→ F(a, b)
σ
−→ C∞(M,Hom(Ka,Kb))→ 0,
where the O(k−1) is for the uniform norm of operators.
The composition of these operators is also as expected, with some complications
regarding the product of the symbols. Given three complex structures ja, jb and jc
of M , we denote by ζ
1
2 (ja, jb, jc) the function of C
∞(M) whose values at x is the
complex number ζ
1
2 (ja(x), jb(x), jc(x)) defined in section 2 with E = TxM .
Theorem 3.2. Let a, b and c belong to K. If T ∈ F(a, b) and S ∈ F(b, c), then
S ◦ T is a Fourier integral operator of F(a, c). Furthermore,
σ(S ◦ T ) = ζ
1
2 (ja, jb, jc) σ(S) ◦ σ(T ).
The two previous theorems were essentially proved in the chapter 4.1 of [7] except
the formula for the composition of the symbols, which will be proved in chapter 4.
Since the composition of operators is associative, the same holds for the symbol.
Observe that this can be directly checked with the cocycle relation (2).
F(a, a) is the space T (a) of Toeplitz operators of H(a). Equivalently, a Toeplitz
operators is any sequence (Tk : Hk(a)→ Hk(a)) of operators of the form
Tk = Πkg(., k) +Rk,
where Πk is the orthogonal projector of L
2(M,Lk ⊗ Ka) onto Hk(a), g(., k) is a
sequence of C∞(M) with an asymptotic expansion g0 + k
−1g1 + ... in the C
∞
topology and Rk is O(k
−∞). As a result the principal symbol σ(Tk) is the function
g0. Let us define the normalized symbol of (Tk) to be the formal series
g(., ~) +
~
2
∆g(., ~),
where g(., ~) = g0 + ~g1 + ... and ∆ is the holomorphic Laplacian. We are actually
only interested in the two first terms of this series, which are the principal symbol
and the subprincipal symbol g1 +
1
2∆g0. As a consequence of the works of Boutet
de Monvel and Guillemin, the product of the normalized symbol is a star-product
([5]).
Theorem 3.3. Let S be a Fourier integral operator of F(a, b) and Ta ∈ T (a),
Tb ∈ T (b) be two Toeplitz operators with the same principal symbol f . Then
Tb ◦ S − S ◦ Ta =
1
kR
with R ∈ F(a, b). Furthermore the principal symbol of R is
σ(R) =
(
f1,b − f1,a +
1
2 〈αja,jb , Xf 〉
)
σ(S) + 1i∇
Hom(Ka,Kb)
Xf
σ(S)
where
• f1,a, f1,b are the subprincipal symbols of Ta and Tb respectively,
• Xf is the Hamiltonian vector field of f ,
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• αja,jb is the one-form of M such that
∇Ψja,jb =
1
iαja,jb ⊗Ψja,jb ,
where Ψja,jb is the section of
Hom(Λn,0ja T
∗M,Λn,0jb T
∗M)→M
whose value at x is the endomorphism Ψja(x),jb(x) defined in 2.1 with E =
TxM . The connection ∇ is induced by the Chern connections of Λ
n,0
ja
T ∗M
and Λn,0jb T
∗M .
By theorem 3.2, TbS − STa is Fourier integral operator of F(a, b). Since
ζ
1
2 (ja, ja, jb) = ζ
1
2 (ja, jb, jb) = 1,
its principal symbol vanishes and consequently R ∈ F(a, b). So the proof of the
theorem consists in computing the principal symbol of R. This is postponed to
chapter 6. Let us deduce some interesting consequences. Applying the theorem
with two Toeplitz operators S and T of T (a), we recover that the principal symbol
of ki [S, T ] is the Poisson bracket of the principal symbols of S and T . Actually, we
can also compute the subprincipal symbol of ki [S, T ] with the previous theorem.
First, the operators of F(a, b) may be used to identify H(a) with H(b) in a semi-
classical sense. More precisely, we consider the space UF(a, b) consisting of Fourier
integral operators of F(a, b) which are unitary in the sense that
SkS
∗
k = IdHk(a) and S
∗
kSk = IdHk(b)
when k is sufficiently large. By some standard argument that we briefly recall now,
UF(a, b) is not empty if and only if Ka and Kb are isomorphic as line bundles.
First it follows directly from the definition of a Fourier integral operator that the
adjoint of an operator S ∈ F(a, b) belongs to F(b, a) and its principal symbol is
the adjoint of the principal symbol of S. So if S ∈ UF(a, b), theorem 3.2 implies
that the principal symbol of S is a line bundle isomorphism Ka → Kb. Conversely
if Ka and Kb are isomorphic, there exists an elliptic R ∈ F(a, b), meaning that
its principal symbol doesn’t vanish anywhere. Then R∗R is an elliptic Toeplitz
operator by theorem 3.2. So (R∗R)−
1
2 is a Toeplitz operator (cf. as instance [6]).
Finally R(R∗R)−
1
2 belongs to UF(a, b).
Now if S ∈ UF(a, b) and Ta is a Toeplitz operator of H(a), then by theorem 3.2
Tb = STaS
∗
is a Toeplitz operator of H(b) with the same principal symbol as Ta. Applying
theorem 3.3, we compute its subprincipal symbol in terms of the principal and
subprincipal symbols of Ta:
f1,b = f1,a + 〈αS −
1
2αja,jb , Xf 〉(7)
where αS is such that
∇Hom(Ka,Kb)σ(S) = 1iαS ⊗ σ(S).
A consequence of this formula is the following result.
Theorem 3.4. The composition law ∗a of the normalized symbols of the Toeplitz
operators of H(a) satisfies:
f ∗a g = fg +
~
2i{f, g}+O(~
2)
and
i
~
(f ∗a g − g ∗a f) = {f, g} − ~〈ωja −
1
2ωKa , Xf ∧Xg〉+O(~
2)
where 1iωja and
1
iωKa are the Chern curvatures of Λ
n,0
ja
T ∗M and Ka respectively.
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Indeed, if Ka and Kb are isomorphic and ∗a satisfies the result, the same holds
for ∗b because of (7) and the relations
ωjb = dαja,jb + ωja , ωKb = dαS + ωKa .
Furthermore we can explicitly compute ∗a, in the case where M is C
n with H(a)
the Bargmann space, and the result is satisfied. Of course, this is not sufficient to
conclude. But it appears in the proofs of the previous theorems that all the results
about the symbolic calculus are completely local and we can really deduce in this
way theorem 3.4.
4. Proof of theorem 3.2
The proof relies on the complex stationary phase lemma. We only sketch the first
part, because the details appeared in [7], with some typos however. The Schwartz
kernel of an operator S ∈ F(a, b) is by definition of the form( k
2pi
)n
Eka,b(x, y)f(x, y, k) +O(k
−∞)
Let us write on a neighborhood of the diagonal
∇L⊠L¯Ea,b =
1
iαa,b ⊗ Ea,b
The following lemma is proved in [7].
Lemme 4.1. The one-form αa,b vanishes along the diagonal of M
2. Furthermore,
for every vector fields X1, X2, Y1, Y2 of M
L(X1,X2)〈αa,b, (Y1, Y2)〉(x, x) = ω(q¯a,b(X1 −X2), Y1)(x) + ω(qb,a(X1 −X2), Y2)(x)
where q¯a,b(x) and qb,a(x) are respectively the projections onto (TxM)
0,1
jb
with kernel
(TxM)
1,0
ja
and onto (TxM)
1,0
ja
with kernel (TxM)
0,1
jb
.
Consider now S ∈ F(a, b) and S′ ∈ F(b, c). The Schwartz kernel of S′S is( k
2pi
)2n ∫
M
Ekb,c(x, y).E
k
a,b(y, z)f
′(x, y, k).f(y, z, k) µM (y) +O(k
−∞)
with µM the Liouville form of M . Since |Eb,c(x, y).Ea,b(y, z)| < 1 outside the
diagonal ofM3, this integral is O(k−∞) outside the diagonal ofM2, and to estimate
it on a neighborhood of (x, z) = (x, x) it suffices to integrate on a neighborhood of
x. We evaluate the result by applying the stationary phase lemma. Let us write
Eb,c(x, y).Ea,b(y, z) = e
iΦ(x,y,z)t(x) ⊗ t¯(z)(8)
with t a unitary local section of L→ M . We deduce from the previous lemma the
following facts.
• dyΦ vanishes along the diagonal ∆3 of M
3.
• if Y1 and Y2 are two tangent vectors of M at x,
d2yΦ(Y1, Y2)(x, x, x) = ω(qc,bY1, Y2)(x)− ω(q¯a,bY1, Y2)(x),(9)
In particular d2yΦ is non-degenerate along ∆3.
• the kernel of the tangent map to dyΦ at (x, x, x) is(
T(x,x,x)∆3 ⊗ C
)
⊕
(
(TxM)
0,1
jc
× (0)× (0)
)
⊕
(
(0)× (0)× (TxM)
1,0
ja
)
.
These ensure that we can apply the stationary phase lemma (cf. [13] or the
appendix of [8]). Thus the Schwartz kernel of S′S is of the form( k
2pi
)n
F k(x, z)g(x, z, k) +O(k−∞)
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where g(., k) is a sequence of sections of Kc ⊠ K¯a which admits an asymptotic
expansion in negative power of k and
F (x, z) = eiΦ
r(x,z)t(x)⊗ t¯(z)
with
Φr(x, z) ≡ Φ(x, y, z)(10)
modulo a linear combination with C∞ coefficient of the functions ∂yiΦ(x, y, z), i =
1, ..., 2n.
Let us check that the section F satisfies the assumptions following equation
(6). Since ∂yiΦ vanishes along the diagonal, it follows from (8) that Φ
r(x, x) = 0.
Furthermore, we have
Lemme 4.2. Consider M2 as a complex manifold with complex structure (jc,−ja).
Then ∂¯F ≡ 0 modulo a section vanishing to any order along the diagonal.
Proof. Introduce complex coordinates x1, ..., xn on M for jc. Let us write
∇t = 1i t⊗
∑
ajdx
j − a¯jdx¯
j .
Derivating equation (8) and using that ∇(∂
x¯i
,0)Eb,c vanishes to any order along the
diagonal of M2, we get
∂x¯iΦ(x, y, z) + a¯i(x) ≡ 0(11)
modulo I∆3(∞), i.e. modulo a function vanishing to any order along the diagonal
of M3. Thus
∂x¯i∂yjΦ(x, y, z) ≡ 0 mod I∆3(∞).
In the same way, if z1, ..., zn are complex coordinates for ja, we show that
∂zi∂yjΦ(x, y, z) ≡ 0 mod I∆3(∞).
Then we deduce from (10) and (11) that for any multi-index α and β, the function
∂
α(1)
x¯1 ...∂
α(n)
x¯n ∂
β(1)
z1 ...∂
β(n)
zn
(
∂x¯iΦ
r(x, z) + a¯i(x)
)
vanishes along the diagonal ∆2 of M
2. This implies that
∇L⊠L¯(∂
x¯i
,0)F ≡ 0
modulo a section vanishing to any order along ∆2. We treat in the same way the
covariant derivatives of F with respect to the vector fields (0, ∂zi). 
Then since the kernel of S′S is a holomorphic section of
(Lk ⊗Kb)⊠ (L¯
k
⊠Ka)
the coefficients of the asymptotic expansion of g(., k) satisfy ∂¯gl ≡ 0 modulo a
section vanishing at any order along the diagonal. So we proved that S′S is a
Fourier integral operator of F(a, c).
Final step is to compute its symbol. By the stationary phase lemma, we have
g(x, x, k) = f ′(x, x, k).f ′′(x, x, k)
δ(x)
det
1
2 [−i∂yj∂ykΦ(x, x, x)]j,k
+O(k−1)
where
µM (y) = δ(y).|dy
1...dy2n|
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We deduce from (9) that
−id2yΦ(Y1, Y2)(x, x, x) = −ω(iqc,bY1 − iq¯a,bY1, Y2)(x)
= −ω(jbqc,bY1 + jbq¯a,bY1, Y2)(x)
= gb(qc,bY1 + q¯a,bY1, Y2)(x)
where gb is the metric ω(X, jbY ). Since the Liouville form µM is the Riemannian
volume for gb, it comes that
δ(x)
det
1
2 [−i∂yj∂ykΦ(x, x, x)]j,k
= det−
1
2 [qc,b + q¯a,b](x)
Thus to obtain the formula in theorem 3.2, we have to show that
det−
1
2 [qc,b + q¯a,b] = ζ
1
2 (ja, jb, jc).
To see this, let us choose jb as the reference complex structure and let us associate
to ja and jc the bundle maps µa and µc from Λ
1,0
jb
T ∗M to Λ0,1jb T
∗M as in (4). On
one hand, we have by (5) (since µb = 0)
ζ(ja, jb, jc) = det
−1
(
Id µ¯a
µc Id
)
On the other hand, T 0,1ja M is the graph of −µ
t
a : T
0,1
jb
M → T 1,0jb M . It follows that
q¯a,b is the map (
0 0
µ¯ta Id
)
: T 1,0jb M ⊕ T
0,1
jb
M → T 1,0jb M ⊕ T
0,1
jb
M
Similarly, qc,b is the map(
Id µtc
0 0
)
: T 1,0jb M ⊕ T
0,1
jb
M → T 1,0jb M ⊕ T
0,1
jb
M
The result follows.
5. Half-form bundle and quantization
5.1. Preliminaries on half-form bundle. Let j be an almost-complex structure
of M . Recall that a half-form bundle of (M, j) is a complex line bundle δ → M
together with a line bundle isomorphism
ϕ : δ2 → Λn,0j T
∗M
which covers the identity of M . Two half-form bundles (δa, ϕa) and (δb, ϕb) are
isomorphic if there exists a line bundle isomorphism Ψ : δa → δb covering the
identity and such that
ϕb ◦Ψ
2 = ϕa.
In the case where there exists a half-form bundle, there are #H1(M,Z2) isomor-
phism classes of half-form bundles.
The existence and the choice up to isomorphism of a half-form bundle over a
symplectic manifold (M,ω) is in some sense independent of the almost complex
structure, providing it is compatible with ω and positive. To see this we extend the
previous notion of half-form bundle isomorphisms to the collection D consisting of
the triples (j, δ, ϕ), where j is an almost-complex structure of M compatible with
ω and positive, and (δ, ϕ) is a half-form bundle for (M, j).
Let us define a half-form bundle morphism (ja, δa, ϕa) → (jb, δb, ϕb) to be an
isomorphism of line bundles Ψ : δa → δb such that
ϕb ◦Ψ
2 = Ψja,jb ◦ ϕa.(12)
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Here Ψja,jb is the morphism Λ
n,0
ja
T ∗M → Λn,0jb T
∗M defined over x ∈ M as in
definition 2.1 with E = TxM and the complex structures ja(x) and jb(x).
The composition of a morphism Ψ : (ja, δa, ϕa) → (jb, δb, ϕb) with a morphism
Ψ′ : (jb, δb, ϕb)→ (jc, δc, ϕc) is defined as
Ψ′ ◦m Ψ := ζ
1
2 (ja, jb, jc)Ψ
′ ◦Ψ
where the product ◦ on the right-hand side is the usual composition of maps and
the function ζ
1
2 (ja, jb, jc) is defined as in section 2. Observe that ◦m is the product
of symbol appearing in theorem 3.2.
It is easily checked that D with this collection of morphisms is a groupoid. The
associativity of ◦m follows from the cocycle condition (2). Equations (3) imply that
the identity 1a of δa is the unit of (ja, δa, ϕa), i.e.
1a ◦m Ψ = Ψ, Ψ
′ ◦m 1a = Ψ
′,
if Ψ and Ψ′ are any morphisms (jb, δb, ϕb)→ (ja, δa, ϕa) and (ja, δa, ϕa)→ (jb, δb,ϕb)
respectively. Moreover, for any (j, δ, ϕ) ∈ D, define the Hermitian structure of δ in
such a way that ϕ becomes an isomorphism of Hermitian bundles. Then since
Ψ∗ja,jb = Ψjb,ja ,
the adjoint Ψ∗ of any morphism Ψ : (ja, δa, ϕa) → (jb, δb, ϕb) is a morphism
(jb, δb, ϕb)→ (ja, δa, ϕa) satisfying
Ψ∗ ◦m Ψ = 1a, Ψ ◦m Ψ
∗ = 1b.(13)
So Ψ is invertible, with inverse Ψ∗.
If a and b in D are isomorphic, there exists exactly two morphisms a → b.
Observe also that given an almost complex structure j, each isomorphism class of
D has a representative whose almost complex structure is j. So the existence of a
half-form bundle doesn’t depend on the almost complex structure. And there are
#H1(M,Z2) isomorphism classes in D if it is not empty.
5.2. Quantization. Let us consider now the collection Dint consisting of triples
(j, δ, ϕ) ∈ D with an integrable complex structure j. Given a ∈ Dint, let us denote
by Qmk (a) the Hilbert space of holomorphic sections of L
k ⊗ δa. With our previous
notations
Qmk (a) := Hk(ja, δa).
Here the holomorphic and Hermitian structures of δa are such that ϕa : δ
2
a →
Λn,0ja T
∗M is an isomorphism of holomorphic Hermitian bundle.
If a and b belongs to Dint, any half-form bundle morphism Ψ : δa → δb is the
symbol of a unitary Fourier integral operator of F((ja, δa), (jb, δb))
Umk (Ψ) : Q
m
k (a)→ Q
m
k (b), k = 1, 2, ...
Indeed if S is a Fourier integral operator with symbol Ψ, it follows from (13) and
theorem 3.2 that S∗S is a Toeplitz operator with symbol 1. Hence S(S∗S)−1/2 is a
unitary Fourier integral operator with symbol Ψ.
Contrary to the notations, Um(Ψ) = (Umk (Ψ))k is not uniquely determined by Ψ.
It is unique modulo multiplication by a unitary Toeplitz operator of symbol 1. So
strictly speaking, Um(Ψ) is an equivalence class of Fourier integral operators. To
avoid any confusion we will say that two such operators are equal modulo O(~).
Theorem 5.1. Um is functorial, that is if Ψ′′ is the composition of the morphisms
of half-form bundle Ψ′ and Ψ, then
Um(Ψ′′) = Um(Ψ′) ◦ Um(Ψ) modulo O(~).
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Furthermore if Ψ is a half-form bundle morphism a → b, the map sending the
Toeplitz operator T : Qm(a)→ Qm(a) into
(Um(Ψ))∗TUm(Ψ) : Qm(b)→ Qm(b)
preserves the normalized symbols modulo O(~2).
First part is an immediate consequence of theorem 3.2 because the composition
of half-form bundle morphisms is the same as the composition of symbols. Second
part follows from theorem 3.3, or more directly from formula (7).
The group G of connection-preserving Hermitian automorphisms of L acts on
the quantum spaces as follows. First an automorphism Φ of G covers a symplec-
tomorphism φ of M . Then Φ acts on Dint by sending a = (j, δ, ϕ) into Φ
∗a :=
(φ∗j, φ∗δ, φ∗ϕ), where φ∗ϕ is defined in such a way that the diagram
Λn,0j T
∗
φ(x)M
φ∗
−−−−→ Λn,0φ∗jT
∗
xM
ϕ
x
xφ∗ϕ
δ2φ(x)
(φ∗)2
−−−−→ (φ∗δ)2x
commutes. Finally the operator
C∞(M,Lk ⊗ δa)→ C
∞(M,Lk ⊗ φ∗δa), s→ ((Φ
k)−1 ⊗ φ∗) ◦ s ◦ φ
restricts to a unitary operator Qmk (a)→ Q
m
k (Φ
∗a) that we denote by Φ∗.
Let us consider now a ∈ D, fixed until the end of this section. If Φ belongs to
the identity component Go of G, then a and Φ
∗a are isomorphic half-form bundles.
In this case, we associate to any morphism Ψ : Φ∗a→ a the sequence of operators
V mk (Ψ,Φ) := U
m
k (Ψ) ◦Φ
∗ : Qmk (a)→ Q
m
k (a)
As the operators Um(Ψ), V m(Ψ,Φ) is uniquely defined up to multiplication by a
unitary Toeplitz operator with symbol 1. Denote by Gm0 the set of pairs (Ψ,Φ)
where Φ ∈ Go and Ψ is a half-form bundle morphism Φ
∗a→ a.
Theorem 5.2. For any half-form bundle a ∈ Dint, G
m
0 endowed with the product
(Ψ1,Φ1).(Ψ2,Φ2) := (Ψ2 ◦m (Φ
∗
2Ψ1),Φ1 ◦ Φ2)
is a central extension of G0 by Z2. Furthermore V
m is a right-representation of Gm0
up to O(~) in the sense that
V m(Ψ2,Φ2) ◦ V
m(Ψ1,Φ1) ≡ V
m((Ψ1,Φ1).(Ψ2,Φ2)) mod O(~).
In the definition of the product of Gm0 , we used the following action of G on the
half-form bundle morphisms. If Φ is prequantization bundle automorphism of L
covering the symplectomorphism φ and Ψ is a morphism a → b, then Φ∗Ψ is the
morphism Φ∗a→ Φ∗b defined in such a way that the diagram
δa
Ψ
−−−−→ δb
φ∗
y yφ∗
φ∗δa
Φ∗Ψ
−−−−→ φ∗δb
commutes. One deduces easily from the relations
Φ∗2(Φ
∗
1Ψ) = (Φ1 ◦ Φ2)
∗Ψ, Φ∗(Ψ1 ◦m Ψ2) = (Φ
∗Ψ1) ◦m (Φ
∗Ψ2)
that Gm0 is a group. Furthermore, one has
Um(Φ∗Ψ) = Φ∗ ◦ Um(Ψ) ◦ (Φ∗)−1 mod O(~)
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which implies the last part of the theorem:
V m(Ψ2,Φ2) ◦ V
m(Ψ1,Φ1) =U
m(Ψ2) ◦ Φ
∗
2 ◦ U
m(Ψ1) ◦ Φ
∗
1
=Um(Ψ2) ◦ Φ
∗
2 ◦ U
m(Ψ1) ◦ (Φ
∗
2)
−1 ◦ (Φ1 ◦ Φ2)
∗
=Um(Ψ2) ◦ U
m(Φ∗2Ψ1) ◦ (Φ1 ◦ Φ2)
∗ mod O(~)
=Um(Ψ2 ◦m Φ
∗
2Ψ1) ◦ (Φ1 ◦ Φ2)
∗ mod O(~)
=V m((Ψ1,Φ1).(Ψ2,Φ2))
by theorem 5.1.
It is well-known that the Lie algebra of G0 is C
∞(M,R), the Lie bracket being the
Poisson bracket (cf. (16) for an explicit formula for the exponential map). Let us
associate to any f ∈ C∞(M) a Toeplitz operatorQm(f) of Qm(a) whose normalized
symbol is f modulo O(~2). By theorem 3.4, we obtain a Lie algebra representation
up to O(~) in the sense that
1
i
[
kQmk (f), kQ
m
k (g)
]
= kQmk ({f, g}) +O(k
−1)
By exponentiating we recover the representation of theorem 5.2.
Theorem 5.3. For any f ∈ C∞(M,R), we have
exp
(
it.kQmk (f)
)
= V mk (Ψt,Φt) mod O(~)
where Φt = exp(tf) and (Ψt) is the continuous family of half-form bundle mor-
phisms Ψt : a→ Φ
∗
ta such that Ψ0 is the identity of δa.
This last result will be proved in section 8 (cf. remark after corollary 8.3).
5.3. Reformulation of the results of chapter 3. Assume that (M,ω) admits
a unique half-form bundle up to isomorphism. If this is not the case we can still
apply what follows by restricting to an open contractible set of M .
Let us return to the quantum spaces H(a) defined from a complex structure
ja and a Hermitian holomorphic line bundle Ka → M . As in [8], we introduce a
half-form bundle (δa, ϕa) and a holomorphic Hermitian line bundle L1,a such that
Ka = δa ⊗ L1,a.
For another pair (jb,Kb), introduce in the same way (δb, ϕb) and L1,b. Then rewrit-
ing the formulas of chapter 3 with these data, we get more transparent results:
• The formula for the commutators in theorem 3.4 becomes
i
~
(f ∗a g − g ∗a f) = {f, g} − ~〈ω1,a, Xf ∧Xg〉+O(~
2),
where 1iω1,a is the curvature of L1,a.
• Denote by Ma,b the set of half-form bundle morphisms (ja, δa, ϕa) →
(jb, δb, ϕb), then
Hom(Ka,Kb) =Ma,b ×Z2 Hom(L1,a, L1,b)
where we divided by Z2 to identify (Ψ,Ψ1) with (−Ψ,−Ψ1). The compo-
sition of symbols in theorem 3.3 is then the product of the composition of
half-form bundle morphisms with the usual composition.
• The symbol of a unitary operator S ∈ UF(a, b) is of the form [Ψ,Ψ1] with
Ψ ∈ Ma,b and Ψ1 a unitary isomorphism L1,a → L1,b. Furthermore the
equivalence of the star-products ∗a and ∗b induced by S is up to second
order
fa → fa + ~〈α1, Xfa〉+O(~
2)
where α1 is such that ∇
Hom(L1,a,L1,b)Ψ1 =
1
iα1 ⊗Ψ1.
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This point of view will also be useful to prove theorem 3.3 in the following section.
6. Proof of theorem 3.3
To prove the theorem, we consider the kernels of the Fourier integral operators
as Lagrangian sections and interpret TbS − STa as the result of the action of a
Toeplitz operator on a Lagrangian section. The computation of the symbol is then
a corollary of theorem 3.4 in [8].
Let us regard M2 as a symplectic manifold with symplectic form
ωM2 = pi
∗
l ω − pi
∗
rω,
where pil and pir are the projections onto the first and second factor respectively.
Then L ⊠ L¯ is a prequantization bundle of M2 with curvature 1iωM2 and the di-
agonal map ∆ : M → M2 is a Lagrangian embedding. Furthermore (jb,−ja) is a
complex structure of M2 compatible with ωM2 and positive. Denote by H(b,−a)
the associated Hilbert space
H(b,−a) =
{
holomorphic sections of (Lk ⊠ L¯k)⊗ (Kb ⊠ K¯a)→M
2
}
Then the Fourier integral operators of F(a, b) are defined in such a way that their
kernel is a Lagrangian section of H(b,−a) associated to the diagonal.
Let S ∈ F(a, b) with kernel S(.). Let Ta and Tb be Toeplitz operators of H(a)
and H(b) with normalized symbols fa(., ~) and fb(., ~) respectively. Then it is easily
checked that the kernel of TbS − STa is TS(.) where T is a Toeplitz operator of
H(b,−a) with normalized symbol
g(x, y, ~) = fb(x, ~)− fa(y, ~).
Assume now that Ta and Tb have the same principal symbol. Then the principal
symbol of T vanishes along the diagonal and consequently the principal symbol of
TS(.) vanishes. By applying theorem 3.4 of [8], we obtain the principal symbol of
k−1TS(.) which corresponds to the principal symbol of k−1(TbS − STa).
Let us use the half-form bundles as in chapter 5.3. The symbol of S as a Fourier
integral operator of F(a, b) is a class [Ψ,Ψ1] where Ψ is a half-form bundles mor-
phism δa → δb and Ψ1 a bundle morphism L1,a → L1,b. We have to show that the
symbol of k−1(TbS − STa) is [Ψ,Ψ
′
1] with
Ψ′1 = (f1,b − f1,a)Ψ1 +
1
i∇
Hom(L1,a,L1,b)
X Ψ1(14)
where X is the Hamiltonian vector field of f and f1,a, f1,b are the subprincipal
symbols of Ta and Tb respectively.
To the morphisms Ψ and Ψ1 correspond two sections
Ψ˜ ∈ C∞(M, δb ⊗ δa), Ψ˜1 ∈ C
∞(M,L1,b ⊗ L1,a).
The principal symbol of the Lagrangian section S(.) is Ψ˜ ⊗ Ψ˜1. The restriction to
the diagonal of the Hamiltonian vector field of the principal symbol of T is ∆∗X .
Then it follows from theorem 3.4 of [8] that the principal symbol of k−1T.S(.) is
(f1,b − f1,a)Ψ˜⊗ Ψ˜1 +
1
i (D
∆
XΨ˜)⊗ Ψ˜1 +
1
i Ψ˜⊗∇
L1,b⊗L1,a
X Ψ˜1
It remains to explain how is defined the section D∆XΨ˜ of δb ⊗ δa and to prove that
it vanishes. This will imply (14).
Consider the isomorphism
ξ : Λn,0jb T
∗M ⊠ Λn,0ja T
∗M → Λ2n,0jb,−jaT
∗M2, β ⊠ α→ pi∗l β ∧ pi
∗
rα
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(δb⊠δ¯a, ξ◦(ϕb⊠ϕ¯a)) is a half-form bundle ofM
2 for the complex structure (jb,−ja).
Then
δb ⊗ δ¯a = ∆
∗(δb ⊠ δ¯a)
is a square root of Λ2nT ∗M ⊗ C through the map
ϕδ : δ
2
b ⊗ δ¯
2
a → Λ
2nM ⊗ C, ub ⊗ ua → ∆
∗(ξ(ϕb(ub)⊠ ϕ¯a(ua))).
and D∆XΨ˜ is defined in such a way that
ϕδ(Ψ˜⊗D
∆
XΨ˜) =
1
2LX .ϕδ(Ψ˜
⊗2)
Then D∆XΨ˜ = 0 follows from the following lemma and Liouville theorem.
Lemme 6.1. ϕδ(Ψ˜
⊗2) = in(n−2)ωn/n!
Proof. Denote by Ψ˜ja,jb the section of Λ
n,0
jb
M ⊗ Λn,0ja M → M associated to Ψja,jb .
Since Ψ is a half-form bundle morphism, we have
(ϕa ⊗ ϕ¯b)(Ψ˜
⊗2) = Ψ˜ja,jb
Introduce a unitary section α of Λn,0ja M . We have Ψ˜ja,jb = Ψja,jb(α) ⊗ α¯. Conse-
quently
ϕδ(Ψ˜
⊗2) =∆∗(pi∗l Ψja,jb(α) ∧ pi
∗
r α¯))
=Ψja,jb(α) ∧ α¯
=α ∧ α¯
by definition of Ψja,jb
=in(n−2)ωn/n!
because α is unitary. 
7. Geometric interpretation
Consider as previously a symplectic manifold (M,ω) with a prequantization bun-
dle (L,∇). The space J of almost complex structures of M compatible with ω and
positive may be regarded as the space of sections of a fiber bundle over M , which
turns it into an infinite dimensional manifold. Let us fix a isomorphism class D
of half-form bundles and choose for any j ∈ J a half-form bundle of (M, j) which
represents D and depends ”smoothly” on j. One way to do that is first to choose
(j0, δ0, ϕ0) representing D and then to set
δj := δ0, ϕj := Ψj0,j ◦ ϕ0, ∀j ∈ J .
Let Pmk → J be the bundle of prequantum spaces, whose fiber at j is the space of
smooth sections of Lk ⊗ δj . Let us consider now a submanifold Jint of J which
contains only integrable complex structures. Assume that the family of Hilbert
spaces
Qmk,j := {holomorphic sections of L
k ⊗ δj}, j ∈ Jint
defines a smooth subbundle Qmk → Jint of P
m
k → Jint, when k is sufficiently large.
This assumption is satisfied as soon as the dimension of Qmk,j is constant when
j runs over Jint. This follows from Fredholm theory because Q
m
k,j is the kernel
of the holomorphic Laplacian, an elliptic second order differential operator whose
coefficient depend smoothly on the complex structure. Furthermore as noticed by
Foth and Uribe [9], for any complex structure j0, there exists an integer N such
that the dimension of Qmk,j is constant when j describe a C
2 neighborhood of j0 and
k is larger than N . The C2-topology is involved here to control the curvature term
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in the Bochner-Kodaira identity and deduce a uniform vanishing theorem. Then
the dimension of Qmk,j is given by the Riemann-Roch theorem.
Before we continue, let us note that Pmk and Q
m
k depend only on the isomorphism
class D, providing we regard them as the orbifold bundles Pmk /Z2 and Q
m
k /Z2,
where Z2 acts trivially on the base J and by ±Id on the fibers. Indeed, let us
consider another smooth family (δ˜j , ϕ˜j)j∈J , obtained as above by choosing a half-
form bundle (j˜0, δ˜0, ϕ˜0) representing D and denote by P˜
m
k the associated bundle of
prequantum spaces. Then there exists exactly two continuous families(
Ψj : (δj , ϕj)→ (δ˜j , ϕ˜j); j ∈ J
)
of half-form bundle morphisms. These families induce isomorphisms Pmk → P˜
m
k
and Qmk → Q˜
m
k , which are unique up to the Z2-action. All the constructions which
follow only depend on D in this sense.
First we define a connection on Pmk . Given a tangent vector µ of J at j0, let
us introduce a curve jt of J tangent to µ at t = 0 and consider the continuous
family (Ψt) of half-form bundle morphism (δj0 , ϕj0)→ (δjt , ϕjt) such that Ψ0 is the
identity of δj0 . Then we define the covariant derivative of a section Φ of P
m
k with
respect to µ to be
∇
Pmk
µ Φ (j0) :=
d
dt
∣∣∣
t=0
Ψ−1t .Φ(jt)
where the derivative is in the t-independent space Pmk,j0 . The connection on Q
m
k is
then defined as
∇Q
m
k := Πk ◦ ∇
Pmk
where Πk is the section of End(P
m
k ) which at j is the orthogonal projector onto
Qmk,j .
Theorem 7.1. For any k, the connection ∇Q
m
k is compatible with the Hermitian
structure. Furthermore,
• For any j ∈ Jint and η, µ ∈ TjJint, the sequence of curvature
RQ
m
k (η, µ) : Qmk,j → Q
m
k,j , k = 1, 2, ...
is a Toeplitz operator whose principal symbol vanishes.
• For any curve γ of Jint with endpoints ja and jb, the sequence of parallel
transport γ in Qmk is a unitary Fourier integral operator
Qmk,ja → Q
m
k,jb , k = 1, 2, ...
of F((ja, δja), (jb, δjb)). Its principal symbol is the half-form bundle mor-
phism δja → δjb obtained by extending continuously the identity of δja in
half-form bundle morphisms δja → δγ(t).
The proof is postponed to section 10. Let us compute the curvature of Pmk .
Given an almost complex-structure j0 ∈ J , we can represent any j ∈ J as a section
µ ∈ C∞(M,Hom(Λ1,0j0 T
∗M,Λ0,1j0 T
∗M))
such that the graph of µ(x) is Λ1,0j T
∗
xM for any x ∈M . In this way, we identify the
tangent space to J at j0 with
Tj0J ≃
{
µ ∈ C∞(M,Hom(Λ1,0j0 T
∗M,Λ0,1j0 T
∗M)); ω(µt(.), .) + ω(., µt(.)) = 0
}
and J becomes a neighborhood of the zero section of Tj0J .
Theorem 7.2. The connection ∇P
m
k is compatible with the Hermitian structure.
Its curvature at η, µ ∈ TjJ is given by
RP
m
k (η, µ) Φ =
1
2
tr(η.µ¯− µ.η¯) Φ, Φ ∈ Pmk,j
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It is interesting to compare the previous theorems with the results of Foth and
Uribe [9]. The curvature of Qmk is the sum of two terms which cancel each other at
first order. The first term is the curvature of Pmk and the second one is a commutator
(cf. lemma 8.6). In the case considered by Foth and Uribe, the prequantum spaces
are defined without half-form and consequently don’t depend on the complex struc-
ture. Then the bundle Jint × C
∞(M,Lk) is endowed with the trivial connection,
and composing with the Szego¨ projector, we obtain a connection on the quantum
space bundle. Its curvature equals a commutator (cf. lemma 2.1 of [9]), which is
essentially the same as in our situation, and isn’t canceled by the curvature of the
prequantum bundle, flat in this case.
Proof of theorem 7.2. Let j0 be a fixed almost-complex structure and let us identify
J with an open convex set O of Tj0J as previously. Let us compute the connection
in the trivialization
Pmk ≃ O × P
m
k,j0
induced by the continuous family of half-form bundle isomorphisms (δj0 , ϕj0) →
(δj , ϕj) extending the identity of δj0 .
Let µ(t) be a curve of O covered by a section Φ(t). By lemma 2.3, the con-
tinuous curve of half-form bundle morphisms Ψt : δµ(0) → δµ(t) is in the previous
trivialization the multiplication by the continuous square root of
t→ det
(
Id µ¯(0)
µ(0) Id
)
. det−1
(
Id µ¯(0)
µ(t) Id
)
equal to 1 at t = 0. Then we have
∇
Pmk
µ˙(0)Φ(0) =
d
dt
∣∣∣
t=0
Ψ−1t .Φ(t)
= −
1
2
tr
(
µ˙(0)µ¯(0)
(
Id− µ(0)µ¯(0)
)−1)
Φ(0) + Φ˙(0)
Thus we have ∇P
m
k = d+ α with
〈α, µ˙〉.Φ = −
1
2
tr
(
µ˙µ¯
(
Id− µµ¯
)−1)
Φ, ∀ µ˙ ∈ TµO, Φ ∈ P
m
k,j0
Finally it is easy to compute the curvature at the origin of O, where α vanishes
which leads to the formula of the theorem.
To check the compatibility of the connection with the scalar product, observe that
our trivialization doesn’t preserve the scalar product. Actually since Ψ∗j0,j ◦Ψj0,j =
ζ(j0, j, j0), we have
(Φ,Φ′)Pm
k,j
=
∫
M
1
ζ
1
2 (j0, j, j0)(x)
(
Φ(x),Φ′(x)
)
Lk⊗δj0
µM (x)
Then using again that the connection form α vanishes at the origin and that
ζ(j0, j, j0) = 1 +O(|j − j0|
2) we deduce that for every section Φ,Φ′ of O × Pmk,j0 ,
d(Φ,Φ′) = (∇P
m
k Φ,Φ′) + (Φ,∇P
m
k Φ′)
at the origin. 
Remarque 7.3. It is immediate to deduce the first part of theorem 7.1. Since Π
is self-adjoint, if Φ and Φ′ are section of Qmk → Jint, then
(∇Q
m
k Φ,Φ′) + (Φ,∇Q
m
k Φ′) =(Π∇P
m
k Φ,Φ′) + (Φ,Π∇P
m
k Φ′)
=(∇P
m
k Φ,Φ′) + (Φ,∇P
m
k Φ′)
=d(Φ,Φ′)
which proves that ∇Q
m
k is Hermitian. 
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8. Action of the prequantization bundle automorphisms
Adapting the constructions of section 5, we define an action of the identity com-
ponent G0 of the group of prequantization bundle automorphisms of (L,∇) on P
m
k
and Qmk . For any equivariant vector bundle equipped with an invariant connection,
one defines a moment (cf. definition 7.5 in [3]). This notion makes sense in our
infinite dimensional setting. In the first part of this section, we prove the moment
of a function f in the Poisson Lie algebra C∞(M) is a Toeplitz operator. From
this we compute the solution of Schro¨dinger equation in terms of parallel transport.
This last result was obtained in [9] in the case without metaplectic correction. This
enables us to deduce that the quantum propagator is a Fourier integral operator
from the fact that parallel transport is such an operator. Next we compute the
commutator of Toeplitz operators in terms of the curvature of the quantum space
bundle. This prove our estimate of the curvature is sharp. Finally we explain how
the same ideas apply in the case without metaplectic correction.
8.1. The infinitesimal action of Go on the bundles P
m and Qm. Let us start
with the definition of the action of G0 on P
m
k . An automorphism Φ ∈ Go covering
the symplectomorphism φ acts on the base J by sending j into φ∗j. Let us lift
this action to Pmk . Given j ∈ J , there are exactly two bundle maps φ
∗ : δj → δφ∗j
covering φ such that the diagram
Λn,0j T
∗M
φ∗
−−−−→ Λn,0φ∗jT
∗M
ϕj
x
xϕφ∗j
δ2j
(φ∗)2
−−−−→ δ2φ∗j
commutes. Then the pull-back by
Φk ⊗ (φ∗)−1 : Lk ⊗ δj → L
k ⊗ δφ∗j
is a linear map Pmk,j → P
m
k,Φ∗j . Choosing the bundle map δj → δΦ∗j in such a way
that it depends continuously on j, we obtain the action of Φ on Pmk . Since this
action is only defined up to multiplication by −1, we obtain merely a Go-action on
the orbibundle (Pmk ,Z2).
Given a function f ∈ C∞(M), let us define the operator
Opk(f) := f +
1
ik
(∇L
k
X ⊗ Id + Id⊗DX) : P
m
k,j → P
m
k,j , j ∈ J
where X is the Hamiltonian vector field of f and DX is the first order differential
operator of C∞(M, δj) such that
pjLXϕj(β
2) = 2ϕj
(
β ⊗ (DXβ)
)
, ∀ β ∈ C∞(M, δj)(15)
with pj the projection of Λ
nT ∗M ⊗C onto Λn,0j T
∗M with kernel Λn−1,1j T
∗M ⊕ ...⊕
Λ0,nj T
∗M .
Recall that the Lie algebra of Go may be viewed as C
∞(M,R). Given f ∈
C∞(M,R), Φt := exp(tf) is the automorphism of L which covers the Hamiltonian
flow φt of f at time t and is given by
Φt(ξ) = e
itf(x)Tt.ξ, if ξ ∈ Lx(16)
where Tt is the parallel transport from Lx to Lφt(x) along the Hamiltonian flow.
Theorem 8.1. Let f ∈ C∞(M,R) and denote by
Ut : P
m
k → P
m
k
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the action of exp(tf) on Pm. Let j0 ∈ J and j : R → J be the curve jt = φ
∗
t j0.
For any s0 ∈ P
m
k,j0
the section s of j∗Pmk defined by st = Ut.s0 satisfies
1
ik
∇
j∗Pmk
∂t
s = Opk(f) s.
The action of the symplectomorphism group on J preserves the subspace of inte-
grable almost complex structures. Assume that j0 ∈ Jint and that the submanifold
Jint is invariant under the action of exp(tf). Then the operator Ut restricts to an
operator Qmk,j0 → Q
m
k,jt
and the section s of j∗Qmk defined as above satisfies
1
ik
∇
j∗Qmk
∂t
s = Qmk (f) s
where Qmk (f) is defined by
Qmk (f) := Πk,j Opk(f) : Q
m
k,j → Q
m
k,j .
We proved in [8] (cf. theorem 1.5) the the sequence (Qmk (f))k is a Toeplitz operator
whose normalized symbol is f +O(~2).
Proof. First we may assume that s0 = α ⊗ β with α ∈ C
∞(M,Lk) and β ∈
C∞(M, δj0). Furthermore since Ut ◦ Us = Ut+s, it is sufficient to prove the re-
sult at t = 0. Let us write
αt = Φ
∗
tα, βt = φ
∗
tβ ∈ C
∞(M, δjt).
Then Ut.(α⊗ β) = αt ⊗ βt and consequently
∇
j∗Pmk
∂t
s = α˙t ⊗ βt + αt ⊗ β˙t
where the derivative α˙t is in the t-independent vector space C
∞(M,Lk) and
β˙0 :=
d
dt
∣∣∣
t=0
Ψ−1t Φ
∗
tβ(17)
with Ψt : δj0 → δjt the continuous family of half-form bundle morphisms such that
Ψ0 is the identity of δj0 . It is a classical result that
α˙t = ik
(
f +
1
ik
∇L
k
Xf
)
αt
So it remains to prove that
β˙0 = DXβ
Denote by D˜ the map sending β ∈ δj0 into β˙0 defined in (17). D˜ is a first order
differential operator. We have to prove that
pj0LXϕj0 (β
2) = 2ϕj0(β ⊗ D˜β)
We have
pj0LXϕj0(β
2) =pj0
d
dt
∣∣∣
t=0
φ∗tϕj0(β
2)
=pj0
d
dt
∣∣∣
t=0
ϕjt((φ
∗
tβ)
2)
=
d
dt
∣∣∣
t=0
pj0ϕjt((φ
∗
tβ)
2)
Now it follows from the definition of Ψj0,jt that
pj0γ = Ψ
−1
j0,jt
γ, ∀ γ ∈ Λn,0jt T
∗M
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Since Ψt is a half-form bundle morphism, we obtain
pj0LXϕj0(β
2) =
d
dt
∣∣∣
t=0
Ψ−1j0,jtϕjt((φ
∗
tβ)
2)
=
d
dt
∣∣∣
t=0
ϕj0((Ψ
−1
t φ
∗
tβ)
2)
=ϕj0
d
dt
∣∣∣
t=0
((Ψ−1t φ
∗
tβ)
2)
=2ϕj0(β ⊗ D˜β)
which was to be proved. 
8.2. Schro¨dinger equation. As a corollary of theorem 8.1, we obtain the relation
between the parallel transport in Pmk , the action of G0 and the Schro¨dinger equation
with Hamiltonian Opk(f).
Corollary 8.2. Let T
Pmk
t : P
m
k,j0
→ Pmk,jt be the parallel transport along the curve
t→ jt. Then the family of operators
Pt := (T
Pmk
t )
−1 ◦ Ut : P
m
k,j0 → P
m
k,j0
satisfies
1
ik
d
dt
Pts0 = Opk(f) Pts0
for any s0 ∈ P
m
k,j0
.
Proof. Since T
Pmk
t is parallel transport,
1
ik
d
dt
Pts0 =
1
ik
(T
Pmk
t )
−1∇
j∗Pmk
∂t
Uts0
=(T
Pmk
t )
−1Opk(f)Uts0
by theorem 8.1. Furthermore for any function g ∈ C∞(M), we have
UtOpk(g) = Opk(Φ
∗
t g)Ut.
So Ut and Opk(f) commutes, because f is preserved by its Hamiltonian flow. Con-
sequently
1
ik
d
dt
Pts0 = PtOpk(f)s0.(18)
To conclude, we prove that Pt and Opk(f) commute. We have
d
dt
(
PtOpk(f)(Pt)
−1
)
=P˙tOpk(f)(Pt)
−1 − PtOpk(f)(Pt)
−1P˙t(Pt)
−1
=ik
(
PtOp
2
k(f)(Pt)
−1 − PtOpk(f)(Pt)
−1PtOpk(f)(Pt)
−1
)
=0
because of (18). 
Let us assume again that j0 ∈ Jint and that Jint is preserved by the action of
exp(tf). Then arguing as in the previous proof, we can deduce the similar result
for the bundle Qmk .
Corollary 8.3. Let T
Qmk
t : Q
m
k,j0
→ Qmk,jt be the parallel transport in Q
m
k along the
curve t→ jt. Then we have
1
ik
d
dt
P
Qmk
t s0 = Q
m
k (f)P
Qmk
t s0, ∀s0 ∈ Q
m
k,j0
where P
Qmk
t is the operator (T
Qmk
t )
−1 ◦ Ut : Q
m
k,j0
→ Qmk,j0 .
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Recall that Qm(f) is a Toeplitz operator whose normalized symbol is f +O(~2).
Then theorem 5.3 follows from the fact that the parallel transport in Qm is a unitary
Fourier integral operator (cf. theorem 7.1).
8.3. Commutators and curvature. In the next theorem, we compute the com-
mutator of Opk(f) and Opk(g) (resp. Q
m
k (f) and Q
m
k (g)) in terms of the curvature
of Pmk → J (resp. Q
m
k → J ).
Theorem 8.4. Let f and g be two functions of C∞(M,R). Then
ik[Opk(f),Opk(g)] = Opk({f, g}) + (ik)
−1RP
m
k (η, µ)
where η and µ are the vector fields of J corresponding to the infinitesimal action
of f and g on J . Furthermore,
ik[Qmk (f),Q
m
k (g)] = Q
m
k ({f, g}) + (ik)
−1RQ
m
k (η, µ)
when η and µ are tangent to Jint.
Since Qm(f) is a Toeplitz operator with normalized symbol f +O(~2), it follows
from theorem 3.4 that
ik[Qmk (f),Q
m
k (g)] = Q
m
k ({f, g}) +O(k
−2)(19)
This is consistent with the second equation of the previous theorem and the fact
that RQ
m
k (η, µ) is O(k−1). Moreover, on can prove in this way that RQ
m
k can’t be
O(k−2) except for particular sub manifolds Jint. Indeed given a complex structure
j, there is a star-product ∗j such that for any functions f and g,
Qmk (f)j ◦ Q
m
k (g)j ≡ Q
m
k (h(., k))j +O(k
−∞)
where h(., k) has an asymptotic expansion h0+ k
−1h1+ .. whose coefficients satisfy
f ∗j g =
∑
~lhl. One can prove that ∗j is a Vey star-product, i.e. the bidiffer-
ential operators defining ∗j have the same principal symbol than the bidifferential
operators defining the Moyal-Weyl star-product. Hence
i~−1
(
f ∗j g − g ∗j f
)
= {f, g}+ ~2A(f, g) +O(~3)
where A is a non-vanishing bidifferential operator. So if η and µ are the infinitesimal
actions of f and g,
RQ
m
k (η, µ)j = ik
−1Qmk (A(f, g))j +O(k
−2).
and Qmk (A(f, g))j is not O(k
−1) as soon as A(f, g) doesn’t vanish.
The first equation of the theorem can be deduced from the expression of the
curvature in theorem 7.2 as follows. First recall that
ik
[
f + 1ik∇
Lk
X , g +
1
ik∇
Lk
Y
]
= {f, g}+ 1ik∇
Lk
[X,Y ],
where X and Y are the Hamiltonian vector fields of f and g. Then we compute the
bracket of the operators DX , DY entering in the definition of Opk(f) and Opk(g)
(cf. (15)) in terms of the infinitesimal actions η and µ on J of X and Y respectively.
Lemme 8.5. We have
[
DX , DY
]
= D[X,Y ] +
1
2 tr(µ¯η − η¯µ)
Proof. Given any one-form β and complex structure j, denote by p1,0j β and p
0,1
j β
the component of β of type (1, 0) and (0, 1) for j. The vector field η is given at j
by
ηj ∈ C
∞(M,Hom(Λ1,0j T
∗M,Λ0,1j T
∗M)), ηj(α) = p
0,1
j LXα.
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Consequently, if α ∈ Ω1,0j M
[p1,0j LX , p
1,0
j LY ]α = p
1,0
j LX(LY − p
0,1
j LY )α− p
1,0
j LY (LX − p
0,1
j LX)α
= (p1,0j L[X,Y ] − η¯jµj + µ¯jηj)α
So if pj is the projection from Λ
nT ∗M⊗C onto Λn,0j T
∗M with kernel Λn−1,1j T
∗M⊕
...⊕ Λ0,nj T
∗M , we have for any (n, 0)-form α
[pjLX , pjLY ]α = (pjL[X,Y ] + tr(µ¯jηj − η¯jµj))α
which implies the result. 
Consequently,
ik[Opk(f),Opk(g)] = Opk({f, g}) +
1
2ik tr(µ¯η − η¯µ)
and we deduce the first equation of theorem 8.4 from theorem 7.2.
To prove the second equation, we start with the following relation between the
curvatures of Pmk and Q
m
k .
Lemme 8.6. For every vector fields η and µ of Jint, we have
RQ
m
k (η, µ) = Πk
[
∇
End(Pmk )
η Πk,∇
End(Pmk )
µ Πk
]
+ΠkR
Pmk (η, µ)
where ∇End(P
m
k )Πk is the commutator [∇
Pmk ,Πk].
Proof. We have
∇
Qmk
η ∇
Qmk
µ =Πk∇
Pmk
η Πk∇
Pmk
µ Πk
=Πk
(
∇
End(Pmk )
η Πk
)
∇
Pmk
µ Πk +Πk∇
Pmk
η ∇
Pmk
µ Πk
=Πk
(
∇
End(Pmk )
η Πk
)(
∇
End(Pmk )
µ Πk
)
+Πk
(
∇
End(Pmk )
η Πk
)
Πk∇
Pmk
µ
+Πk∇
Pmk
η ∇
Pmk
µ Πk
Since Π2k = Πk, we have Πk
(
∇End(P
m
k )Πk
)
Πk = 0. So the second term of the sum
vanishes. Using this it is easy to compute the curvature of Qmk
RQ
m
k (η, µ) = [∇
Qmk
η ,∇
Qmk
µ ]−∇
Qmk
[η,µ]
= Πk
[
∇
End(Pmk )
η Πk,∇
End(Pmk )
µ Πk
]
+Πk[∇
Pmk
η ,∇
Pmk
µ ]−Πk∇
Pmk
[η,µ]
= Πk
[
∇
End(Pmk )
η Πk,∇
End(Pmk )
µ Πk
]
+ΠkR
Pmk (η, µ)
which proves the result. 
On the other hand we can compute the commutator of Πk with Opk(f) in terms
of the covariant derivative of Πk.
Lemme 8.7. Let f ∈ C∞(M,R) and η be the infinitesimal action of f on J , then
1
ik∇
End(Pmk )
η Πk =
[
Opk(f),Πk
]
.
Proof. This follows from theorem 8.1 by derivating the relation Πk,jtUt = UtΠk,j0 .

Applying twice this last lemma, we obtain
Πk Opk(f)Πk Opk(g)Πk =Πk Opk(f)Πk(Opk(g) +
1
ik∇
End(Pmk )
µ Πk)
=Πk(Opk(f) +
1
ik∇
End(Pmk )
η Πk)(Opk(g) +
1
ik∇
End(Pmk )
µ Πk)
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Hence [
Πk Opk(f)Πk,Πk Opk(g)Πk
]
=(20)
Πk
[
Opk(f) +
1
ik∇
End(Pmk )
η Πk, Opk(g) +
1
ik∇
End(Pmk )
µ Πk
]
Similarly, we have
Πk Opk(f)Πk Opk(g)Πk =(Opk(f)−
1
ik∇
End(Pmk )
η Πk)Πk Opk(g)Πk
=(Opk(f)−
1
ik∇
End(Pmk )
η Πk)(Opk(g)−
1
ik∇
End(Pmk )
µ Πk)Πk
So [
Πk Opk(f)Πk,Πk Opk(g)Πk
]
=(21) [
Opk(f)−
1
ik∇
End(Pmk )
η Πk, Opk(g)−
1
ik∇
End(Pmk )
µ Πk
]
Πk
Now equations (20) and (21) imply[
Πk Opk(f)Πk,Πk Opk(g)Πk
]
=
Πk
[
Opk(f),Opk(g)
]
Πk +Πk
[
1
ik∇
End(Pmk )
η Πk,
1
ik∇
End(Pmk )
µ Πk
]
Πk
And we deduce the second equation of theorem 8.4 from the first one and lemma
8.6.
8.4. An analog result in finite dimension. It is interesting to note that the
expression for the curvature in theorem 7.2 is a direct consequence at least formally
of theorem 8.1 on the infinitesimal action. Consider a finite dimensional vector
bundle E → X endowed with a connection ∇. Assume a Lie group G acts on E
preserving the connection. Given η in the Lie algebra g of G, denote by ηX the
vector field corresponding to the infinitesimal action on the base X and by Lη the
infinitesimal action on C∞(X,E). Then Lη − ∇ηX acts by exterior multiplication
by a section
M(η) ∈ C∞(M,End(E))
called the moment of η.
Proposition 8.8. For any vectors η, µ ∈ g, we have
[M(η),M(µ)] =M([η, µ]) +RE(ηX , µX),
where RE is curvature of ∇.
Proof. Since the connection in invariant, we have
[Lη,∇] = 0
Replacing Lη with ∇ηX +M(η), we obtain that
∇End(E)M(η) = RE(ηX , .).(22)
Since η → ∇ηX +M(η) is a Lie algebra representation, we have for any η, µ ∈ g
[∇ηX +M(η),∇µX +M(µ)] =∇[η,µ]X +M([η, µ])
=∇[ηX ,µX ] +M([η, µ])
Assuming that ∇ is G-invariant, we can compute by the lemma the commutators
[∇ηX ,M(µ)] = R
E(µX , ηX), [M(η),∇µX ] = −R
E(ηX , µX) = R
E(µX , ηX).
Then using that
[∇ηX ,∇µX ] = ∇[ηX ,µX ] +R
E(ηX , µX)
we obtain the proposition. 
SEMI-CLASSICAL PROPERTIES OF GEOMETRIC QUANTIZATION 25
If we apply this equation in our infinite dimensional setting with E the bundle of
quantum spaces or prequantum spaces and G the group of prequantization bundle
automorphism, we obtain theorem 8.4.
It is also interesting to consider the situation the introduction without half-form
bundle (cf. section 1.1). Let
Pk := C
∞(M,Lk)× Jint
be the prequantum space bundle and Qk be the subbundle of quantum spaces.
As explained in the introduction the Group G of prequantization bundle automor-
phisms acts on these bundle. Moreover these bundles are endowed with invariant
connection. Then one proves that the moment of f ∈ C∞(M) on Qk is the operator
(ik)Qk(f), where Qk(f) is the Toeplitz operator
Qk(f) := Πk
(
f +
1
ik
∇L
k
X
)
with X the Hamiltonian vector field of f . Consequently, one has
ik[Qk(f),Qk(g)] = Qk({f, g}) + (ik)
−1RQk(η, µ)
where η and µ are the infinitesimal actions of f and g respectively on Jint. Then
we recover the main point of the argument of Ginzburg and Montgomery: if the
curvature vanishes, the map
f → (ik)Qk(f)
is a Lie algebra representation. Furthermore, the result of Foth and Uribe gives
the first correction terms in the computation of the commutator of two Toeplitz
operators.
9. Preliminaries for the proof of theorem 7.1
Given two complex structures ja, jb, we introduce a class of operators from P
m
k,ja
to Pmk,jb extending the class of Fourier integral operator we considered previously.
First by using the scalar product of Pmk,ja , the Schwartz kernels of these operators
can be regarded as C∞ sections of the bundle(
Lk ⊗ δjb
)
⊠
(
L¯k ⊗ δ¯ja
)
→M2.
Let N be a non-negative integer. We say that (Tk)k∈N∗ is an operator of AN (ja, jb)
if its Schwartz kernel is of the form
Tk(x, y) =
( k
2pi
)n
Ek(x, y)f(x, y, k) +O(k−∞)
where
• E is a section of L⊠ L¯→M2 such that ‖E(x, y)‖ < 1 if x 6= y,
E(x, x) = u⊗ u¯, ∀u ∈ Lx such that ‖u‖ = 1,
and ∂¯E ≡ 0 modulo a section vanishing to any order along ∆.
• f(., k) is a sequence of sections of δjb ⊠ δ¯ja → V which has an asymptotic
expansion in the C∞ topology
f(., k) = kNf−N + k
N−1f−N+1 + ...
where for all 0 6 l 6 N , f−l vanishes to order 2l along the diagonal of M
2.
As a result, the Schwartz kernel of Tk is uniformly O(k
n+N ). It is O(kn+N−
1
2 ) if
and only if fl vanishes at order 2l+1 along the diagonal whenever 2l+1 > 0. This
follows from the fact that ln ‖E‖ < 0 outside the diagonal and its Hessian along
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the diagonal is non-degenerate in the transverse directions (cf. lemma 1 in [6]). We
define the symbol of (Tk) as
~
−N [f−N ]2N + ~
−N+1[f−N+1]2(N−1) + ....+ ~
−1[f−1]2 + [f0]
where [f−N+l]2(N−l) is the equivalence class of fN−l modulo the functions vanishing
at order 2(N − l)+ 1 along the diagonal. So with the usual identification, the space
of symbol is the space of sections of
Sja,jbN := δjb ⊗ δ¯ja ⊗
(
~
−N Sym2N C ⊕ ~
−N+1 Sym2(N−1) C ⊕ ...⊕ Sym0 C
)
where C is the conormal bundle of the diagonal of M2.
Theorem 9.1. The composition of S ∈ AN (jb, jc) with S
′ ∈ AN ′(ja, jb) is an
operator of AN+N ′(ja, jc). Furthermore there exists a bilinear bundle map
Lja,jb,jcN,N ′ : S
jb,jc
N × S
ja,jb
N ′ → S
ja,jc
N+N ′
such that the principal symbol of SS′ is Lja,jb,jcN,N ′ (σ, σ
′) if σ and σ′ are the symbols
of S and S′ respectively.
Proof. The proof is essentially the same as the one of theorem 3.2 about the com-
position of Fourier integral operators. The computation of the symbol follows from
the version of the stationary phase lemma stated in the appendix of [8]. 
By extending the Fourier integral operators of F((ja, δja), (jb, δjb)) to operators
Pmk,ja → P
m
k,jb
in such a way that they satisfy
Πk,jaTkΠk,jb = Tk, k = 1, 2, ...
F((ja, δja), (jb, δjb)) becomes a subspace of A0(ja, jb). Both definitions of principal
symbols are the same if we identify the sections of Sja,jb0 = δjb ⊗ δ¯ja with the fiber
bundle morphisms δja → δjb by using the scalar product of δja .
Theorem 9.2. If T is an operator of AN (ja, jb) with symbol σ, then Πk,jaTΠk,jb
is a Fourier integral operator of F((ja, δja), (jb, δjb)). Furthermore the symbol of
Πk,jaTΠk,jb is L
ja,jb
N (σ), where
Lja,jbN : S
ja,jb
N → S
ja,jb
0
is a fiber-bundle morphism.
Proof. Again the proof relies on the methods of section 4. To show that Πk,jaSΠk,jb
is a Fourier integral operator, we argue as in the following of lemma 4.2. The other
part is an application of the stationary phase lemma in the appendix of [8]. 
Finally let us describe explicitly the symbol product for the composition of op-
erators of AN (ja, ja). To do this it is convenient to introduce complex coordinates
(U, zi) for ja and write the symbol in the following way
σ(~, Z¯, Z, x) =
N∑
l=0
~
−lσl(Z¯, Z)(x), x ∈ U
with
σl(Z¯, Z)(x) =
∑
|α|+|β|=2l
1
α!β!
(
∇
α(1)
(∂
z¯1
,0)...∇
α(n)
(∂z¯n ,0)
∇
β(1)
(0,∂
z1
)...∇
β(n)
(0,∂zn )
fl
)
(x, x) Z¯αZβ
and ∇ a covariant derivation of δja ⊠ δ¯ja .
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Theorem 9.3. With the previous notations, the map of theorem 9.1 is
La,a,aN,N ′(σ, σ
′)(~, Z¯, Z, x) =
N+N ′∑
l=0
~l
l!
[
∆l
(
σ(~, Z¯ − Y¯ , Y, x).σ′(~, Y¯ , Z − Y, x)
)]
Y¯=Y=0
where ∆ is the operator
∆ :=
∑
i,j
Gi,j(x)∂Y i∂Y¯ j
with (Gi,j) the inverse matrix of (Gj,i) whose coefficients are such that ω = i
∑
Gi,jdz
i ∧ dz¯j.
There isn’t any difficulty to extend these results to the case where the complex
structures depends smoothly on a parameter. We end these preliminaries with the
variations of the section E as a function of the complex structure. Let x ∈M and
Γ be a germ at x of a Lagrangian submanifold of M . Let us fix a unitary section s
of L→ Γ. Let jt be a curve in Jint. Then consider a smooth family Et of sections
of L→M such that Et = s along Γ and
∂¯jtEt ≡ 0
modulo a section vanishing to any order along Γ. Let us write
d
dt
Et = ftEt.
on a neighborhood of x.
Proposition 9.4. The function f0 and its first derivatives vanish over Γ. Fur-
thermore, if Z and Z ′ are holomorphic vector fields for the complex structure j0,
then
Z¯.Z¯ ′.f0 =
1
i
ω(Z¯, µ(Z¯ ′))
along Γ, with µ ∈ C∞(M,Hom(Λ1,0j0 T
∗M,Λ0,1j0 T
∗M)) the tangent vector to jt at j0.
Since Γ is Lagrangian, T 0,1jt M and TΓ⊗C are transverse. So the result gives the
Hessian of f along Γ.
Proof. Since Et(y) is constant for all y ∈ Γ, ft vanishes along Γ. Let us write
∇Et =
1
iEt ⊗ αt.
We can prove that αt vanishes along Γ and
Z¯.〈α0,W 〉 = ω(Z¯,W )(23)
if Z is a holomorphic vector fields for j0 (cf. Lemma 4.2 in [8]). Since
d
dt et ∇
commute, we have dft =
1
i α˙t. So dft vanishes along Γ because the same holds for
αt.
Now let us associate to jt ∈ J the section µt of Hom(Λ
1,0
j0
T ∗M,Λ0,1j0 T
∗M) as we
did in (4). Then T 0,1jt M is the graph of
−µtt : T
0,1
j0
M → T 1,0j0 M.
So if Z ′ is a section of T 1,0j0 M , Z¯
′ − µtt(Z¯
′) is a section of T 0,1jt M and
〈αt, Z¯
′ − µtt(Z¯
′)〉
vanishes to any order along Γ. Thus the same holds for the derivative
〈α˙t, Z¯
′ − µtt(Z¯
′)〉 − 〈αt, µ˙
t
t(Z¯
′)〉.
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In particular, we have along Γ,
Z¯.〈α˙0, Z¯
′〉 = Z¯.〈α0, µ˙
t
0(Z¯
′)〉
Here we used that µ0 = 0. Finally the results follows from dft =
1
i α˙t and (23). 
10. Proof of theorem 7.1
Let us start with the computation of the curvature. By lemma 8.6,
RQ
m
k (η, µ) = Πk
[
∇
End(Pmk )
η Πk,∇
End(Pmk )
µ Πk
]
+ΠkR
Pmk (η, µ).
By theorem 7.2, ΠkR
Pmk (η, µ) is at j a Toeplitz operator ofQmj with principal symbol
1
2 tr(η.µ¯− µ.η¯)(j). Then it follows from the following proposition that R
Qmk (η, µ)(j)
is a Toeplitz operator with vanishing principal symbol.
Proposition 10.1. For any tangent vector η, µ ∈ TjJint, the operator
Πk
[
∇
End(Pmk )
η Πk,∇
End(Pmk )
µ Πk
]
is a Toeplitz operator of Qmj with principal symbol −
1
2 tr(η.µ¯ − µ.η¯)(j).
Proof. First we prove that ∇
End(Pmk )
η Πk is an operator of A2(j, j) and compute its
symbol. Let jt be a curve of Jint whose tangent vector at 0 is η. Let Ψt : δj0 → δjt
be the continuous family of half-form bundle morphisms such that Ψ0 is the identity
of δj0 . We have at j0
∇
End(Pmk )
η Πk.Φ =
d
dt
∣∣∣
t=0
Ψ−1t Πk,jtΨt Φ, Φ ∈ P
m
k,j0
Recall that Πk,jt is an operator of A0(jt, jt) with symbol 1. Thus its kernel is of
the form ( k
2pi
)n
Ekt (x, y)ft(x, y, k) +O(k
−∞)
where ft(., k) is a sequence of sections of δjt⊠δ¯jt equal to 1+O(k
−1) on the diagonal.
We obtain the kernel of Ψ−1t Πk,jtΨt by replacing ft with
Ψ−1t (x)ft(x, y, k)Ψt(y)
which again is equal to 1 + O(k−1) on the diagonal. Derivating with respect to t,
we deduce that ∇
End(Pmk )
η Πk is an operator of A2(j, j) with symbol
~
−1[g]
where g is the function of M2 such that ddt
∣∣∣
t=0
Et = gE0.
Let us compute [g]. Let (zi) be a complex coordinates system for j0 such that
ω = i
∑
dzj ∧ dz¯j at x. Denote by U(t) the symmetric matrix such that the family
dzi +
∑
jUij(t)dz¯
j , i = 1, ..., n
is a base of Λ1,0jt T
∗
xM . So the derivative U˙ of U(t) at t = 0 is the matrix of η(j0).
By proposition 9.4, the symbol of ∇
End(Pmk )
η Πk at x is
~
−1[g](Z¯, Z, x) = −
1
2~
∑
(U˙ij Z¯
iZ¯j + ˙¯UijZ
iZj)
where we used the notations of theorem 9.3.
Then it follows from theorems 9.1 and 9.2 that
Πk
[
∇
End(Pmk )
η Πk,∇
End(Pmk )
µ Πk
]
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is a Toeplitz operator and we compute its symbol by applying theorem 9.3. First
the symbol of
[
∇
End(Pmk )
η Πk,∇
End(Pmk )
µ Πk
]
is at x
~
−1
∑(
U˙ik
˙¯Vjk − V˙ik
˙¯Ujk
)
Z¯iZj −
~−2
4
∑(
U˙ij
˙¯Vkl − V˙ij
˙¯Ukl
)
Z¯iZ¯jZkZ l
where V˙ is associated to µ as U˙ to η. Then the symbol of Πk
[
∇
End(Pmk )
η Πk,∇
End(Pmk )
µ Πk
]
is at x
−
1
2
tr (U˙ ˙¯V − V˙ ˙¯U)
Since U˙ and V˙ are the matrices of η(j0) and µ(j0), we obtain the result. 
Let us prove now the last part of theorem 7.1. Consider a curve j : [0, 1]→ Jint.
Denote by Ψt : δj0 → δjt the continuous family of half-form bundle morphisms such
that Ψ0 is the identity.
Proposition 10.2. Consider a smooth family of Fourier integral operator
(
Pt ∈ F((j0, δj0), (jt, δjt)); t ∈ [0, 1]
)
with symbol (σtΨt)t. Then the operator(
∇
j∗Qmk
∂t
◦ P
)
t
: Qmk,j0 → Q
m
k,jt , Φ0 → (∇
j∗Qmk
∂t
Φ)(t) with Φ(t) = PtΦ0
is a Fourier integral operator of F((j0, δj0), (jt, δjt)) and its symbol is σ˙tΨt
Proof. The Schwartz kernel of Pt is of the form( k
2pi
)n
Ekt (x, y)ft(x, y, k)
with ft(x, x, k) = σt(x)Ψt(x) +O(k
−1). So the kernel of (∇
j∗Pmk
∂t
◦ P )t is
( k
2pi
)n[ d
dt
Ekt (x, y)
]
ft(x, y, k) +
( k
2pi
)n
Ekt (x, y)
[ d
ds
(Ψ−1t,s (x).fs(x, y, k))
]
s=t
where (Ψt,s : δjt → δjs)s is the continuous family of half-form bundle morphisms
such that Ψt,t is the identity of δjt . By proposition 9.4,
d
dt
Et = gtEt,
where gt and its first derivatives vanish along the diagonal. So (∇
j∗Pmk
∂t
◦P
)
t
belongs
to A2(j0, jt). Since
Ψjt,js ◦Ψj0,jt = ζ(j0, jt, js)Ψj0,js
we have
Ψ−1t,s ◦Ψ0,s =
1
ζ
1
2 (j0, jt, js)
Ψ0,t
Thus the symbol of (∇
j∗Pmk
∂t
◦ P
)
t
is
[(
~
−1[gt] +
d
ds
( 1
ζ
1
2 (j0, jt, js)
)∣∣∣
s=t
)
σt + σ˙t
]
Ψ0,t.(24)
Then it follows from theorem 9.2 that
(∇
j∗Qmk
∂t
◦ P
)
t
= Πk,jt ◦ (∇
j∗Qmk
∂t
◦ P
)
t
belongs to F((j0, δj0), (jt, δjt)). Furthermore its symbol is of the form (atσt+ σ˙t)Ψt
with at a C
∞ function. To end the proof, it suffices to show that if σt = 1 for every
t, then the symbol of (∇
j∗Qmk
∂t
◦ P
)
t
vanishes.
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Let us check it at t = 0. Since ζ
1
2 (j0, j0, js) = 1 for every s and Ψ0,0 is the
identity, formula (24) simplifies into
~
−1[g0]σ0 + σ˙0
which is equal to ~−1[g0] because σt = 1. Introduce complex coordinates (z
i) for
the complex structure j0 such that ω = idz
i∧dz¯i at x. Let µ be the tangent vector
of jt at t = 0. Let U be the matrix at x of µ in the bases dz
i, dz¯i. Then by
proposition 9.4
[g0] = −
1
2
∑
UijZ¯
iZ¯j
Finally an application of theorem 9.3 proves that the symbol of ∇
Qmk
µt ◦ Pt vanishes
at t = 0.
Let us compute now the symbol at any t. Since σt = 1, the operator Pt is
invertible with an inverse in F((jt, δjt), (j0, δj0)). So the operator
Pt,s = Ps ◦ P
−1
t : Q
m
k,jt → Q
m
k,js
belongs to F((jt, δjt), (js, δjs)) and by theorem 5.2, its symbol is Ψt,s. It follows
from the previous computation that
(
∇
j∗Qmk
∂s
◦ Pt,.
)
s
belongs to F((jt, δjt), (js, δjs)) and its symbol vanishes at t = s. Consequently, the
symbol of (
∇
j∗Qmk
∂t
◦ P
)
t
=
(
∇
j∗Qmk
∂s
◦ Pt,.
)
s=t
◦ Pt
vanishes. 
Then it is easy to construct by successive approximations a smooth family of
operators
Pt : Q
m(j0)→ Q
m(jt)
in F((j0, δj0), (jt, δjt)) such that P0 is the identity of Q
m
k,j0
and that the total symbol
of (∇
j∗Qmk
∂t
◦ P )t vanishes. Consequently,
(
∇
j∗Qmk
∂t
◦ P
)
t
= O(k−∞)
where the big O is for the uniform norm of operators and is uniform with respect
to t. If Tt : Q
m
k,j0
→ Qmk,jt is the parallel transport along jt, then
Tt = Pt − Tt
∫ t
0
T−s
(
∇
j∗Qmk
∂s
◦ P
)
s
ds.
By the first part of theorem 7.1, Tt is unitary. Consequently
Tt = Pt +O(k
−∞).
Then using that
Πk,jt(Tt − Pt)Πk,j0 = Tt − Pt
and Πk,j ∈ F((j, δj), (j, δj)), we show that the Schwartz kernel of Tt−Pt is uniformly
O(k−∞) with its successive covariant derivatives. This proves theorem 7.1.
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