We consider the problem of whether the canonical and microcanonical ensembles are locally equivalent for short-ranged quantum Hamiltonians of N spins arranged on a ddimensional lattices. For any temperature for which the system has a finite correlation length, we prove that the canonical and microcanonical state are approximately equal on regions containing up to O(N 1/(d+1) ) spins. The proof rests on a variant of the Berry-Esseen theorem for quantum lattice systems and ideas from quantum information theory.
I. INTRODUCTION
In statistical mechanics there are two main ensembles (at zero chemical potential) that can be used to compute equilibrium properties of large systems: the microcanonical and canonical ensembles. Roughly, the first describes the physics of a system that is isolated and has total fixed energy. The second describes the physics of a system that is at thermal equilibrium with a large environment at fixed temperature. It turns out that in many cases, although not all, the two ensembles give the same predictions for very large systems. There is a long sequence of studies aiming at elucidating under what conditions the two ensembles can be used interchangeably (see e.g. [1] [2] [3] [4] [5] [6] and the discussion below).
In textbooks the canonical ensemble is commonly introduced by considering the microcanonical ensemble of the system and a large environment and restricting to observables acting on the system only. Under the assumption that the interactions of the system and environment are very weak, the canonical ensemble can be derived. However in many situations the assumption of weak coupling is not justified. For example, in many closed quantum systems small regions thermalize [7, 8] ; in this case the remaining of the system is acting as an environment. It is therefore an interesting problem to find more general conditions that guarantee the equivalence of the two ensembles. Our main goal is to give one such condition: We show that short ranged interactions and a finite correlation length lead to the equivalence of ensembles for every sufficiently large finite volume. The condition of a finite correlation length (and short ranged interactions) is known to be required (see e.g. [9] ).
II. RESULTS
We let Λ = {1, . . . , n} d be a finite collection of vertices or lattice sites in d dimensions with N = |Λ| = n d sites. We consider local Hamiltonians, acting on the Hilbert space H = ⊗ i∈Λ H i , dim H i = D, given by
where we assume that the H i are bounded, H i ≤ 1, and local in the sense that H i acts only on sites j with dist(i, j) ≤ k (for the Manhattan metric dist(., .) in the lattice).
For such k-local Hamiltonians, we let ρ T := e −H/T /Z(T ) be the canonical state at temperature T (also known as Gibbs state or thermal state) and Z(T ) := tr(e −H/T ) the partition function (we set Boltzmann's constant to unit). In the canonical ensemble at temperature T , averages are computed using ρ T . The energy density at temperature T is given by
the specific heat capacity at temperature T by
and the entropy density by 1
Given regions X, Y ⊂ Λ, we denote by tr Λ\X the partial trace over the complement of X in Λ and for states ρ ∈ D(H) (the set of density matrices acting on H), we denote ρ XY = tr Λ\(X∪Y ) (ρ). Given two states ρ, σ, their trace-norm distance is
and quantifies how distinguishable the two states are.
We say a state ρ ∈ D(H) has (ξ, z)-exponentially decaying correlations (or a (ξ, z)-finite correlation length) if there are ξ > 0 and z ≥ 0 such that for every two regions X, Y ⊂ Λ with dist(X, Y ) > 0,
where dist(X, Y ) := min x∈X,y∈Y dist(x, y).
Given e ∈ R and δ > 0, let
and define the microcanonical state of mean energy e and energy spread δ √ N by τ e,δ := 1 |M e,δ | ν∈M e,δ |ν ν|.
In the microcanonical ensemble averages are computed using τ e,δ .
Finally, for a Gibbs state corresponding to a Hamiltonian as in Eq.
(1) and with (ξ, z)-exponentially decaying correlations, we define (see Lemma 8) :
where C d ≥ 1 is a constant which only depends on the dimension of the lattice Λ.
We can now state the main result. It shows that for general quantum many-body systems at non-critical temperatures (meaning that the canonical state has a finite correlation length), the canonical ensemble gives essentially the same predictions as the microcanonical ensemble, for every observable which acts on sufficiently small regions. Theorem 1. Let C l be the set of all hypercubes contained in Λ = {1, . . . , n} d with edge length l ∈ N,
, and let N = n d > 2. Let the canonical state ρ T (corresponding to a k-local Hamiltonian as in Eq. (1)) with energy density u(T ) and specific heat capacity c(T ) have (ξ, z)-exponentially decaying correlations. Let the microcanonical state τ e,δ have mean energy e such that
and energy spread δ √ N such that
Let > 0. If
where the expectation is taken uniformly over C l .
We note the following:
1. Eq. (13) is satisfied whenever N is sufficiently large and
2. We do not need to take the average over regions C ∈ C l if we assume the Hamiltonian is translation invariant.
3. The condition of a finite correlation length is necessary. Indeed the two ensembles differ in the Ising model approaching the critical point, when the correlation length diverges, for regions of size O(log(N )) (see e.g. [9] ). It is an open question if a similar result can be obtained for critical systems and small enough regions, assuming that correlations decay algebraically; in our proof it is important that the correlations decay exponentially as in Eq. (6).
4. Any system is expected to have a finite correlation length whenever it is away from a critical point. One can rigorously show that one-dimensional systems always have a finite correlation length at any temperature [10] , while in any dimension there is a critical temperature (depending only on the geometry of the lattice) above which every system has a finite correlation length [11] .
An important step in the proof of the theorem will be to establish the following proposition, which we believe is of independent interest and which we prove in a stronger version (Proposition 5) in Section V A. It shows that two states τ and ρ are locally equivalent whenever their quantum relative entropy
is O(N 1/(d+1) ) and ρ has finite correlation length.
Proposition 2. Let C l be the set of all hypercubes contained in Λ = {1, . . . , n} d with edge length l ∈ N,
, and let N = n d > 1. Let > 0, the states ρ, τ , and l such that ρ has (ξ, z)-exponentially decaying correlations and such that
We note that the state ρ does not need to be a thermal state, we merely demand it to have (ξ, z)-exponentially decaying correlations. If we do assume it is a thermal state then, as T S(τ ρ T ) = F T (τ ) − F T (ρ T ), where, given a Hamiltonian H and temperature T , the free energy of a state τ is given by
the proposition shows that for temperatures away from criticality, any state of small free energy must have approximately thermal averages for local observables. Theorem 1 will then follow from Proposition 2 and showing that τ e,δ has small free energy whenever ρ T has a finite correlation length.
A. Beyond Microcanonical States
How crucial is the use of the microcanonical ensemble? Proposition 2 shows that not only the microcanonical state, but any state of small enough free energy is locally thermal. It turns out that Theorem 1 can be extended in two additional respects: (1) It applies to any state that lives in the microcanonical subspace and has sufficiently large entropy. (2) Following [12, 13] , it applies to a generic state in the microcanonical subspace, with overwhelming probability with respect to the Haar measure. Corollary 3. Let C l be the set of all hypercubes contained in Λ = {1, . . . , n} d with edge length l ∈ N,
, and let N = n d > 2. Let the canonical state ρ T (corresponding to a k-local Hamiltonian as above), with energy density u(T ) and specific heat capacity c(T ), have (ξ, z)-exponentially decaying correlations. Let M e,δ with e, δ such that Eqs. (11) and (12) hold true. Let > 0 and
1. Let τ a state on the subspace spanned by {|ν } ν∈M e,δ with entropy
.
(20)
2. Let τ be a pure state drawn from the Haar measure on span{|ν } ν∈M e,δ . Then, with probability at least
with
Here, the expectation is taken uniformly over C l .
The second part of the corollary is a direct consequence of the first part, the quantum BerryEsseen bound in Lemma 8, and the result of [12, 13] , which shows that a generic state in a energy subspace has the same local reductions as the microcanonical state.
III. COMPARISON WITH PREVIOUS WORK
The problem of equivalence of ensembles has been considered since the foundational work of Boltzmann and Gibbs. See [14] for a historical perspective. An intuitive explanation for the equivalence at non-critical temperatures is the following: Whenever there is a finite correlation length, the heat capacity, which determines the energy variance density, is of order O(N ), implying that the standard deviation of energy is of order O( √ N ). As energy is an extensive quantity (i.e. of order O(N )), the distribution of energies in the Gibbs state is highly concentrated around its mean value for a large number of spins, and so one might be tempted to believe that only the microcanonical subspace is relevant. However it turns out that this argument is too simplistic. Indeed it is easy to see that for any δ > 0, τ e,δ and ρ T (with e = u(T )) are nearly orthogonal for sufficiently large N . Therefore any meaningful argument for the equivalence of ensembles must go beyond the distribution of energies and in some way restrict the kind of observables considered (for example, considering observables acting in small regions).
The most fruitful direction explored so far has been to consider systems in the thermodynamical limit. In this regime one can prove the equivalence of ensembles on the level of thermodynamical functions [1, [3] [4] [5] (showing that the thermodynamical limits of the entropy density in the microcanonical ensemble is the Legendre transform of the limit of the free energy density). One can also show it on the level of states, as we do here, both for classical [2] and, only very recently, for quantum systems [6] . However the price of considering the thermodynamical limit-instead of the physically relevant regime of very large but finite sizes-is that no finite bounds can be obtained on the size of the regions on which the canonical and microcanonical states are close.
In this respect Theorem 1 goes beyond the earlier work in several aspects:
• It covers the general case of non translation-invariant models.
• It is based on the assumption of a finite correlation length, which is simpler and more physical than the assumption of a unique phase region employed in [4] [5] [6] .
• It gives explicit finite size bounds; for quite big regions of order O(N 1/(d+1) ) the two ensembles already look the same.
• It shows that the equivalence holds true even for microcanonical states with very small energy spread, of order O(log 2d (N )) and substantially smaller than the value O( √ N ) that could have been expected.
• It covers more general states than the microcanonical, showing that the important conditions are that the state has small free energy or that it is concentrated around a fixed energy and has sufficiently large entropy.
• It shows that that any two microcanonical states τ e,δ and τ e ,δ are locally equivalent when-
It is an interesting open question to determine how small δ can be taken. We note that the eigenstate thermalization hypothesis (ETH) states that even for δ = 0, i.e. for a single eigenstate, one should already have the same local expectations values as the corresponding microcanonical state [15] . However, while believed to hold true for several systems, there are known counterexamples to ETH, e.g., systems with many-body localization.
IV. PROOF OUTLINE
Our proof can be seen as a finite-size version of previous results [4] [5] [6] relating the (micro)canonical ensembles in the thermodynamical limit, in particular the recent work of Müller, Adlam, Masanes, and Wiebe [6] , who showed the equivalence on the level of states for quantum systems in the thermodynamical limit. There the authors obtained the result from two observations, which we now briefly explain.
Given a sequence of of translation-invariant Hamiltonians H Λn acting on finite volumes Λ n (with n spins) with a well-defined thermodynamical limit, we define the (Hermholtz) free energy density as
with f T (ω) = u(ω) − T s(ω) the free energy density for a translation-invariant state ω in the infinite lattice limit. In [6] one is interested in the so-called one phase region, in which there is only one state ω achieving the minimum in Eq. (23), given by the KMS state associated to the sequence of finite volume Gibbs states. This uniqueness condition holds true if the finite volume Gibbs states have a finite correlation length. The first observation of the authors of [6] is that
i.e., the free-energy density of the microcanonical ensemble converges to the free-energy density of the canonical ensemble (this fact is attributed to [16] ). The second observation is that because of the uniqueness assumption in Eq. (23), τ
and ρ
Λn
T converge to the same state and therefore for any fixed region Λ:
The proof of Theorem 1 will have a similar structure to the argument above. Indeed Proposition 2 shows that every state of small enough free energy has its local reduced density matrices equal to the ones of the canonical state (if the latter has a finite correlation length). This is a finitesize analogue of the uniqueness of the minimizer in Eq. (23) (which, as we mentioned, can also be derived from the assumption of a finite correlation length). To prove Theorem 1 we show in Lemma 7 that
This is a finite-size analogue of Eq. (24) and follows from a version of the Berry-Esseen Theorem for quantum lattice systems that we prove in Ref [17] (see Lemma 8) . Note that since the maximum value of S(τ ρ T ) is O(n) (as the reference state is a thermal state), the Eq. (26) already suggests that the two states are not very different. Theorem 1 then follows directly from Proposition 2 and Eq. (26).
We now give a quick summary of the argument behind the proof of Proposition 2. The proof in earnest is given in Section V A. We use four variants of the quantum relative entropy. The first is the quantum Kullback-Leibler divergence defined before by:
We also use its smoothed version:
with B ε (τ ) := {τ : τ −τ 1 ≤ ε} the set of states that are ε-close to τ . We also consider the max-relative entropy of two states τ and ρ [18] :
and its smooth version
The relative entropies are related as follows
The second inequality is known as quantum substate theorem [19, 20] .
For simplicity in this proof sketch we consider the one-dimensional case d = 1, N = n, leaving the general case to the actual proof. The set of all intervals of length l is given by C l = {C 1 , . . . , C n−l+1 } with C i = {i, i + 1, . . . , i + l − 1}. Thus
We may now group the sets C i such that the C i within each group are separated from each other by a distance of r. There are at most l + r such groups and within each group are m ∼ n l+r sets C i . Let us now focus on one group and let C 1 , . . . , C m the sets in this group. Eqs. (16), (31), and the monotonicity under partial trace give
Lemma 10 shows that if ρ has finite correlation length ξ then
which can be made arbitrarily small by increasing r. By the data processing inequality for the smooth max-relative entropy [18] (see Lemma 9 in Section V D) and Eq. (33) one then has
with ε = 2 √ ε + √ 8mn z D 2l−r/ξ . From Eq. (31), we find that the above bound also holds for S ε (τ C 1 ...Cm ρ C 1 ⊗ · · · ⊗ ρ Cm ). Then by subadditivity of the von Neumann entropy it follows that
Pinsker's inequality gives
and hence, due to our choice of l √ n given by Eq. (16) and since by construction m ∼ n/(l + r),
we have
and the result then follows from setting r ∼ √ n.
V. PROOFS

A. Proof of Proposition 2
Let 1 ≤ l ≤ n and C l the set of all cubes in Λ with edge length l, i.e., 
where Writing Λ l = {1, n − l + 1} d , we thus have
We now decompose Λ l into a union of sets L 
and
We now need the following lemma.
Lemma 4. Let 0 < < 1 and C 1 , . . . , C M ⊂ Λ with dist(C i , C j ) > 0 for i = j. Let τ, ρ states such that ρ has (ξ, z)-exponentially decaying correlations and let
Then there is a state π C 1 ···C M such that
Proof. The quantum substate theorem [19] in the version of Ref. [20] implies the existence of a stateπ C 1 ···C M such that
such that, using the monotonicity under partial trace of the quantum relative entropy,
This proves the statement for M = 1. For M > 1, we use Lemma 10 to find
By Lemma 9, if κ := 2 λ c < 1 then there is a state π C 1 ···C M such that
and 
We are now in the position to prove the following stronger version of Proposition 2.
Proposition 5. Let > 0, the states ρ, τ , and l ∈ N, 1 ≤ l ≤ n+1 2 , such that ρ has (ξ, z)-exponentially decaying correlations and such that
Here, · denotes the smallest integer not less than · and W the solution to z = W (z)e W (z) , W (z) ≥ 0 (one of the real branches of the Lambert W function).
Proof. We set out to combine Lemma 4 with the following basic properties of the quantum relative entropy and trace norm.
[a] (Pinsker's inequality) ρ − σ 2 1 ≤ ln(4)S(ρ σ),
To this end, let 0 < ≤ 1/2 and
Then, by Lemma 4, we have that for each i ∈ Λ l there is a state
(we use that log(
Then, starting with Eq. (43),
where we used the (triangle and) Cauchy-Schwarz inequality to obtain the last (first) line. Now, for m = 1 we have κ = 0 and for m ≥ 2 we have
which also ensures that r ≥ 0 for integer r. 3 Hence, setting
we have that Eq. (51) implies Eq. (52), which trivially also holds for > 1/2 as τ C − ρ C 1 ≤ 2 for all states τ , ρ.
Finally, using the bound W (z) ≤ ln(z + 1) we find that Eq. (16) implies Eq. (51), which proves Proposition 2.
B. Proof of Theorem 1
We proof the following stronger version of Theorem 1.
Theorem 6.
Let the canonical state ρ T (corresponding to a k-local Hamiltonian as in Eq. (1)) with energy density u(T ) and specific heat capacity c(T ) have (ξ, z)-exponentially decaying correlations. Let the microcanonical state τ e,δ have mean energy such that
and energy spread such that
Let > 0 and write
, and s are such that
This theorem is a direct consequence of Proposition 5 and the following lemma. Theorem 1 follows from Proposition 2, the following lemma, and the bound (we use the assumption N > 2, the fact that
, and ≤ 1/2, which, as we recall, is w.l.o.g.)
Lemma 7. Let the canonical state ρ T (corresponding to a k-local Hamiltonian as in Eq.
(1)) with energy density u(T ) and specific heat capacity c(T ) have (ξ, z)-exponentially decaying correlations. Let the state τ ∈ D(span[{|ν } ν∈M e,δ ]) with
Then
Proof. We write σ 2 = N T 2 c(T ), µ = N u(T ), and define
Then, for any δ,δ > 0, any e,ẽ ∈ R, and any state τ = ν,ν ∈M e,δ τ ν,ν |ν ν |
We will chooseδ andẽ below after Eq. (74) and continue with bounding
where the (Gaussian) cumulative distribution (G) F is defined in Lemma 8. By the mean value theorem, for some
i.e., by Lemma 8
Hence, for
We now setẽN
e., the condition in Eq. (73) is implied by
We return to Eq. (69) and setδ = δ 0 to find S(τ ρ T ) ≤ −S(τ ) + log √ N ∆ k,ξ,z,T ln 2d (N ) |Mẽ ,δ |e 
C. Proof of Corollary 3
The first part follows directly from Proposition 2, Lemma 7, and the bound in Eq. (64).
By Ref. [12] , for any ε > 0, with probability at least 1 − 2 exp − |M e,δ |ε 2 18π 3
one has
Further, as in the proof of Lemma 7 (see the discussion around Eq. 
where we used N > 2 and ∆ k,ξ,z,T ≥ (c(T )T 2 ) −3/2 = N 3/2 (tr(H 2 ρ T ) − (tr[Hρ T ]) 2 ) −3/2 ≥ N −3/2 to obtain the last line. Hence, with probability at least 1 − 2 exp − ε 2 18π 3 exp N s(T ) −
2( c(T ) + 1)
√ N
D. Auxiliary Lemmas
The following auxiliary lemmas were used in the proofs above. The first is the main result of [17] , a Berry-Esseen bound for quantum lattice systems. 
the Gaussian cumulative distribution with mean µ and variance σ 2 . Then
where
and C d ≥ 1 depends only on the dimension of the lattice.
The next lemma was originally proven by Datta and Renner in [21] , in a different formulation, and appeared in a form equivalent to the one bellow as Lemma C.5 of [22] . Lemma 9. Letπ, ρ,ρ ∈ D(H) be such that S max (π ρ) ≤ λ and κ := 2 λ ρ − ρ 1 < 1. Then there is a state π such that S max (π ρ) ≤ λ + log 1 1 − κ
and π − π 1 ≤ √ 8κ.
