Abstract-
I. INTRODUCTION
Rough set theory proposed by Pawlak has become a popular mathematical framework for the analysis of a vague description of an object, pattern recognition, image processing, feature selection, conflict analysis, decision support, datamining and knowledge discovery from large data set.
In recent years, how to evaluate the decision performance of a decision rule has become a very important issue in rough set theory. Many authors have proposed measures based on information entropy for this problem. Several other measures such as certainty measure and support measure are often used to evaluate a decision rule. However, all of the above measures are only defined for a single decision rule and are not suitable for measuring the decision performance of a rule set. Two measures: certainty measure and support measure, in some sense, could be regarded as measures for evaluating the decision performance of all decision-rules generated from a complete decision table (Pawlak) . Nevertheless, they have some limitations. For instance, the certainty and consistency of a rule set could not be well characterized by the approximation accuracy and consistency degree when their values reach zero. As we know, when the approximation accuracy or consistency degree Manuscript [1, 2, 3] . Although these measures have many good properties, the consistency measure has limitation: it is not monotony as the same classical measure. In this paper, we propose a new measure to evaluate the consistency of a set of decision rules extracted from a decision table to change the consistency measure of group authors.
The paper is organized as follows. Section 2 briefly introduces information system, decision table, partial relation decision rule, position region reduct. Section 3, presents three measures and properties. In section 4, our new consistency measure is introduced as well as its use on two data sets. At last, the paper is concluded with a summarization in section 5.
II. BASIC CONCEPTS
An information system is a pair S = (U, A), where U is a non-empty, finite set of objects and is called the universe and A is a non-empty, finite set of attributes. For each aA ∈ , :
a aUV → , where a V is the domain of a.
Each non-empty subset B ⊆ A determines an indiscernibility relation in the following way:
The relation R B partitions U into some equivalence classes given by: 
. Certainty measure and support measure of decision rule Z ij are defined as follows:
It is clear that µ(Z ij ) and s(Z ij ) of a decision rule Z ij falls into
Pawlak proposed consistency measure of a decision table S is
It is clear that S is a decision conversely consistent table and consistency table: C C (D) = 0.
C-positive region of D is determined:
If B ⊆ C satisfies the following conditions: 
Consistency measure β of S is defined as:
Certainty measure τα of S is defined as:
Consistency measure τβ of S is defined as: . Therefore, we can get that: 
We can see the important properties of τα or α measure in [1, 2, 3, 4] . We can list as follows: 
Theorem 4.5 [4]: Let S= (U, C∪D), S'=(U,B∪D) be two decision tables, B⊆C. If B is a positive-region reduct of C, then τα(S) ≥ τα(S')
Now, we introduce measure τβ and some results which have been found by us:
Theorem 4.6: (Extreme) Let S = (U, C∪D) be a decision table, and RULE ={Z
, then the measure τβ (S) achieves its maximum value 1.
2. If m=1 and n= |U|, the measure τβ(S) achieves its minimum value 0.
Proof: Proof: From Definition 4.1 and theorem 4.3. The monotony of the measure τβ and τα are the same. We also directly prove it:
Since U/C 1 = U/C 2 , S 1 and S 2 be two conversely consistent decision tables. Suppose:
, where 
In other words, we have τβ (S 1 ) ≥ τβ (S 2 ). This completes the proof.
This theorem states that the consistency measure τβ of a conversely consistent decision table increases with its decision classes becoming finer with all µ(Zij). 
It is clearly, if 0 C XYXY pq ∩∩= , for any p≠q and p,q = 1, 2, ..,k, we have "=". This completes the proof. 
, let t 0 =0, From lemma 4.1, for each j=1,..,n and i=1,..,m, we have:
Then, we can get that
Therefore, we have τβ(S 1 ) ≤ τβ(S 2 ). This completes the proof. And, τβ(S 2 )=τβ(S 1 ) if S 1 , S 2 are consistent decision tables.
Proof: We only consider the case τβ(S 2 )=τβ(S 1 ) (*).
when U/B  U/C we have ∀X i ∈ U/C, X i can write X i For general decision tables, to illustrate the differences between the consistency measure τβ and the consistency measures: β and C C (D), we have downloaded two data sets from UCI Repository of machine learning databases [6] , which described in table 1. All condition attributes and decision attributes in two data sets are discrete.
Here, we compare the consistency measure τβ with consistency measures: β and C C (D) on 2 data sets: Tic-tac-toe, Dermatology. The comparisons of values of three measures with the numbers of features in these 2 data sets are shown in Tables 2-3 It can be seen from tables 2-3 that the value of consistency measure τβ is biggest for the same number of selected features. However, τβ and C C (D) are the same monotony on all number of selected features, but β is not, it increases with its decision classes becoming finer when ∀µ(Z ij )≤1/2, and decreases with its decision class becoming finer when ∀µ(Z ij )≥1/2 and it decreases with its condition classes becoming finer when ∀µ(Z ij )≤1/2, and increases with its decision class becoming finer when ∀µ(Z ij )≥1/2 (We also can see this through theorem 6 and theorem 7 in [1] ).
V. CONCLUSION
In this paper, we introduce two measures for evaluating a decision rule or decision table such as certainty measure and consistency measure. Note: certainty measure by Yuahua Qian et al is identical to the certainty measure of mine. We have proposed our measures to overcome the limitations of previous measures. Our measures have simple formulas, and they have common components. So, they are convenient for programming when we use these measures concurrently. We have proved theorems and properties of our measures. The experimental analyses on the 2 practical decision tables show that these new measures are adequate for evaluating the decision performance of a decision-rule set extracted from a decision table in rough set theory.
