Interaction-enhanced integer quantum Hall effect in disordered systems by Zheng, Jun-Hui et al.
Interaction-enhanced integer quantum Hall effect in disordered systems
Jun-Hui Zheng, Tao Qin, and Walter Hofstetter
Institut für Theoretische Physik, Goethe-Universität, 60438 Frankfurt/Main, Germany.
(Dated: July 17, 2018)
We study transport properties and topological phase transition in two-dimensional interacting disordered sys-
tems. Within dynamical mean-field theory, we derive the Hall conductance, which is quantized and serves as
a topological invariant for insulators, even when the energy gap is closed by localized states. In the spinful
Harper-Hofstadter-Hatsugai model, in the trivial insulator regime, we find that the repulsive on-site interaction
can assist weak disorder to induce the integer quantum Hall effect, while in the topologically non-trivial regime,
it impedes Anderson localization. Generally, the interaction broadens the regime of the topological phase in the
disordered system.
PACS numbers: xx
The quantum Hall effect (QHE) in the presence of interac-
tion and disorder has been of great interest for a long time.
Interactions play an essential role in the fractional QHE [1]
and disorder is responsible for the existence of the plateaux in
the Hall conductance [2–5]. For different models, the per-
fect quantization of conductance can be violated [6–16] or
conversely induced [17–32] by disorder and interaction, re-
spectively. Topological invariants are constructed to classify
the resulting transport properties [33–35] in systems with bulk
energy gaps. General expressions for the invariants of inter-
acting and disordered systems were developed from the per-
spective of the many-body wave functions (MBW) [36–39].
Nonetheless, the MBW can be captured numerically only for a
rather small size of the interacting system. Equivalent expres-
sions in terms of the single-particle Green’s function were de-
veloped thereafter, based on the microscopic theory [40–42],
which are numerically accessible even for infinite systems if
translational symmetry (TS) is assumed [43].
Disorder destroys TS, which increases the difficulty of
studying topological phase transitions in interacting disor-
dered systems. A non-perturbative way of dealing with topo-
logical invariants in systems of this type is lacking. In this
letter, we focus on the combined effects of on-site interaction
and disorder on a topologically trivial or non-trivial insula-
tor, respectively, by employing dynamical mean-field theory
(DMFT). For general systems in the absence of TS, we derive
the Hall conductance within DMFT, where the vertex correc-
tions of the current operator are negligible [43]. We name the
resulting formula generalized Ishikawa-Matsuyama formula
(GIMF). In the presence of a bulk energy gap, the GIMF is
quantized and serves as a topological invariant. Furthermore,
as we will prove, localized states do not contribute to the Hall
conductance. Thus the GIMF is still a topological invariant
even for systems with gapless bulk spectrum, if all states at
the Fermi energy are localized.
Numerically, we treat the finite-size disordered system as
a supercell of an infinite system [44, 45]. As an exam-
ple, we calculate the Hall conductance of the spinful Harper-
Hofstadter-Hatsugai model (HHHM) on a square lattice with
half filling [46]. By tuning the strength of the on-site stag-
gered potential, the system can be initially prepared in a topo-
logically trivial or non-trivial state. Then the on-site interac-
tion and disorder are added to investigate their effects. Interac-
tion effects are taken into account within DMFT. We find that,
for a trivial insulator with weak disorder, the repulsive on-
site interaction can assist the disorder to smoothen the stag-
gered potential more efficiently, and thus induce the integer
QHE. This result is consistent with the effective medium the-
ory (EMT) we develop, in which interaction effects are in-
cluded within the Born approximation. For a topologically
non-trivial insulator, the interaction impedes Anderson local-
ization. In general, the interaction broadens the regime of the
topological phase in the disordered system.
In the following we first derive the Hall conductance for
systems without TS. The results are derived on a square lat-
tice but can similarly be generalized to any periodic lattice
structure. The Hamiltonian is
Hˆ = Hˆ0+ Hˆint, (1)
where Hˆ0 = ∑iα,jγ cˆ
†
iα [H0]iα,jγ cˆjγ is the noninteracting part
and Hˆint = U∑i nˆi↑nˆi↓ is the on-site interaction. Hˆ0 = hˆ0 +
Hˆdis, where hˆ0 = ∑iα,jγ cˆ
†
iα [h0]iα,jγ cˆjγ is the translationally
invariant part and Hˆdis represents disorder. i and j are the
lattice indices. α and γ are spin indices. Hˆ0 is not diago-
nal in momentum space. We denote its matrix elements as
H0(k1α,k2γ)≡ [H0]k1α,k2γ .
Current operators (CO) are derived from the continuity
equation and the equation of motion of the local density oper-
ator [47]. The final expression of CO is
Jˆµq = ∑
k1α,k2γ
cˆ†
(k1+q/2)α
[ jµ ]k1α,k2γ cˆ(k2−q/2)γ , (2)
for q→ 0, where [ jµ ]k1α,k2γ = 1√N [∂¯kµH0]k1α,k2γ [48]. Here,
[∂¯kµA]k1α,k2γ ≡ (∂k1µ + ∂k2µ )A(k1α,k2γ) for any matrix A
and µ = x,y. N is the total number of lattice sites. We set
h¯= e= a= 1, where h¯ is the Planck constant, a is the lattice
constant, and e is the electron charge. The CO is the sum of
the first derivatives of H0 with respect to the two momenta.
The on-site disorder potential does not contribute to the CO
[48], but disordered tunneling terms do. For the system with
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2TS, the Hamiltonian becomes diagonal in momentum space
and the CO recovers its ordinary form.
The dc Hall conductance is σH = −∂ωReΠyx(iω)|ω=0+ ,
where Πyx(iωn) = limq→0
∫ β
0 dτe
iωnτ〈Tτ Jˆyq(τ)Jˆx−q(0)〉 is the
current-current correlation function [48]. The conductance
is obtained from the Kubo formula [49] and by using the
L‚Hôpital’s rule and the Cauchy-Riemann equations. Within
DMFT, the contribution from the vertex corrections of the CO
to the Hall conductance is suppressed by the dimensional-
ity of the system [43, 50]. Thus, Πyx = 1β ∑n′ Tr[ j
yG(iωn′ +
iωn) jxG(iωn′)], where the trace is for both momentum and
spin degree of freedom. In real space, the Green’s function
contains the on-site self-energy Σiα,jγ(iω) = Σiα,iγ(iω)δij
[43, 51]. In momentum space, we find [∂¯kµΣ]k1α,k2γ = 0, and
thus, jµ = 1√
N
∂¯kµG
−1
iω . Finally, the Hall conductance in the
zero temperature limit becomes σH = χ/2pi , where
χ ≡ ε
µ˜ ν˜ ρ˜
6N
∫
dωTr[Giω(∂¯µ˜G−1iω )Giω(∂¯ν˜G
−1
iω )Giω(∂¯ρ˜G
−1
iω )].
(3)
The indices µ˜ , ν˜ , and ρ˜ run through kx, ky, and ω , and
[∂¯ωGiω ]k1α,k2γ ≡ ∂ωGiω(k1α,k2γ) [48]. We denote the
quantity χ as GIMF. The GIMF reduces to the original for-
mula [40] when the TS is recovered.
An important result we would like to stress here is that the
GIMF is quantized and serves as a topological invariant for
insulators, regardless whether the bulk spectrum is gapped or
gapless. The result is evident for gapped cases [48, 52]. For
disordered systems, the gap can be closed by disorder. The
system can still be an insulator, but with all of states at the
Fermi energy being localized. Later we will prove that none
of the localized states contributes to the conductance. Thus,
the Hall conductance is still quantized for this specific gapless
case [48].
The above Hall conductivity is derived in the thermody-
namic limit. In the numerical approach, the sample for the
disorder configuration can be realized only for a finite size
system (FSS) with nx × ny lattices. To apply Eq. (3) to the
disordered system, we construct an extended infinite system
(EIS), by periodically repeating the FSS in space [44]. The
EIS is a quasi-disordered system. The real disordered system
can be approached when nx and ny become large. The idea is
equivalent to introducing twisted boundary conditions to the
FSS. In the EIS, the system again becomes periodic in the
real space, in which the FSS is a supercell [44, 45]. In the
first Brillouin zone, the Bloch wavevector is θ ≡ (θx,θy) with
θµ ∈ [0,2pi/nµ) for µ = x,y. Each supercell has 2nxny internal
degrees of freedom, where the factor 2 is contributed by the
spin. The position i in the EIS can be expressed as i=R+r,
where R is the position of the corresponding supercell and r
is the relative position in the supercell.
We define the twisted matrix Aθ as follows,
Aθrα,r′γ ≡∑
R
A(R+r)α,r′γ exp[iθ · (R+r−r′)], (4)
for a general matrix A in real space. We find that Σθiω = Σiω
and Gθiω = 1/(iω1−Hθ0 −Σiω), with 1 being the identity ma-
trix. Then, we the GIMF can be rewritten as,
χ =
ε µ˜ ν˜
8pi2
∫
dωdθTr[(∂µ˜Hθ0 )G
θ
iω(∂ν˜H
θ
0 )G
θ
iωAiωG
θ
iω ], (5)
where µ˜ and ν˜ run through θx and θy now, and Aiω = i1−
∂ωΣiω . A detailed derivation can be found in the supple-
mentary [48]. Eq. (5) is exactly the first Chern number of a
periodic system with the Bloch momentum θ, in which the
sites in the supercell are treated as internal degree of freedom,
i.e., a pseudospin. The method is consistent with the proposal
of a topological index in a disordered system via introducing
twisted phases for the Green’s function [41].
Now we can prove that the localized states do not con-
tribute to the Hall conductance. As shown in Refs. [53] and
[54], Eq. (5) can be expressed by the summation of the Berry
curvature of all occupied quasi-particle states [48]. Here, the
quasi-particle state is the eigenstate of Gθω at its pole for real
frequencies. By varying the twisted phase, we obtain quasi-
particle bands in θ space. Let us suppose that the size of the
supercell is significantly larger than the localization length.
Then for a localized state, the twisted boundary condition does
not change the pole of the Green’s function and the corre-
sponding eigenstate apart from a unitary transformation, since
the eigenstate vanishes at the boundary if we properly choose
the position of the edge of the supercell. Thus a localized state
forms a flat band upon varying the twisted phase and the cor-
responding Berry curvature is always trivial [48]. This implies
that localized states do not contribute to the conductance.
The self-energy in the Green’s function can be obtained by
using real-space DMFT [51] for each disorder configuration in
a FSS. Within this approach, the system is mapped to a set of
coupled single impurity problems, where the other sites, act-
ing as a bath, are integrated out. The effective action for each
single impurity is Si = −
∫
dτdτ ′c†(τ)G−10,i (τ − τ ′)c(τ ′) +
U
∫
dτni↓ni↑, where G0,i is the Weiss function at the site i
and the spin indices are hidden [43]. The full Green’s func-
tion is given by the Dyson equation, G−1i (iωn) = G
−1
0,i (iωn)−
Σii(iωn), where each term depends on the site i in the super-
cell. We use iterative perturbation theory to obtain the self-
energy for each single impurity problem [55, 56]. The full lat-
tice Green’s function is given by G(iωn) = 1/(iωn1−H0−Σ).
A self-consistent solution is found by closing the loop with
Gi = Gii.
In addition, for the case of weak disorder and interaction,
we also develop the EMT [48]. It is a perturbative mean-field
method, in which the effective Hamiltonian Heff ≡ h0+Σ ob-
tains a translationally invariant form. The self-energy is the
statistically averaged result over different disorder samples.
Specifically, we focus on a system with an on-site potential
Hˆdis =∑iαVinˆiα , whereVi is random and position-dependent
but uniformly distributed in [−W,W ]. The self-energy is de-
fined by
G= 1/(ω1−h0−Σ) (6)
3at ω = 0, where G is the disorder-averaged Green’s function.
We can prove that, the self-energy, up to the order of W 2 and
U , is given by
Σiα,iγ = Σ
dis
iα,iγ +Σ
U
iα,iγ , (7)
where Σdisiα,iγ =W 2Giα,iγ/3 is contributed by the disorder [23]
and ΣUiα,iγ is the statistical average of the Hartree -Fock self-
energy U〈cˆiα cˆ†iα¯〉δα¯γ +U〈cˆ†iα¯ cˆiα¯〉δαγ with ↑¯ =↓ and ↓¯ =↑.
The statistical expectation values of the local operators cˆiα cˆ
†
iα¯
and cˆ†iα¯ cˆiα¯ can be calculated through the effective Hamilto-
nian Heff. Thus the self-energy can be solved self-consistently.
This EMT cannot predict Anderson localization. It describes
the contribution of the extended states. Later, we will see that
the self-energy Σ can effectively describe the band inversion
due to interaction and disorder.
Now, we consider the HHHM on the square lattice [46].
The corresponding one-dimensional model after the dimen-
sional reduction is the Rice-Mele model, the Thouless pump-
ing of which has been observed in experiments for both
bosonic and fermionic systems [57, 58]. The translationally
invariant part of the Hamiltonian is
hˆ0 =−∑
i,α
[
txcˆ
†
i+xˆ,α cˆiα + tye
i2piξ ix cˆ†i+yˆ,α cˆiα +H.c.
]
−∑
i,α
tz
[
ei2piξ (ix+
1
2 )(cˆ†i+xˆ+yˆ,α cˆiα + cˆ
†
i+yˆ,α cˆi+xˆ,α)
+ H.c.
]
+∑
i,α
[
(−1)ixΛ−µ0
]
nˆiα . (8)
Here, tx and ty are the nearest-neighbor hopping along the x
and y direction respectively, tz is the next-nearest-neighbor
hopping, µ0 is the chemical potential determined by the fill-
ing, xˆ = (1,0) and yˆ = (0,1) are the unit vectors and i =
(ix, iy). We focus on the case with ξ = 1/2, in which there
is a pi-flux in each unit square. The total particle number is
fixed to be N, so that the average filling is 1/2.
Without disorder and interaction, since the spin is con-
served and due to the SU(2) symmetry in spin space, the
Hamiltonian becomes h0 = v(k) ·σ−µ0 in momentum space.
Here, v(k) =−(2tx coskx,4tz sinky sinkx,Λ−2ty cosky) is the
Bloch vector and σ are the Pauli matrices in the pseudospin
corresponding to odd (up) and even (down) position along the
x-axis. The identity matrices in spin and pseudospin spaces
are omitted. For |Λ| < 2ty, the Bloch vector covers the ori-
gin, and thus, the system is a topological insulator. Increas-
ing the staggered potential, the system closes the band gap at
|Λ|= 2ty, it becomes a trivial insulator thereafter.
For the weakly disordered and interacting case, we give
a discussion based on the EMT. In the EMT, the effective
Hamiltonian is Heff = h0 +Σ, where Σ = Σ0 +Σzσz. For the
half filling case, with a small but finite temperature, we have
µ0 = Σ0 due to the particle-hole symmetry. Thus, the effective
Hamiltonian becomes Heff =d ·σ, where dx= vx, dy= vy and
dz = vz+Σz. From the EMT, we get Σ
dis
=− W 212pi2
∫
d2k dzσz|d|2
and ΣU = U2 (no +ne)+
U
2 (no−ne)σz, where no and ne is the
particle number for each spin at the odd and the even position
along the x-axis. The integrate region is kx,ky ∈ [0,2pi], which
is the doubling of the Brillouin zone. The Fock term does
not appear in ΣU since the spin is conserved. At half filling,
for each spin, we have no + ne = 1. Note that no− ne = 〈σz〉
is the pseudospin polarization. Thus, we obtain the chemical
potential µ0 =U/2 and the self-consistent self-energy
Σ=
U
2
−
{
W 2
12pi2
∫
d2k
dz
|d|2 +
U
8pi2
∫
d2k
dz
|d|
}
σz. (9)
As an approximation, one can use v to replace d in the
integral above. The effective staggered potential in Heff
then becomes Λeff = Λ−δΛ, where δΛ=− W 212pi2
∫
d2k vz|v|2 −
U
8pi2
∫
d2k vz|v| . Independently of the sign of Λ, the weak dis-
order and interaction effectively smoothen the staggered po-
tential. Intuitively, one would expect that the disorder may
randomly intensify or weaken the staggering. However, states
are preferably localized around those positions where the stag-
gered potential has been increased. Thus for the extended
states, which contribute to the conductance, the effective stag-
gered potential becomes smooth. In addition, the repulsive
interaction prefers to induce a uniform distribution of parti-
cles in space. This explains why the interaction assists the
disorder in decreasing the effective staggered potential.
For the general case of arbitrary interaction- and disorder-
strengths, we use DMFT to describe interaction effects. In
Fig. 1 and Fig. 2, we show our numerical results for the case
nx = ny = 24. For simplicity, we choose parameters tx = ty =
tz = t and kBT = t/40. The grid for the twisted phase θ is
8×8. For each value ofU andW , we generate 5−100 sample
realizations of the disorder. The final Hall conductance is ob-
tained by averaging the Hall conductance over these samples.
Numerically, deviations of the obtained conductance from the
quantized value, are mainly due to finite size effects and par-
tially due to finite temperature effects.
In Fig. 1, we show the DMFT results for the Hall conduc-
tance for a system without staggered potential. For W =U =
0, the system is a topological insulator. In the EMT, the effec-
tive Hamiltonian is not changed by interaction and disorder,
i.e., Λeff = Λ = 0. This means that no band inversion occurs.
However, disorder broadens the distribution of the spectrum
in each of the two bands. The marginal states of each band
become localized. In the DMFT calculation, by increasing
the disorder strength, the Hall conductance, as a topological
invariant, is well quantized before the gap is closed. There-
after the Hall conductance decreases when further increasing
the disorder, until all of the extended states become localized.
From Fig. 1, we observe that the interaction effectively im-
pedes the closing of gap and the subsequent Anderson local-
ization. In the inset, we also plot the critical disorder strength
(where χ/2 = 0.5) as a function of 1/L2 and for different in-
teraction strengths, where nx = ny = L is the size of the su-
percell. The scalling behavior shows an approximately linear
dependence of the critical disorder strength on 1/L2.
4FIG. 1. The density plot (upper) and errorlistplot (lower) of χ/2
as a function of disorder strength and interaction strength, for Λ =
0. The inset shows the disorder strength where χ/2 = 0.5, as a
function of 1/L2 and for different interaction strengths, where L2
is the size of the supercell with nx = ny = L (from left to right:
L= 44,28,24,14,10).
In Fig. 2, we show the DMFT result of the Hall conduc-
tance for Λ= 2.2t. The system is a topologically trivial insu-
lator forW =U = 0. For weak disorder and weak interaction,
both increasing the disorder strength and increasing the inter-
action strength will raise the Hall conductance. From EMT
we know that the repulsive on-site interaction can assist the
disorder to smoothen the large staggered potential more ef-
fectively, and induce the integer quantum Hall effect through
band inversion, which occurs at Λeff = 2.0t. Comparing with
the DMFT results, the EMT gives an accurate prediction for
the topological phase transition line for weak disorder and in-
teraction (see the dashed black line shown in the density plot
of χ/2 in Fig. 2). When disorder becomes stronger, the Hall
conductance decreases again. The interaction also impedes
formation of Anderson localization through many-body ef-
fects. In the inset, we show χ/2 for different sizes of the
supercell. For weak disorder, the intersection points of dif-
ferent curves approximately predict the location of the phase
transition. From the inset, we observe that the phase transition
is located aroundW = 2.0t forU = 0 and aroundW = 1.0t for
U = 0.5t.
In both cases, the interaction broadens the regime of the
topological phase in the disordered system. The interaction
effectively smoothens the staggered potential and has a de-
localizing effect. The prediction from EMT deviates from
the DMFT results when disorder becomes large. Note that
quenched disorder is generically present in electronic con-
densed matter, and can also be realized in cold atom systems
[59–64]. The one-dimensional topological Anderson insulator
has been obsevered in experiment [65]. In addition, the Chern
FIG. 2. The density plot (upper) and errorlistplot (lower) of χ/2 as
a function of disorder strength and interaction strength, for Λ= 2.2t.
The dashed black line shown in the upper figure is given by the EMT,
see Eq. (9). The inset in the lower figure shows how the value of χ/2
depends on the size of supercell, where the blue (red) lines are for
U = 0.0t (0.5t).
number has been measured in the Harper-Hofstadter model
through the drift of the atomic cloud [66]. For the HHHM, an
additional next-nearest-neighbor hopping is needed.
In summary, we have generalized the Ishikawa-Matsuyama
formula for the topological index to systems without trans-
lational invariance and calculated the Hall conductance for a
lattice system in the presence of disorder, within the dynam-
ical mean-field approximation. The combined effect of in-
teraction and disorder is discussed. We find that the integer
quantum Hall effect is enhanced by the on-site interaction for
disordered systems.
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6Supplementary for “Interaction-enhanced
integer quantum Hall effect in disordered systems"
In this supplementary, we show the details for the Hall conductance in disordered systems and for the
effective medium theory.
I. HALL CONDUCTANCE
Current operators: In the Heisenberg picture, the continuity equation for the particle number is [47]
˙ˆρ+∇ · Jˆ = 0. (10)
After Fourier transformation this becomes ˙ˆρq− iq ·Jˆq = 0. Using the local density operator ρˆi=∑α cˆ†iα cˆiα ,
we obtain ρˆq = 1√N ∑k cˆ
†
(k+q)α cˆkα . By using the equation of motion for the density operator, the continuity
equation yields
−q · Jˆq = i ˙ˆρq =
[
ρˆq, Hˆ
]
. (11)
Since the on-site interaction term is locally particle-number conserving, it is easy to check
[
ρˆi, Hˆint
]
= 0.
For the non-interacting part Hˆ0 = ∑k1α,k2γ cˆ
†
k1α [H0]k1α,k2γ cˆk2γ , we have[
ρˆq, Hˆ0
]
=
1√
N ∑k1α,k2γ
[H0]k1α,k2γ
{
cˆ†
(k1+q)α
cˆk2γ − cˆ†k1α cˆ(k2−q)γ
}
=
1√
N ∑k1α,k2γ
{
[H0](k1−q/2)α,(k2−q/2)γ − [H0](k1+q/2)α,(k2+q/2)γ
}
cˆ†
(k1+q/2)α
cˆ(k2−q/2)γ . (12)
Thus, for small q, from Eq.(11) we obtain the current operator,
Jˆq =
1√
N ∑k1α,k2γ
cˆ†
(k1+q/2)α
[∇k1H0(k1α,k2γ)+∇k2H0(k1α,k2γ)]cˆ(k2−q/2)γ +O(q). (13)
Hall conductance: The Kubo formula for the dc Hall conductance is [49]
σH = lim
ω→0
1
ω
ImΠyx(iωn→ ω+ i0+), (14)
where the current-current correlation function is
Πyx(iωn) = lim
q→0
∫ β
0
dτeiωnτ〈Tτ Jˆyq(τ)Jˆx−q(0)〉. (15)
Using L‚Hôpital’s rule and the Cauchy-Riemann equations, the dc Hall conductivity becomes
σH = ∂ωxImΠyx(z)|z=i0+ =−∂ωyReΠyx(z)|z=i0+ =−∂ωReΠyx(iω)|ω=0+. (16)
where z= ωx+ iωy.
As shown in the main text, within DMFT, the correlation function (15) becomes
Πyx(iωn) =
1
Nβ ∑n′
Tr[∂¯kyG
−1(iωn′)G(iωn′+ iωn)∂¯kxG
−1(iωn′)G(iωn′)]. (17)
7In the zero temperature limit, we can use the replacement 1β ∑n′ →
∫ dω
2pi , and thus the summation becomes
an integral. In addition, using the fact that ∂ωG=−G∂ωG−1G, we obtain
Fµν ≡−∂ωΠµν(iω)|ω=0+ =
1
2piN
∫
dωTr[Giω ∂¯kµG
−1
iω Giω∂ωG
−1
iω Giω ∂¯kνG
−1
iω ], (18)
for µ,ν = x,y. Note that the Hall conductance is defined as σh=ReFyx= (Fyx+F∗yx)/2. From the Lehmann
representation, we can find that the Green’s function satisfies the following relation
(G−1iω )
∗ = (G−1−iω)
T , (19)
where T means transpose. It implies (∂¯kµG
−1
iω )
∗ = ∂¯kµ (G
−1
−iω)
T = ∂¯kµ (G
−1
iω˜ )
T |ω˜=−ω and (∂ωG−1iω )∗ =
∂ω(G−1−iω)
T = −∂ω˜(G−1iω˜ )T |ω˜=−ω . Using the fact that a matrix and its transpose have the same trace, we
can obtain σh = (Fyx−Fxy)/2. Since the trace is invariant under cyclic permutations, we finally obtain
χ ≡ ε
µ˜ ν˜ ρ˜
6N
∫
dωTr[Giω(∂¯µ˜G−1iω )Giω(∂¯ν˜G
−1
iω )Giω(∂¯ρ˜G
−1
iω )], (20)
where the indices µ˜ , ν˜ , and ρ˜ run through kx, ky, and ω , and [∂¯ωGiω ]k1α,k2γ ≡ ∂ωGiω(k1α,k2γ).
Hall conductance as a topological index: For any two matrices A and B in k-space, according to our
convention, we have [
∂¯kµ (AB)
]
k1,k2
= (∂k1,µ +∂k2,µ )∑
k3
A(k1,k3)B(k3,k2). (21)
In addition, we also have∑k3 ∂k3,µ{A(k1,k3)B(k3,k2)}= 0, which is obvious if we use the fact ∑k ∝
∫
dk.
Here, the spin indices α and γ are omitted for notation simplicity. The above two equations show that the
derivative operator ∂¯kµ satisfies the Leibniz product rule,
∂¯kµ (AB) = (∂¯kµA)B+A∂¯kµB. (22)
Besides, using the fact that GiωG−1iω = 1 (for well defined G and G
−1), we have
δ (Giω ∂¯kµG
−1
iω ) =−Giω
(
∂¯kµG
−1
iω
)
δGiωG−1iω −
(
∂¯kµδGiω
)
G−1iω . (23)
With these preparations, similar in the Ref. [52], it is not difficult to check that
δχ[Giω ]∝ ε µ˜ ν˜ ρ˜
∫
dωTr[∂¯µ˜(G−1iω δGiω ∂¯ν˜G
−1
iω Giω ∂¯ρ˜G
−1
iω Giω)] = 0. (24)
Thus, χ is invariant under infinitesimal deformations of the Green’s function, and therefore is a topological
index.
II. HALL CONDUCTANCE IN THE EXTENDED INFINITE SYSTEM
The position i in the EIS can be expressed as i =R+ r, where R refers to the position of the corre-
sponding supercell and r is the relative position in the supercell. For a general matrix A in real space, the
translational symmetry implies the relation, A(R+r)α,(R′+r′)γ = A(R−R′+r)α,r′γ . Using the Fourier trans-
formation, in momentum space, we have
Akα,k′γ ≡
1
N ∑
RR′rr′
A(R+r)α,(R′+r′)γe
ik·(R+r)−ik′·(R′+r′), (25)
8for kµ ,k′µ ∈ [0,2pi) with µ = x,y, where the lattice constant is set to be a= 1. The EIS retains the transla-
tional symmetry at a large scale, and the Bloch wavevector is denoted as θµ ∈ [0,2pi/nµ), where nx×ny is
the size of the supercell. Splitting the momenta as kµ = k˜µ +θµ and k′µ = k˜′µ +θ ′µ , with k˜µ = 2pil/nµ and
k˜′µ = 2pil′/nµ (l, l′ = 0,1, · · · ,nµ −1), and using the fact that eik˜·R = eik˜
′·R′ = 1, we obtain
Akα,k′γ =
1
N ∑
RR′rr′
A(R−R′+r)α,r′γeiθ·(R+r)−iθ
′·(R′+r′)eik˜·r−ik˜
′·r′. (26)
Introducing new variables Rs ≡R′ and Ra ≡R−R′, and using the fact that ∑Rs ei(θ−θ
′)·Rs = Nnxnyδθθ′ ,
we obtain
A(k˜+θ)α,(k˜′+θ′)γ =
1
nxny
∑
Rarr′
A(Ra+r)α,r′γe
iθ·(Ra+r−r′)eik˜·r−ik˜
′·r′δθθ′. (27)
So that we have
Akα,k′γ = A(k˜+θ)α,(k˜′+θ)γδθθ′, (28)
which is exactly due to the translational symmetry. It also implies that
∂¯µAkα,k′γ = [∂θµA(k˜+θ)α,(k˜′+θ)γ ]δθθ′. (29)
Let us define
Aθrα,r′γ ≡∑
R
A(R+r)α,r′γe
iθ·(R+r−r′), (30)
and then
A(k˜+θ)α,(k˜′+θ)γ =
1
nxny
∑
rr′
Aθrα,r′γe
ik˜·r−ik˜′·r′ (31)
is exactly the Fourier transformation of Aθrα,r′γ in a supercell.
In the following, we would like to show that Aθrα,r′γ is corresponding to the matrix with twist phases.
Denote the right eigenvectors of Aθrα,r′γ as ψ
θ with an eigenvalue E, then we have
∑
r′γ
Aθrα,r′γψ
θ
r′γ = ∑
R′r′γ
A(R+r)α,(R′+r′)γe
iθ·(R−R′+r−r′)ψθr′γ = Eψ
θ
rα . (32)
And thus
∑
R′r′γ
A(R+r)α,(R′+r′)γe
−iθ·(R′+r′)ψθr′γ = Ee
−iθ·(R+r)ψθrα . (33)
So the corresponding eigenstates of A(R+r)α,(R′+r′)γ becomes φ(R+r)α ≡ e−iθ·(R+r)ψθrα , which shows
the relation at the boundary of supercell, φ(r+nµ µˆ)α = e
−iθµnµφrα . The phase θµnµ is an effective twisted
phase boundary condition in the supercell.
Applying this definition (30) for the Hamiltonian H0, self-energy and the Green’s function, we find that
Σθiω = Σiω and Gθiω = 1/(iω1−Hθ0 −Σiω). After combining these results Eqs. (28)-(31), the conductance
Eq. (20) becomes
σH =
ε µ˜ ν˜ ρ˜
12piN
∫
dω∑
θ
Tr{Gθiω∂µ˜ [Gθiω ]−1Gθiω∂ν˜ [Gθiω ]−1Gθiω∂ρ˜ [Gθiω ]−1}, (34)
9where µ˜ , ν˜ , and ρ˜ run through θx, θy, and ω now and the trace is only for the supercell lattice and spin
index. Using the fact that ∂µ˜ [Gθiω ]−1 =−∂µ˜Hθ0 for µ˜ = θx,θy and ∂ω [Gθiω ]−1 = i1−∂ωΣiω , and using the
replacement 1N ∑θ =
1
4pi2
∫
dθ, we obtain σH = χ/2pi , where
χ =
ε µ˜ ν˜
8pi2
∫
dωdθTr[Gθiω(∂µ˜H
θ
0 )G
θ
iω(∂ν˜H
θ
0 )G
θ
iωAiω ]. (35)
Here, µ˜ and ν˜ run through θx and θy now, and Aiω = ∂ω [Gθiω ]−1 = i1− ∂ωΣiω . The expression (35) is
exactly the Chern number of a periodic system with the Bloch momentum θ, and the site index in the
supercell as an internal degree of freedom like a pseudospin. Our method is consistent with the proposal
for the Chern number in a disordered system via introducing twisted phases for the Green’s function [41].
Berry curvature of quasi-particle state and localized states: The GIMF can be expressed as the sum-
mation of the Berry curvature of all occupied quasi-particle states, following the contour-integration method
developed in Refs. [53, 54]. The GIMF becomes
χ = ∑
occu.
ε µ˜ ν˜
2pii
∫
d2θ〈∂µ˜ψθ|∂ν˜ψθ〉, (36)
where ψθ is the eigenvalue of Gθω at its poles (for real frequencies). It is also the eigenvalue of ω1−Hθ0 −
Σω at the zeros. Considering a localized state ψ for θ = 0, we can shift the position of the supercell so
that the localized state is almost in the center of the supercell and thus ψ vanishes away from the center.
Note the difference between ω1−Hθ0 −Σω and ω1−Hθ=00 −Σω , is only the unitary transformation eiθ·r
besides the elements near the edge of supercell. However, for the localized state, the difference at on the
edge of supercell has no effect, and thus ψθ = eiθ·rψθ=0. This kind of wave function contributes nothing
to Eq. (36).
III. EFFECTIVE MEDIUM THEORY
In the following, we derive the self-energy of a system with weak disorder and interaction, within the
framework of the effective medium theory. The averaged Green’s function over different disorder samples
can be written as
G(ω)≡ 〈〈G({Vi},ω)〉〉= 1ω−h0−Σ
. (37)
where 〈〈O〉〉 means the averaged result of O over different disorder samples. Given a sample of disorder
{Vi}, the Green’s function is denoted as
G({Vi},ω)≡ 1
G−10 −V −ΣU
. (38)
Here, G0 = 1/(ω − h0) is the free Green’s function without disorder and interaction, and ΣUiα,jγ ≡
U〈cˆiα cˆ†iα¯〉δijδα¯γ +U〈cˆ†iα¯ cˆiα¯〉δijδαγ is the self-energy within the Hartree-Fock approximation for the
weakly interacting case. The matrix V refers to the disorder potential, with elements Vij =Viδij .
The averaged Green’s function can be evaluated by expanding the formula (38) up to the order ofW 2 and
U . Then we have
〈〈G({Vi},ω)〉〉=
[
1+G0〈〈V 〉〉+G0〈〈ΣU〉〉+G0〈〈VG0V 〉〉
]
G0(ω). (39)
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Denoting ΣU ≡ 〈〈ΣU〉〉 and using the fact that 〈〈V 〉〉 = 0 for the random events governed by the uniform
distribution in [−W,W ], we get
G−1(ω) = G−10 (ω)
[
1−G0ΣU−G0〈〈VG0V 〉〉
]
. (40)
According the definition of the self-energy (37) in the effective medium theory, we find
Σ= ΣU+ 〈〈VG0V 〉〉. (41)
Since the disorder potential at different positions is independent, we have 〈〈ViVj〉〉 = δijW 2/3 for the
uniform probability distribution. Finally, we get
Σij = δij
{
ΣUii+G0,ii〈〈V 2i 〉〉
}
. (42)
Note that the averaged Hartree-Fock self-energy ΣUii can be obtained by evaluating the averaged value of the
local operators cˆiα cˆ
†
iα¯ and cˆ
†
iα¯ cˆiα¯ . These quantities can be calculated by using the effective Hamiltonian,
Heff = h0+Σ. The Green’s function G0 in Eq. (42) can also be replaced by G. The difference of the final
results is of higher order.
