In this paper a simple procedure to deal with label switching when exploring complex posterior distributions by MCMC algorithms is proposed. Although it cannot be generalized to any situation, it may be handy in many applications because of its simplicity and very low computational burden. A possible area where it proves to be useful is when deriving a sample for the posterior distribution arising from finite mixture models when no simple or rational ordering between the components is available.
Introduction
The label switching problem arises in Markov Chain Monte Carlo (MCMC) exploration of the posterior distribution of a Bayesian finite mixture model (Frühwirth-Schnatter, 2001) because the likelihood of the model is invariant to the relabelling of mixture components.
Since there are as many maxima as there are permutations of the indices (G!), the likelihood has then multiple global maxima. This is a minor problem (if a problem at all) when we perform classical inference, since any maximum leads to a valid solution and inferential conclusions are the same regardless of which one is chosen.
On the contrary, invariance with respect to labels is a major problem when Bayesian inference is used. If the prior distribution is invariant with respect to the labelling as well as the likelihood, then the posterior distribution is multimodal.
As a consequence, a sample from the posterior distribution, where all the modes are represented, would be unsuitable to make inference for a parameter specific to a mixture component: its distribution would be the same across all components.
An actual MCMC sample may or may not switch labels depending on the efficiency of the sampler. If the raw MCMC sampler randomly switch labels, then it is unsuitable for exploring the posterior distributions for component related parameters.
A range of solutions has been proposed, depending on which are the objective of the inference.
A full solution entails obtaining valid samples for each parameter, and the methods in section 5 are designed to relabel the raw Markov chains for this purpose.
Simpler solutions are available if we do not need posterior samples for all the parameters. As we point out in section 2.1 we can totally ignore the relabelling if the quantities of interest are label invariant. Besides the extreme case of label invariant quantities, we illustrate in section 3 how to obtain a clustering and even a matrix of probabilities of units belonging to groups (in section 4) starting from a raw MCMC sample without the need to fully relabel it. In section 6 we propose a method which, starting from a clustering of the samples, performs a relabelling with the purpose of obtaining an MCMC sample suitable to infer on the characteristics of the clustering in terms of both probabilities of each unit being in each group and the group parameters.
The relabelling problem
Prototypical models in which the labelling issue arises are mixture models, where, for a sample y = (y 1 , . . . , y n ) we assume
where the Z i , i = 1, . . . , n, are iid random variables and
The likelihood of the model is then
and it is invariant under a permutation of the indices of the groups, that is if (j 1 , . . . , j G ) is a permutation of (1, . . . , G) and π = (π j 1 , . . . , π j G ), µ = (µ j 1 , . . . , µ j G ) are the corresponding permutations of π and µ, then
As a consequence, the model is unidentified with respect to an arbitrary permutation of the labels. When Bayesian inference for the model is performed, if the prior distribution p 0 (µ, π, φ) is invariant under a permutation of the indices, that is
which is then multimodal with (at least) G! modes.
Relabelling and label switching in MCMC sampling
In the following we assume that we obtained an MCMC sample from the posterior distribution for model (3) with a prior which is labelling invariant. We denote as {[θ] h : h = 1, . . . , H} the sample for the parameter θ = (µ, π, φ). We assume that also the Z variable is MCMC sampled and denote as {[Z] h : h = 1, . . . , H} the corresponding sample. In principle, a perfectly mixing chain should visit the points (µ, π, φ) and (µ , π , φ) with the same frequency. A chain with these characteristics for a model with g = 2 and where f (·; µ g , φ) is the N (µ g , φ) is depicted in figure 1(a) , together with the posterior distribution for µ.
A chain with a less than perfect mixing may either concentrate on one mode of the posterior distribution ( figure 1(b) ) or exhibit random switches ( figure 1(c) ).
A naive, but effective, solution to the relabelling issue is to use a sampler which is inefficient with respect to the labelling -that is, it is unlikely to switch labels -but otherwise efficient (Puolamäki and Kaski, 2009 ). This can be an ex post solution, that is, we can ignore the relabelling issue if we verify that we obtained a chain where no switch occurred, but it is impractical in general terms since it is difficult to tune a sampler so that it is inefficient enough to avoid label switches but not too inefficient.
We note that the presence of label switches (or the whole issue of relabelling) is totally not relevant if the quantities we are interested in are invariant with respect to the labels, as is the case for a prediction of (y 1 , y 2 ) (depicted in figure 2 , top row), or the inference for the parameter φ.
A particularly relevant example of invariant quantity is the probability of two units being in the same group, c ij = P (Z i = Z j |D), i, j = 1, . . . , n whose estimate based on the sample isĉ
The n × n matrix C with elementsĉ ij can be seen as an estimated similarity matrix between units, and the complement to oneŝ ij = 1 −ĉ ij as a dissimilarity matrix (note that it is not a distance metric as s ij = 0 does not imply that the units i and j are the same).
Relabelling becomes relevant when we are interested, directly or indirectly, in the features of the G groups, for example on the difference µ 2 −µ 1 or the probability of each unit belonging to each group, q ig = P (Z i = g|D), whose MCMC estimate iŝ
for i = 1, . . . , n and g = 1, . . . , G.
In figure 2 , bottom row, we depict the posterior distribution of µ 2 − µ 1 based on the samples
. . , H} obtained using the three chains. The first version is formally correct given that the model is not identified, but it does not tell us what we want to know, that is, what is the average difference between the groups. The second version does answer to our question on the difference between the groups but is based on a very partial exploration of the posterior. The third version leads to an incorrect answer.
It is then clear that the raw MCMC sample can not be used to study the posterior distributions of component-related quantities such as µ g or P (Z i = g|D).
Partitioning observations
A partition of the observations, meaning a point estimate of the group for each unit, can be easily obtained. Doing this, however, the issue of obtaining an estimate for groups features (posteriors of µ g ) or the probability of units belonging to each group (q ig in equation (7)) remains open. In fact, the usual difficulties related to clustering techniques apply (for instance, the groups depend on the choice of the distance).
A partition can be obtained by maximizing the posterior distribution, notwithstanding the fact that the maximum is not unique (there are G! modes), since the maxima are equivalent any would be suitable.
Alternatively, the probabilities in equation (6) can be used to obtain a partition of observations by employing some clustering technique based on a similarity matrix.
A more sophisticated option, see Fritsch and Ickstadt (2009) , involves defining a distance between partitions, for example
and then search for the partition which minimizes the expected distance with the true groups z, which means, if
We obtain an estimate of the groups by substituting c ik withĉ ik . Alternative distances between partitions may be used, for instance the Rand index
−1 or the adjusted Rand index.
Note that if the distance function is a linear operator then
The expectations in (9) or (10) can be obtained using the MC, and
The optimization should be done in the space of all possible partitions, since this can be very large, the authors suggest performing optimization on a suitable subset, reasonable alternatives being the set {[z] h } or the set of clusterings obtained with different traditional algorithms from the similarity matrix (6) (or the union of the two).
4 Obtaining probabilities of belonging to a group Puolamäki and Kaski (2009) deal with the relabelling issue considering as an objective the n × G matrix with elements q ig = P (Z i = g) (β in their notation). This is obtained by maximizing the Bernoulli likelihood. The latter can be specified according to two alternative formulations. The first is the same as Puolamäki and Kaski (2009) , where we define the HG × n matrix Z where
and get
The above likelihood can also be written
The intuitive idea behind this strategy is that if two units i 1 and i 2 often belong to the same group, that is, Z r,i 1 = Z r,i 2 for many r, then they should be assigned to the same group, thus leading to a high value of q i 1ḡ and q i 2ḡ for some value ofḡ. Note that the likelihood above is itself labelling invariant, thus it has G! maxima. An EM algorithm is proposed to perform the optimization E step: for each row r (which represent a group in an iteration) and for each group obtain
M step: compute the mean of the Z ri with weights γ rg
Equivalently, the matrix Q can be found minimizing the cost function
Relabeling methods
Relabelling means permuting the labels at each iteration of the Markov chain in such a way that the relabelled chain can be used to draw inference on component specific parameters.
Loosely speaking we may say that the relabelled chain can be seen as a chain where no label switching has occurred or, in other words, the new labels are such that different labels do refer to different components of the mixture. One method to perform the relabelling involves imposing identifiability constraints such as π 1 < π 2 < . . . < π G or µ 1 < µ 2 < . . . < µ G . Equivalently, this may be seen as a conditioning of the full (multimodal) posterior where the conditioning event is the identifiability constraint. Such a solution, although theoretically sound, may not be applicable when an obvious constraint does not exist, moreover, it may not work well if the components are not well separated (Stephens, 2000; Jasra et al., 2005) .
It is worth noting that relabelling strategies may act during the MCMC sampling, and/or they may be used to post-process the chains. In general, those solutions which post-process the chains are particularly convenient (since the issue can be ignored in performing the MCMC and then dealt with later).
Decision theoretic approach
A rather general decision theoretic framework for the relabelling problem is proposed by Stephens (2000) .
His formulation is as follows, one translates the problem to that of choosing an action a from a set of actions A where a loss function L : A × Θ → R represents the loss we incur if we choose the action a and the true value of the parameter is θ.
The loss function makes sense if it is permutation invariant (remember that if we permute the parameter the model remains the same), we can obtain a permutation invariant loss function L from a non invariant one L 0 by defining
The action a is then chosen by minimizing the posterior expected loss
which can be approximated using the MCMC sample bŷ
= min
The action a can be the estimation of the parameter (or part of it) and the loss function may be a distribution to be fitted or an estimation error, the choice should be driven by the objective of inference. If the objective is the clustering of n units into G groups a reasonable action is reporting the n × G matrix Q = [q ig ] where q ig is the probability that the i-th unit belongs to the group g. A corresponding loss is then the distance, somehow measured (Stephens (2000) employs the Kullback-Leibler distance), between Q and its true value P (θ) = [p ig (θ)] where (for the toy example)
j π j f (y i ; µ j , θ) The general algorithm for performing Stephens (2000) method is as follows Start: from arbitrary permutations ν 1 , . . . , ν H .
Step 1:
Step 2: obtain ν h = argmin
Note that step 2 entails n minimizations with respect to all the permutations (G!), Stephens (2000) points out the existence of efficient numerical algorithm if the loss function L 0 can be written as
A problem with this method might be the choice of the appropriate loss function/the dependence of the results on the loss function.
Pivotal method
Suppose that a partition of the observations inĜ groups, G 1 , . . . , GĜ has been obtained, for example with any of the techniques in section 3. As we already pointed out this may be enough for some purposes, but we may be interested in the probabilities P (Z i = g) and in the posteriors for groups parameters µ g .
Suppose that we can findĜ units, i 1 , . . . , iĜ, one for each group, which are (pairwise) separated with (posterior) probability one (that is, the posterior probability of any two of them being in the same group is zero). In terms of the matrix C, theĜ ×Ĝ submatrix with only the row and columns corresponding to i 1 , . . . , iĜ will be the identity matrix.
We then use theĜ units, called pivots in what follows, to identify the groups and to relabel the chains: for each h = 1, . . . , H and g = 1, . . . ,Ĝ
[
The availability ofĜ perfectly separated units is crucial to the procedure, and it can not always be guaranteed. We now discuss three different circumstances under which the relabelling procedure is unsuitable (i) the number of actual groups in the MCMC sample is higher thanĜ;
(ii) the number of actual groups in the MCMC sample is lower thanĜ; (iii) the number of actual groups in the MCMC sample is equal toĜ but the pivots are not perfectly separated.
Let us first clarify what is meant by the number of actual groups. The model has G components, but some mixture components may be empty in the Markov chain, that is, it may be that #{g : [Z i ] h = g for some i} < G ∀h, by actual number of groups we mean the number of non empty groups, G 0 in what follows. It is then clear that the Markov chain does not have informations on more than G 0 groups.
We also note that the number of non empty groups may vary with iterations, let
Consider now the set H 1 ⊂ {1, . . . , H} of iterations where [G] h >Ĝ, some units and groups will then have no available pivot. These units will not be attributed any group by performing (18), that is for these unitŝ
We suggest cancelling those iterations of the chains where this occur, that is, the finalpartial-chain is a sample from the posterior conditional on having at mostĜ non empty groups.
Consider now the set H 2 ⊂ {1, . . . , H} of iterations where
As a consequence,ĉ hk > 0: the pivots are not perfectly separated. The procedure in (17) and (18) can not be performed (it is not well defined), so also in this case we will have to cancel that part of the chain. Finally, consider the set
that is, the set of iterations where (at least) two pivot are put in the same group. Note that H 2 ⊂ H 3 but H 3 may be larger. The same provision as above applies, we need to get rid of this part of the chain.
In the end, we will relabel the chain with iterations
which can be considered a sample from the posterior distribution conditional on (i) there being exactlyĜ non empty groups, (ii) the pivots falling into different groups. The extent to which this conditioning is restrictive is measured by its probability, whose estimated based on the (original, raw) MCMC sample is 1 H #H 0 .
A relevant issue is how to identify the pivots, noting that perfectly separated pivots may not exist and that, even if they exist, we may not be able to find them, since the set of all possible choices is too big to be fully searched.
The general method we put forward is to chose a unit for each group according to some criterion, for instance for group g containing units G g we choseī ∈ G g that maximizes one of the quantities max 
The quality of the choice is then measured by the probability of the conditioning event (19). We note that the idea of solving the relabelling issue by fixing the group for some units dates back to Chung et al. (2004) , who, however, gave no indication on how to choose the units. Also, since they suggest imposing such a restriction in the MCMC, there is no measure of the extent to which it influences the result (of the extent to which it is informative if we interpret it as a prior information). We note, however, that Chung et al. (2004) may be very interesting when a set of units which are to be attributed to different groups can be defined exogenously.
Another related idea is put forward by Yao and Li (2014) , who propose finding a reference labelling, that is, a clustering for the sample (for example, the posterior mode), and then relabel each iteration by minimizing some distance from the reference labelling. The general idea is similar to the one we suggest, but it is more computationally demanding because of the required minimizations, on the other hand it avoids the need to condition on the pivots being separated. We can argue, however, that the latter is not a big drawback of our proposal since its effects can be measured and is likely to be small in many practical instances.
