We give a pragmatic/pedagogical discussion of using Euclidean path integral in asset pricing. We then illustrate the path integral approach on short-rate models. By understanding the change of path integral measure in the Vasicek/Hull-White model, we can apply the same techniques to "lesstractable" models such as the Black-Karasinski model. We give explicit formulas for computing the bond pricing function in such models in the analog of quantum mechanical "semiclassical" approximation. We also outline how to apply perturbative quantum mechanical techniques beyond the "semiclassical" approximation, which are facilitated by Feynman diagrams.
Introduction
In his seminal paper on path integral formulation of quantum mechanics, Feynman (1948) humbly states: "The formulation is mathematically equivalent to the more usual formulations. There are, therefore, no fundamentally new results. However, there is a pleasure in recognizing old things from a new point of view. Also, there are problems for which the new point of view offers a distinct advantage." Feynman was referring to his path integral formulation of quantum mechanics he described in that paper in relation to the existing equivalent formulations, Schrödinger's wave equation and Heisenberg's matrix mechanics. Subsequently, he applied path integral to Quantum Electrodynamics and developed the Feynman diagram techniques (Feynman, 1949) , which have been used to compute various experimentally measured quantities in quantum field theory with astounding precision.
That the Euclidean version of Feynman's path integral can be applied in finance, including in asset pricing problems, has been known for quite some time. Just as in quantum mechanics, path integral in finance is neither a panacea, nor is it intended to yield "fundamentally new results". Instead, again, just in quantum mechanics (and quantum field theory), it is an equivalent formulation, which in some cases provides intuitive clarity and insight into old problems. Thus, where stochastic differential equations and pricing PDEs just happen to be cumbersome to use or even difficult to write down, path integral can sometimes provide a clearer view of a pathway toward a possible solution. It is with this understanding that in these notes we attempt to discuss path integral in the context of asset pricing.
We start with classical mechanics (Section 2) and then discuss Feynman's path integral formulation of quantum mechanics (Section 3). 3 We do not give a derivation of Feynman's path integral -our goal is path integral in asset pricing. To this end, we then discuss Euclidean path integral (Subsection 3.3) , which is what is relevant in asset pricing (Section 4). In the asset pricing context we discuss the analog of the semiclassical approximation, which in quantum mechanics amounts to keeping the leading quantum correction, whereas in asset pricing it has the meaning of small "volatility" approximation (discussed in Section 7) In the pricing PDE language, this is the WKB approximation. Path integral in this approximation is Gaussian. Going beyond this "semiclassical" approximation amounts to doing perturbation theory, which is well understood in quantum mechanics as well as Euclidean path integral and is greatly facilitated by the Feynman diagram techniques.
There are various applications of path integral in asset pricing, including option pricing and interest rate products. A natural application is to bond pricing in short-rate models. In Section 5, to illustrate usage of path integral techniques, we give a two-line derivation of the bond pricing function in the Vasicek/Hull-White model. We then take a harder route and derive the same result (in the case of constant parameters) by carefully changing the path integral measure. In the process it becomes evident how to generalize the path integral approach to traditionally "less-tractable" short-rate models such as the Black-Karasinski model, which generalization we discuss in Section 6. We give explicit formulas for computing the bond pricing function in such models in the "semiclassical" approximation. We make some concluding remarks in Section 7, including an outline of how to apply perturbative techniques beyond the "semiclassical" approximation. Appendix A provides some Gaussian path integrals. Appendix B gives some details for the change of measure.
Classical Mechanics
Newton's second law for one-dimensional motion along the x-axis reads:
where m is the mass of an object, a ≡ẍ is its acceleration, 4 and F is the force acting on it. Let
where the function V is called potential energy. Generally, V is a function of x and t. The equation of motion (1) then reads:
This equation can be derived via the principle of stationary action.
5 Let x(t) be a continuous path F connecting two spacetime points (x 0 , t 0 ) and (x f , t f ), where
where L is the Lagrangian
Note that L has explicit time dependence only if V does. Now consider a small variation of the path x(t) → x(t) + δx(t), where δx(t) vanishes at the endpoints of the path: δx(t 0 ) = δx(t f ) = 0. The variation of the action reads:
where we have integrated by parts and taken into account that the surface term vanishes. The functional derivative δS/δx(t) vanishes if and only if
This is the Euler-Lagrange equation, which is the equation of motion (3) . So, the classical trajectory is determined by requiring that the action functional be stationary. Note that classical trajectories are deterministic: (3) is a second order differential equation, so the path x(t) is uniquely fixed by specifying the endpoints (x 0 , t 0 ) and (x f , t f ). Alternatively, it is uniquely determined by specifying the initial conditions: x(t 0 ) = x 0 andẋ(t 0 ) = v 0 , where v 0 is the velocity v ≡ẋ at t = t 0 .
Quantum Mechanics and Path Integral
In contrast, quantum mechanics is not deterministic but probabilistic. One can only determine the probability P (x 0 , t 0 ; x f , t f ) that starting at (x 0 , t 0 ) a quantum particle will end up at (x f , t f ). This is because of Heisenberg's uncertainty principle: in quantum mechanics it is not possible to specify both the position and the velocity at the same time with 100% certainty (see below). One way to think about this is that, starting at (x 0 , t 0 ), the particle can take an infinite number of paths with a probability distribution. The probability P (x 0 , t 0 ; x f , t f ) is given by
where the probability amplitude 7 is given by Feynman's path integral (Feynman, 1948 
where the integration is over all paths connecting points (x 0 , t 0 ) and (x f , t f ), and Dx includes an appropriate integration measure, which we will define below. Also, is the (reduced) Planck constant. The path integral (9) can be thought of as an N → ∞ limit of N − 1 integrals. Let us break up the interval [t 0 , t f ] into N subintervals:
The integral in the action (4) can be discretized as follows
Then the path integral (9) can be defined as
7 A.k.a. wave function, matrix element, propagator or correlator. 8 A.k.a. functional integral or infinite dimensional integral. 9 As usual, there are choices in defining the discretized derivative and integral, which are essentially immaterial in the continuum limit.
where each of the (N − 1) integrals 10 over x 1 , . . . , x N −1 is over the real line R. We will not derive the normalization of the measure in (11) . In the context of quantum mechanics it can be thought of being fixed either by using (11) and (9) as the definition of the probability amplitude and comparing it with the experiment, or by matching it to equivalent formulations of quantum mechanics, e.g., Schrödinger's equation, which itself is compared with the experiment. In the context of stochastic processes, path integral interpretation is different than in quantum mechanics and we will fix the measure directly using the definition of (conditional) expectation.
Classical Limit
Considering path integral in quantum mechanics is useful as based on physical intuition it helps develop methods that are also applicable in finance. In quantum mechanics path integral provides an intuitive picture for making a connection with deterministic classical dynamics. Intuitively, quantum effects are associated with being nonzero. Thus, according to Heisenberg's uncertainty principle
where σ x and σ p are standard deviations of the position x and momentum p ≡ mẋ. So, is the measure of deviation from classical dynamics -in the limit → 0 both position and momentum (or, equivalently, velocity v =ẋ) can be known, hence classical determinism. Path integral provides an elegant and intuitive way of understanding this. In the → 0 limit, the exponential factor exp(iS/ ) in the path integral (9) oscillates very rapidly, so the main contribution to the path integral comes form those paths that make the action stationary, and these are precisely the classical paths from the Euler-Lagrange equation (7) . The classical trajectory dominates the path integral in the → 0 limit.
Semiclassical Approximation
Since classical paths dominate in the small limit, fluctuations around classical paths should describe quantum corrections. This simple observation makes path integral into a powerful computational tool. Let x cl (t) be a solution to the EulerLagrange equation (7) subject to the boundary conditions x cl (t 0 ) = x 0 and x cl (t f ) = x f . Let x(t) be a general path with the same boundary conditions: x(t 0 ) = x 0 and x(t f ) = x f . Let ξ(t) ≡ x(t) − x cl (t). This quantum fluctuation vanishes at the endpoints of the path:
Furthermore, we can decompose the action into the classical and quantum pieces:
10 We have (N − 1) integrals as x N is fixed:
where
and
There is no linear term in ξ in S qu as it vanishes due to the Euler-Lagrange equation (7) for the classical trajectory x cl (t) and the boundary conditions (13) for ξ(t).
If we now define ξ ≡ √ ξ, we have
where S (2) qu corresponds to the quadratic in ξ term in (17), while S (k) qu , k > 2 correspond to the higher order terms. The latter are suppressed by extra powers of √ and the leading quantum correction comes from the quadratic piece. Keeping only the quadratic piece is known as the semiclassical approximation. 12 If V is quadratic in x, then there are no higher order terms and this produces an exact result.
13 Here we will not do any computations in the case of quantum mechanics as we are interested in applying path integral to asset pricing. However, the physical picture has lead us to a computational tool, whereby we keep only quadratic terms in the action and treat higher order terms as perturbative -in this case, quantum -corrections. As we will see, this can be applied to asset pricing as well. This brings us to Euclidean path integral.
Euclidean Path Integral
Mathematically, the complex phase in Feynman's path integral (9) might be a bit unsettling.
14 The complex phase disappears if we go to the so-called Euclidean time via the Wick rotation t → −it. We then have Euclidean path integral:
11 Note that this is consistent with the measure (11), which contains 1/ √ for each integration. 12 A.k.a. the WKB (Wentzel-Kramers-Brillouin) approximation. 13 V (x) = mω 2 x 2 /2 is the potential for a harmonic oscillator. 14 While mathematically Feynman's path integral might not be strictly well-defined, Feynman diagram techniques based on it have been used to compute various quantities in Quantum Electrodynamics with mindboggling precision. E.g., independent determinations of the fine structure constant experimentally agree within 10 −8 precision.
The Euler-Lagrange equation is still of the form (7) with L replaced by L E . In the remainder, we will focus on Euclidean path integral (relevant in asset pricing), so moving forward we will drop the subscript "E". Mathematically, Euclidean path integral looks more "well-defined" than Feynman's path integral, at least for V ≥ 0, as in this case the argument of the exponent is a real non-negative number. The discretized version is defined via
Here too we can consider fluctuations around classical paths x(t) = x cl (t) + ξ(t), and the semiclassical approximation amounts to keeping only the terms quadratic in ξ;
Next we discuss how to compute the path integral in the semiclassical approximation.
Gaussian Path Integral
Let us drop O(ξ 3 ) terms (if any) in (27) . We then have
15 It is assumed that, if there is any explicit t-dependence in V , it is such that V is real.
where ξ ≡ m/ ξ,
is a second-order differential operator. 16 Here
and in rewriting S (2) [ ξ] via (29) we have used the boundary conditions ξ(t 0 ) = ξ(t f ) = 0. Also, we kept Dξ in (28) -we have to fix the measure anyway.
So, we have a Schrödinger operator C on the interval t ∈ [t 0 , t f ] with Dirichlet boundary conditions ξ(t 0 ) = ξ(t f ) = 0. Let ψ n (t) be a complete orthonormal set of eigenfunctions of C satisfying the boundary conditions ψ n (t 0 ) = ψ n (t f ) = 0:
We have the following expansion:
The integration measure Dξ can be written as
where N is a normalization constant to be determined. The path integral in (28) then reads:
where the determinant of C is formally defined as the product of its eigenvalues. 16 Known as the Schrödinger operator.
Gelfand-Yaglom Theorem
Computing Schrödinger operator determinants is facilitated by the Gelfand-Yaglom theorem (Gelfand and Yaglom, 1960) 17 according to which
where C 1 and C 2 are two Schrödinger operators with Dirichlet boundary conditions at t 0 and t f , and
Applying this theorem to C 1 = C and C 2 = C * , where C is defined in (30) , while C * is the Schrödinger operator for a free particle (V = 0)
and noting that φ * (t) = t − t 0 , we have
where φ(t) is the solution to the following initial value problem:
which is straightforward to implement numerically, if need be (see below). So, our path integral reduces to
We do not even need to compute N -which can be done by discretizing, computing (N − 1) integrals and then taking N → ∞ limit -because if we know the amplitude x f , t f | x 0 , t 0 * for the free particle case, we can directly compute N instead. This is precisely the approach we will follow in the context of asset pricing.
Van Vleck-Pauli-Morette Formula
In the cases where S cl as a function of x 0 and x f is explicitly known, we do not even need to solve (44) . We can apply the Van Vleck-Pauli-Morette Formula instead:
In practice, however, often it might be easier to solve (44).
Operator Expectation Values
Thus far we have discussed the probability amplitude x f , t f | x 0 , t 0 . More generally, we can consider expectation values
where the l.h.s. is interpreted as an expectation value of an operator A(t), while on the r.h.s. A(t) is a function(al) constructed from x(t), its derivatives and t. Let A ≡ exp(− A/ ). Then we have
where S ≡ S + A. In general, when A is not a local function of t but a functional, approximating this path integral via a semiclassical approximation by expanding S to the quadratic order in fluctuations around the classical solution to the EulerLagrange equation based on S would be incorrect. Instead, we would have to expand around a classical solution to the Euler-Lagrange equation based on the "effective" action S. However, S may not even be local. In this case the methods discussed above cannot be straightforwardly applied. This will restrict A (see below).
Path Integral in Asset Pricing
Euclidean path integral naturally arises in asset pricing. Suppose we have a stock S t and a cash bond B t . Let us assume that B t is deterministic. Suppose X is a claim 18 at maturity T . Then the price of the claim at time t is given by
Here Q is the measure under which the discounted stock price Z t ≡ B −1 t S t is a martingale, and the conditional expectation · Q,Ft is defined along the latter portion of 18 E.g., this could be a call/put/binary option or some other derivative.
paths that have initial segments F t . Below we discuss such conditional expectations in the path integral language. Our discussion is general and not limited to stocks.
Consider a P-Brownian motion 19 W t between t = 0 and some horizon time T (here P is the measure). Let x(t) be the values of W t (with x(0) = 0). We will divide the time interval
be a previsible process, i.e., A t depends only on the path F t = {(x(s), s)|s ∈ [0, t]}:
The conditional expectation (here
can be thought of as a ∆t i → 0, i.e., N → ∞, limit of the corresponding discrete expression:
This limit is nothing but a Euclidean path integral
where Dx includes a properly normalized measure (see below), and
is the Euclidean action functional for a free particle on R (as before, dot inẋ(t) denotes time derivative). Let us note some straightforward differences in units between the path integral in (55) and the quantum mechanical Euclidean path integral (19) . Here we have no mass m or , and x(t) does not have the dimension of length but of √ t. I.e., the two path integrals are the same in the units where m = = 1. In these units the discretized measures in (22) and (53) are identical. Note that the measure in (53) is a corollary of the measure P for the Brownian motion.
21
19 A.k.a. a Wiener process. 20 In this expectation only x(t 0 ) = x 0 is fixed and x N = x f is integrated over -see below. 21 Recall that the measure (22) is fixed by requiring agreement with experiment, be it directly or via its derivation using, e.g., Schrödinger's equation, which itself is verified experimentally.
In the context of quantum mechanics we considered paths where both endpoints are fixed. Here too we have the following conditional expectation:
In the asset pricing context we will primarily be interested in the latter conditional expectation. For A t ≡ 1 the conditional expectation (57) is nothing but the probability 22 of starting at (x 0 , t 0 ) and ending at (x f , t f ):
The discussion in Subsection 3.4 carries over unchanged (with m = = 1), and we can immediately fix N in (45) by noting that S cl = (x f − x 0 ) 2 /2(t f − t 0 ) and φ(t) = t − t 0 in this case, so that:
The same result can be obtained by doing a direct (and tedious, albeit straightforward) computation using the discretized definition (57) and taking the large N limit. Using the path integral techniques gets us to the answer quickly and elegantly. Now that we have fixed N , we can compute (the analog of) the "semiclassical" approximation 23 for expectations (57) with A t of the form
where ρ(x, t) and V (x, t) are deterministic functions. Thus, let
Then the "semiclassical" approximation is given by
22 Note that in the quantum mechanical context this quantity has the interpretation of the probability amplitude instead. 23 Or the WKB approximation in the PDE language. We will use "semiclassical" approximation.
where 
where the "effective" Lagrangian L is defined via
and is given by
Also,
Note that locally the ρ(x, t)ẋ term in L simply shifts ∂V /∂x by ∂ρ/∂t. We discuss some explicit examples in Appendix A. Here the following remark is in order. The choice of the form of A t in (61) is based on the requirement that the "effective" action S be a local functional containing no higher-than-then-first derivative of x. If L, even if it is local, depends on higher derivatives of x(t), then we no longer have a Schrödinger operator in the approximation where we neglect higher-than-quadratic terms in x in S. If L contains nonlocal terms, e.g.,
where γ(s) is some deterministic function (and, e.g., t a = 0 and t b = t, or t a = t 0 and t b = t f ), then the methods we discuss cannot be straightforwardly applied. 24 
Application to Short-rate Models
The path integral methods can be applied to pricing bonds in short-rate models. A short-rate model posits a risk-neutral measure Q and a short-rate process r t . The cash bond process is given by
24 Nonlocal L can be thought of as an infinite series of terms containing higher derivatives of x.
while the bond price is given by
The price at time t of a general claim X at maturity T is
Consider the claim X = 1 (to avoid confusion with the potential V (x, t), we use lower case v for the pricing function):
for which v(r t , t, T ) = P (t, T ), and v(z, T, T ) = 1. In short-rate models one usually works with a parameterized family of processes, and chooses the parameters to best fit the market. Thus, let us assume that r t satisfies the following SDE:
where σ(y, t) and ν(y, t) are deterministic functions, and W t is a Q-Brownian motion. The pricing function v(z, t, T ) satisfies a pricing PDE, which follows from the requirement that the discounted bond process Z(t, T ) ≡ B t v(r t , t, T ) be a martingale under the risk-neutral measure Q:
with the boundary condition v(z, T, T ) = 1.
Path Integral Approach
Instead of assuming (74) and solving the pricing PDE, following the previous section, we can write v(z, t, T ) as a path integral. We will do this in two steps. We will first discuss the Vasicek/Hull-White model. Then we will discuss a generalization.
In the Vasicek/Hull-White model, the short-rate SDE reads:
where σ(t), θ(t) and α(t) depend only on time. For constant σ, θ and α we have the mean-reverting Ornstein-Uhlenbeck process. For now, we will not assume that σ(t), θ(t) and α(t) are constant.
Let
Straightforward algebra yields
Our pricing function v(z, t, T ) therefore reads:
where we have used (136). Note that this result is exact.
Direct Path Integral Computation
One shortcoming of the Vasicek/Hull-White model is that r t can occasionally become negative. One way to deal with this is to consider short rate models of the form r t = r 0 f (X t )/f (X 0 ), where X t follows the Vasicek/Hull-White model:
Here f (y) is a positive function, e.g., f (y) = exp(y), which is the Black-Karasinski model. From the path integral we can immediately see that in the general case the "effective" action would be nonlocal. In the case where σ, θ and α are constant, the problem is tractable.
25
We will now derive the result (80) for constant σ, θ and α via a direct path integral computation using a change of measure. 26 In the process it will become clear how to tackle more general cases (including the Black-Karasinski model). We have the Q-Brownian motion W t . Consider the following P-Brownian motion:
where the previsible process γ t is given by (note that r t = X t in this case)
25 More precisely, the problem is tractable even if θ and α are t-dependent -see below. 26 A similar, but more "heuristic", computation was performed in (Otto, 1998) .
The change of measure is given by
Furthermore, we have
The pricing function is given by
This is a Gaussian path integral -recall that W s is replaced by x(s) and d W s is replaced byẋ(s) ds. We can simplify the computation by observing that for constant parameters the pricing function depends on t and T only in the combination T − t, so it suffices to compute v(z, 0, T ), where we have r 0 = z, so ν = (θ − αz)/σ and the initial condition on x is x(0) = 0. Yet another simplification is achieved by changing integration from x to y ≡ x − ν/α, so that γ s is replaced by −αy(s) (and the measure is not affected). We then have the following path integral:
where the "effective" action S = S[y(s)] is given by
and the "effective" Lagrangian reads:
Also, G is a normalization factor. We have accounted for the change of measure, so it might seem that G should be 1. However, this is not so. We will come back to G momentarily, after we evaluate our path integral. The Gaussian path integral over Dy can be done using (140). A tedious but straightforward computation gives
This precisely agrees with (80) with constant coefficients except for the prefactor G exp(−αT /2). This is because
To see this, let us compute the expectation
This should be identically equal to 1. Let us do the path integral calculation as above:
This gives
So, we indeed have (96). This additional normalization factor arises due to the integration of y ′ = y(T ) in (98): we must integrate over the variable such that it is equivalent to the integration over x ′ = x(T ) under the Q measure, and this variable is y(T ) exp(αT /2). We discuss this in more detail in Appendix B.
28 28 For a related discussion in the discretized picture, see, e.g., (Moriconi, 2004 ).
Generalization to Positive Short-rate Models
It is now clear how to generalize the path integral approach to general models of the form
with constant σ, θ and α. (We will discuss t-dependent coefficients below.) Without loss of generality we can set X 0 = 0 and f (0, 0) = 1.
We have the Q-Brownian motion W t . Consider the following P-Brownian motion:
where the previsible process γ t is given by
The change of measure is given by (84). We have
where x * is determined from the equation
We can write the pricing function v(x, t, T ) as a path integral: W s is replaced by x(s) and d W s is replaced byẋ(s) ds. A simplification is achieved by changing integration from x to y ≡ x − ν/α, so that γ s is replaced by −αy(s) (and the measure is not affected). We then have the following path integral:
The "effective" action S = S[y(s)] is given by
Also, G is a normalization factor. It is fixed from the requirement that
This gives us
in complete parallel with the previous section -see Appendix B for details. The path integral over Dy in (111) is not Gaussian for a general function f (X t , t). We can use the "semiclassical" approximation:
, and y cl (s) is determined from
Also, φ(T ) is given by
Note that (119) is exact if the function f (X t , t) is quadratic (or linear).
Black-Karasinski Model, etc.
Let us illustrate the above discussion on the Black-Karasinski model:
We then have
where y cl (s) satisfies the following equation of motioṅ
where E is an integration constant. Computing v(z, t, T ) is now straightforward: y cl and φ(T ) are obtained by solving differential equations, and the integral over y ′ is fast-converging.
Finally, consider a model with f (X t , t) = 1+b(t)X t +a(t)X 2 t . For constant coefficients a and b the pricing function is similar to that for the linear case (Vasicek/HullWhite). The "semiclassical" approximation is exact -the path integral is Gaussian. For b 2 < 4a, a > 0 the short-rate is strictly positive. The generalization to nonconstant a(t) and b(t) is straightforward.
Concluding Remarks
In our discussion above, it was important to have (106) in the sense that it allows us to determine x * in (110). If x * cannot be determined, than we would be stuck. It is a separate issue that if σ is t-dependent, the change in the path integration measure is more nontrivial and requires special treatment (see, e.g., (Otto, 1998) ). However, this is a moot point as without being able to fix x * we cannot do the path integral anyway. So, we will assume that σ is constant. However, a priori, there is no obstruction to having t-dependent θ and α. Things are a bit more complicated, but still tractable. All the necessary ingredients are provided above, so the reader should be able to work out the details.
Another point concerns the validity of the "semiclassical" approximation. In quantum mechanics it is the leading quantum correction -the higher corrections corresponding to higher orders in quantum fluctuations ξ over the classical background x cl are suppressed in the small limit. In the asset pricing context we have no . The analog of "quantumness" is randomness or volatility -if the volatility is zero, there is no randomness. So, the meaning of the "semiclassical" approximation is that it is a small "volatility" approximation. However, this is not to say that this is a small-σ approximation, where σ is defined in (102). Indeed, σ is a dimensionful parameter. The dimensionless expansion parameter is ǫ ≡ √ T − t σ, and the "semiclassical" approximation is valid when ǫ ≪ 1. This can be seen by rescaling s ≡ (T − t) s and y ≡ √ T − t y in the "effective" action (113). Higher corrections beyond the "semiclassical" approximation can be computed using perturbation theory. The basic idea is that we can evaluate the path integral
where L qu (ξ,ξ, t) ≡ 1 2ξ 2 + 1 2
qu (ξ,ξ, t) + V qu (ξ, t) (130) by expanding the exponent so we have an infinite series of (integrals over) correlators of the form
qu (ξ,ξ, t) ξ(τ 1 )ξ(τ 2 ) . . . ξ(τ n ) (131) with n ≥ 3, where L (2) qu (ξ,ξ, t) is the quadratic part in (130). These n-point correlators can be evaluated using the generating functional
qu (ξ,ξ, t) − J(t)ξ(t)
which is a Gaussian path integral and can be readily computed. Then we have
and K qu (x 0 , t 0 ; x f , t f ) = exp − 
where V qu (ξ, t) contains cubic and/or higher terms in ξ. The correlator (134) can then be computed order-by-order in perturbation theory. At each order taking the functional derivatives becomes a combinatorial problem, which was solved by Feynman via a neat diagrammatic representation in terms of Feynman diagrams constructed from propagators and interaction vertices (see, e.g., (Corradini, 2014) , (Kleinert, 2004) and (Rattazzi, 2009 )) which can be readily used in asset pricing.
