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Abstract
We study perpetual reductions in orthogonal (or con0ict-free) fully extended expression reduc-
tion systems (OERS). ERS is a formalism for rewriting that subsumes term rewriting systems
(TRSs) and the -calculus. We design a strategy that, for any given term t in a fully extended
OERS, constructs a longest reduction starting from t if t is strongly normalizing and otherwise
constructs an in6nite reduction. We call this strategy a limit strategy. For a large class of OERSs
a limit strategy is computable. The Conservation Theorem for fully extended OERSs follows
easily from the properties of the strategy. We develop a method for computing the lengths of
longest reductions in fully extended OERSs. For strongly persistent fully extended OERSs the
algorithm does not require actual transformation of the input term. As a corollary, we get an al-
gorithm for computing the lengths of longest developments in OERSs. c© 2001 Elsevier Science
B.V. All rights reserved.
Keywords: Rewrite systems; -calculus; Perpetual reductions; Strong normalization
1. Introduction
O’Donnell [51] showed that the innermost strategy is perpetual for orthogonal term
rewriting systems (OTRSs) [13, 42, 3]. This means that a repeated contraction of inner-
most redexes in a term yields an in6nite reduction whenever the term has an in6nite
reduction. In fact, any strategy that contracts only the redexes that do not erase any
other redex is perpetual in OTRSs. Moreover, one can even reduce redexes whose
erased arguments are strongly normalizing [42]. For the lambda-calculus, a more sub-
tle computable perpetual strategy, F∞, was invented by Barendregt et al. [5, 4]. This
strategy reduces the leftmost -redex that is not contained in the operator of another
redex and that is either an I -redex or a K-redex whose argument is in normal form.
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Perpetual reductions are interesting because termination of a perpetual reduction start-
ing from a term t implies strong normalization of t (i.e., termination of all reductions
starting from t). Our aim is not only to construct an in6nite reduction of any given
term t when it exists, but also to construct a longest reduction if all reductions starting
from t are 6nite. The idea is that, for constructing a perpetual reduction, one should
try to avoid erasure of ‘in6nite’ subterms, that is, the subterms having an in6nite
reduction. To construct a longest possible reduction, on the other hand, one should
delay the contraction of a redex until it is no longer possible to duplicate it by re-
ducing an outer redex. We can satisfy both these conditions if in each term s we
contract a limit redex which is de6ned as follows: Choose in s an external redex u1
(i.e., a redex whose descendants never appear inside the arguments of other redexes
[22]); choose an erased argument s1 of u1 that is not in normal form; choose in s1
an external redex u2, and so on as long as possible. The last redex chosen is a limit
redex of s.
This strategy, which we call a limit strategy, is not computable for orthogonal sys-
tems in general, but is computable, for example, for the large class of strongly se-
quential OTRSs [22], where at least one external redex can be found eHectively in
any reducible term. The left-normal OTRSs, where function symbols precede variables
in left-hand sides of rewrite rules, and in particular the combinatory logic [11], are
strongly sequential as the leftmost-outermost redex is external in every term. Further,
note that the limit strategy is non-deterministic because neither external redexes nor
erased arguments are unique in general.
We develop a method for proving that the reductions constructed according to our
perpetual strategy are indeed the longest and for computing their lengths. Our method,
developed independently in [25], can be viewed as a re6nement of the Nederpelt–Klop
method, which reduces proving strong normalization in a typed -calculus [49] and
orthogonal combinatory reduction systems (OCRSs) in general [41] to proving weak
normalization (i.e., existence of a normal form). We 6rst consider orthogonal TRSs.
For any OTRS R, we de6ne the corresponding non-erasing OTRS R
, which contains
special function symbols 
n, and show that the least upper bound on the lengths of
R-reductions starting from a term t coincides with the number of 
-occurrences in the
R
-normal form of t. Sometimes, to compute this number, it is not necessary to actually
transform t. We will show this for the case of persistent TRSs. Furthermore, a term
t is strongly normalizing in R iH it is weakly normalizing in R
, and this result also
holds ‘globally’ for OTRSs: an OTRS R is strongly normalizing iH its 
-extension R

is weakly normalizing [41].
It is easy to see that, in any in6nite reduction, a redex that itself has an in6nite
reduction – call it an in4nite redex – is contracted. Thus, to construct an in6nite
reduction, one should try to retain at least one potentially in4nite redex, that is, a
subterm that can become an in6nite redex (more precisely, that has a descendant un-
der some reduction that is an in6nite redex). Thus any strategy that does not erase
potentially in6nite redexes is perpetual. In OTRSs, any potentially in6nite redex neces-
sarily has an in6nite reduction. That is why any strategy that contracts redexes which
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do not erase in6nite arguments is perpetual. In fully extended orthogonal expression
reduction systems (OERSs), a strongly normalizing subterm may also be a potentially
in6nite redex: after contraction of an outer redex a term can be substituted in it leav-
ing the subterm no longer strongly normalizing. For example, innermost reductions are
no longer perpetual in fully extended OERSs. It is safe, however, to erase strongly
normalizing arguments in which no substitution of subterms from outside is possible.
The strategy F∞ for the -calculus [5] is a strategy that does so, and so is our limit
strategy. Therefore, they are perpetual. Moreover, these strategies construct longest re-
ductions because contraction of a redex is delayed until it is no longer possible to
replicate it by contracting an outer redex. Actually, F∞ is a limit strategy because the
leftmost-outermost redexes are external in the -calculus. Furthermore, the properties
of a limit strategy allow for a simple proof of the Conservation Theorem for fully ex-
tended OERSs just as the properties of F∞ allow for a simple proof the Conservation
Theorem in the -calculus [5, 4]. This theorem states that all non-erasing redexes are
perpetual (i.e., they retain the possibility of an in6nite reduction).
Our method for computing the lengths of the reductions constructed according to
the limit strategy and for proving that these reductions are the longest in fully ex-
tended OERSs as well, is an extension of our method used for OTRSs. For any
fully extended OERS R, we de6ne the corresponding non-erasing OERS R
, called the

-extension of R. We add fresh function symbols 
n to the alphabet of R. For any
R-rule r : t→ s, we keep the erased arguments of t in the right-hand side of each corre-
sponding R
-rule r
 : t′→ s′ as 
-erased arguments of s′. Since this transformation af-
fects the structure of redex-creation in R, we have to introduce in6nitely many R
-rules
for each R-rule by saturating the left-hand sides with 
’s. And since erasure of argu-
ments of a redex depends not only on the rule but also on the arguments themselves,
the R
-rules are in general conditional. This helps us to give a natural translation of
R-reductions into R
-reductions and vice versa. Finally, we keep all 
-symbols of t′
as 
-erased symbols in s′ since they can be used as counters of steps in longest nor-
malizing reductions. We then show that, as in OTRSs, a term o in an OERS R is
strongly normalizing if it is weakly normalizing in R
 and that the least upper bound
of lengths of R-reductions starting from o coincides with the number of 
-occurrences
in the R
-normal form of o. OERSs are, however, unlike OTRSs in that if an OERS
R is strongly normalizing, R
 need not be weakly normalizing. Roughly, this happens
because there are ‘badly behaving’ redundant terms in R
 that are not needed for
simulation of R-reductions in R
.
Furthermore, computing the length of a longest reduction does not always require
that the input term actually be transformed. We show this for the case of strongly
persistent OERSs. In such OERSs, creation of redexes is not possible during the ‘pure
substitution steps’; it is possible only during the ‘TRS part’ of reduction steps, and the
arguments of a contracted redex and the context in which the reduction takes place
do not take part in the creation. Developments can be encoded as reductions in non-
creating OERSs, where there is no creation of redexes, and such OERSs are clearly
strongly persistent.
740 Z. Khasidashvili / Theoretical Computer Science 266 (2001) 737–772
The paper is organized as follows: In Section 2, we recall ERSs. In Section 3,
we 6rst present new proofs of some known perpetuality results for OTRSs using the
memory method, we then show that the limit strategy constructs the longest reductions
in OTRSs, and derive algorithms for computing the lengths of longest reductions in
some useful cases. In Section 4, we generalize these results to fully extended OERSs
(whenever possible). We conclude by discussing some related works in Section 5.
The reader familiar with OTRSs [13, 42, 3] and not interested in higher-order rewrit-
ing can skip the next section, and refer to it only for the notation (Notation 3), for an
informal description of the descendant concept [8, 30], and for the concept of similarity
of redexes (De6nition 6).
The results on the longest perpetual reductions have been reported previously in
[32, 34, 35, 37]. Here we simplify and correct several concepts and some proofs. Some
of the termination proofs employing the memory method and establishing exact upper
bounds were obtained much earlier in [25, 27].
2. Preliminaries: orthogonal expression reduction systems
Klop introduced combinatory reduction systems (CRSs) [41] to provide a uni-
form framework for reductions with substitutions like that in the -calculus [4] and
its extensions. Restricted rewriting systems with substitutions were 6rst studied by
Pkhakadze [52] and Aczel [1]. Several interesting formalisms were introduced later
[27, 50, 68, 67]. See [63] for a survey. We will refer to such systems using a collec-
tive name ‘higher-order rewriting’. Here we use expression reduction systems (ERSs)
[27, 29].1 ERSs are based on the syntax of Pkhakadze [52] and were introduced by the
present author independently from other formats of higher-order rewriting. The present
formulation of ERSs is simpler than in [27, 29].
Denition 1. Let  be an alphabet comprising variables x; y; z; : : :; function symbols,
also called simple operators; and operator signs or quanti4er signs. Each function
symbol has an arity k ∈N , and each operator sign  has an arity (m; n) with m; n =0
such that, for any sequence x1; : : : ; xm of pairwise distinct variables, x1 : : : xm is a
compound operator or a quanti4er with arity n. Occurrences of x1; : : : ; xm in x1 : : : xm
are called binding variables. Each quanti6er sign , as well as any corresponding
quanti6er x1 : : : xm and binding variables x1 : : : xm, has a scope indicator (k1; : : : ; kl) to
specify the arguments in which x1 : : : xm binds all free occurrences of x1; : : : ; xm. Terms
are constructed from variables by using functions and quanti6ers in the usual way:
variables are terms, and if t1; : : : ; tn are terms and  is an n-ary (simple or compound)
operator, then (t1; : : : ; tn) is a term too.
Metaterms are constructed similarly from terms and metavariables A; B; : : : that range
over terms, but with an extra operation: if t0; : : : ; tn are metaterms, then so is the
1 ERSs are called CRSs in [29].
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expression (t1=x1; : : : ; tn=xn)t0, also called a metasubstitution, where the scope of each
xi is t0. Metaterms without metasubstitutions are simple metaterms. An assignment
maps each metavariable to a term over . If t is a metaterm and  is an assignment,
then the -instance t of t is the term obtained from t by replacing metavariables
with their values under , and by replacing, in right-to-left order, metasubstitutions
(t1=x1; : : : ; tn=xn)t0 with the result of substitution of terms t1; : : : ; tn for free occurrences
of x1; : : : ; xn in t0. The substitution operation may involve a renaming of bound variables
to avoid collision, and we assume that the set of variables in  comes equipped with
an equivalence relation, called renaming, such that any equivalence class of variables
is in6nite and any variable can be renamed by any other variable in its equivalence
class. 2
For example, a -redex in the -calculus appears as Ap(x t; s), where Ap is a func-
tion symbol of arity 2, and  is an operator sign of arity (1; 1) and scope indicator (1).
Integrals such as
∫ t
s f(x) dx can be represented as
∫
x s t f(x) using an operator sign∫
of arity (1; 3) and scope indicator (3).
Below, we will ignore questions relating to the renaming of bound variables.
Denition 2. A conditional expression reduction system (CERS) is a pair (; R),
where  is an alphabet described in De6nition 1 and R is a set of rewrite rules
r : t→ s, where t and s are closed metaterms (i.e., no unbound variables) such that t
is a simple metaterm and is not a metavariable, and each metavariable that occurs in s
occurs also in t.
Furthermore, each rule r has a set of admissible assignments AA(r) which, in order to
prevent undesirable confusion of variable bindings, must satisfy the following condition
of being variable-capture-free (vcf):
[vcf] for any assignment ∈AA(r), any metavariable A occurring in t or s, and
any variable x∈FV (A) (the set of free, i.e., unbound, variables of A), either every
occurrence of A in r is in the scope of some binding occurrence of x in r, or no
occurrence is.
For any ∈AA(r), t is a redex (more precisely, an r-redex, or an R-redex), and s
is the contractum of t. We call R simple if the right-hand sides of R-rules are simple
metaterms. We call redexes that are instances of the same rule (i.e., with the same
admissibility predicate) weakly similar.
If for any rule r ∈R, AA(r) is the maximal set of variable-capture-free assignments,
then the CERS is called an unconditional expression reduction system, or simply an
Expression Reduction System (ERS). An ERS in which all assignments are admissible
for all rules is called variable-capture-free (vcf-ERS).
For example, in the ERS format the -rule is written as  :Ap(xA; B)→ (B=x)A;
where A and B can be instantiated by any terms (any assignment satis6es [vcf]). And
2 An equivalence class of variables can, for example, be the set of variables of the same type in a typed
language. In an untyped language, the renaming relation is usually the total binary relation on the variables.
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the "-rule is written as x(Ax)→A, which requires that an assignment  is admissible
iH x =∈FV (A). Otherwise an x occurring in A and therefore bound in x(Ax) would
become free. Note that " is an unconditional rule (despite the occur-check condition),
so can be treated in the framework of ERSs. A rule like f(A)→∃x(A) is also al-
lowed, but an assignment  with x∈FV (A) is not. The recursor rule is written as

(xA)→ (
(xA)=x)A.
The only CERSs R that we will encounter in this paper will be occur-conditional.
That is, for any r ∈R and ∈AA(r), if an assignment ′ is such that FV (A)=FV (A′)
for any metavariable A occurring in r, then ′ ∈AA(r). Typically, admissible assign-
ments ∈AA(r) in occur-conditional ERSs will be combinations of occur-conditions
like x =∈FV (A) or x∈FV (A) for pairs (x; A) such that an occurrence of A in r is in
the scope of an occurrence of x.
As usual, a rewrite step consists of replacement of a redex by its contractum. Sub-
terms of a redex u corresponding to the metavariables of the corresponding rule are
arguments of u, and the rest of u is its pattern. (Thus, a redex-pattern is a context
with a number of holes, and the variables in the arguments that are bound from inside
the pattern do not belong to the pattern.) Patterns and arguments are de6ned similarly
for the contractum of u if the right-hand side of the corresponding rule is a simple
metaterm (this is enough for our purposes). Subterms of u rooted in its pattern are
called the pattern-subterms of u.
Note that the use of metavariables in rewrite rules of CERSs can be avoided, and
free variables can be used instead, as in TRSs. This gives a natural embedding of TRSs
[13, 42, 3] into ERSs. Alternatively, TRSs can be embedded into ERSs by replacing
variables in TRS rules with metavariables.
Notation 3. A one-step reduction in which a redex u in a term o is contracted is
written as o u→ e or o→ e or just u. We write P : o e if P is a reduction of o to
e comprising 0 or more steps; and (by abuse of notation) write P : o for a (4nite
or in4nite) reduction starting from o. We use the letters t; s; e and o for terms;
u; v and w for redexes; a; b; c and d for (0-ary) constants; and N; P and Q for
reductions. |P| denotes the length of P; and P + Q denotes the concatenation of P
and Q (the 4nal term of P and the initial term of Q must coincide). We write s⊆ t
if s is a subterm of t.
A term without redexes is called a normal form. A term t is called weakly normal-
izing, or just normalizing, if it can be reduced to a normal form; t is called strongly
normalizing, or terminating, if any reduction starting from t is terminating. A CERS
R is called weakly (strongly) normalizing if any term in it is weakly (strongly) nor-
malizing. A CERS R is Church–Rosser or con;uent if the 6nal terms of any co-initial
6nite reductions can be reduced to the same term.
Because of (possibly nested) substitutions on the right-hand sides of ERS rules, an
ERS step is a complex operation as it actually consists of a 6rst-order rewrite step
followed by a number of substitution steps. We use the S-reduction rules (rather than
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the -rule 3) to express substitutions:
Sn+1x1 : : : xnA1 : : : AnA0 → (A1=x1; : : : ; An=xn)A0; n = 1; 2; : : : ;
where Sn+1 is the operator sign of substitution with arity (n; n + 1) and scope in-
dicator (n + 1), and x1; : : : ; xn and A1; : : : ; An; A0 are pairwise distinct variables and
metavariables. Thus Sn+1 binds free variables only in the last argument.
Thus, a(n occur-conditional) CERS R is split into the TRS-part Rf and the substitu-
tion-part S (we assume that R does not contain symbols Sn+1). If R is simple, we
de6ne that RfS =Rf =R. Otherwise RfS =Rf ∪ S, where Rf is the CERS obtained from
R by adding symbols Sn+1 to the alphabet and by replacing all metasubstitutions of
the form (t1=x1; : : : ; tn=xn)t0 by Sn+1x1 : : : xnt1 : : : tnt0 in the right-hand sides of the rules.
For example, the f rule would be f :Ap(xA; B)→ S2xBA. Clearly, an R-step can be
re4ned into an Rf-step followed by a number of S-steps reducing all created S-redexes
say in right-to-left order. For example, the re6nement of the -step Ap(xt; s)→ (s=x)t
would be Ap(xt; s)→f S2xst→S (s=x)t. The notion of re6nement generalizes to R-
reductions with 0 or more steps.
In this paper, we focus on orthogonal (or con0ict-free) CERSs. In ERSs, orthogo-
nality is de6ned as in CRSs [41, 43]. For conditional ERSs, we need also to require
that descendants of redexes are redexes weakly similar to their ancestors, so that the
admissible assignments are such that contraction of a redex cannot break down another
redex [39] (for OERSs, this can easily be proven).
To de6ne descendants for CERS-steps, we need to combine the descendant concepts
for TRSs and for the -calculus (or for S-reduction rules). There are several diHerent
de6nitions of descendants both for TRSs and the -calculus. For TRS steps, our def-
inition coincides with Boudol’s concept of trace [8, 30]: the contracted redex and all
its pattern-subterms have the contractum as the descendant (the contracted redex does
not have a residual). It is, however, slightly diHerent from Klop’s [42] concept of de-
scendant which is also diHerent from the concept of residual. For example, in the step
t=f(g(a))→ b= s according to the rule f(g(x))→ b, the descendant of both pattern-
subterms f(g(a)) and g(a) of t in s is b, and a does not have a descendant in s. For
substitution steps, we follow the de6nition from [26]: the contracted redex (x:s)t, its
function part x:s, and the body s all have the contractum as the descendant, and the
free occurrences of x in s descend to the corresponding substituted occurrences of t.
This induces a descendant concept for S-steps. For a precise de6nition of descendants
we refer to [39].
Denition 4. A rewrite rule t→ s in a CERS R is left-linear if t is linear (i.e., no
metavariable occurs more than once in it). R is left-linear if each rule in R is left-
linear. R is non-ambiguous, or non-overlapping, if an R-redex u can properly contain
an R-redex v only in an argument, and u can coincide with v only when u and v are
3 The S-rules are somewhat simpler than the -rule in that the pattern of any S-rule consists of one
quanti6er only.
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weakly similar. R is orthogonal if it is (a) left-linear, (b) non-overlapping, and (c) if
v and u are diHerent R-redexes in a term t and t u→ s, then any u-descendant v′⊆ s of
v is again an R-redex weakly similar to v. These redexes are called the residuals of v.
Let t u→ s. A redex of s is said to be created by contracting u, or to be a (u)-new
redex, if it is not a residual of a redex of t. The notions of descendant and residual
extend naturally to arbitrary reductions in CERSs, and the ancestor relation, called
also the origin relation, is the inverse of the descendant relation. Now developments
can be de6ned as usual (e.g., [4]): A development of a set of redexes U in t, or
a U -development, is a reduction that contracts only residuals of redexes in U . If a
U -development is 6nite and its 6nal term does not contain residuals of redexes in U ,
then it is called complete. The reference to U is omitted when U is the set of all
redexes in t.
Orthogonal CERSs are orthogonal (context-free) CCERSs as de6ned in [39] and
hence are con0uent:
Theorem 5 (Khasidashvili et al. [39]). Orthogonal CERSs are con;uent.
We conclude this section by the following Similarity Lemma from [37], which
shows how the erasure of arguments depends on the binding structure of the redex.
We call an argument si of a redex u=C[s1; : : : ; sn] (u-)erased if it does not have
descendants in the contractum of u and otherwise call it (u-)main. Correspondingly,
we call the u-erased (main) sequence the maximal subsequence i1; : : : ; im of 1; : : : ; n
such that sik are u-erased (u-main). Sometimes we will write u as u=C[x1s1; : : : ; xnsn]
to indicate that xi = {xi1 ; : : : ; xini } is the subset of binding variables of C such that si is
in the scope of an occurrence of each xij , j=1; : : : ; ni.
Denition 6. We call weakly similar redexes u=C[x1e1; : : : ; xnen] and v=C[x1o1; : : : ;
xnon] similar if, for all i and every xij ∈ xi, xij ∈FV (ei) iH xij ∈FV (oi). (Thus, in a
TRS, redexes are similar iH they are redexes of the same rule.)
Lemma 7 (Similarity). Let u=C[x1t1; : : : ; xntn] and v=C[x1s1; : : : ; xnsn] be weakly
similar redexes in a CERS; let m1; : : : ; ml be the v-main sequence; let n1; : : : ; nk be
the v-erased sequence; and let xmj ∩FV (tmj)⊆ xmj ∩FV (smj) for each j=1; : : : ; l. Then
tn1 ; : : : ; tnk are (some of the) u-erased arguments. In particular; if u and v are similar;
then their erased (and main) sequences coincide.
3. Longest perpetual reductions in OTRSs
In this section, we de6ne the limit strategy for OTRSs and show that it gener-
ates the longest perpetual reductions. We will show that exact upper bounds on the
lengths of reductions can be found eNciently for strongly persistent OTRSs, and as a
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corollary we obtain an algorithm for computing the lengths of longest developments.
We will also give new proofs of some known perpetuality results using the memory
method.
3.1. OTRSs with memory
As already discussed in the Introduction, the general idea of the memory method is
to associate a non-erasing system R
 with a rewrite system R in such a way that all
reductions in R can be simulated by reductions in R
. Since R
 is non-erasing, one
hopes to prove that if a term in R is weakly normalizing in R
, it is also strongly
normalizing in R
. Because of the above simulation, it would therefore be strongly
normalizing in R, too. One needs special memory symbols to keep erased arguments
in the right-hand sides of R
-rules (we use 
-symbols for that purpose), and the mem-
ory symbols may block creation of redexes during R
-steps. One way to ensure the
possibility of simulation is to have special ‘restructuring rules’ for moving these mem-
ory symbols away from undesirable positions. Klop [41] introduced such a rule called
shift. Another way, used here, is simply to extend the left-hand sides by allowing
occurrences of memory symbols in them.
Another diHerence between our method and the Nederpelt–Klop method is that our
method does not memorize all arguments in the right-hand sides. Only erased arguments
are memorized. Thus, there are no extra (unnecessary) copies of non-erased arguments
in the right-hand sides of R
-rules. This diHerence is important because it allows us
to characterize the least upper bounds of the lengths of reductions in OTRSs and
fully extended OERSs in terms of the number of 
-occurrences in the corresponding
R
-normal forms (see Sections 3.4 and 4.4).
For a given OTRS R, we now de6ne its “
-extension” R
: for each R-rule t→ s, we
have a set of R
-rules of the form t′→ 
l(
0; : : : ; 
0; xi1 ; : : : ; xik ; s), where 
n is a fresh
n-ary function symbol; t is obtained from t′ by removing all arguments, except the last,
of 
-symbols occurring in t′ as well as the 
-symbols themselves (written t= [t′]
); and
xi1 ; : : : ; xik are all variables of t that do not occur in s. We show that R
 is orthogonal
and hence con0uent. If a term e has a normal form in R
, then all R
-reductions of e
are 6nite because their lengths cannot exceed the number ‖o‖
 of 
-occurrences in the
R
-normal form o of e. Indeed, for any R
-reduction P : e e′, we have e′ o by con-
0uence of R
; hence |P|6‖e′‖
6‖o‖
. For any R-reduction Q : t1→ t2→ · · · → tn, we
construct a corresponding R
-reduction Q
 : s1 = t1→ s2→ · · · → sn such that [si]
 = ti.
Thus, in order to prove that t1 is strongly R-normalizing, it is enough to prove that it
has an R
-normal form. Now, if sn is an R
-normal form of s1, then ‖sn‖
 is an upper
bound of lengths of R-reductions starting from t1. Thus, the length of Q is maximal
if sn is the R
-normal form of s1 when tn is the normal form of t1, and |Q
|= ‖sn‖

(i.e., each step of Q
 increases the number of 
-occurrences by 1). This is achieved
by contracting the limit redexes only. Indeed, in this case, the existing 
-occurrences
do not replicate, and the only new 
-symbol created in each step is the head symbol
of the contractum.
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Denition 8. The 
-extension (
; R
) of an OTRS (; R) is de6ned as follows:
1. 
 =∪{
n | n=0; 1; : : :}, where for any n, 
n is a fresh n-ary function symbol.
For any 
-subterm s= 
n+1(t1; : : : ; tn; t0) (if any) of a term t over 
, the arguments
t1; : : : ; tn, as well as subterms and symbols in t1; : : : ; tn and the head-symbol 
 itself,
are called 
-erased, or more precisely, 
′-erased, where 
′ is the occurrence of
the head symbol of s in t. The argument t0 is called 
′-main. The symbols and
subterms in t that are not 
-erased are called 
-main. We denote by [t]
 the term
obtained from t by removing all 
-erased symbols. 4
2. R
 is the set of all rules of the form r
 : t′→ s′ such that
(a) there is a rule r : t→ s in R such that [t′]
 = t;
(b) the term t′ is linear (i.e., no variable appears twice or more in t′); the head
symbol of t′ is not a 
-symbol (i.e., it coincides with the head symbol of t);
the 
-erased arguments of each occurrence 
′ of a 
-symbol in t′ are variables,
and the 
′-main argument is not a variable;
(c) if x1; : : : ; xn are all 
-main variables of t′ (enumerated from left to right),
y1; : : : ; ym are all 
-erased variables of t′, and xi1 ; : : : ; xip are all variables among
x1; : : : ; xn that do not occur in s, then
s′ = 
l(
k︷ ︸︸ ︷

0; : : : ; 
0; y1; : : : ; ym; xi1 ; : : : ; xip ; s);
where k is the number of occurrences of 
-symbols in t′, and l= k+m+p+1.
For any r
-redex u= t′, we call the arguments corresponding to xi1 ; : : : ; xip
quasi-erased arguments of u, and call the arguments corresponding to the
remaining variables from x1; : : : ; xn quasi-main arguments. R
 and R are called

-corresponding TRSs, and r
 and r are called corresponding rules in R

and R.
Example 9. Let R= {r :f(a; x)→ b}. Then R
-rules have the form
f(
l1 (x11 ; : : : ; x
l1−1
1 ; 

l2 (x12 ; : : : ; x
l2−1
2 ; 

l3 (: : : ; 
ln(x1n; : : : ; x
ln−1
n ; a) : : :))); x)
→ 
(
0; : : : ; 
0; x11 ; : : : ; xl1−11 ; x12 ; : : : ; xl2−12 ; : : : ; x1n; : : : ; xln−1n ; x; b)
For example, r
 :f(
2(y; 
2(z; a)); x)→ 
6(
0; 
0; y; z; x; b) is an R
-rule; t=f(
2(o;

2(s; a)); 
1(e)) is an r
-redex whose (
-main) argument 
1(e) is quasi-erased (t does
not have quasi-main arguments), [t]
 =f(a; e) is an r-redex whose only argument e is
erased, t′= 
6(
0; 
0; o; s; 
1(e); b) is the contractum of t, and [t′]
 = b is the contractum
of f(a; e). Note that the conditions in (b) ensure that t can be seen as a redex in a
unique way: without these conditions, r′
 :f(

2(y; 
2(z; a)); 
1(x))→ 
7(
0; 
0; 
0; y; z;
x; b) would be an R
-rule and t would also be an r′
-redex. This would cause an
undesirable overlap of R
-redexes in t.
4 Alternatively, [t]
 could be de6ned as the normal form of t w.r.t. the rules 
n+1(x1; : : : ; xn; x)→ x.
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Lemma 10. For any OTRS R; R
 is orthogonal.
Proof. Any overlap of patterns of two R
-redexes causes an overlap of patterns of
the corresponding R-redexes. The left-linearity of R
 immediately follows from
De6nition 8.
Lemma 11. Let t be a term over 
 whose head-symbol is not a 
-symbol and let
[t]
 = s. Then t is an r
-redex i? s is an r-redex; where r
 and r are corresponding
rules in R
 and R. Moreover; if t′ is the contractum of t in R
 and s′ is the contractum
of s in R; then [t′]
 = s′.
Proof. Immediately follows from De6nition 8 (see also Example 9).
Corollary 12. Let R be an OTRS and P : s0
u0→ s1 u1→ · · · be a reduction in R. Then;
for any term t0 in R
 such that [t0]
 = s0; there is a reduction P
 : t0
v0→ t1 v1→ · · · in
R
 such that [ti]
 = si; and ui and vi are corresponding redexes in si and ti; for all
i=0; 1; : : : (P
 is determined uniquely by t0 and P).
Notation 13. ‖t‖
 denotes the number of occurrences of 
-symbols in t.
Lemma 14. Let t be a term in an OTRS R. If t is weakly normalizing in R
; then
t is strongly normalizing in R
 and R.
Proof. Let s be an R
-normal form of t and t→ t1→ · · · be an R
-reduction. By
Lemma 10 and the Church–Rosser theorem [13, 42], ti s for all i=1; 2; : : : : It is easy
to see that i6‖ti‖
6‖s‖
. So t is strongly normalizing in R
. Hence, by Corollary 12,
t is strongly normalizing in R.
3.2. Perpetuality and strong normalization in OTRSs
Denition 15. We call a redex u NF-erasing (resp. SN-erasing) if the erased arguments
of u, if any, are in normal form (resp. are strongly normalizing). A reduction is NF-
erasing (SN-erasing) if it contracts only NF-erasing (SN-erasing) redexes.
Denition 16. Let t be a term in an OTRS (
; R
), and let v be a redex in t.
(1) We say that t satis6es property [
1], written [
1](t), if any redex in t is 
-main.
(2) We say that v satis6es property [r − 
2], written [r − 
2](v), if there are no 
-
symbols in quasi-main arguments v. We say that t satis6es property [
2], written
[
2](t), if any redex in t satis6es [r − 
2].
We show in the next lemma that the property [
1] is preserved by any NF-erasing
step. The purpose of the property [
2] will be explained in the next subsection.
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Lemma 17. Let t u→ t′ be an NF-erasing step in an OTRS (; R); let s be a term in
R
 such that [s]
 = t and [
1](s); and let s
v→ s′; where v is the redex corresponding
to u. Then [
1](s′).
Proof. Let u=C[o1; : : : ; om] and v=C′[e1; : : : ; em; e′1; : : : ; e
′
p], where e1; : : : ; em are 
-
main arguments of v and thus (1): [ei]
 = oi, i=1; : : : ; m, and e′1; : : : ; e
′
p are 
-erased
arguments of v (the arguments e1; : : : ; em; e′1; : : : ; e
′
p may occur in v in a diHerent order).
Then the contractum of v in R
 has the form o′= 
(
0; : : : ; 
0; e′1; : : : ; e
′
p; ei1 ; : : : ; eil ; o),
where o is the contractum of C[e1; : : : ; em] in (
; R) and, for each j=1; : : : ; l, oij is u-
erased. Since oi1 ; : : : ; oil are u-erased and u is NF-erasing, we know that (): oi1 ; : : : ; oil
are R-normal forms. It follows from [
1](s) that in e′1; : : : ; e
′
p there are no R
-redexes
and that R
-redexes in s′ that are not in o′ or are in o are 
-main. It follows from
[
1](s), (1), (), and Lemma 11 that ei1 ; : : : ; eil are in R
-normal form. Thus [
1](s
′).
Corollary 18. Let P : t0
u0→ t1 u1→ · · · → tn be a normalizing NF-erasing reduction in an
OTRS (; R); and let P
 : s0
v0→ s1 v1→ · · · → sn be a corresponding R
-reduction such
that [s0]
 = t0 and [
1](s0). Then P
 is normalizing.
Denition 19. Recall that a strategy selects a redex to be contracted in any term not
in normal form [4]. A NF-erasing (resp. SN -erasing) strategy contracts an NF-erasing
(resp. an SN -erasing) redex in each step. A strategy is perpetual if it constructs an
in6nite reduction of any given term whenever such a reduction exists [4].
Theorem 20. An NF-erasing strategy is perpetual in OTRSs.
Proof. We need to show that if t has a normalizing NF-erasing reduction P : t t′,
then t is strongly normalizing. Indeed, by Corollary 18, the corresponding R
-reduction
P
 starting from t is also normalizing. Hence by Lemma 14, t is strongly normalizing
in R.
Denition 21. (1) A TRS is called non-erasing if all variables in the left-hand side of
any rule also occur in the corresponding right-hand side.
(2) A TRS is called weakly innermost normalizing [51] if each term has a normal
form reachable by an innermost reduction.
Corollary 22. (1) (Church [9]; Klop [42]) 5 Let R be a non-erasing OTRS. Then R
is weakly normalizing i? it is strongly normalizing.
(2) (O’Donnell [51]) Let R be an OTRS. Then R is strongly normalizing i? it is
weakly innermost normalizing.
(3) (Klop [42]) Any SN -erasing strategy is perpetual in OTRSs.
5 Church proved in [9] that in the I -calculus (which is non-erasing) a term is strongly normalizing if it
is weakly normalizing.
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Proof.
1. By Theorem 20, since any reduction in R is NF-erasing.
2. By Theorem 20, since any innermost reduction in R is NF-erasing.
3. We need to prove that if t0 has a normalizing SN -erasing reduction t0
u0→ t1 u1→ · · ·
→ tn, then t0 is strongly normalizing. Since ui is SN -erasing, there is an NF-erasing
normalizing reduction t0 t1 · · ·  tn. (Here ti+1 is obtained from ti by 6rst
normalizing the erased arguments of ui in an inside-out order and then contracting
the corresponding residual of ui; this reduction is clearly NF-erasing.) Hence by
Theorem 20, t0 is strongly normalizing.
The following two propositions were obtained by Klop [41], but the proof of
Proposition 24 in [41] is not correct: a proof of Proposition 23 is presented as a
proof of Proposition 24, but the former establishes weak R
-normalization only for
terms of R, not for all terms of R
.
Proposition 23. A term t in an OTRS R is strongly normalizing i? t is weakly
normalizing in R
.
Proof. (⇒) From Corollary 18.
(⇐) From Lemma 14.
Proposition 24. An OTRS R is strongly normalizing i? R
 is weakly normalizing.
Proof. (⇒) Let t be a term in R
. We prove that t is weakly normalizing by induction
on the length of t. By the induction assumption, all 
-erased subterms of t are weakly
normalizing in R
. Let t∗ be obtained from t by their reduction to R
-normal forms.
By Corollary 18, t∗ is weakly normalizing in R
 since [t∗]
 is strongly normalizing
in R. Hence, t is weakly normalizing.
(⇐) From Lemma 14.
Let us call an OTRS upward-creating if, for any reduction step t u→ s, any new
redex in s contains at least one symbol above the contractum of u. Reductions in
upward-creating OTRSs correspond to superdevelopments [43] in the same way as
reductions in non-creating OTRSs (where there is no creation of redexes) correspond
to developments. Hence the following proposition also gives a proof of the 6niteness
of superdevelopments in OTRSs.
Proposition 25. Upward-creating OTRSs are strongly normalizing.
Proof. It is easy to see that if R is an upward-creating OTRS, then so is R
. Thus
by Proposition 24, it is enough to prove that any upward-creating OTRS is weakly
normalizing. Let P be an innermost reduction in which any created redex is contracted
immediately after creation (note that, by orthogonality and upward-creatingness, any
step can create at most one redex). Since a created redex is strictly above the con-
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tractum of a contracted redex, the number of redexes of terms in P is eventually
decreasing. Thus P is terminating.
3.3. The limit strategy
Huet and LQevy introduced the concept of an external redex of a term and proved that
each term not in normal form possesses an external redex [22]. Using our descendant
notion, we can easily reformulate their de6nition as follows. A redex u⊆ t is called
external if its descendants never appear inside arguments of other redexes. A short
proof of the existence of an external redexes in any term not in normal form can also
be found in [30, 39].
Denition 26. Let ul be a redex in a term t de6ned as follows: choose an external
redex u1 in t; choose an erased argument s1 of u1 that is not in normal form (if any);
choose in s1 an external redex u2, and so on as long as possible. Let u1; s1; u2; : : : ; ul
be such a sequence. Then we call ul a limit redex and call u1; s1; u2; : : : ; ul a limit
sequence of t.
Thus in any term not in normal form there is a limit redex. We call a reduction
limit if each contracted redex in it is limit, and call a strategy limit if in any term not
in normal form it contracts a limit redex.
Lemma 27. Let u be a limit redex in t and let P : t e. Then there is no new redex
in e that contains a descendant of u in its argument.
Proof. Let u1; s1; u2; s2; : : : ; ul be the limit sequence of t with ul= u. We prove by
induction on |P| that (∗): descendants of redexes u1; : : : ; ul along P do not appear
inside arguments of new redexes. If |P|=0, then (∗) is obvious. So let P : t e′ v→ e,
let o be a descendant of u in e, and let o′ be its ancestor in e′. It follows from the
induction assumption that each redex ui (i=1; : : : ; l − 1) has exactly one residual u′i
in e′ (because contraction of a residual of any of the redexes u1; : : : ; ul−1 erases the
descendant of u), there is no new redex in e′ that contains o′ in its argument, and
o is the only descendant of u. Thus if there is a new redex w in e that contains the
descendant o of u in its argument, then it must be created by v. If v ⊆ u′1, then w
contains o in its argument iH it contains the residual of u′1 in its argument, which is
impossible because u1 is external. Thus v⊆ u′1. Let k be the maximal number such
that v is in u′k and let s
′
k be the descendant of sk in e
′. Then v is in s′k (since v = u′k).
Let Q : sk s′′k consist of steps of P that are performed in descendants of sk . Then
the residual of uk+1 is in an argument of the new redex w⊆ s′′k . But this is impossible
because uk+1 is external in sk . Thus (∗) is valid and the lemma is proved.
The following lemma is a main one. It states that any R
-step s
v→ s′ correspond-
ing to a limit step t u→ t′ in an OTRS R preserves the properties [
1] and [
2] of
De6nition 16. Clearly, if s satis6es [
2], then the step s v→ s′ increases the number of
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-occurrences in s exactly by 1. We can conclude by transitivity that if P : t0 tn is a
normalizing limit reduction in R and P
 : s0 = t0 sn is its corresponding reduction in
R
, then P
 is normalizing (by [
1](sn)), and |P|= |P
|= ‖sn‖
. Roughly, the property
[
1] corresponds to choosing external redexes, and [
2] to choosing erased arguments,
in the limit strategy.
Lemma 28. Let (; R) be an OTRS; let t u→ t′ be a limit step in R; and let s v→ s′;
where [s]
 = t; [
1](s); and [
2](s); be its corresponding step in R
. Then [
1](s′);
[
2](s′); and ‖s′‖
 = ‖s‖
 + 1.
Proof. Let u=C[o1; : : : ; oq] and v=C′[e1; : : : ; eq; e′1; : : : ; e
′
m], where e1; : : : ; eq are

-main arguments of v and thus (1): [ei]
 = oi for all i=1; : : : ; q (since [v]
 = u), and
e′1; : : : ; e
′
m are 
-erased arguments of v. Let oi1 ; : : : ; oil be u-erased arguments and oj1 ; : : : ;
ojp be u-main arguments. Then the contractum of v in R
 has the following form:
o′= 
(
0; : : : ; 
0; e′1; : : : ; e
′
m; ei1 ; : : : ; eil ; o); where o is the contractum of C[e1; : : : ; eq] in
(
; R). Since u is limit, (): oi1 ; : : : ; oil are in R-normal form. By [
2](s), (3): there
are no occurrences of 
-symbols in ej1 ; : : : ; ejp ; o. (Hence o coincides with the contrac-
tum of u.) It follows from (1), (), [
1](s), and Lemma 11 that (): ei1 ; : : : ; eil are in
R
-normal form.
By (3), ‖o′‖
 = ‖v‖
 + 1. Hence ‖s′‖
 = ‖s‖
 + 1.
Let v′ be an R
-redex in s′. If v′ ⊆ o′, then [
1](s) implies that v′ is 
-main. If v′⊆ o′,
then by [
1](s), v′ ⊆ e′1; : : : ; e′m (since ancestors of e′1; : : : ; e′m are 
-erased arguments of
v) and by (), v′ ⊆ ei1 ; : : : ; eil . Hence v′⊆ o and v′ is 
-main by (3). Thus [
1](s′) is
proved.
If o′ and v′ are disjoint, then [r−
2](v′) follows immediately from [
2](s). If v′⊆ o′,
then as we have seen above, v′⊆ o, and [r − 
2](v′) follows from (3). Suppose now
that o′ is a proper subterm of v′ and v′ has an v-ancestor v∗ in s for which v′ is a
residual. Let u∗ be the corresponding redex of v∗ in t (it exists because, by [
1](s), v∗
is 
-main). Obviously u is a proper subterm of u∗, and since u is limit, it must be in
an erased argument of u∗. Hence v is in a quasi-erased argument of v∗. Therefore o′
is in a quasi-erased argument of v′ and the quasi-main arguments of v′ coincide with
the corresponding quasi-main arguments of v∗. Thus [r−
2](v′), by [
2](s). To prove
[
2](s′), we need also to consider the case when o′ is a proper subterm of v′ and v′ is
created by v. If on the contrary v′ does not satisfy [r−
2], then in main arguments of
the corresponding u-new redex in t′ there are descendants of redexes contracted in P.
But each redex contracted in P is a limit redex. Thus by Lemma 27, their descendants
cannot occur in arguments of new redexes. Hence also in this case [r − 
2](v′), and
[
2](s′) is valid.
Corollary 29. Let (; R) be an OTRS; P : t0 tn be a normalizing limit reduction in
R; and P
 : s0 = t0 sn be its corresponding reduction in R
. Then P
 is normalizing
and |P|= |P
|= ‖sn‖
.
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Theorem 30. A limit strategy is perpetual in OTRSs. Moreover; if a term t in an
OTRS R is strongly normalizing; then a limit strategy constructs a longest nor-
malizing reduction starting from t; and its length coincides with the number of

-occurrences in an R
-normal form of t.
Proof. If a limit R-reduction P starting from t is normalizing, then by Corollary 29 its
corresponding R
-reduction P
 starting from t is normalizing as well. By Lemma 14, t
is strongly normalizing in R. Thus the limit strategy is perpetual. Now if t is strongly
normalizing, Q is a normalizing R-reduction starting from t; and s is an R
-normal
form of t; then
|Q| = |Q
| (by Corollary 12)
6 ‖s‖
 (by con0uence of R
)
= |P| (by Corollary 29):
Thus of all reductions of t to normal form, P has the maximal length.
Remark 31. A direct proof that limit reductions are the longest can be found in [29].
The idea is that the residual of a reduction P : t of length m under a limit reduction
Q : t s of length n yields a reduction P=Q [19] of length at least m−n. In case m=∞,
m−n=∞, hence the limit strategy is perpetual. And if P and Q are normalizing, then
0¿m − n, thus n¿m, i.e., the limit reductions are the longest. This proof does not
give any information about the lengths of longest reductions.
3.4. Computing maximal lengths of reductions in persistent TRSs
We now give an algorithm for computing the least upper bound of lengths of co-
initial reductions in persistent TRSs which does not require actual transformation of
an input term. Intuitively, such an algorithm is possible since, just like in recursive
program schemes (RPSs) [42], redex-creation and duplication in persistent TRSs is
predictable from the initial term: redex-creation is determined by the rule of the
contracted redex, and the arguments and the context in which the reduction takes
place do not matter. Actually, persistent TRSs can be seen as ‘homomorphic images’
of RPSs.
Denition 32. (1) Let t u→ s in an OTRS R, and let v⊆ s be a new redex. We call v
generated if its pattern-occurrence is in the pattern-occurrence of the contractum of u.
We call an OTRS R persistent (a PTRS) if, for each reduction step in R, any created
redex is generated.
(2) We call a subterm s in t free if s is not a proper pattern-subterm of a redex in
t (s can be a redex).
Denition 33. Let R be a PTRS.
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1. Let t be a term in R
, let s⊆ t, and let P : t e be the rightmost innermost normal-
izing R
-reduction. Then, by de6nition, Mult
(s; t) is the number of P-descendants
of s in e. 6
2. Let u=C[e1; : : : ; en] be an r-redex in R
, let s′⊆ ei, let v=C[o1; : : : ; on] be an
r-redex similar to u with arguments o1; : : : ; on in R
-normal form, and let Q : v o
be the rightmost innermost normalizing R
-reduction starting from v. Then de-
6ne: mult
(u; i)=mult
(u; s′)=mult
(r; i)=Mult
(oi; v). Furthermore, heig
(u)=
heig
(r) denotes the number of 
-symbols in o created along Q. Numbers mult
(u;i)
and mult
(r; i) are called proper 
-indices of u and r, and numbers heig
(u) and
heig
(r) are called 
-indices of u and r.
The following lemma shows that mult
 and heig
 are well de6ned.
Lemma 34. Let; in a PTRS R
; u and v be similar redexes with arguments in normal
form; and let P : u= t0
u0→ t1 u1→ · · · and Q : v= s0 v0→ s1 v1→ · · · be the rightmost innermost
normalizing R
-reductions. Then for each i=0; 1; : : : ; there is a one-to-one correspon-
dence between
1. The redexes in ti and si such that the corresponding redexes are similar and ui
and vi are corresponding.
2. The created 
-subterms in ti and si.
Proof. Easy by induction on i, using persistency of R
.
Lemma 35. Let t be a normalizing term in a PTRS R
; let e⊆ s⊆ t; and let s be in
R
-normal form. Then Mult
(s; t)=Mult
(e; t).
Proof. Let P : t o be the rightmost innermost normalizing R
-reduction starting
from t. Then the descendants of s in o are disjoint occurrences of s, and each of
them contains exactly one descendant of e.
Notation 36. L(t) denotes the least upper bound on lengths of reductions starting
from t.
Lemma 37. Let t be a strongly normalizing term in a PTRS R and let u1; : : : ; un be
all redexes in t. Then
L(t) =
n∑
i=1
Mult
(ui; t)heig
(ui):
Proof. First note that R
 also is a PTRS. Let P : t o be the rightmost innermost
normalizing R
-reduction and let u1; : : : ; un be the enumeration of redexes in t from
right to left. In the fragment of P in which ui is reduced to its R
-normal form,
6 By the strict Church–Rosser theorem for OTRSs [30] (which implies that descendants of subterms of t in
e along any normalizing R
-reduction t e are the same), we can take for P any normalizing R
-reduction.
We do not need this fact in the proofs. The same remark applies to the case of OERSs, see De6nition 65.
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heig
(ui) new 
-symbols appear (in the beginning of the fragment, all arguments of ui
are in R
-normal form). By Lemma 35, during the rest of P each of these heig
(ui)

-occurrences is replicated Mult
(ui; t)-times. Hence
‖o‖
 =
n∑
i=1
Mult
(ui; t)heig
(ui)
and the lemma follows from Theorem 30.
Lemma 38. Let t be a strongly normalizing term in a PTRS R
; let s⊆ t; and let
u1; : : : ; un be all redexes in t that contain s in their arguments. Suppose that s is in
mi-th argument of ui (i=1; : : : ; n). Then
Mult
(s; t) =
n∏
i=1
mult
(ui; s) =
n∏
i=1
mult
(ui; mi):
Proof. Let P : t o be the rightmost innermost normalizing R
-reduction. By
Lemma 35, in the fragment of P in which ui is reduced to its R
-normal form, each
descendant of s is replicated mult
(ui; s)=mult
(ui; mi)-times, implying the lemma.
Lemma 39. Let u=C[e1; : : : ; ek ] be an r-redex with arguments e1; : : : ; ek in normal
form; in a PTRS R
. Then for all j=1; : : : ; k:
mult
(u; j) = mult
(r; j) =
mj∑
i=1
Mult
(eji ; o);
heig
(u) = heig
(r) =
m∑
i=1
Mult
(ui; o)heig
(ui) + 1;
where o is the R
-contractum of u; ej1 ; : : : ; ejmj are all descendants of ej in o; and
u1; : : : ; um are all redexes in o.
Proof. From De6nition 33.
Let R be a PTRS and let r ∈R. Let us call an r-chain a maximal sequence of R-rules
r= r1; r2; r3; : : : such that an ri+1-redex has an occurrence in the right-hand side of ri
(i=1; 2; : : :). It is shown in [31] that a term t in R is strongly normalizing iH all chains
of the rules whose corresponding redexes occur in t are 6nite. Instead of recalling
the proof from [31] here, we remark that the suNciency is trivial (since any in6nite
chain r1; r2; r3; : : : de6nes an in6nite reduction t1
u1→ t2 u2→ · · · ; where ui is an ri-redex).
And the converse can be shown by employing the above-mentioned correspondence
between PTRSs and RPSs and applying the method of Recursive Path Orderings [12]
(since in any RPS, a well-founded order on rules implies a well-founded order on the
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corresponding unknown symbols). By combining this criterion with Theorem 30 and
Lemmas 37–39, we obtain the following theorem.
Theorem 40. Let t be a term in a PTRS R having a 4nite number of rules. Then
the least upper bound L(t) of lengths of reductions starting from t can be found by
the following algorithm:
Algorithm 1. Let r1; : : : ; rn be all rules in R such that an ri-redex has an occurrence
in t (i=1; : : : ; n). If an ri-chain is in6nite for at least one i; then L(t)=∞. Otherwise;
using Lemmas 39 and 38; compute 
-indices and proper 
-indices of all rules ri.
Finally; using Lemmas 37 and 38; compute L(t).
Let R= {ri : ti→ si} be an OTRS and let R= {ri : ti→ si}, where ti is obtained from
ti by underlining its head-symbol; terms in R are constructed in the usual way with
the restriction that underlined symbols may only occur as head-symbols of redexes.
Then for each development P : e0→ e1→ · · · → en of e0 in R there is a reduction
P′ : e′0→ e′1→ · · · → e′n in R such that e′i is obtained from ei by underlining head-
symbols of residuals of redexes from e0. Obviously R is persistent since no creation
of redexes is possible in it. Thus to compute least upper bounds of developments
in R, one can use Algorithm 1, which becomes simpler in this case: For any rule
r :C[x1; : : : ; xn]→ s∈R, heig
(r)= 1; mult
(r; i) is 1 if xi does not occur in s; otherwise
it coincides with the number of occurrences of xi in s.
Remark 41.7 For the reader who is familiar with de Vrijer’s method of computing
lengths of longest developments in the -calculus and OTRSs [15, 16], we remark that
his method can also be used to compute lengths of longest reductions in PTRSs. The
equations for the multiplicity and height functions mx(t) and h(t) (in the terminol-
ogy of [15, 16]) in the non-trivial case when t=C[t1; : : : ; tn] is a redex of the rule
C[x1; : : : ; xn]→ o have the form
mx(C[t1; : : : ; tn]) =
n∑
i=1
max(1; mxi(o))mx(ti);
h(C[t1; : : : ; tn]) = 1 + h(o) +
n∑
i=1
max(1; mxi(o))h(ti):
Intuitively, for any context C[ ] not containing occurrences of x, mx(C[x]) is the
number of residuals of any redex u that are contracted in any longest reduction of
C[u] (in case of OTRSs, this number does not depend on u), and it coincides with
Mult
(x; C[x]). The height h(t) of t is the length of a longest reduction from t (when
t is strongly normalizing), and for any trivial redex u, h(u)= heig
(u) (hence the
notation heig
(t)).
7 This remark is based on one of the referee’s comments.
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Just like in [15, 16], one can show that any limit step decreases the height of the
term by exactly 1 (here one uses the fact that h(t)= h(t) +
∑n
i=1mxi(t)h(ti), where
= {x1 → t1; : : : ; xn → tn}). We do not include the (inductive) proof since it is rou-
tine. Furthermore, the proof method does not yield an elegant formula for computing
the exact upper bounds in the case of OERSs. The reason is that the number of
copies of u contracted in a longest reduction of C[u] is not determined by the con-
text C[ ] alone, and depends on the arguments of u. For example, consider the ERS
R= {xA→ (7xA=x)A; f(A; B)→ a}. Then the f-redex in xf(x; x) has three residuals
after contraction of the -redex, while the f-redex in xf(a; a) has one residual only
after the -step. As a consequence, h(t) cannot be computed from h(t) and h(ti) alone
(where  is as above) – the binding structure of t must be taken into account, see
Section 4.4.
4. Longest perpetual reductions in OERSs
We now extend the obtained perpetuality results from OTRSs to OERSs, and give
counterexamples where such an extension is not possible. The structure of this section
follows closely that of Section 3.
4.1. OERSs with memory
We now de6ne a non-erasing version R
 of an OERS R, like that for an OTRS. The
de6nition is slightly more complicated, however, because of metasubstitutions in the
right-hand sides of ERS rules.
Denition 42. The 
-extension (
; R
) of an OERS (; R) is a conditional ERS de-
6ned as for OTRSs in De6nition 8, with the following diHerences:
(1) One must replace every occurrence of ‘variable’ and ‘(sub)term’ by ‘metavariable’
and ‘(sub)metaterm’, respectively;
(2) The alphabet 
 in addition contains a fresh quanti6er sign 8 with arity (1; 1) and
scope indicator (1); and
(3) The condition (c) must be replaced by the following one:
(c) if A1; : : : ; An are all 
-main metavariables of t′, B1; : : : ; Bj are all 
-erased
metavariables of t′, k is the number of occurrences of 
-symbols in t′, xi is
the list of all variables such that every occurrence of Ai in r is in the binding
scope of each of the variables in xi, and yk is the list of all variables such
that the occurrence of Bk in t′ is in the binding scope of each of the variables
in yk , then
s′ = 
m(
k︷ ︸︸ ︷

0; : : : ; 
0; 8y1(B1); : : : ; 8yj(Bj); 8xi1 (Ai1 ); : : : ; 8xil(Ail); s);
where i1; : : : ; il is the erased sequence of some r-redex (and 8z abbreviates
8z1 : : : 8zk for any z= z1; : : : ; zk). Furthermore, an assignment ′ is admissible
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for r
 iH it is variable-capture-free and i1; : : : ; il is the erased sequence of the
r-redex t′ (considered as an (
; R)-redex). If ′ is admissible, the 
-main
arguments of the r
-redex t′′ that correspond to the erased (main) arguments
of the r-redex t′ are called quasi-erased (quasi-main).
For example,
Ap(
3(A; B; 
2(C; xD)); E)→ 
7(
0; 
0; A; B; C; E; (E=x)D)
and
Ap(
3(A; B; 
2(C; xD)); E)→ 
6(
0; 
0; A; B; C; (E=x)D)
are two 
-rules with the same left-hand sides and diHerent right-hand sides. The
arguments A, B, and C are 
-erased, and E and D are 
-main. An assignment  is
admissible for the 6rst rule iH x =∈FV (D) (since E is kept in its right-hand side as a

-erased argument) and otherwise is admissible for the second one.
Informally, the left-hand sides of R
-rules are obtained from the left-hand sides of
R-rules by ‘inserting’ 
-symbols (together with 
-erased arguments which must be fresh
metavariables) between the pattern-symbols. The 8-bindings in front of B1; : : : ; Bj; Ai1 ;
: : : ; Ail in s
′ are needed to insure that the variables that occur bound in the corresponding
arguments of any r
-redex remain bound in the contractum.
When a left-hand side consists of only one operator – as e.g., in the case of
S-reduction rules Sn+1 : Sn+1x1 : : : xnA1 : : : AnA0→ (A1=x1; : : : ; An=xn)A0 – only the cor-
responding right-hand side needs to be changed. Thus there are only a 6nite number
of S
-rules corresponding to the rule Sn+1, and each is of the form:
Sn+1x1 : : : xnA1 : : : AnA0 → 
k+1(Ai1 : : : Aik ; (A1=x1; : : : ; An=xn)A0);
where Ai1 : : : Aik is a subsequence of A1 : : : An) (i1; : : : ; ik is the erased sequence of an
appropriate S-redex.)
Lemma 43. For any OERS R; R
 is an occur-conditional ERS.
Proof. Let u=C[x1t1; : : : ; xntn] be an r
-redex for some r ∈R. We need to prove
that any term v=C[x1s1; : : : ; xnsn] such that FV (ti)=FV (si) is an r
-redex too. By
De6nition 42, this requires showing that the erased sequences of the r-redexes (in
(
; R)) u′=C
[x1t1; : : : ; xntn] and v′=C
[x1s1; : : : ; xnsn] coincide. This follows imme-
diately from Lemma 7.
Lemma 44. For any OERS R; the CERS R
 is orthogonal.
Proof. Any overlap of patterns of two redexes u⊆ v in R
 would cause an overlap
of patterns of corresponding R-redexes in [v]
. Hence, since R is non-overlapping, so
is R
. The left-linearity of R
 is immediate from De6nition 42. Furthermore, if u′; v′⊆ t
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are diHerent R
-redexes, then any v′-descendant of u′ is weakly similar to u′ since R

is occur-conditional by Lemma 43 and is non-erasing. Hence R
 is orthogonal.
Corollary 45. Let R be an OERS. Then R
 is Church–Rosser.
Denition 46 (Khasidashvili et al. [39]). We call an OERS R fully extended iH for
any step t u→ s in R and any occurrence w⊆ t of an instance of a left-hand side (of a
rule in R) such that:
(a) the patterns of w and u in t do not overlap, and
(b) w has a u-descendant w′ ∈ s that is a redex,
w is a redex in t weakly similar to w′.
As explained in [39], without full extendedness external redexes need not exist in
reducible terms in OERSs and whole theory of the limit strategy fails. Roughly, full
extendedness means that an erasing step cannot turn a non-redex instance of a left-hand
side into a redex. The next lemma makes this precise. First a de6nition.
Denition 47 (cf. Klop [41]). A rule r in an OERS R is non-erasing if for any r-redex
t and its contractum s, FV (t)=FV (s). R is non-erasing if each R-rule is non-erasing.
It is easy to show that R is non-erasing iH, for any R-reduction step e u→ o, each
argument of u has a descendant in o (see [41]). Thus this de6nition is not in con0ict
with De6nition 21.
Lemma 48. An OERS R is fully extended i? it is non-erasing or vcf (or both).
Proof. If R is vcf, then the occurrence w as in De6nition 46 is clearly a redex, and if R
is non-erasing, then the sets of free variables of corresponding arguments of w and w′
that are bound in w and w′ coincide, and w must be a redex (since any OERS is clearly
occur-conditional). For the converse, assume that R is erasing and it has a rule that has
a non-admissible assignment. Hence there is an erasing step u=C[s1; : : : ; sn]→ o that
erases say the argument sk , and there is an instance v=C′[x1t1; : : : ; xntn] of a left-hand
side that is not a redex because say xji ∈FV (ti) is the only occur-condition that violates
[vcf] for v. By the Similarity Lemma, we can assume that sk is a free variable, say x
j
i ,
and that none of the free variables of u occur in v. Furthermore, we can assume that
ti = u (since x
j
i ∈FV (u)). Then the contraction of u turns (the descendant of) v into a
redex, which shows that R is not fully extended.
The following lemma is an analog of Lemma 11 for S-steps.
Lemma 49. Let R be a fully extended OERS; let t be a term in R
; let [t]
 = t′; let
u be a 
-main S
-redex in t and u′ be its 
-corresponding S-redex in t′; let t
u→ s in
R
; and let t′
u′→ s′ in R. Then [s]
 = s′.
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Proof. Let e⊆ s be the contractum of u and e′⊆ s′ be the contractum of u′. It is
enough to show that [e]
 = e′. Let u= Sx1 : : : xnt1 : : : tnt0. Then e= 
ti1 : : : tik t
′
0, where
t′0 = (t1=x1; : : : ; tn=xn)t0 and ti1 ; : : : ; tik are erased arguments of u. Thus [e]
 = [t
′
0]
, u
′
= [u]
 = Sx1 : : : xn[t1]
 : : : [tn]
[t0]
, and e′=([t1]
=x1; : : : ; [tn]
=xn)[t0]
. An occurrence o
in [e]
 = [t′0]
 is 
-erased iH it is in a substituted occurrence t
′
i of ti and is 
-erased
in t′i or if o is outside of substituted occurrences of t1; : : : ; tn in t
′
0 and there is a

-occurrence 
′ outside of these substituted occurrences such that o is 
′-erased. In
the 6rst case the ancestor of o is 
-erased in ti and in the second case the ancestor of
o is 
-erased in t0. Thus [e]
 = [t′0]
 =([t1]
=x1; : : : ; [tn]
=xn)[t0]
 = e
′.
Lemma 50. Let (R; ) be a fully extended OERS; let t be a term over 
 whose
head-symbol is not a 
-symbol; and let [t]
 = s. Further; if R is non-erasing; assume
that all 
-erased subterms in t (if any) are occurrences of 
0. Then
(a) t is an r
-redex i? s is an r-redex; where r
 and r are corresponding rules in
R
 and R.
(b) If t′ is the contractum of t in R
 and s′ is the contractum of s in R; then
[t′]
 = s′.
Proof. (a) If R is non-erasing, then all 
-erased subterms in t are occurrences of 
0;
and the claim is immediate from De6nition 42. And if R is vcf, then the (⇒) part is
again immediate from De6nition 42 and (⇐) follows from the fact that any instance
of a left-hand side of a rule r′
 ∈ R
 is an R
-redex of a rule r′′
 ∈ R
 with the same
left-hand side as r′
. (b) Immediate from Lemmas 11 and 49.
Corollary 51. Let R be a fully extended OERS and Q : s0
u0→ s1 u1→ · · · be a reduction
in R. Then there is a reduction Q
: s0 = t0
v0→ t1 v1→ · · · in R
 such that [ti]
 = si; and
ui and vi are corresponding subterms in si and ti (i=0; 1; : : :).
Lemma 52. Let t be a term in an OERS R. If t is weakly normalizing in R
; then
t is strongly normalizing in R
 and R.
Proof. Similar to the proof of Lemma 14, using Corollaries 45 and 51.
4.2. Church’s theorem for non-erasing OERSs
Unlike OTRSs, SN -erasing and NF-erasing strategies need not be perpetual in fully
extended OERSs, and O’Donnell’s theorem does not hold either. For example, the
-term t=Ap(x(Ap(y(z); Ap(x; x))); x(Ap(x; x))) (or t=(x:(y:z)(xx))x:(xx); in
the usual -notation) has an in6nite reduction, while contraction of the innermost redex
Ap(y(z); Ap(x; x)) yields a strongly normalizing term. However, just like non-erasing
(fully extended) orthogonal CRSs [41], Church’s theorem does hold for non-erasing
OERSs, and we will now present a proof of it employing the memory method.
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Lemma 53. Let R be a non-erasing OERS; P : t0→ t1→ · · · → tn be a reduction in
R; and Q : s0 = t0→ s1→ · · · → sn be the 
-corresponding reduction in R
. Then
(1) All redexes in si are 
-main (i=1; : : : ; n).
(2) If P is normalizing; then so is Q.
Proof. (1) Since R is non-erasing, the only 
-erased symbols in si can be occurrences
of 
0.
(2) From (1), Lemma 50, and [sn]
 = tn.
Theorem 54. Let R be a non-erasing OERS and t be a weakly normalizing term
in R. Then t is strongly normalizing.
Proof. From Lemmas 53 and 52.
With the de6nition of upward creation as in Section 3.2, Proposition 25 does not gen-
eralize to fully extended orthogonal ERSs in general. Consider the ERS R= {e(A)→ a;
x(a; A)→ b((x((c=x)A; A)=x)A)}; where x is a partial quanti6er which binds only in
the second argument. Then R is upward creating since -steps cannot create redexes
and e-steps can only create redexes upward. (The only way to create a redex by a -
step would require to instantiate A by a; but in this case the corresponding contractum
is b(a).) Nevertheless, R is not SN since t= x(a; e(x))→ b(e(x(e(a); e(x))))→ t
t · · ·.
4.3. Perpetuality of the limit strategy for OERSs
In this subsection, we show that the limit strategy de6ned in Section 3.3 for OTRSs
is also perpetual in fully extended OERSs and that it constructs the longest reductions.
We use the strategy to generalize the Conservation Theorem [5, 4] to OERSs.
External and limit redexes are de6ned in fully extended OERSs exactly as in OTRSs,
and existence of such redexes in every term not in normal form is proved like in OTRSs
[39]. Further, the proof of Lemma 27 in the case of OERSs is exactly the same. Thus
we have the following lemma.
Lemma 55. Let u be a limit redex in t and let P : t e in a fully extended OERS.
Then there is no new redex in e that contains a descendant of u in its argument.
The next lemma (the main one) is an analog of Lemma 28, and its proof uses
the same method. The proof is slightly more complicated technically because, as we
already know, the erasure of an argument of a redex in an ERS depends not only on
the rewrite rule but also on (some of) the arguments themselves. In particular, we will
need the following corollary of the Similarity Lemma (Lemma 7).
Corollary 56. Let R be a fully extended OERS.
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(1) Let u and v be R
-redexes such that u is in an argument of v; and let v
u→w in
R
. Then w is an R
-redex similar to v; and the quasi-main sequences of v and
w coincide.
(2) Let u be an R-redex and v be an R
-redex such that [v]
 = u and the set of free
variables of any quasi-main argument of v coincides with that of the correspond-
ing argument of u. Then an argument of v is quasi-erased i? the corresponding
argument of u is erased.
(3) Let u be an R-redex and v be an R
-redex such that [v]
 = u. Then the corre-
sponding argument of any quasi-erased argument of v is u-erased.
Lemma 57. Let (; R) be a fully extended OERS; let t u→ t′ be a limit step in R; and
let s v→ s′; where [s]
 = t; [
1](s); and [
2](s); be its corresponding step in R
. 8 Then
[
1](s′); [
2](s′); and ‖s′‖
 = ‖s‖
 + 1.
Proof. Let u=C[o1; : : : ; oq] and v=C′[e1; : : : ; eq; e′1; : : : ; e
′
m]; where e1; : : : ; eq are

-main arguments of v and thus (1): [ei]
 = oi for all i=1; : : : ; q (since [v]
 = u),
and e′1; : : : ; e
′
m are 
-erased arguments of v. Let ei1 ; : : : ; eil be the v-quasi-erased argu-
ments and ej1 ; : : : ; ejp be the v-quasi-main arguments. Then the contractum of v in R

has the following form:
o′= 
(
0; : : : ; 
0; 8y1(e′1); : : : ; 8ym(e
′
m); 8xi1 (ei1 ); : : : ; 8xil(eil); o):
By Corollary 56(3), oi1 ; : : : ; oil are u-erased, and since u is limit, (): oi1 ; : : : ; oil are in
R-normal form. By [
2](s); (3): there are no occurrences of 
-symbols in ej1 ; : : : ; ejp ; o.
(Hence o coincides with the contractum of u.) It follows from (1); (); [
1](s); and
Lemma 50 that (): ei1 ; : : : ; eil are in R
-normal form.
By (3); ‖o′‖
 = ‖v‖
 + 1. Hence ‖s′‖
 = ‖s‖
 + 1.
Let v′ be an R
-redex in s′. If v′ ⊆ o′; then [
1](s) implies that v′ is 
-main. If v′⊆ o′;
then by [
1](s); v′ ⊆ e′1; : : : ; e′m (since ancestors of e′1; : : : ; e′m are 
-erased arguments of
v) and by (); v′ ⊆ ei1 ; : : : ; eil . Hence v′⊆ o and by (3); v′ is 
-main. Thus [
1](s′) is
proved.
If o′ and v′ are disjoint, then [r − 
2](v′) follows immediately from [
2](s). If
v′⊆ o′; then as we have seen above, v′⊆ o; and [r−
2](v′) follows from (3). Suppose
now that o′ is a proper subterm of v′ and that v′ has an v-ancestor v∗ in s for which
v′ is a residual. Let u∗ be the corresponding redex of v∗ in t (it exists because, by
[
1](s); v∗ is 
-main). Obviously, u is a proper subterm of u∗ and since u is limit, it
must be in an erased argument of u∗. By [
2](s); we have [r−
2](v∗). Thus the sets
of free variables of v∗-quasi-main arguments coincide with the sets of free variables
of corresponding arguments of u∗. Hence, by Corollary 56(2), v is in a quasi-erased
argument of v∗. Therefore, by Corollary 56(1), o′ is in a quasi-erased argument of
v′ and the quasi-main arguments of v′ coincide with the corresponding quasi-main
arguments of v∗. Thus [r−
2](v′) follows from [
2](s). To prove [
2](s′); it remains
8 The properties [
1] and [
2] are de6ned as for OTRSs, see De6nition 16.
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to consider the case when o′ is a proper subterm of v′ and v′ is created by v. If on
the contrary v′ does not satisfy [r − 
2]; then in main arguments of the corresponding
u-new redex in t′ there are descendants of redexes contracted in P. But each redex
contracted in P is a limit redex. Thus, by Lemma 55, their descendants cannot occur in
arguments of new redexes. Hence, also in this case, [r−
2](v′); and [
2](s′) is valid.
Corollary 58. Let (; R) be a fully extended OERS; let P : t0 tn be a normalizing
limit reduction in R; and P
 : s0 = t0 sn be its corresponding reduction in R
. Then
P
 is normalizing and |P|= |P
|= ‖sn‖
.
Theorem 59. A limit strategy is perpetual in fully extended OERSs. Moreover; if a
term t in a fully extended OERS R is strongly normalizing; then a limit strategy
constructs a longest normalizing reduction starting from t; and its length coincides
with the 
-norm of the R
-normal form of t.
Proof. Same as the proof of Theorem 30, by using Corollary 58 and Lemma 52 instead
of Corollary 29 and Lemma 14, and using Corollary 51 instead of Corollary 12.
The proof of perpetuality of the -reduction strategy F∞ in [4] uses only externality
of the leftmost-outermost redexes and therefore generalizes easily to fully extended
OERSs, but that proof does not imply that reductions constructed according to F∞ are
the longest. The proof of the Conservation Theorem for the -calculus [5, 4] remains
valid for fully extended OERSs if one uses the limit strategy instead of F∞. This
is because no erasing redex can contain a limit redex, or any other redex in a limit
sequence, inside an argument (by the de6nition of limit sequences). As a consequence,
the residuals of non-erasing redexes along any limit reductions remain non-erasing,
which implies that the residual of any in6nite limit reduction under a non-erasing step
is in6nite.
Theorem 60 (Conservation). If a term t in a fully extended OERS R has an in4-
nite reduction and t u→ s; where u is a non-erasing redex; then s has also an in4nite
reduction.
Like in (fully extended) OCRSs [41], we have immediately from Corollary 58 and
Lemma 52 that a term t in a fully extended OERS R is strongly normalizing iH t
is weakly normalizing in R
. The following example, however, shows that – despite
a claim in [41] (see p. 181) – if R is strongly normalizing, then R
 need not be
weakly normalizing. Recall that, as shown in Proposition 24, in the case of OTRSs, R
is strongly normalizing iH R
 is weakly normalizing.
Example 61. Let R= {f(7x(c; A))→ g((7x(A; A)=x)A)}; where c is a constant and 7 is
a quanti6er sign of arity (1; 2) and scope indicator (1; 2). Creation of a redex inside
the contractum is possible only if A has a subterm f(s) – that is, if A=C[f(x)]
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– and 7x(A; A)= 7x(c; c); but this is impossible. Redex creation is also not possible
outside the contractum, because g is not a pattern-symbol. Thus no redex creation
is possible in R and hence R is strongly normalizing, while contraction of the redex
v=f(7x(
2(f(x); c); 
2(f(x); c)) in R
 creates itself (the metavariable A is instantiated
to 
2(f(x); c)) : v→ 
3(
0; 8x(f(x)); g(
2(v; c))); and v is not normalizing in R
. Note
that v does not satisfy the property [
2].
4.4. Longest reductions in strongly persistent OERSs
In this subsection, we design an algorithm for computing the lengths of longest
reductions in strongly persistent OERSs. The results generalize the similar results ob-
tained in Section 3.4 for OTRSs. Unlike OTRSs, we now need to take into account the
binding structure of terms. Therefore, we 6rst introduce and study strong similarity of
redexes.
Without restricting the class of OERSs, we can assume that in the right-hand sides
of rewrite rules the last argument of each metasubstitution is a metavariable or a
metasubstitution. For example, if a metaterm like (t=x)f(A) occurs in the right-hand
side of a rule, then we can replace it by f((t=x)A); corresponding instances of both
metaterms denote the same term, and the rewrite relation is not eHected.
Denition 62. (1) Let t u→ s in an OERS R; let t uf→ t′ Ss be its re6nement, and let v
be a new redex in s. Redex v is called generated if it is a residual of a redex v′⊆ t′
whose pattern-occurrence is in the pattern-occurrence of the contractum of uf.
(2) An OERS R is persistent (PERS) if each created redex in R is generated.
(3) An OERS R is strongly persistent (SPERS) if RfS is persistent.
First note that, in OERSs, strong persistency implies persistency which in turn im-
plies full extendedness. It is easy to see that a non-simple fully extended OERS R
is strongly persistent iH the left-hand sides of its rules consist of a single operator:
RfS contains S-rules which can create any redex whose pattern contains at least two
operators. (Recall that if R is simple, then RfS =R.) Furthermore, if R is a strongly
persistent OERS, then so is R
: when R is simple, this is trivial; otherwise, the left-
hand sides of R-rules contain one operator only, and they coincide with the left-hand
sides of corresponding R
-rules, implying that R
 is strongly persistent. Example 61
shows that if R is persistent, then R
 need not be so (the pattern of the created re-
dex v; in the reduction v=f(7x(
2(f(x); c); 
2(f(x); c)) v→ 
3(
0; 8x(f(x)); g(
2(v; c));
contains a symbol, c; from the argument of the contracted v). On the other hand, a
PERS R such that R
 also is persistent need not be strongly persistent. An example is
R= {r1 :∃xA→f((7xA=x)A); r2 : g(f(x))→ c} (both R and R
 are non-creating). The
proofs of results in this section use only persistency of R
 and hence are valid for a
subclass of PERSs properly containing the class of SPERSs and persistent OTRSs (per-
sistency of an OTRS R implies persistency of R
). We do not know a characterization
of that class in terms of redex-creation.
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Denition 63. We call weakly similar redexes u=C[x1e1; : : : ; xnen] and v=C[x1o1; : : : ;
xnon] strongly similar if, for all i and every xij ∈ xi; the numbers of occurrences of
xij in ei and oi coincide. The equivalence class of redexes strongly similar to u is
denoted 〈u〉s.
Clearly, in TRSs, weak similarity, similarity and strong similarity coincide. In CERSs,
strong similarity implies similarity (and the latter implies weak similarity). Similarity
of redexes u and v implies that their respective arguments are either both erased or
both main. The following lemma shows that strongly similar redexes have much more
in common:
Lemma 64. Let R be an SPERS; let u=C[t1; : : : ; tn] and v=C[s1; : : : ; sn] be strongly
similar R
-redexes whose arguments are in normal form and are not variables; and
let P : u= o0
u→ o1 u1→ · · · and Q : v= e0 v→ e1 v1→ · · · be the re4nements of rightmost
R
-reductions starting from u and v that are either in4nite or end at normal forms.
Then it is possible to de4ne one-to-one correspondence between the following occur-
rences of oi and ei:
(1) redexes and their arguments;
(2) descendants of redexes;
(3) descendants of arguments of u and v (called argument subterms);
(4) descendants∗ of free occurrences of variables in tj and sj that are bound in oi
and ei (called context variables); where the concept of descendant∗ is similar to
that of descendant except that; during S-steps; the occurrences of the replaced
bound variables do not have descendants∗.
Furthermore; for each i (i=0; 1; : : :); the following conditions hold:
(a)i The corresponding redexes in oi and ei are strongly similar; and ui and vi are
corresponding redexes.
(b)i If o∗ and e∗ as well as o′′ and e′′ are corresponding occurrences in oi and ei;
then o∗ ⊆ o′′ i? e∗ ⊆ e′′.
Proof. By induction on i (the case i=0 is obvious from the assumptions). Assume
6rst that um= Sy1 : : : yk t′1 : : : t
′
k t
′
0 and vm= Sy1 : : : yks
′
1 : : : s
′
ks
′
0 are S-redexes. It follows
from (a)m and (b)m that (1): yi has the same number of corresponding occurrences in
t′0 and s
′
0 and in each pair of corresponding subterms of t
′
0 and s
′
0. Thus correspond-
ing subterms in om and em have the same number of descendants, and corresponding
context-variables have the same number of descendants∗ in om+1 and em+1; they form
pairs of corresponding occurrences in om+1 and em+1. Since the argument-subterms in
om and em are not variables, diHerent subterms have diHerent descendants. Thus the
correspondence between these subterms in om+1 and em+1 remains one-to-one. Since R

is persistent, no new redexes are created by these steps. Thus (a)m+1 follows from (a)m
and from the fact that the context-variables form pairs of corresponding occurrences.
(b)m+1 follows from (1) and (b)m.
Suppose now that um and vm are R
f-redexes. Obviously, the contractum of um
can be obtained from the contractum of vm by replacing descendants of arguments
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of vm with the corresponding arguments of um. Since R
 is persistent, for each new
redex w in om+1 there is a unique new redex w′ in em+1. By (a)m; um and vm are
strongly similar. Hence corresponding occurrences in om and em have the same number
of descendants in om+1 and em+1; together with corresponding new redexes they form
pairs of corresponding occurrences in om+1 and em+1; the correspondence remains one-
to-one. Since variables bound by quanti6ers belonging to patterns of w and w′ can
occur only in the descendants of arguments of um and vm; and occurrences of context
variables in om+1 and em+1 form pairs of corresponding occurrences in corresponding
arguments of w and w′; it follows that w and w′ are strongly similar. Hence (a)m+1
follows from (a)m. (b)m+1 follows from (b)m.
Denition 65. Let R be an SPERS.
(1) Let t be a term in R
; let s be a non-variable subterm of t; and let P : t e be
the rightmost innermost normalizing R
-reduction. Then Mult
(s; t) is the number
of P-descendants of s in e.
(2) Let u=C[e1; : : : ; en] be a redex in R
; let s′⊆ ei; let v=C[o1; : : : ; on] be a redex
strongly similar to u whose arguments o1; : : : ; on are in R
-normal form and are not
variables, and let Q : v o be the rightmost innermost normalizing R
-reduction.
Then mult
(u; i)=mult
(u; s′)=mult
(〈u〉s; i)=Mult
(oi; v). Furthermore, heig
(u)
= heig
(〈u〉s) is the number of 
-subterms in o that appear along Q (i.e., that are
not descendants of 
-subterms from v). mult
(u; i) and mult
(〈u〉s; i) are proper

-indices of u and 〈u〉s; and heig
(u) and heig
(〈u〉s) are 
-indices of u and 〈u〉s.
The correctness of this de6nition follows from Lemma 64. In (1) we have to con-
sider only non-variable subterms because P-descendants of a bound variable with dif-
ferent chains of immediate (i.e., one-step) descendants can happen to coincide. The
same remark also applies to (2). For example, consider an OERS with the only rule
r : xA→ x(A=x)A and containing a unary symbol f in its alphabet. Then xx and
xf(x) are r-redexes whose re6nements are respectively xx→f x(Sxxx)→S xx and
xf(x)→f x(Sxf(x)f(x))→S xf(f(x)). Note that the subterm x in xx is a ‘double’
descendant of x in xx; as it has two diHerent ancestors in x(Sxxx); whereas the corre-
sponding argument f(x) of xf(x) has two (diHerent) descendants in the contractum.
Thus in the above de6nition one could alternatively consider any subterms but take
into account the multiplicity of each descendant.
The following lemma is proved using De6nition 65 and the fact that if t is a strongly
normalizing term in a PERS R
; e⊆ s⊆ t; and e and s are non-variable R
-normal
forms, then Mult
(s; t)=Mult
(e; t) (see Lemma 35). 9 The proof is similar to that in
the case of OTRSs, see Lemmas 37–39.
9 Unlike the case of OTRSs, descendants of a subterm along reductions in OERSs need not be disjoint,
but the above counterpart of Lemma 35 remains valid for OERSs since (in the notation of Lemma 35) there
is a one-to-one correspondence between the descendants of s and e along P. Indeed, any redex contracted
in (the re6nement of) P contains any pair of corresponding descendants of s and e in the same argument
and thus replicates them similarly.
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Lemma 66. (1) Let t be a strongly normalizing term in an SPERS R and u1; : : : ; un
be all redexes in t. Then
L(t) =
n∑
i=1
Mult
(ui; t)heig
(ui):
(2) Let t be a strongly normalizing term in an PERS R
 and u1; : : : ; un be all
redexes in t that contain a non-variable subterm s in their arguments. Suppose that
s is in the mi-th argument of ui (i=1; : : : ; n). Then
Mult
(s; t) =
n∏
i=1
mult
(ui; s) =
n∏
i=1
mult
(ui; mi):
(3) Let u=C[e1; : : : ; ek ] be; in an SPERS R; a redex whose arguments e1; : : : ; ek
are not variables and are in normal form. Then for all j=1; : : : ; k;
mult
(u; j) = mult
(〈u〉s; j) =
mj∑
i=1
Mult
(eji ; o);
heig
(u) = heig
(〈u〉s) =
m∑
i=1
Mult
(ui; o)heig
(ui) + 1;
where o is the contraction of u in R
; ej1 ; : : : ; ejmj are all descendants of ej in o; and
u1; : : : ; um are all redexes in o.
Lemma 67. Let u and v be strongly similar redexes in an SPERS R; let u u→ o; and
let v v→ e. Then u and v create the same number of strongly similar redexes.
Proof. Take, in Lemma 64, the re6nement of u for P and the re6nement of v for Q.
Hence, one can de6ne 〈u0〉s; 〈u1〉s : : : to be a 〈u0〉s-chain if 〈ui〉s generates 〈ui+1〉s;
that is, if ui generates a redex strongly similar to ui+1. It is easy to see that a term t in
a PERS R is strongly normalizing iH all chains of redexes in t are 6nite ((⇒) is trivial
and (⇐) can be shown using the method of multiset ordering; we could as well use
similarity classes 〈u〉 for this criterion instead of strong similarity classes 〈u〉s; as is
done in [36, 33], since for each 〈u0〉s-chain there is an ‘〈u0〉-chain’ of the same length,
and vice versa). Therefore, the following theorem is a corollary of Theorem 59 and
Lemma 66.
Theorem 68. Let t be a term in an SPERS R. Then the least upper bound L(t) on the
lengths of reductions starting from t can be found by using the following algorithm:
Algorithm 2. Let 〈u1〉s; : : : ; 〈un〉s be all strong similarity classes whose member redexes
occur in t. If a 〈ui〉s-chain is in6nite for at least one i; then L(t)=∞. Otherwise; use
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Lemma 66(2)–(3) to compute the 
-indices and the proper 
-indices of all classes
〈ui〉s. Finally; use Lemma 66(1)–(2) to compute L(t).
For any redex u in a non-creating OERS (where no redex-creation is possible),
heig
(〈u〉s)= 1, mult
(〈u〉s; i)= 1 if the ith argument oi of u is u-erased, and
mult
(〈u〉s; i) is the number of u-descendants of oi otherwise. Since developments
in an OERS can be seen as reductions in non-creating OERSs, a simpler form of
Algorithm 2 can be used for computing lengths of longest developments in
OERSs.
Example 69. Consider the OERS R= {xA→ (7xA=x)A; f(A; B)→ a} from Remark 41,
and let t= xf(x; x). The term t contains two redexes, u1 = t and u2. Since R is
non-creating, 〈u1〉s- and 〈u2〉s-chains are 6nite, thus R is strongly normalizing. Take
u′1 = xg(x; x)∈ 〈u1〉s (we may assume that the alphabet of R contains a binary sym-
bol g). Then u1
u1→
 
1(g(7xg(x; x); 7xg(x; x))) and u2 u2→
 
3(x; x; a). Using Lemma 66,
we compute that mult
(u1; 1)=3, mult
(u2; 1)=mult
(u2; 2)=1, heig
(u1)=
heig
(u2)= 1, Mult
(u1; t)= 1 and Mult
(u2; t)= 3, and 6nally we obtain L(t)= 1× 1+
3× 1=4.
5. Conclusion and related work
We have presented an algorithm for constructing longest reductions and computing
their lengths in fully extended OERSs, and used the algorithm to generalize the Con-
servation Theorem to fully extended OERSs. Because of a huge amount of work on
strong normalization in typed and untyped -calculi, as well as in TRSs, we review
only some very closely related work. For other recent surveys on perpetuality and
strong normalization, see [64, 59].
The memory method: Nederpelt [49] and Klop [41] have independently introduced
the memory method: Nederpelt used it for proving strong normalization of a typed
-calculus equivalent to the simply typed -calculus; and Klop used it for proving strong
normalization of a labelled -calculus, from which strong normalization of simply typed
-calculus can be derived. Klop [41] also developed a general method for proving
strong normalization via weak normalization in orthogonal CRSs. We have already
discussed the relation between our method and the Nederpelt–Klop method in this
paper: our method can be seen as a re6nement enabling the exact upper bounds on the
lengths of reductions in fully extended OERSs to be characterized.
Strong normalization from weak normalization: De Groote [14] and Kfoury and
Wells [24] used a modi6cation of the Nederpelt–Klop method and proved strong nor-
malization for several typed -calculi by 6rst proving weak normalization of some
auxiliary reductions: instead of keeping erased subterms, they postpone contractions of
erasing redexes for as long as possible. Kamareddine [23] showed that postponement
of erasing steps can also be achieved by using the generalized -reduction. STrensen
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[58] and Xi [69] independently developed methods for reducing -strong normalization
proofs to -weak normalization proofs, and used them for proving strong normaliza-
tion for several typed -calculi. Akama [2] used a similar method to reduce -strong
normalization proofs to strong normalization proofs in the Combinatory Logic.
The Conservation Theorem: The Conservation Theorem for the -calculus [4] states
that I -redexes are perpetual – that is, they preserve the possibility of an in6nite re-
duction – and, similarly, for fully extended OERSs it states that non-erasing redexes
are perpetual. Klop [42] and Bergstra and Klop [6] gave characterizations of perpetual
redexes (implying conservation) in OTRSs and the -calculus, respectively, and similar
perpetuality criteria for fully extended orthogonal CCERSs were obtained by Khasi-
dashvili et al. [38, 39], where it is also demonstrated that in formats of higher-order
rewriting where function variables can be bound [50, 68, 67], even non-erasing redexes
may not be perpetual. A strictly stronger criterion of perpetuality of -redexes is ob-
tained by Honsell and Lenisa [21] by using semantical methods. BVohm and Intrigila
[7] showed that any step is perpetual in the -k -calculus, which is obtained from the
I -calculus by adding a delta rule for a ‘restricted K combinator’ K : KAB→A, where
B can be instantiated to closed -k -normal forms. Honsell and Lenisa [20, 44] de6ned
similar reductions, No - and KN -reductions, respectively, on -terms by the follow-
ing rules: No : (x:A)B→ (B=x)A; where ∈AA(N 0 ) iH (B) is a closed -normal
form, and KN : (x:A)B→ (B=x)A; where ∈AA(KN ) iH either x∈FV (A) or (B)
is a variable or a closed -normal form. It is shown in [21, 38, 39] that all No - and
KN -redexes are perpetual.
Perpetual and longest reductions: Regnier [54] and STrensen [57] have indepen-
dently proven that the perpetual strategy F∞ [4] is maximal, i.e., it constructs the
longest reductions. STrensen [57] furthermore de6ned a longest perpetual strategy for
the "-calculus. Simpler but non-computable perpetual -reduction strategies which are
not maximal were proposed by Bergstra and Klop [6], STrensen [56] and MelliWes [48].
These strategies construct in6nite standard reduction sequences. The strategy in [48]
is moreover constricting or zoom-in as computation always takes place in a (previ-
ously) chosen subterm having an in6nite reduction. The constricting strategy for TRS
was de6ned by Plaisted [53] and Gramlich [19]. The latter work extends O’Donnell’s
theorem [51] to conditional TRSs. A constricting perpetual strategy for fully extended
orthogonal CCERSs is studied in [38, 39].
Exact upper bounds: De Vrijer not only proved the 6niteness of developments for
the -calculus by using a perpetual strategy that computes the longest developments,
but also provided a function for computing the maximal lengths of developments [15].
This result is equivalent to strong normalization of S-reductions obtained independently
in [25, 27] by using the memory method, and [27] also gave a formula for computing
the exact upper bounds. Using the strategy F∞, de Vrijer gave a proof of strong
normalization of the simply typed -calculus with information on longest normalizing
reductions [16, 17]. Van Raamsdonk and Severi gave proofs of the same results (without
giving eHective exact upper bounds) by using a characterization of strongly normalizing
-terms [55, 63, 64].
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Termination proofs for higher-order rewriting: Van de Pol and Schwichtenberg
[60–62] developed a method, similar to the one used by de Vrijer [16] and based
on earlier work by Gandy [18], for strong normalization proofs with upper bound in-
formation in higher-order rewrite systems and typed -calculi. Van Oostrom proved
termination of reductions in which contraction of redexes with a limited creation de-
gree are allowed [66]. This result generalized similar results of LQevy [45] and others
to higher-order rewriting systems, and 6niteness of developments, strong normalization
of superdevelopments [43], and strong normalization of SPERSs having 6nite chains,
are all its simple corollaries. An axiomatic approach for proving similar strong nor-
malization results which is applicable to second-order but not all higher-order systems
was developed by MelliWes [48].
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