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a b s t r a c t
We establish computationally flexible methods and algorithms for the analysis of
multivariate skew normal models when missing values occur in the data. To facilitate the
computation and simplify the theoretic derivation, two auxiliary permutationmatrices are
incorporated into the model for the determination of observed and missing components
of each observation. Under missing at random mechanisms, we formulate an analytically
simple ECM algorithm for calculating parameter estimation and retrieving each missing
value with a single-valued imputation. Gibbs sampling is used to perform a Bayesian
inference on model parameters and to create multiple imputations for missing values. The
proposed methodologies are illustrated through a real data set and comparisons are made
with those obtained from fitting the normal counterparts.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Statisticalmodelingwith incomplete data inmultivariate analysis [1] is a pervasive problem formany applied researchers
encountered in practice. Estimation of the multivariate normal (MVN) model [2–4] from incomplete data has been fully
developed and studied in the literature as it plays a prominent role in multivariate statistical analysis. Several computer
software and programs such as the SAS procedure PROC MI and other recent approaches are available for imputingmissing
values from MVN models. A perspective on recent theoretical developments and extensive applications can be found in
monographs by Gelman and Meng [5], Little and Rubin [6], Rubin [7], Schafer [8] and the references therein.
In practice, the normality assumption for incomplete multivariate data is usually hard to be justified. Further, in some
situations, the underlying distribution of input datamay be asymmetrically distributed. Inference for asymmetric data based
on the MVN model may lead to substantial bias in parameter estimates and subsequently worsen the imputed values.
Simple data-based transformations (e.g., Box and Cox [9]) may be helpful in reducing skewness, but the achievement of
joint normality is rarely satisfied. Over the last two decades, there has been a growing interest in proposing a parametric
family of multivariate skew normal (MSN) distribution that contains an extra parameter vector in regulating skewness and
includes the normal one as a special case.
The MSN distribution was originally introduced by Azzalini and Dalla Valle [10], and some further attractive features
and applications are given in Azzalini and Capitaino [11]. For this class of distributions, a large number of extensions or
alternative proposals have appeared during the last decade. A survey on some of its extensions and variants was provided
by Arrellano-Valle and Azzalini [12] and Arellano-Vallea and Genton [13]. Recently, Sahu et al. [14] defined a new class of
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MSN distributions and pointed out that this family is more flexible in terms of adjusting the correlation structure than the
version proposed by Azzalini and Dalla Valle [10]. Ghosh et al. [15] remarked some differences between these two kinds of
MSN distributions and mentioned that Sahu et al. ’s proposal is very convenient to implement in a Bayesian framework.
In this paper, we aim at developing some useful tools to handlemissing data problems in the class ofMSNmodels of Sahu
et al. [14]. The underlying data are assumed missing at random (MAR) [16] with an ignorable mechanism [6]. We adopt
an expectation conditional maximization (ECM) algorithm [17] for obtaining the parameter estimates along with imputed
missing values. Note that the proposed ECM procedure is an important single imputation method, filling a plausible value
for each missing value as the true unobserved value. Ideally, it permits inference of missingness and takes into account
the uncertainties of parameters caused by missed observations. The standard errors are obtained by inverting the observed
information matrix. The large sample properties such as consistency, efficiency and asymptotic normality in general hold
when the missing data mechanism is ignorable [18]. One oft-voiced criticism is that the uncertainties associated with the
single-imputed values are not provided in the analysis.
Another popular approach to handlingmultivariatemissing data is through a Bayesian analysis via the Gibbs sampler [19,
20]. In general, the Gibbs sampler is a particular Markov chain Monte Carlo (MCMC) method [21–23] that generates
randomvariates froman intractablemarginal distribution indirectly from the full conditional distributionswhich are usually
available in standard forms. We provide a practical Gibbs sampling scheme using data augmentation [24] for making
posterior inference of such models. The proposed procedure can be used to not only draw the posterior inference about
model parameters but also producemultiple imputed data sets formissing values. Our chosen priors areweakly informative
to avoid yielding improper posterior distributions. The most pragmatic merit of adopting such an approach is the ability to
take account of all uncertainties about the parameters and missing values, randomly drawn from their full conditional and
predictive distributions, respectively. As such, the posterior and predictive inferences can be accurately extracted from a
large converged Monte Carlo dependent samples [25]. Moreover, each missing value is then replaced by a set of proper
multiple imputations [7].
In Section 2, we establish notation and outline some mathematical preliminaries. In Section 3, we discuss a feasible
ECM procedure to conduct estimation of MSNmodels and imputation for missing observations. A simple way of calculating
information-based standard errors of estimates is also presented. In Section 4, we describe the implementation of Gibbs
sampler and outline the Bayesian approach used for model estimation and multiple imputation of missing values. The
proposedmethodologies are illustrated through a real example in Section 5. Some concluding remarks are given in Section 6
and technical derivations are sketched in Appendices.
2. Preliminaries
Throughout this paper, we shall use the following notations: Σ1/2 denotes the square root of the symmetric matrix Σ;
1p denotes a p × 1 vector of ones; Ip denotes a p-dimensional identity matrix; Diag(·) denotes a diagonal matrix created
by extracting the main diagonal elements of a square matrix or the diagonalization of a given vector; and diag(·) denotes a
vector containing the diagonal elements of a square matrix.
2.1. The multivariate skew normal distribution
As considered in Sahu et al. [14], a random vector Y is said to follow a p-variate MSN distribution with location vector
ξ ∈ Rp (an Euclidean vector space consisting of all p-tuples of real numbers), scale covariancematrixΣ and skewnessmatrix
Λ = Diag(λ), where λ = (λ1, . . . , λp)T, if its probability density function (pdf) is
f (y|ξ,Σ,Λ) = 2p φp(y | ξ,Ω)Φp(ΛΩ−1(y − ξ)|∆), (1)
where Ω = Σ + Λ2, ∆ = (Ip + ΛΣ−1Λ)−1 = Ip − ΛΩ−1Λ and φp( · | µ,Σ) and Φp( · | Σ) denote the pdf of Np(µ,Σ)
and a cumulative density function (cdf) of Np(0,Σ), respectively. In usual notation, we write Y ∼ SNp(ξ,Σ,Λ) to indicate
that Y has density (1). Moreover, the subscript will be omitted henceforth if p = 1. Note that if Λ = 0, then the density of
Y reduces to the Np(ξ,Σ) density.
By Proposition 1 of Arellano-Valle et al. [26], the MSN distribution (1) has a convenient stochastic representation
Y = ξ + Λ| ζ1| + Σ1/2 ζ2, (2)
where ζ1 and ζ2 are two independentNp(0, Ip) randomvectors. Note that the expression (2) provides a convenient device for
random number generation and for theoretic purpose. Let τ = | ζ1|; then τ follows a p-dimensional standard half-normal
distribution, denoted by HNp(0, Ip). Thus, a two-level hierarchical representation of (2) is given by
Y | τ ∼ Np(ξ + Λτ, Σ),
τ ∼ HNp(0, Ip). (3)
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2.2. The multivariate truncated normal distribution
Let TNp(µ,Σ;A) denote a p-variate truncated normal distribution for Np(µ,Σ) lying within a left-truncated hyperplane
region A = {x = (x1, . . . , xp)T| xi > ai; i = 1, . . . , p} with ai’s being arbitrary real numbers and let the notation∏p
i=1
∫∞
ai
= ∫∞a1 · · · ∫∞ap stand for the abbreviation of multiple integrals. When we say X ∼ TNp(µ,Σ;A), the density of
X takes the form
f (x|µ,Σ;A) = 1
α
φp(x|µ,Σ)IA(x), (4)
where α =∏pi=1 ∫∞ai φp(x|µ,Σ)dx and IA(x) is the indicator function whose value equals one if x ∈ A and zero elsewhere.
The matrix forms of the first two moments of X are summarized in the following theorem, which is crucial for evaluating
some conditional expectations involved in MSN models.
Theorem 1. If the random vector X has a TNp(µ,Σ;A) distribution, then
E(X) = µ+ α−1Σq, (5)
where q is a p× 1 vector whose rth element is fr(ar)G(r) with fr(ar) = φ(ar |µr , σrr) being the normal density with meanµr and
variance σrr for the rth variable evaluated at ar and
G(r) =
∏
j6=r
∫ ∞
aj
φp−1(x(r)|µ(r)2·1,Σ(r)22·1)dx(r),
where φp−1(x(r)|µ(r)2·1,Σ(r)22·1) denotes the conditional density of the remaining p− 1 variables given Xr = ar . Moreover,
E(XXT) = µηT + ηµT − µµT + Σ + α−1Σ(H+ D)Σ, (6)
where η = E(X), H is a p × p matrix with all diagonal entries being zeros and the (r, s)th off-diagonal element being
fr,s(ar , as)G(rs), and D is a p-dimensional diagonal matrix whose rth diagonal entry is σ−1rr
(
(ar − µr)fr(ar) − [ΣH]rr
)
. Note
that the notation fr,s(ar , as) represents a bivariate normal density of the (r, s)th variable of Np(µ,Σ) evaluated at (ar , as), and
G(rs) =
∏
j6=r,s
∫ ∞
aj
φp−2(x(r,s)|µ(r,s)2·1 ,Σ(r,s)22·1)dx(r,s),
where φp−2(x(r,s)|µ(r,s)2·1 ,Σ(r,s)22·1) is the conditional density of the remaining p− 2 variables given Xr = ar and Xs = as, and [ · ]rr
denotes the (r, r)th entry of a given square matrix.
Proof. Lin [27] have presented formulae (5) and (6) without a detailed derivation. For the sake of completeness, a
supplementary proof is sketched in Appendix A. 
3. MSN models with missing information
3.1. Definition and some properties
Suppose that Y = (Y1, . . . , Yn) are a random sample of size n with each Yj taken from SNp(ξ,Σ,Λ), where n > p. We
aim at developing flexible statistical tools to analyze MSN models for data sets with general missing patterns in the sense
that observations of each Yi could not be fully observed.
To set up estimating equations for multivariate data allowing for missing values, we partition Yj (p × 1) into two
components (Y oj , Y
m
j ) accordingly, where Y
o
j (p
o
j × 1) is the observed component and Ymj ((p − poj ) × 1) is the missing
component. Further, we introduce two auxiliary permutation matrices, denoted by Oj andMj henceforth, corresponding to
Yj such that Y oj = OjYj and Ymj = MjYj, respectively. To be specific, Oj (poj × p) and Mj ((p − poj ) × p) are submatrices
extracted from the rows of Ip corresponding to row positions of Y oj and Y
m
j in Yj, respectively. When Yj = Y oj , Oj = Ip and
Mj is null. Meanwhile, it is easy to verify that (a) Yj = OTj Y oj + MTj Ymj ; (b) OTj Oj + MTj Mj = Ip. For such a specification, we
have the following results.
Lemma 1. Let B be a p× q constant matrix and a ∈ Rp. If X ∼ Nq(0,Ω), then
E
(
Φp(a+ BX |∆)
) = Φp(a|∆+ BΩBT).
Proof. See Lemma 2.1 of Gupta et al. [28]. 
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Lemma 2. If Λ is a diagonal matrix, then OjΛOTj OjΛO
T
j = OjΛ2OTj .
Proof. The proof is straightforward and hence is omitted. 
The above lemmas are useful for the proof of the following result.
Theorem 2. If Yj ∼ SNp(ξ,Σ,Λ), then
(a) The marginal distribution of Y oj is SNpoj (ξ
o
j ,Σ
oo
j ,Λ
oo
j ) with density
f (Y oj ) = 2p
o
j φpoj
(Y oj |ξoj ,Ωooj )Φpoj
(
Λooj Ω
oo
j
−1
(Y oj − ξoj )|∆ooj
)
,
where ξoj = Ojξ,Σooj = OjΣOTj ,Λooj = OjΛOTj ,Ωooj = OjΩOTj and∆ooj = Ipoj − Λooj Ωooj −1Λooj .
(b) The conditional density of Ymj given Y
o
j is
f (Ymj |Y oj ) =
2p−p
o
j φp−poj (Y
m
j |ξm· oj ,Ωmm· oj )Φp
(
ΛΩ−1(Y − ξ)|∆)
Φpoj
(
Λooj Ω
oo
j
−1(Y oj − ξoj )|∆ooj
) ,
where ξm· oj = Mj(ξ +ΩCooj (Yj − ξ)) andΩmm· oj = Mj(Ip −ΩCooj )ΩMTj with Cooj = OTjΩooj −1Oj.
Proof. See Appendix B. 
Theorem 3. Let Yj ∼ SNp(ξ,Σ,Λ). Then
(a) The conditional distribution of Y oj given τ j is
Y oj | τ j ∼ Npoj (ζoj ,Σooj ),
where ζoj = Oj(ξ + Λτ j) andΣooj = OjΣOTj .
(b) The conditional distribution of Ymj given Y
o
j and τ j is
Ymj | (Y oj , τ j) ∼ Np−poj (ζm· oj ,Σmm·oj ),
where ζm· oj = Mj
(
ξ + Λτ j + ΣSooj (Yj − ξ − Λτ j)
)
,Σmm·oj = Mj(Ip − ΣSooj )ΣMTj and Sooj = OTj (OjΣOTj )−1Oj.
(c) The conditional distribution of τ j given Y oj is
τ j | Y oj ∼ TNp
(
ΛCooj (Yj − ξ), Ip − ΛCooj Λ, Rp+
)
,
where Rp+ is Rp with all elements being positive real numbers.
Proof. See Appendix C. 
Let ηj = E(τ j|Y oj ) and Ψ j = E(τ jτTj |Y oj ), which are implicit functions of parameters and can be evaluated directly by
applying Theorems 1 and 3(c). We establish the following two corollaries which are important for our subsequent research.
Corollary 1. (a) E(Ymj |Y oj ) = Mj
(
ξ + Ληj + ΣSooj (Yj − ξ − Ληj)
)
.
(b) cov(Ymj |Y oj ) = Mj(Ip − ΣSooj )
(
Σ + Λ(Ψ j − ηjηTj )Λ(Ip − Sooj Σ)
)
MTj .
(c) E(Ymj τ
T
j |Y oj ) = Mj
(
(Ip − ΣSooj )(ξηTj + ΛΨ j)+ ΣSooj YjηTj
)
.
Proof. The proof follows directly from the law of iterative expectations. 
Corollary 2. Recall that Yj = OTj Y oj +MTj Ymj . We have the following:
(a) E(Yj|Y oj ) = ΣSooj Yj + (Ip − ΣSooj )(ξ + Ληj).
(b) cov(Yj|Y oj ) = (Ip − ΣSooj )
(
Σ + Λ(Ψ j − ηjηTj )Λ(Ip − Sooj Σ)
)
.
(c) E(YjτTj |Y oj ) = (Ip − ΣSooj )(ξηTj + ΛΨ j)+ ΣSooj YjηTj .
Proof. The proof follows immediately from Corollary 1 and the use of OTj Oj(Ip − ΣSooj ) = 0. 
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3.2. Computational aspects
The EM algorithm [29] is a popular iterative device for ML estimation in models with missing data or hidden variables
and has several appealing features such as stability of monotone convergence and simplicity of implementation. However,
EM loses some of its attraction when its M-step becomes analytically intractable. The ECM algorithm proposed byMeng and
Rubin [17] is a simple modification of EM in which the maximization (M) step is replaced by a sequence of computationally
simper conditional maximization (CM) steps. Treating Ymi ’s and τ i’s as latent data, we consider use of the ECM algorithm for
finding ML estimates of parameters.
For notational simplicity, let Y o = (Y o1 , . . . , Y on ) and Ym = (Ym1 , . . . , Ymn ) denote, respectively, the observed andmissing
portions of the experimental data, and let τ = (τ1, . . . , τn) be the entire latent variables. The complete data log-likelihood
function of θ, excluding additive constant terms, is
`c(θ | Y o, Ym, τ) = −12
n∑
j=1
{
log |Σ| + (Yj − ξ − Λτ j)TΣ−1(Yj − ξ − Λτ j)+ τTj τ j
}
, (7)
where θ = (ξ,Σ,Λ) represents all unknown parameters. In the E-step of ECM, we need to calculate the Q -function,
which is the conditional expectation of the complete data log-likelihood function (7) given the observed data Y o and the
current estimate θˆ
(k) = (ξˆ(k), Σˆ(k), Λˆ(k)). Herein, the term − 12E(τTj τ j|Y oj , θˆ
(k)
) can be omitted because it does not include
any parameters. Therefore, we have
Q (θ | θˆ(k)) = 1
2
n∑
j=1
{
log |Σ−1| − tr(Σ−1R(k)j (ξ,Λ))}, (8)
where
R(k)j (ξ,Λ) = E
(
(Yj − ξ − Λτ j)(Yj − ξ − Λτ j)T | Y oj , θˆ
(k))
= ((Ip − Σˆ(k)Sˆoo(k)j )Λˆ(k) − Λ)(Ψˆ (k)j − ηˆ(k)j ηˆ(k)Tj )((Ip − Σˆ(k)Sˆoo(k)j )Λˆ(k) − Λ)T
+ (Ip − Σˆ(k)Sˆoo(k)j )Σˆ
(k) + (Yˆ (k)j − ξ − Ληˆ(k)j )(Yˆ (k)j − ξ − Ληˆ(k)j )T (9)
with Sˆoo(k)j = OTj (OjΣˆ
(k)
OTj )
−1Oj. In expression (9), the two terms ηˆ(k)j and Ψˆ
(k)
j are defined as
ηˆ
(k)
j = E(τ j| Y oj , θˆ
(k)
) and Ψˆ
(k)
j = E(τ jτTj | Y oj , θˆ
(k)
), (10)
which can be evaluated by using Theorem 1. By Corollary 2, the prediction of Yj at iteration k is given by
Yˆ (k)j = E(Yj|Y oj , θˆ
(k)
) = Σˆ(k)Sˆoo(k)j Yj + (Ip − Σˆ
(k)
Sˆoo(k)j )(ξˆ
(k) + Λˆ(k)ηˆ(k)j ). (11)
In summary, the implementation of the ECM algorithm proceeds as follows:
E-step: Calculate ηˆ(k)j , Ψˆ
(k)
j and Yˆ
(k)
j for j = 1, . . . , n using Eqs. (10) and (11).
CM Steps:
CM-Step 1: Update ξˆ
(k)
by maximizing (8) over ξ, which gives
ξˆ
(k+1) = 1
n
( n∑
j=1
Yˆ (k)j − Λˆ
(k)
n∑
j=1
ηˆ
(k)
j
)
.
CM-Step 2: Update Σˆ
(k)
by maximizing (8) overΣ, which gives
Σˆ
(k+1) = 1
n
n∑
j=1
Rˆ
(k)
j ,
where Rˆ
(k)
j is R
(k)
j (ξ,Λ) in (9) with ξ andΛ replaced by ξˆ
(k+1)
and Λˆ
(k)
, respectively.
CM-Step 3: Update Λˆ
(k)
by maximizing (8) overΛ, which gives
Λˆ
(k+1) = Diag
{(
Σˆ
(k+1)−1 
n∑
j=1
Ψˆ
(k)
j
)−1(
Σˆ
(k+1)−1 
n∑
j=1
Υˆ
(k+1)
j
)
1p
}
,
where Υˆ
(k+1)
j = (Ψˆ (k)j − ηˆ(k)j ηˆ(k)
T
j
)
Λˆ
(k)(
Ip− Σˆ(k)Sˆoo(k)j )T+ ηˆ(k)j (Yˆ (k)j − ξˆ
(k+1)
)T and the operator ‘‘′′ represents the Hadamard
product [30] of two matrices with the same dimensions.
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Now, we provide a simple way of obtaining sensible starting values of the parameters, say θˆ
(0) = (ξˆ(0), Σˆ(0), λˆ(0)). The
technique proceeds as follows: (a) For a partially observed data set Y o, simply filling in missing values with the mean of
observed values of the corresponding variable. Denote this imputed data by Y IM. (b) Compute the sample mean vector and
the sample variance–covariance matrix of Y IM, denoted by y¯ and S = [sij], respectively. (c) Generate a random number u
from Uniform(0,1). Then, set
Σˆ
(0) = S + (u− 1)Diag(S),
λˆ
(0)
i = (±)
√
(1− u)sii/(1− 2/pi), i = 1, . . . , p,
ξˆ
(0) = y¯ −√2/pi λˆ(0),
where the sign of λˆ(0)i depends on the sign of the sample skewness of the ith variable.
The E- and CM-steps are alternated repeatedly until a suitable convergence rule is satisfied, e.g., the difference in
successive values of the log-likelihood is less than a tolerance value. To assess the stability of the resulting estimates, it
is recommended that a variety of starting values be used when employing the algorithm. The global optimum solution
is obtained by comparing their relative converged log-likelihood values. The resulting ML estimates are denoted by θˆ =
(ξˆ, Σˆ, λˆ). By Corollary 1, the missing component Ymj can be predicted by
Yˆmj = Mj
(
ξˆ + Λˆηˆj + ΣˆSˆooj (Yj − ξˆ − Λˆηˆj)
)
,
where ηˆj and Ψˆ j are ηˆ
(k)
j and Ψˆ
(k)
j in (10) with θˆ
(k)
replaced by θˆ and Sˆooj = OTj (OjΣˆOTj )−1Oj.
3.3. Estimation of standard errors
Under the regularity conditions in Zacks ([31], Chap. 5), the standard errors of θˆ can be obtained by inverting the observed
information matrix. Meilijson [32] remarked that the observed information matrix can be estimated consistently by the
empirical covariance matrix of the individual scores.
Let `cj(θ | Yj, τ j) be the complete data log-likelihood function formed from the single observation Yj for j = 1, . . . , n.
Define the single observation score as
u(Y oj | θ) = E
(
∂`cj(θ | Yj, τ j)
∂θ
∣∣∣∣ Y oj , θ) . (12)
Following Meilijson [32], the empirical information matrix is defined as
Ie(θ | Y o) =
n∑
j=1
u(Y oj | θ)uT(Y oj | θ)− n−1U(Y o | θ)U T(Y o | θ), (13)
where U(Y o | θ) =∑nj=1 u(Y oj | θ).
Let vech(·) be the matrix operator which stacks only the distinct elements of a symmetric matrix into a single vector. On
evaluation at θ = θˆ with σˆ = vech(Σˆ), (13) will reduce to
Ie(θˆ | Y o) =
n∑
j=1
uˆoj uˆ
oT
j , (14)
where uˆoj = u(Y oj | θˆ) =
(
uˆo
T
j, ξ, uˆ
oT
j, σ, uˆ
oT
j,λ
)T
is a p(p+ 5)/2× 1 score vector. Expression for the elements of uˆoj are given by
uˆoj, ξ = Σˆ−1Yˆj − ξˆ − Λˆηˆj,
uˆoj, σ = vech
(
Aˆj − 12Diag(Aˆj)
)
,
uˆoj,λ = diag
(
Sˆooj
(
(Yj − ξˆ)ηˆTj − ΛˆΨˆ j
))
,
where Yˆj is Yˆ
(k)
j in (11) with θˆ
(k)
replaced by θˆ, and
Aˆj = Sˆooj
(
Λˆ(Ψˆ j − ηˆjηˆTj )Λˆ+ (Yj − ξˆ − Λˆηˆj)(Yj − ξˆ − Λˆηˆj)T
)
Sˆooj − Sˆooj .
As a result, the asymptotic covariance matrix of θˆ can be approximated by the inverse of (14).
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4. Bayesian approach
4.1. Prior settings, full conditionals and the Gibbs sampler
The DA algorithm [24] has been shown a general and effective tool for performingmultiple imputation ofmissing data. In
MSNmodels, it is difficult to draw randomsamples fromaposterior distribution θ | Y o directly.With strategies similar to the
DA approach, we employ a Gibbs sampler that combines the latent variables τ and missing data Ym to form an augmented
posterior likelihood. At iteration k, the procedure generates posterior variates by recursively drawing from the posterior
distributions p(τ j | Y oj , θ(k)), p(Ymj | Y oj , τ(k+1)j , θ(k)) and p(θ | Y oj , Ym(k+1), τ(k+1)). As shown in Gelfand and Smith [20], the
simulations τ(k)j , Y
m(k)
j and θ
(k) will converge to their associated target distributions after a sufficiently long burn-in period.
In the Bayesian modeling framework, we need to choose a prior distribution for the MSN parameters θ = (ξ,Σ,Λ). Let
W be a p× p randommatrix. We say thatW follows a Wishart distribution Wp(ν,V) if its pdf is proportional to
|W | 12 (ν−p−1) exp
{
−1
2
tr(V−1W )
}
,
where V is a p× p parameter matrix.
When the prior information is not available, a convenient strategy of avoiding improper posterior distribution is to use
diffuse proper priors. The prior distributions adopted are as follows:
ξ ∼ Np(a, κ−1),
Σ−1|B ∼ Wp(2α, (2B)−1),
B ∼ Wp(2γ , (2H)−1),
λ ∼ Np(0,Γ ),
where B is a hyperparameter matrix which follows a Wishart distribution, and (a, κ, α, γ ,H,Γ ) are fixed as appropriate
‘data-dependent’ quantities to reflect the flatness of priors. For convenience but not always optimal, we suppose that the
parameters are independent a priori. The joint prior distribution of θ and B is
pi(θ, B) ∝ | B|α+(2γ−p−1)/2|Σ|−(2α−p−1)/2 exp
{
−1
2
(ξ − a)Tκ(ξ − a)− tr((Σ−1 + H)B)− 1
2
λTΓ−1λ
}
. (15)
From (7) and (15), we obtain the joint posterior density
p(θ, B, Ym, τ| Y o) ∝ pi(θ, B)
n∏
j=1
f (Ymj |Y oj , τ j, θ)f (τ j|Y oj , θ)f (Y oj |θ). (16)
Herein, the respective conditional distributions in (16) can be found in Theorem 3.
Theorem 4. The full conditional posteriors of θ, B, τ j and Ymj are as follows (the symbol ‘‘| · · ·’’ denotes conditioning on all other
variables):
p(τ j| Y oj , θ) ∝ exp
{
−1
2
(τ j − νj)TV−1j (τ j − νj)
}
IRp+(τ j),
p(Ymj | Y oj , τ j, θ) ∝ exp
{
−1
2
(Ymj − ζm· oj )TΣmm·o
−1
j (Y
m
j − ζm· oj )
}
,
p(ξ| · · ·) ∝ exp
{
−1
2
(ξ − µ∗)TΣ∗−1(ξ − µ∗)
}
,
p(B| · · ·) ∝ | B|(2γ ∗−p−1)/2 exp
{
−1
2
tr(2H∗B)
}
,
p(Σ−1| · · ·) ∝ |Σ−1 |(α∗−p−1)/2 exp
{
−1
2
tr(B∗Σ−1)
}
,
p(λ| · · ·) ∝ exp
{
−1
2
(λ− Γ ∗δ∗)TΓ ∗−1(λ− Γ ∗δ∗)
}
,
where
νj = ΛCooj (Yj − ξ), Vj = Ip − ΛCooj Λ, (17)
Σ∗ = (nΣ−1 + κ)−1, µ∗ = Σ∗
(
Σ−1
n∑
j=1
(Yj − Λτ j)+ κa
)
, (18)
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γ ∗ = α + γ , H∗ = Σ−1 + H, (19)
α∗ = n+ 2α, B∗ = 2B+
n∑
j=1
(Yj − ξ − Λτ j)(Yj − ξ − Λτ j)T, (20)
Γ ∗ =
(
Γ−1 + Σ−1 
n∑
j=1
τ jτ
T
j
)−1
, δ∗ =
(
Σ−1 
n∑
j=1
τ j(Yj − ξ)T
)
1p. (21)
Proof. The proof follows from straightforward calculation. 
In the simulation process, samples for τ j, Ymj , B andΘ are generated alternately. It follows from Theorem 4 that the Gibbs
sampler proceeds as follows:
1. Generate τ j from TNp(νj,Vj,R
p
+), where νj and Vj are given in (17).
2. Generate Ymj from Np(ζ
m·o
j ,Σ
mm·o
j ), where ζ
m·o
j andΣ
mm·o
j are given in Theorem 3(b).
3. Generate ξ from Np(µ∗,Σ∗), where µ∗ andΣ∗ are given in (18).
4. Generate B from Wp(2γ ∗, (2H∗)−1), where γ ∗ and H∗ are given in (19).
5. GenerateΣ−1 from Wp(α∗, B∗−1), where α∗ and B∗ are given in (20).
6. Generate λ from Np(Γ ∗δ∗,Γ ∗), where δ∗ and Γ ∗ are given in (21).
To satisfy the ‘‘Principle of Stable Estimation’’ of Edwards et al. [33] from an objective Bayesian perspective, we need to
specify (a, κ, α, γ ,H,Γ ) so as to be insensitive to changes of the priors. As recommend by Richardson and Green [34] and
Stephens [35], we let κ−1 = Diag (R21, R22, . . . , R2p), where Ri is the range of the ith variable, and let a be the midpoints of
these ranges. This specificationmakes a weak prior information for ξ. For the hyperparameters ofWishart priors, we choose
α = p + 1, γ = (p + 1)/10 and H = 10κ. Moreover, Γ is taken as a diagonal matrix with relatively large variances, say
Γ = 104Ip was employed for the illustrated example.
4.2. Convergence assessment using multiple chains
One problem arising in the implementation of the Gibbs sampler is the convergence assessment. One can examine the
multivariate potential scale reduction factor (MPSRF) suggested by Brooks and Gelman [36] using multiple chains to judge
whether the convergence to the target distribution has been achieved. They proposed running r ≥ 2 independent chains of
length 2n but discarding the first n iterations as the burn-in sample. Let θjk denote the kth entry of the remaining n iterations
in chain j, and letW and B be, respectively, the within- and between-covariance matrices:
W = 1
r(n− 1)
r∑
j=1
n∑
k=1
(θjk − θ¯j·)(θjk − θ¯j·)T, where θ¯j· = 1n
n∑
k=1
θjk,
B = n
r − 1
r∑
j=1
(θ¯j· − θ¯··)(θ¯j· − θ¯··)T, where θ¯·· = 1rn
r∑
j=1
n∑
k=1
θjk.
The MPSRF is defined as (n − 1)/n + (1 + 1/r)λ1, where λ1 is the largest eigenvalue of the matrix W−1B/n. As the
simulation converges, the value of MPSRF declines to 1.
4.3. Bayesian model comparison via the deviance information criterion
To compare relative model adequacy among a collection of plausible models, we examine the deviance information
criterion (DIC) advocated by Spiegelhalter et al. [37]. The DIC is defined as
DIC = D(θ)+ pD = 2D(θ)− D(θ¯) = D(θ¯)+ 2pD,
where D(θ) = Eθ |Y [−2`(θ | Y )] is the posterior expectation of the deviance and D(θ¯) is the deviance evaluated at the
posterior means of the parameters. The penalty term, pD = D(θ) − D(θ¯), is regarded as the effective number of parameters.
Note that the DIC can be interpreted as a Bayesian measure of fit penalized by twice the effective number of parameters pD.
By this definition, large values of DIC correspond to poor fit.
An advantage of DIC is that it can be calculated simply from the MCMC sample. Let θ(1), θ(2), . . . , θ(K) be K converged
MCMC samples. Then, D(θ) and D(θ¯) can be approximated by K−1
∑K
k=1 D(θ
(k)) and D(K−1
∑K
k=1 θ
(k)), respectively.
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Table 1
The apple data (n = 18).
yi1 8 6 11 22 14 17 18 24 19 23 26 40 4 4 5 6 8 10
yi2 59 58 56 53 50 45 43 42 39 38 30 27 * * * * * *
Table 2
Comparison of ML estimates between the two models.
Parameter MVN MSN
mle se mle se
ξ1 14.72 3.01 10.71 2.75
ξ2 49.33 3.58 50.27 4.57
σ11 89.53 40.08 69.74 45.73
σ12 −90.66 60.63 −95.10 70.24
σ22 114.62 88.44 129.69 114.57
λ1 – – 5.40 1.39
m 5 6
`(θˆ|Y o) −101.79 −98.47
AIC 213.58 208.94
BIC 218.03 214.28
Table 3
Comparisons of EM predictions of the six missing values between the two models.
Model yˆ13,2 yˆ14,2 yˆ15,2 yˆ16,2 yˆ17,2 yˆ18,2
MVN 60.19 60.19 59.18 58.17 56.14 54.12
MSN 63.48 63.48 62.23 60.99 58.52 56.06
5. A bivariate example with missing information
We apply our methodology to the apple data in Little and Rubin ([6], p. 138) that is frequently used in the literature
with partially observed measurements on the size of crop on 18 apple trees, in hundreds of fruits (yi1) and 100 times the
percentage of wormy fruits (yi2). In this data set, the observations yi,1 and yi,2, i = 1, 2, . . . , 12, are fully observed, but yi,2,
i = 13, . . . , 18, are missing, as listed in Table 1, where the symbol ‘*’ denotes missing values.
We consider a bivariate skew normal model, Yi ∼ SN2(ξ,Σ,Λ), to fit the data, where ξ = (ξ1, ξ2)T, σ = vech(Σ) =
(σ11, σ12, σ22)
T and λ = diag(Λ) = (λ1, λ2)T. We performed a preliminary analysis for ML estimation of MSN models and
found that the estimate of λ2 was statistically insignificant due to insufficient amount of the yi2. Therefore, we assume in the
sequel that the skewness parameter λ2 is fixed to zero. To fit the models via the ML method, the ECM algorithm developed
in Section 3.2 was employed under 30 different sets of initial values. The algorithmwas terminated when an increase in the
log-likelihood is smaller than 10−5. For the sake of comparison, we also fit a MVNmodel, which can be treated as a reduced
MSN model with its skewness parameters specified by zeros.
The resulting ML solutions with the highest log-likelihood and the associated standard errors calculated via the inverse
of (14), together with themaximized log-likelihood values `(θˆ|Y o) and the AIC and BIC values, namely AIC= 2m−2`(θˆ|Y o)
and BIC=m log n−2`(θˆ|Y o), wherem is number of parameters, are summarized in Table 2. Note that a smaller value of AIC
and BIC is associated with a better fitted model. It is seen from Table 2 that the MSNmodel performs noticeably better than
MVN because it has smaller AIC and BIC values. The skewness parameter λ1 is positive and significant when compared to
its standard error. In particular, if interest lies in testing the null hypothesis H0 : λ1 = 0 against the alternative hypothesis
H1 : λ1 6= 0, the likelihood ratio test (LRT) statistic, as given by difference in values of−2 times the log-likelihood between
the two nestedmodels, is 6.64 which is highly significant compared to the χ21 distribution. In other words, the result reveals
the joint distribution of this data set may, to some extent, depart from normality.
Fig. 1 displays the fitted contours superimposed on the scatter plot. Moreover, the predictions of the six missing values
y13,2, . . . , y18,2 under the two models are listed in Table 3. We found that the two models yield quite different imputations
for the six missing values. The imputed values are also annotated in the scatter plot with different colored symbols. As
seen in the figure, the MSN contour adapts the shape of the scattering pattern more satisfactorily than that of MVN
does.
For models fitted by the Gibbs sampling, we drew the starting values from the prior distribution and ran five chains,
each having 50,000 iterations, with the first 10,000 iterations discarded as the burn-in. The burn-in period was determined
through the use of MPSRF described in Section 4.2 based on the five parallel chains. To reduce autocorrelation between the
successive samples, the chain was thinned by keeping the samples from every 100th iteration. We then used the remaining
samples to estimate the posterior distributions of parameters of interest and the predictive distributions of missing
values.
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Fig. 1. Scatter and predictive plot of the apple data, overlaid on the contours of fitted MSN and MVN models.
Table 4
Comparisons of parameter estimates and DA predictions of the six missing values between the two models.
MVN MSN
Mean sd Median 2.5% 97.5% Mean sd Median 2.5% 97.5%
ξ1 14.87 2.33 14.86 10.30 19.50 10.43 2.04 10.46 6.19 14.37
ξ2 48.92 2.83 48.83 43.44 54.64 50.16 2.78 50.10 44.74 55.77
σ11 93.46 31.87 87.35 49.91 175.30 67.91 24.82 63.02 34.11 130.90
σ12 −88.71 33.97 −82.65 −172.28 −40.68 −95.33 33.60 −88.73 −178.42 −49.08
σ22 115.74 44.31 106.57 55.27 226.36 134.86 48.84 125.74 66.99 253.82
λ1 – – – – – 5.76 1.08 6.22 4.28 7.31
y13,2 59.28 3.05 59.36 53.10 65.03 63.54 3.97 62.94 55.92 72.58
y14,2 59.28 3.05 59.36 53.10 65.03 63.45 3.95 62.88 56.10 72.40
y15,2 58.33 2.90 58.40 52.43 63.85 62.28 4.07 61.64 54.68 71.79
y16,2 57.37 2.75 57.43 51.76 62.63 60.91 3.97 60.29 53.67 70.29
y17,2 55.47 2.47 55.51 50.46 60.20 58.39 4.03 57.60 51.44 68.04
y18,2 53.56 2.22 53.58 49.03 57.80 55.96 4.15 55.18 49.53 65.99
Model fitting
D¯ 208.64 204.47
pD 4.38 3.15
DIC 213.02 207.62
One nice feature of the Bayesian approach is that the entire posterior and predictive distributions for the parameters and
missing values can be obtained directly through the use of Gibbs sampler. Based on the converged simulated realizations,
Table 4 gives some summary statistics of the parameters and missing values, including the posterior means, posterior
standard deviations and the corresponding posterior medians, 2.5% and 97.5% quantiles. It is found that the posterior means
of parameters are close to the respective ML estimates in Table 2. However, the Gibbs sampler yields smaller standard
errors than those obtained from the information-based method, possibly indicating that the large sample properties of ML
estimators might not be met due to the limited sample size.
Formodel comparison, the associated DIC values are included in the bottom panel of Table 4. The difference in DIC values
between the twomodels (DIC = 213.02 in MVN vs. DIC = 207.62 in MSN) is greater than 5. There is clear evidence in favor
of MSN models due to a significant decline in DIC. A small simulation study (details not shown) is undertaken to assess the
sensitivity of the inferences to the choice of hyperparameters in the priors. Results reflect that the effects of our specification
of the prior distribution for the model parameters is negligible.
Fig. 2 shows the density plots of the six missing values and we found there exist differences in locations and shapes
between the two models. Particularly, it is realistic to see that the predictive distributions of MSN imputations exhibit a
tendency towards right skew.
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Fig. 2. Bayesian predictive density plots for the sixmissing values. The solid and dashed lines denote the estimated densities ofMSN andMVN, respectively.
6. Conclusions
From the ML and Bayesian perspectives, we have described some efficient estimation and imputation methods for
MSN models with general patterns of missing data. This model provides the modeling flexibility and practicability when
data involve skewness effects and missing values simultaneously. We present a convenient hierarchical representation
that is useful for the implementation of ECM algorithm. We also develop a workable Gibbs sampling scheme which can
be used to simulate the entire posterior distributions of the parameters and perform multiple imputations in the case of
data incompleteness. The proposed algorithmic schemes through the incorporation of auxiliary permutation matrices can
significantly lessen the computing complexity. We also notice that the situation in which no presence of missing values
can be undertaken by specifying Oj = Ip for all j. An anonymous referee reminded us that inestimable parameters may
happen when there is a lack of information on specific parameters in the missing data model due to certain patterns of
incompleteness, see also Section 4.1 of Rubin [38].
The experimental studies have highlighted the superiority of MSN models on the provision of more adequate results
when the available data are possibly incomplete. We have also shown that the missing-data imputation procedures can
produce reasonably accurate estimates. We mention by passing that our approach can be easily extended to the case of
regression models with missing covariates [39].
Though the MSN model has shown its great flexibility in regulating departures from normality, the robustness against
outliers might still be insufficient when data involve strongly heavy-tailed observations. Such a weakness could be
tackled by adopting the multivariate skew t (MST) distribution of [14] or other related variants, see, e.g., [40–43].
Further investigations within the framework of MST models with missing information will be reported in a follow-up
paper.
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Appendix A. Proof of Theorem 1
LetΣr andΣr denote the rth row and column vector inΣ = [σij], respectively. By Leibnitz’s Rule, it then gives
∂
∂ti
∫ ∞
ar
φ(xr |µr + Σr t, σrr)dxr = ∂
∂ti
∫ ∞
ar−Σr t
φ(xr |µr , σrr)dxr
= −φ(ar − Σr t|µr , σrr)
( ∂
∂ti
(ar − Σr t)
)
= σriφ(ar − Σr t|µr , σrr). (A.1)
From (A.1), it implies that
∂
∂ti
∫ ∞
ar
φ(xr |µr + Σr t, σrr)dxr |t=0 = σriφ(ar |µr , σrr). (A.2)
Differentiating the moment generating function
MX (t) = 1
α
exp
{
tTµ+ 1
2
tTΣt
} p∏
i=1
∫ ∞
ai
φp(x|µ+ Σt,Σ)dx
with respect to ti and then evaluating this derivative at t = 0 leads to
E(Xi) = ∂
∂ti
MX (t)
∣∣∣∣
t=0
= α−1
{
exp
(
tTµ+ 1
2
tTΣt
)(
µi +
p∑
k=1
σkitk
)
p∏
i=1
∫ ∞
ai
φp(x|µ+ Σt,Σ)dx
+ exp
(
tTµ+ 1
2
tTΣt
)(
∂
∂ti
p∏
i=1
∫ ∞
ai
φp(x|µ+ Σt,Σ)dx
)}∣∣∣∣∣
t=0
= µi + α−1
{ p∑
r=1
σriφ(ar |µr , σrr)
∏
j6=r
∫ ∞
aj
φp−1(x(r)|µ(r)2·1,Σ(r)22.1)dx(r)
}
= µi + α−1
p∑
r=1
σirφ(ar |µr , σrr)G(r), (A.3)
where the third equality follows from (A.2). Moreover, it is easily seen that (A.3) can be organized in a vector representation
(5).
Consequently, we have
E(XiXj) = ∂MX (t)
∂tj∂ti
∣∣∣∣
t=0
= ∂
∂tj
{
α−1 exp
(
tTµ+ 1
2
tTΣt
)((
µi +
p∑
k=1
σkitk
)
×
p∏
i=1
∫ ∞
ai
φp(x|µ+ Σt,Σ)dx+ ∂
∂ti
p∏
i=1
∫ ∞
ai
φp(x|µ+ Σt,Σ)dx
)}∣∣∣∣∣
t=0
= ∂
∂tj
{
A(t)B(t)
}|t=0
=
{
∂
∂tj
A(t)
}∣∣∣∣
t=0
B(0)+ A(0)
{
∂
∂tj
B(t)
}∣∣∣∣
t=0
, (A.4)
where A(t) = α−1 exp{tTµ+ 12 tTΣt} and
B(t) =
(
µi +
p∑
k=1
σkitk
)
p∏
i=1
∫ ∞
ai
φp(x|µ+ Σt,Σ)dx+ ∂
∂ti
p∏
i=1
∫ ∞
ai
φp(x|µ+ Σt,Σ)dx.
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From (A.4), one obtains{
∂
∂tj
A(t)
}∣∣∣∣
t=0
= α−1 exp
(
tTµ+ 1
2
tTΣt
)(
µj +
p∑
`=1
σ`jt`
)∣∣∣∣∣
t=0
= α−1µj, (A.5)
B(0) = µiα +
p∑
r=1
σriφ(ar |µr , σrr)G(r) = αE(Xi), (A.6)
A(0) = α−1, (A.7)
and {
∂
∂tj
B(t)
}∣∣∣∣
t=0
=
{
∂
∂tj
(
µi +
p∑
k=1
σkitk
)}∣∣∣∣∣
t=0
{
p∏
i=1
∫ ∞
ai
φp(x|µ+ Σt,Σ)dx
}∣∣∣∣∣
t=0
+
{
µi +
p∑
k=1
σkitk
}∣∣∣∣∣
t=0
{
∂
∂tj
(
p∏
i=1
∫ ∞
ai
φp(x|µ+ Σt,Σ)dx
)}∣∣∣∣∣
t=0
+ ∂
∂tj
{
∂
∂ti
p∏
i=1
∫ ∞
ai
φp(x|µ+ Σt,Σ)dx
}∣∣∣∣∣
t=0
= σjiα + µi(E(Xj)− µj)α +
p∑
r=1
{
σriσrj
σrr
φ(ar |µr , σrr)(ar − µr)G(r)
+ σri
∑
s6=r
φ2(ar , as|µrs,Σrs)
(
σsj − σrsσrj
σrr
)
G(rs)
}
. (A.8)
Substituting Eqs. (A.5)–(A.8) into (A.4), we get
E
(
XiXj
) = µiE (Xj)+ µjE (Xi)− µiµj + α−1{ p∑
r=1
σriσrj
σrr
(ar − µr)fr(ar)G(r)
+
p∑
r=1
σri
( p∑
s6=r
(
σsj − σrsσrj
σrr
)
fr,s(ar , as)G(rs)
)}
+ σij. (A.9)
Furthermore, the term {·} in (A.9) can be rewritten by
p∑
r=1
σir
(
σ−1rr
(
(ar − µr)fr(ar)G(r)
)− p∑
s6=r
σrsfr,s(ar , as)G(rs)
)
σrj +
p∑
r=1
σirΣrHr
=
p∑
r=1
σir
(
σ−1rr
(
(ar − µr)fr(ar)G(r)
)− [ΣH]rr) σrj + p∑
r=1
σirHrΣr (HrΣr = ΣrHr)
= ΣrDΣr + ΣrHΣr
= Σr(D+ H)Σr . (A.10)
By (A.9) and (A.10), standard algebraic manipulations yield expression (6).
Appendix B. Outline of proof for Theorem 2
By Lemma A.2 of Sahu et al. [14], the moment generating function of Y oj = OjYj is given by
MY oj (t
o) = MYj(OTj to)
= 2p exp
{
(OTj t
o)Tξ + 1
2
(OTj t
o)TΩOTj t
o
}
Φp(Λ
TOTj t
o)
= 2poj exp
{
toTOjξ + 12 t
oTOjΩOTj t
o
}
Φpoj
(
(OjΛOTj )
Tto
)
,
where the last equality follows directly from
Φp(Λ
TOTj t
o) = 1
2p−p
o
j
Φpoj
(
(OjΛOTj )
Tto
)
.
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and the fact thatΛ is a diagonal matrix. Accordingly, it suffices to show that the distribution of Y oj is SNpoj (ξ
o
j ,Σ
oo
j ,Λ
oo
j ).
The proof of Part (b) was obtained by the definition of conditional density.
Appendix C. Outline of proof for Theorem 3
(a) The result follows directly from Theorem 2.4.4 of Anderson [44].
(b) Let ζj = E(Yj|τ j). By Theorem 2.5.1 of Anderson [44], we can show that
ζm· oj = E(Ymj |Y oj , τ j)
= ζmj + Σmoj Σoo
−1
j (Y
o
j − ζoj )
= Mjζj +MjΣOTj (OjΣOTj )−1Oj(Yj − ζj)
= Mj
(
ζj + ΣSooj (Yj − ζj)
)
= Mj
(
ξ + Λτ j + ΣSooj (Yj − ξ − Λτ j)
)
and
Σmm·oj = cov(Ymj |Y oj , τ j)
= Σmmj − Σmoj Σoo
−1
j Σ
om
j
= MjΣMTj −MjΣOTj (OjΣOTj )−1OjΣMTj
= Mj(Ip − ΣSooj )ΣMTj .
It follows that Ymj |(Y oj , τ j) ∼ Np−poj (ζm· oj ,Σmm·oj ).
(c) Note that
f (Y oj , τ j) ∝ |Σooj |−
1
2 exp
{
−1
2
(
(Yj − ξ)TCooj (Yj − ξ)+
(
τ j − ΛCooj (Yj − ξ)
)T
× (Ip − ΛCooj Λ)−1
(
τ j − ΛCooj (Yj − ξ)
))}
IRp+(τ j),
where |Σooj | = |Ωooj ||Ip − ΛCooj Λ|. Therefore, the posterior distribution of τ j given Y oj is
f (τ j|Y oj ) =
f (Y oj , τ j)
f (Y oj )
= φp(τ j|ΛC
oo
j (Yj − ξ), Ip − ΛCooj Λ)
Φp(ΛCooj (Yj − ξ)|Ip − ΛCooj Λ)
IRp+(τ j),
which implies
τ j|Y oj ∼ TNp(ΛCooj (Yj − ξ), Ip − ΛCooj Λ,Rp+).
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