We adapt the Douglas-Rachford (DR) splitting method to solve nonconvex feasibility problems by studying this method for a class of nonconvex optimization problem. While the convergence properties of the method for convex problems have been well studied, far less is known in the nonconvex setting. In this paper, for the direct adaptation of the method to minimize the sum of a proper closed function g and a smooth function f with a Lipschitz continuous gradient, we show that if the step-size parameter is smaller than a computable threshold and the sequence generated has a cluster point, then it gives a stationary point of the optimization problem. Convergence of the whole sequence and a local convergence rate are also established under the additional assumption that f and g are semi-algebraic. We then apply our nonconvex DR splitting method to finding a point in the intersection of a closed convex set C and a general closed set D by minimizing the square distance to C subject to D. We show that if either set is bounded and the step-size parameter is smaller than a computable threshold, then the sequence generated from the DR splitting method is actually bounded. Consequently, the sequence generated will have cluster points that are stationary for an optimization problem, and the whole sequence is convergent under an additional assumption that C and D are semialgebraic. We achieve these results based on a new merit function constructed particularly for the DR splitting method. Our preliminary numerical results indicate that the DR splitting method usually outperforms the alternating projection method in finding a sparse solution of a linear system, in terms of both the solution quality and the number of iterations taken.
Introduction
Many problems in diverse areas of mathematics, engineering and physics aim at finding a point in the intersection of two closed sets. This problem is often called the feasibility problem. Many practical optimization problems and reconstruction problems can be cast in this framework. We refer the readers to the comprehensive survey [7] and the recent monograph [8] for more details.
The Douglas-Rachford (DR) splitting method is an important and powerful algorithm that can be applied to solving problems with competing structures, such as finding a point in the intersection of two closed convex sets (feasibility problem), or, more generally, minimizing the sum of two proper closed convex functions. The latter problem is more general because the feasibility problem can be viewed as a minimization problem that minimizes the sum of the indicator functions of the two intersecting sets. In typical applications, the projection onto each of the constituent sets is simple to compute in the feasibility problem, and the so-called proximal operator of each of the constituent functions is also easy to compute in the case of minimizing the sum of two functions.
Since these simple operations are usually the main computational parts of the DR splitting method, the method can be implemented efficiently in practice.
The DR splitting method was originally introduced in [14] to solve nonlinear heat flow problems, which aims at finding a point in the intersection of two closed sets in a Hilbert space. Later, Lions and Mercier [21] showed that the DR splitting method converges for two closed convex sets with nonempty intersection. This scheme was examined further in [15] again in the convex setting, and its relationship with another popular method, the proximal point algorithm, was revealed and explained therein. Recently, the DR splitting method has also been applied to various optimization problems that arise from signal processing and other applications, where the objective is the sum of two proper closed convex functions; see, for example, [13, 16, 18] . We refer the readers to the recent exposition [8] and references therein for a discussion about convergence in the convex setting.
While the behavior of the DR splitting method has been moderately understood in the convex cases, the theoretical justification is far from complete when the method is used in the nonconvex setting. Nonetheless, the DR splitting method has been applied very successfully to various important problems where the underlying sets are not necessarily convex [2, 3] . This naturally motivates the following research direction:
Understand the DR splitting method when applied to possibly nonconvex sets.
As commented in [22] , the DR splitting method is notoriously difficult to analyze compared with other projection type methods such as the alternating projection method [6, 7, 12, 19] . Despite its difficulty, there has been some important recent progress towards understanding the behavior of the DR splitting method in the nonconvex setting. For example, it was shown in [22] that the DR splitting method exhibits local linear convergence for an affine set and a super-regular set (an extension of convexity which emphasizes local features), under suitable regularity conditions. There are also recent advances in dealing with specific structures such as the case where the two sets are finite union of convex sets [9] , and the sparse feasibility problem where one seeks a sparse solution of a linear system [23] . On the other hand, in spite of the various local convergence results, global convergence of the method was only established in [1] for finding the intersection of a line and a circle.
In this paper, we approach the above basic problem from a new perspective. Recall that the alternating projection method for finding a point in the intersection of a closed convex set C and a closed set D can be interpreted as an application of the proximal gradient algorithm to the optimization problem
with step-length equals 1, where d C (x) is the distance from x to C and x → d 2 C (x) is smooth since C is convex. Motivated by this, we adapt the DR splitting method to solve the above optimization problem instead, which is conceivably easier to analyze due to the smooth objective. This is different from the common approach in the literature (see, for example, [1-3, 9, 23] ) where the DR splitting method is applied to minimizing the sum of indicator functions of the intersecting sets. Notice that the feasibility problem is solved when the globally optimal value of (1) is zero.
In our analysis, we start with a more general setting: minimizing the sum of a smooth function f with Lipschitz continuous gradient, and a proper closed function g. We show that, if the stepsize parameter is smaller than a computable threshold and the sequence generated from the DR splitting method has a cluster point, then it gives a stationary point of the optimization problem min x∈IR n {f (x)+g(x)}. Moreover, under the additional assumption that f and g are semi-algebraic, we show convergence of the whole sequence and give a local convergence rate. Our analysis relies heavily on the so-called Douglas-Rachford merit function (see Definition 2) we introduce, which is non-increasing along the sequence generated by the DR splitting method when the step-size parameter is chosen small enough.
We then apply our nonconvex DR splitting method to minimizing (1), whose objective is smooth with a Lipschitz continuous gradient. When the step-size parameter is smaller than a computable threshold and either set is compact, we show that the sequence generated from the DR splitting method is bounded. Thus, cluster points exist and they are stationary for (1) . Furthermore, if C and D are in addition semi-algebraic, we show that the whole sequence is convergent. Finally, we perform numerical experiments to compare our method against the alternating projection method on finding a sparse solution of a linear system. Our preliminary numerical results show that the DR splitting method usually outperforms the alternating projection method, in terms of both the number of iterations taken and the solution quality.
The rest of the paper is organized as follows. We present notation and preliminary materials in Section 2. The DR splitting method applied to minimizing the sum of a smooth function f with Lipschitz continuous gradient and a proper closed function g is analyzed in Section 3, while its application to a nonconvex feasibility problem is discussed in Section 4. Numerical simulations are presented in Section 5. In Section 6, we present some concluding remarks.
Notation and preliminaries
We use IR n to denote the n-dimensional Euclidean space, ·, · to denote the inner product and · to denote the norm induced from the inner product. For an extended-real-valued function f , the domain of f is defined as domf := {x ∈ IR n : f (x) < +∞}. The function is called proper if domf = ∅ and it is never −∞. The function is called closed if it is lower semicontinuous. For a proper function f :
. Our basic subdifferential of f at x ∈ dom f (known also as the limiting subdifferential) is defined by
(2) The above definition gives immediately the following robustness property:
We also use the notation dom ∂f := {x ∈ IR n : ∂f (x) = ∅}. The subdifferential (2) reduces to the derivative of f denoted by ∇f if f is continuously differentiable. On the other hand, if f is convex, the subdifferential (2) reduces to the classical subdifferential in convex analysis (see, for example, [25, Proposition 8.12] ), i.e.,
For a function f with several groups of variables, we write ∂ x f (resp., ∇ x f ) for the subdifferential (resp., derivative) of f with respect to the variable x. Finally, we say a function f is a strongly convex function with modulus ω > 0 if f − ω 2 · 2 is a convex function. For a closed set S ⊆ R n , its indicator function δ S is defined by
Moreover, the normal cone of S at x ∈ S is given by N S (x) = ∂δ S (x). Furthermore, we use dist(x, S) or d S (x) to denote the distance from x to S, i.e., inf y∈S x − y . If a set S is closed and convex, we use P S (x) to denote the projection of x onto S.
A semi-algebraic set S ⊆ IR n is a finite union of sets of the form
where g 1 , . . . , g l and h 1 , . . . , h k are real polynomials. A function F : IR n → IR is semi-algebraic if the set {(x, F (x)) ∈ IR n+1 : x ∈ IR n } is semi-algebraic. Semi-algebraic sets and semi-algebraic functions can be easily identified and cover lots of possibly nonsmooth and nonconvex functions that arise in real world applications [4, 5, 10] . We will also make use of the following Kurdyka-Lojasiewicz (KL) property that holds in particular for semi-algebraic functions. (ii) for all x ∈ V with h( x) < h(x) < h( x) + ν, it holds that
A proper closed function h satisfying the KL property at all points in dom ∂h is called a KL function.
It is known from [4, Section 4.3] that a proper closed semi-algebraic function always satisfies the KL property. Moreover, in this case, the KL property is satisfied with a specific form; see also [11, Corollary 16] and [10, Section 2] for further discussions. 3 Douglas-Rachford splitting for structured optimization
In this section, as a preparation for solving nonconvex feasibility problems, we consider the following structured optimization problem: min
where f has a Lipschitz continuous gradient whose Lipschitz continuity modulus is bounded by L, and g is a proper closed function. In addition, we let l ∈ IR be such that f + l 2 · 2 is convex. Notice that such an l always exists: in particular, one can always take l = L. Finally, for any given parameter γ > 0, which will be referred to as a step-size parameter thoughout this paper, we assume that the proximal mapping of γg, is easy to compute, in the sense that it is simple to find a minimizer of the following problem for each given z:
Problems in the form of (4) arise naturally in many engineering and machine learning applications. Specifically, many sparse learning problems take the form of (4) where f is a loss function and g is a regularizer with (5) easy to compute; see, for example, [17] for the use of a difference-ofconvex function as a regularizer, and [27] for the case where
. Below, we consider a direct adaptation of the DR splitting method to solve (4).
Douglas-Rachford splitting method
Step 0. Input an initial point x 0 and a step-size parameter γ > 0.
Step
Step 2. If a termination criterion is not met, go to Step 1.
Using the optimality conditions and the subdifferential calculus rule [25, Exercise 8.8], we see from the y and z-updates in (6) that
Hence, we have for all t ≥ 1 that
Thus, if lim
and for a cluster point (y
then passing to the limit in (8) along the subsequence and using (3), it is not hard to see that (y * , z * ) gives a stationary point of (4), in the sense that y * = z * and
In the next theorem, we establish convergence of the DR splitting method on (4) by showing that (9) and (10) 
This definition was motivated by the so-called Douglas-Rachford envelop considered in [24, Eq. 31] in the convex case (that is, when f and g are both convex). Moreover, we see that D γ can be alternatively written as
where the first relation follows by applying the elementary relation (11) with u = x − y and v = z − y, while the second relation follows by completing the squares in (11) .
Then if a cluster point of the sequence {(y t , z t , x t )} exists, then (9) holds. Moreover, for any cluster point (y * , z * , x * ), we have z * = y * , and
Thus, given l ∈ IR and L > 0, the condition (13) will be satisfied for any sufficiently small γ > 0. We also comment on the y and z-updates of the DR splitting method. Note that the z-update involves a computation of the proximal mapping of γg, which is simple by assumption. On the other hand, from the choice of γ in Theorem 1, we have l < 2 is convex shows that the objective function in the unconstrained smooth minimization problem for the y-update is a strongly convex function with modulus
Proof. We first study the behavior of D γ along the sequence generated from the DR splitting method. First of all, notice from (11) that
where the last equality follows from the definition of x-update. Next, using the first relation in (12) , we obtain that
where the inequality follows from the definition of z t+1 as a minimizer, and the last equality follows from the definition of x t+1 . Next, notice from the first relation in (7) that
Since f + l 2 · 2 is convex by assumption, using the monotonicity of the gradient of a convex function, we see that for all t ≥ 1, we have
Hence, we see further that
where we made use of the definition of x t for the second equality. Plugging (16) into (15), we obtain that whenever t ≥ 1,
(17) Finally, using the second relation in (12), we obtain that
where the inequality follows from the fact that f + (14), (17) and (18), we see further that for any t ≥ 1,
Since we also have from the first relation in (7) and the Lipschitz continuity of ∇f that for t ≥ 1
we conclude further that for any t ≥ 1
Summing the above relation from t = 1 to N − 1 ≥ 1, we obtain that
Recall that (1+γL) 2 + 5γl 2 − 3 2 < 0 by our choice of γ. Hence, using the existence of cluster points and taking limit along any convergent subsequence in (22), we conclude that lim t→∞ y t+1 − y t = 0. Combining this with (20), we conclude that (9) holds. Furthermore, combining these with the third relation in (6), we obtain further that lim t→∞ z t+1 − z t = 0. Thus, if (y * , z * , x * ) is a cluster point of {(y t , z t , x t )} with a convergent subsequence {(y tj , z tj , x tj )} so that lim j→∞ (y tj , z tj ,
From the definition of z t as a minimizer, we have
Taking limit along the convergent subsequence and using (23) yields
On the other hand, by the lower semicontinuity of g, we have lim inf j→∞ g(z tj ) ≥ g(z * ). Consequently, (10) holds. Now passing to the limit in (8) along the convergent subsequence {(y tj , z tj , x tj )}, and using (9), (10) and (3), we see that the conclusion of the theorem follows.
Under the additional assumption that the functions f and g are semi-algebraic functions, we now show that if the whole sequence generated has a cluster point, then it is actually convergent.
Theorem 2. (Global convergence of the whole sequence) Suppose that the step-size parameter γ > 0 is chosen as in (13) and the sequence {(y t , z t , x t )} generated has a cluster point (y * , z * , x * ). Suppose in addition that f and g are semi-algebraic functions. Then the whole sequence {(y t , z t , x t )} is convergent.
Proof. The argument is very similar to the proof of [20, Theorem 2] ; see also [5, Lemma 2.6]. We first consider the subdifferential of D γ at (y t+1 , z t+1 , x t+1 ). Notice that for any t ≥ 0, we have
where for the first gradient we made use of (11) and the definition of x t+1 , while for the second gradient we made use of the second relation in (12) and the first relation in (7). Moreover, for the subdifferential with respect to z, we have from the second relation in (12) that
where the inclusion follows from the second relation in (7), and the last equality follows from the definition of x t+1 . The above relations together with (20) imply the existence of τ > 0 so that whenever t ≥ 1, we have dist(0, ∂D γ (y* exists. We next claim that l * = D γ (y * , z * , x * ). Let {(y tj , z tj , x tj )} be any subsequence that converges to (y * , z * , x * ). Then from lower semicontinuity, we readily have
On the other hand, proceeding as in (23), (24) and (25) ) for all k ≥ 0 since the sequence is non-increasing. Then (27) gives y t = y t+k for all k ≥ 0. From (20) , we see that x t = x t+k for k ≥ 0. These together with the third relation in (6) show that we also have z t+1 = z t+k for k ≥ 1. Thus, the algorithm terminates finitely. Since this theorem holds trivially if the algorithm terminates finitely, from now on, we assume D γ (y t , z t , x t ) > l * for all t ≥ 1.
Next, from [4, Section 4.3] and our assumption on semi-algebraicity, the function (y, z, x) → D γ (y, z, x) is a KL function. From the property of KL functions, there exist ν > 0, a neighborhood V of (y * , z * , x * ) and a continuous concave function ψ : [0, ν) → R + as described in Definition 1 so that for all (y, z, x) ∈ V satisfying l * < D γ (y, z, x) < l * + ν, we have
Pick ρ > 0 so that
and set B ρ := {y : y − y * < ρ}. Observe from the first relation in (7) that
Since (9) holds by Theorem 1, there exists N 0 ≥ 1 so that x t − x t−1 < ρ whenever t ≥ N 0 . Thus, it follows that x t − x * < (2 + γL)ρ whenever y t ∈ B ρ and t ≥ N 0 . Next, using the third relation in (6), we see also that for all t ≥ N 0 ,
whenever y t ∈ B ρ . Consequently, if y t ∈ B ρ and t ≥ N 0 , then (y t , z t , x t ) ∈ B ρ ⊆ V. Furthermore, using the facts that (y * , z * , x * ) is a cluster point, that lim t→∞ D γ (y t , z t , x t ) = l * , and that
it is not hard to see that there exists (y
Before proceeding further, we show that whenever y t ∈ B ρ and l * < D γ (y t , z t , x t ) < l * + ν for some fixed t ≥ N 0 , we have
We next show that y t ∈ B ρ whenever t ≥ N by induction. The claim is true for t = N by construction. Now, suppose the claim is true for t = N, . . . , N + k − 1 for some k ≥ 1; i.e., y N , . . . , y N +k−1 ∈ B ρ . Notice that as {D γ (y t , z t , x t )} is a non-increasing sequence, our choice of N implies that l * < D γ (y t , z t , x t ) < l * + ν for all t ≥ N . In particular, (29) can be applied for t = N, . . . , N + k − 1. Thus, for t = N + k, we have from this observation that
where the last inequality follows from the nonnegativity of ψ. Thus, we have shown that y t ∈ B ρ for t ≥ N by induction.
Since y t ∈ B ρ and l
Convergence of {y t } follows immediately from this. Convergence of {x t } follows from this and the first relation in (7). Finally, the convergence of {z t } follows from the third relation in (6) . This completes the proof.
Remark 2. (Comments on the proof )
Below, we make some comments about the proof of Theorem 2.
(i) Our proof indeed shows that, if the assumptions in Theorem 2 hold, then the sequence {(y t , z t , x t )} generated by the DR splitting method has a finite length, i.e.,
Precisely, the summability of y t+1 − y t and x t+1 − x t can be seen from (29) and (20) . Moreover, notice from the third relation in (6) that
Therefore, the summability of z t+1 − z t follows from the summability of y t+1 − y t and
(ii) The proof of Theorem 2 stays valid as long as the DR merit function D γ is a KL-function. We only state the case where f and g are semi-algebraic as this simple sufficient condition can be readily checked.
Recall from Proposition 1 that a semi-algebraic function h satisfies the KL inequality with ψ(s) = c s 1−θ for some θ ∈ [0, 1) and c > 0. We now derive local convergence rates of the proposed nonconvex DR splitting method by examining the range of the exponent.
Theorem 3. (Local convergence rate)
Suppose that the step-size parameter γ > 0 is chosen as in (13) and the sequence {(y t , z t , x t )} generated has a cluster point (y * , z * , x * ). Suppose in addition that f and g are semi-algebraic functions so that the ψ in the KL inequality (28) takes the form ψ(s) = c s 1−θ for some θ ∈ [0, 1) and c > 0. Then, we have
, then there exist η ∈ (0, 1) and κ > 0 so that dist 0, ∇f (z t ) + ∂g(z t ) ≤ κ η t for all large t;
. Then, we have from the proof of Theorem 2 that l t ≥ 0 for all t ≥ 1 and l t → 0 as t → ∞. Furthermore, from (27), we have
As l t+1 ≥ 0, it follows that K y t+1 − y t 2 ≤ l t − l t+1 ≤ l t for all t ≥ 1. This together with (20) implies that
where the first equality follows from the last relation in (6) . Notice from (8) and the Lipschitz continuity of ∇f that
Consequently, for all t ≥ 1,
Moreover, from the convergence of {(y t , z t , x t )} to (y * , z * , x * ) guaranteed by Theorem 2, the relation (28), and the discussion that precedes it, we see that either Case (i): the algorithm terminates finitely, i.e., there exists a t 0 ≥ 1 such that l t = 0 for some and hence all t ≥ t 0 ; or Case (ii): for all large t, we have l t > 0 and
Therefore, combining (30) and (33), we see that
t for all large t,
Without loss of generality, we assume M ∈ (0, 1). We now divide the discussion into three cases:
Case 1: θ = 0. In this case, we have l t − l t+1 ≥ M > 0, which contradicts l t → 0. Thus, this case cannot happen.
Case 2: θ ∈ (0, . In this case, as l t → 0, there exists
So, there exists µ > 0 such that l t ≤ µ(1 − M ) t for all large t. This together with (31) implies that the conclusion of Case 2 follows with κ =
Case 3: θ ∈ ( 
Noting that 2θ − 1 > 0, this implies that for all i ≥ i 0
Summing for all i = i 0 to i = t − 1 we have for all large t
This gives us that for all large t
So, combining this with (31), we see that the conclusion of Case 3 follows.
Douglas-Rachford splitting for nonconvex feasibility problems
In this section, we discuss how the nonconvex DR splitting method in Section 3 can be applied to solving a feasibility problem. Let C and D be two nonempty closed sets, with C being convex. We also assume that a projection onto each of them is easy to compute. The feasibility problem is to find a point in C ∩ D, if any. It is clear that C ∩ D = ∅ if and only if the following optimization problem has a zero optimal value: min
Since C is closed and convex, it is well known that the function u → is attained at y = 1 1+γ (x + γP C (x)). Hence, applying the DR splitting method in Section 3 to solving (35) gives the following algorithm: Douglas-Rachford splitting method for feasibility problem
Notice that the above algorithm involves computation of P C (x t ) and a projection of 2y t+1 − x t onto D, which are both easy to compute by assumption. Moreover, observe that as γ → ∞, (36) reduces to the classical DR splitting method considered in the literature for finding a point in C ∩ D, i.e., the DR splitting method in (6) applied to minimizing the sum of the indicator functions of C and D. Comparing with this, the version in (36) can be viewed as a damped DR splitting method for finding feasible points. The convergence of both versions are known in the convex scenario, i.e, when D is also convex. However, in our case, C is closed and convex while D is possibly nonconvex. Thus, the known results do not apply directly. Nonetheless, we have the following convergence result using Theorem 1. In addition, we can show in this particular case that the sequence {(y t , z t , x t )} generated from (36) is bounded, assuming C or D is compact. 
Then, z * ∈ C ∩ D and there exist η ∈ (0, 1) and κ > 0 such that for all large t, dist 0, z 
On the other hand, note also that z * − P C (z * ) ∈ N C P C (z * ) . Hence, our assumption implies that z * −P C (z * ) = 0 and so, z * ∈ C. Thus, we have y * = z * ∈ C∩D. Note that y * = 1 1+γ (x * +γP C (x * )), from which one can easily see that
where A † is the pseudo inverse of the matrix A. Let us consider the function h defined by
Recall that T Bu, where u = (y, z, x) and
Here, we use I n to denote the n × n identity matrix. Clearly, B is an indefinite 3n × 3n matrix and so, {u : u T Bu = 1} = ∅. Consider the following homogeneous quadratic optimization problem:
Clearly α ≥ 0. We now claim that α > 0. To see this, we proceed by the method of contradiction and suppose that there exists a sequence {u t } such that (u t ) T Bu t = 1 and Bu t 2 → 0. Let B = V T ΣV be an eigenvalue decomposition of B, where V is an orthogonal matrix and Σ is a diagonal matrix. Letting w t = V u t , we have
Let w t = (w t 1 , . . . , w t 3n ) and Σ = Diag(λ 1 , . . . , λ 3n ). Then we see further that
The second relation shows that either λ i = 0 or w t i → 0 for each i = 1, . . . , 3n. This contradicts the first relation. So, we must have α > 0. Consequently, for any u satisfying u T Bu > 0, we have
Recall that h(u) = 1 2 u T Bu. It then follows from the definition of h that for all t ≥ 1, we have
where the equality follows from D γ (yFor a general nonconvex feasibility problem, i.e., to find a point in M i=1 D i , with each D i being a closed set whose projection is easy to compute, it is classical to reformulate the problem as finding a point in the intersection of
The algorithm (36) can thus be applied. In addition, if it is known that M i=1 D i is bounded, one can further reformulate the problem as finding a point in the intersection of
and R is an upper bound on the norms of the elements in M i=1 D i . We note that both the projections onto H and H R can be easily computed.
We next state a corollary concerning the convergence of our DR splitting method as applied to finding a point in the intersection of 
We now prove (ii). Note that for any x ∈ C,
Thus, the constraint qualification (49), together with (51), imply that (50) holds. Finally, from the definitions of C and D, we have z *
Hence, the conclusion in (ii) also follows.
Remark 4. The constraint qualification (49) is known as the linear regularity condition. It plays an important role in quantifying the local linear convergence rate of the alternating projection method [19] .
Before closing this section, we use the example given in [9, Remark 6 ] to illustrate the difference in the behavior of our DR splitting method (36) and the usual DR splitting method considered in the literature for the feasibility problem, i.e., (6) applied to minimizing the sum of the indicator functions of the two sets. Example 1. (Different behavior: our DR method vs the usual DR method) We consider C = {x ∈ IR 2 : x 2 = 0} and D = {(0, 0), (7 + η, η), (7, −η)}, where η ∈ (0, 1]. It was discussed in [9, Remark 6] that the DR splitting method, initialized at x 0 = (7, η) and applied to minimizing the sum of indicator functions of the two sets, is not convergent; indeed, the sequence generated has a discrete limit cycle. On the other hand, convergence of (36) applied to this pair of sets is guaranteed by Corollary 1, as long as 0 < γ < 3 2 − 1. Below, we show explicitly that the generated sequence is convergent, and the limit is y * = z * = (7 + η, η) and x * = (7 + η, (1 + γ)η). To this end, we first consider a sequence {a t } defined by a 1 = 2 − 1 1+γ > 0 and for any t ≥ 1,
Then a t > 0 for all t and we have
Consequently, {a t } is a Cauchy sequence and is thus convergent. Furthermore, it follows immediately from (52) that lim t→∞ a t = 1 + γ. Now, we look at (36) initialized at x 0 = (7, η). Then y 1 = 7, η 1+γ and 2y
, it is not hard to show that z 1 = (7+η, η) and consequently x 1 = (7 + η, a 1 η). Inductively, one can show that for all t ≥ 1, y t+1 = 7 + η, a t 1 + γ η , z t+1 = (7 + η, η) and x t+1 = (7 + η, a t+1 η) .
Consequently, y * = z * = (7 + η, η) and x * = (7 + η, (1 + γ)η).
Numerical simulations
In this section, we perform numerical experiments to test the DR splitting method on solving a nonconvex feasibility problem. All codes are written in MATLAB, and the experiments were performed in MATLAB version R2014a on a cluster with 32 processors (2.9 GHz each) and 252G RAM.
We consider the problem of finding an r-sparse solution of a linear system Ax = b. To apply the DR splitting method, we let C = {x ∈ IR n : Ax = b} and D = {x ∈ IR n : x 0 ≤ r}, where x 0 denotes the cardinality of x. We benchmark our algorithm against the alternating projection method, which is an application of the proximal gradient algorithm with step-length 1 to solve (35). Specifically, in this latter algorithm, one initializes at an x 0 and updates x t+1 ∈ Arg min
x 0≤r
x − (x t + A † (b − Ax t )) .
We initialize both algorithms at the origin and terminate them when max{ x t − x t−1 , y t − y t−1 , z t − z t−1 } max{ x t−1 , y t−1 , z t−1 , 1} < 10 −8 and x t − x t−1 max{ x t−1 , 1} < 10
respectively, for the DR splitting method and the alternating projection method. Furthermore, for the DR splitting method, we adapt the heuristics described in Remark 3: we initialize γ = 150 · γ 0 and update γ as max{ or y t > 10 10 .
1
We generate random linear systems with sparse solutions. We first generate an m × n matrix A with i.i.d. standard Gaussian entries. We then randomly generate an x ∈ IR r with r = ⌈ m 5 ⌉, again with i.i.d. standard Gaussian entries. A random sparse vector x ∈ IR n is then generated by first setting x = 0 and then specifying r random entries in x to be x. Finally, we set b = A x.
In our experiments, for each m = 100, 200, 300, 400 and 500, and n = 4000, 5000 and 6000, we generate 50 random instances as described above. The computational results are reported in Table 1 , where we report the number of iterations averaged over the 50 instances, as well as the maximum and minimum function values at termination. 2 We also report the number of successes and failures, where we declare a success if the function value at termination is below 10 −12 , and a failure if the value is above 10 −6 . We observe that both methods fail more often for harder instances (smaller m), and the DR splitting method clearly outperforms the alternating projection method in terms of both the number of iterations and the solution quality.
Concluding remarks
In this paper, we examine the convergence behavior of the Douglas-Rachford splitting method when applied to solving nonconvex optimization problems, particularly, the nonconvex feasibility problem. By introducing the Douglas-Rachford merit function, we prove the global convergence and establish local convergence rates for the DR splitting method when the step-size parameter γ is chosen sufficiently small (with an explicit threshold) and the sequence generated is bounded. Preliminary numerical experiments are performed, which indicate that the DR splitting method usually outperforms the alternating projection method in finding a sparse solution of a linear system, in terms of both solution quality and number of iterations taken.
