Introduction
Biology is not just a source of inspiration for novel materials, but also a source for novel ways of searching for materials in design space. After all, biology arrives at new functional materials through a process that is fundamentally different from traditional materials design on a computer. The evolutionary process in biology exploits numerous complex and competing effects, from population fl uctuations and sexual recombination to temporal variations in the environment. Such effects together allow biology to explore parts of parameter space in a way that is differently biased than most engineering approaches. As a result, biological materials are often more robust, adaptable, and multifunctional than traditional materials design approaches. Further, biological search strategies are not predicated on the target material being near equilibrium or any other such simplifying assumption.
In designing and optimizing materials, or in searching for novel materials properties, the idea of sampling a multitude of solutions in parallel and successively refi ning the most promising ones by letting them compete against a large number of variations offers many advantages, whether such an evolutionary process is applied to biological materials or not. 1 When computers are used in this process, so-called genetic algorithms have long embodied some of the central features associated with bioinspired searches, such as fi nding solutions that are closer to a desired goal through a cycle of repeated recombination. 2 , 3 Due to the specifi c construction of genetic algorithms, however, their success has been limited to certain classes of problems. This state of affairs changed in the early 2000s with the introduction of a new breed of evolutionary computation strategies of which the covariance matrix adaptation evolution strategy (CMA-ES) is the most prominent one. 4 These evolution strategies have been found highly effective in applications ranging from identifying gaits for robot locomotion 5 to crystal structure design 6 , 7 to optimizing directed self-assembly of diblock-copolymer fi lms. 8 , 9 They also have been used as a tool to search for, and discover, novel properties in materials both in and far from thermal equilibrium.
However, reaping the full benefi ts of bioinspired searches in materials design requires some thought. For example, evolutionary algorithms, applied in a black box manner to a materials design problem, may not always provide the best results (the term black box here refers to an application of the algorithm that is indifferent to its inner workings). In fact, biological evolution itself is known to face several strong constraints and does not produce the "fi ttest" genotypes under many conditions. For example, evolving a new function might require fi ve different parameters to change, each of which lowers fi tness individually. Such valley crossings in a rugged landscape can be diffi cult, unless evolution (e.g., the balance between mutation and selection) is operating in a regime where population fl uctuations can be exploited. Furthermore, in many
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Searching for materials with improved or perhaps completely novel properties involves an iterative process intended to successively narrow the gap between some initial starting point and the desired design target. This can be viewed as an optimization problem in a highdimensional search space, often with many dozens of material parameters that need to be tuned. To tackle this, the evolutionary process in biology has been a source of inspiration in developing effective search algorithms. However, reaping the full benefi ts of bioinspired searches for materials design requires some thought. Here, we go beyond traditional black box algorithms and take a broader view of computational evolution strategies. We discuss recent strategies that exploit knowledge about the material confi guration statistics and we highlight the advantages when time-varying environments are considered. Throughout, we emphasize that the search strategies themselves can be viewed as a nonequilibrium dynamical process in design space.
situations, the solutions corresponding to various parameter values underlie specific statistics, for example, by being members of a canonical ensemble. Taking these statistics into account can significantly improve the speed of the search and quality of the result.
We take a broader view of bioinspired searches for materials, which includes going beyond traditional algorithms. We focus on bioinspired nonequilibrium approaches to searching for new materials, review recent developments, and highlight promising new directions. We start by outlining a general framework for how to construct materials design algorithms based on evolutionary strategies. Standard CMA-ES and related black box algorithms can be viewed as special cases of this framework in that they are agnostic of the specific configuration space statistics and simply assume a Gaussian distribution. We then show how exploiting these statistics can lead to significant speed up in materials design. In the second section, we review prospects for the design of multifunctional materials, inspired by evolutionary strategies for coping with changing environments. Time-varying goals during evolution have been shown to naturally result in biological systems that are modular and thus easily repurposed for different tasks.
A point of view that we emphasize throughout is that search strategies themselves can be viewed as a dynamical process in design space, with associated notions of equilibrium and nonequilibrium dynamics. For example, just as we can characterize dynamics of a particle in real space as having a temperature, Monte Carlo searches or optimization algorithms are naturally associated with a temperature that determines how design space is explored.
In the past, such a viewpoint has allowed physicists to contribute new algorithms based on physical intuition. Algorithms such as simulated annealing or parallel tempering can be considered basic examples of nonequilibrium searches in design space. Biologically inspired search processes represent another step further into nonequilibrium search strategies, exploiting more complex dynamics such as time-varying potentials and variable locally defined temperature. We hope that this article provides an impetus for turning novel dynamics in population biology, statistical physics, or other fields into materials design strategies.
Evolution strategies to optimize and discover materials
Evolution is often described as climbing a fitness peak and has similarities with gradient ascent-like methods. However, evolution of a population is fundamentally different from simply following a gradient in that a population can exploit both its mean and variance to evolve. In fact, the so-called "fundamental theorem of natural selection" by Fisher explicitly states that the "rate of increase of fitness in a population at any time is set by the variance of fitness over the population at that time." 12 That is, evolution is faster when the population has a higher variance. In high-performing evolutionary algorithms, the variance of a population of different trial solutions in a multidimensional parameter space is exploited to identify parameter updates that promise to reduce the distance to the desired goal.
Here, each member of this population samples a particular set of properties (i.e., has a particular configuration that is controlled by parameters the algorithm can operate on). While evolutionary algorithms navigate through the landscape of possible configurations, at each step, they perform a balance between solution diversity and fitness, effectively making sure that diversity is not immediately sacrificed for local fitness. As a result, these algorithms do not easily get "stuck" and are adept at finding their targets in exceedingly rugged as well as in essentially flat "searchscapes." However, in the past, the algorithms typically have been agnostic about the statistical likelihood associated with the various configurations.
In other words, the algorithms operate in "black box" fashion in the sense that they simply assume a certain distribution of configurations and use that to draw their updates at each iteration. Recently, attempts have been made to go beyond a black box approach, namely by explicitly including the configuration statistics. 11, 13 Not only can this lead to a significant speed up for converging to the desired goal, but more importantly, it provides a general framework for generating optimization algorithms without any need for tuning. We will discuss in greater detail some of the main elements of this general framework and show how the CMA-ES algorithm is related.
A framework for bioinspired search
Suppose a material can be in some configuration, x, and that there is a set of parameters, λ , i with which we can tune the material's properties, averaged over all configurations. A bioinspired evolutionary materials design process then starts with a number of trial designs that sample the possible configurations, x, and proceeds by changing the λ i in an iterative manner such that those configurations become selected whose properties are closest to the design target. We can express this by:
Here, ( ) 
The first term on the left-hand side is the Fisher information metric. Inverting it leads to:
This equation provides an explicit prescription for the evolution of the parameters, λ i . 13 It propagates the set of λ i into the direction of fitness increase, while simultaneously, the Fisher information metric serves to constrain the associated changes in entropy (i.e., it prevents large changes in the diversity between successive time steps so as to prevent getting stuck prematurely). In the optimization literature, adding this constraint is known as natural gradient descent.
Note that in this way of treating the evolution of configurations, each parameter λ i is a deterministic variable following a path prescribed by Equation 4. The random variations enter at the level of the different configurations, x, which are sampled by the population of trial designs at every step. The algorithm collects information from random samples in configuration space to direct an optimization in parameter space.
For a specified distribution, ρ, the right-hand side depends only on configuration averages. Equation 4, therefore, acts as a ready-made algorithm-sampling ρ provides the information for evaluating the right-hand side of Equation 4, which then can be integrated to update the parameters λ i for the next iteration step.
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The particular advantage of this formalism is that the search process is able to exploit information about the distribution of material configurations ( )
In many situations, this distribution is known a priori. Furthermore, with distributions ρ that are exponential functions, the right-hand side of Equation 4 simplifies and reduces to covariances. For example, if ( ) ρ | λ i x is given by the canonical ensemble
, where the ( ) i h x are components of an energy functional, executing the derivatives in Equation 4 gives the parameter evolution:
Here, Cov stands for the covariance matrix. Alternatively, one could simply assume a multivariate Gaussian distribution for ρ, without reference to any problem-specific configuration statistics. In this implementation, the right-hand side can still be expressed in terms of covariances and a version of Equation 4 leads to update rules for the parameters defining the Gaussian, namely, the means of the different variables and the elements of the covariance matrix. Structurally, this becomes equivalent to the differential equations describing CMA-ES. 13 At first glance, it might seem that the assumption of a multivariate Gaussian distribution for ρ would mitigate many of the advantages of evolution strategies over more conventional approaches such as adaptive simulated annealing, in particular, because the latter makes explicit use of the statistical mechanics governing the distribution of configurations. However, for reasons of computational efficiency, CMA-ES remains highly competitive (see Reference 13) , and has been shown to outperform other algorithms across a wide range of different optimization problems.
Consider, for example, the problem of finding the most compact configuration of four spheres of equal size (i.e., the configuration that minimizes the sum of the distances to the center of mass). For objects made with less than 13 equal spheres, the correct solutions are deltahedra (i.e., polyhedra with triangular faces).
14 Finding these solutions is remarkably hard for search algorithms and provides a good benchmark test. In Figure 1 , we show this for the problem of four spheres, comparing the performance of CMA-ES against a Monte Carlo simulation and adaptive simulated annealing. In the following sections, we illustrate the power of evolution strategies for materials design with two examples, one based on standard CMA-ES and the other using the full information contained in Equation 4 for generating improved, problemadapted design engines.
Granular materials optimization and discovery
Granular materials are inherently far from equilibrium in the (statistical mechanics) sense that, left on their own, they are unable to reach the lowest energy configuration of the constituent grains and instead get trapped, glass-like, in one of a multitude of metastable configurations. If each of these metastable configurations corresponds to a certain value of a measured property Figure 1 . Comparison of algorithms for the task of finding the most compact configuration of four equal spheres. Plotted is relative distance of the best solution f min from the optimal solution f opt , as achieved after a given number of function calls, for three different algorithms: covariance matrix adaptation evolution strategy (CMA-ES), random search using a Monte Carlo algorithm, and simulated annealing. For CMA-ES the performance does not require tuning-since the CMA-ES adjusts its covariance matrix, and thus rate of convergence, automatically, we do not need to worry about whether parameters were initially set correctly. Conversely, parameters had to be carefully tuned to achieve acceptable performance from simulated annealing.
of the granular material as a whole, how can one identify those particle-level parameters that will produce a particular, desired value? This constitutes a materials design problem that is particularly challenging, because we cannot limit the search to the subset of lowest-energy "ground-state" configurations.
As a concrete example, consider the case of pouring, under gravity, a large number of identical particles into a box so as to generate an amorphous, glassy aggregate. Tapping the box will then densify this aggregate until some limit is reached asymptotically. A long-standing question has been how this asymptotic packing density depends on particle shape and, in particular, which shape will produce the densest random packing. In the past, the standard approach has been trial and error (i.e., guessing a shape and evaluating the packing properties). The problem has resisted conventional search methods because of its complexity and the ruggedness of the search landscape. Particle shape allows, of course, for endless variations and any search therefore requires some a priori restrictions in terms of the types of solutions to be considered.
Suppose we limit the search to the family of shapes that can be generated by gluing together N spheres, each of variable radius. The only rule here is that all N spheres form one rigid compound particle ("granular molecule"). As the number of degrees of freedom increases with N, the options for placing adjacent spheres within each molecule grow exponentially. Already for relatively small N, say 5-10, the previously discussed build rule enables a myriad of different compact, extended, or even branched granular molecules. As Figure 1 already hints, CMA-ES turns out to be highly efficient at parsing through this large number of options and finding a shape that brings the aggregate properties close to the desired target. Figure 2 shows this for a situation where the optimizer was given N = 10 spheres per particle. After a few hundred iterations and, along the way, setting seven of the radii to essentially zero, it arrived at a trimer molecule where two smaller spheres are positioned roughly 75° apart on a larger central sphere (upper left of top panel). During this shape evolution toward the final trimer molecule, the algorithm discovered and exploited the size distribution of voids in a random packing of spheres, as well as the spatial correlations between voids, such that the two "ears" can fit into the interstices and thereby increase the overall packing fraction to ∼68%, compared to ∼64% for spheres. 15 The top panel of Figure 1 shows shapes and packing densities of trial solutions sampled during the evolution toward the densest-packing (trimer) and the loosestpacking molecule (rod in lower right).
Different types of granular molecules become possible once the parameter space is opened up to allow, in addition, for overlap between the spheres constituting an individual particle. This enables the optimizer to explore shapes with surfaces that are less corrugated. This same task now leads to an oblate granular molecule with an essentially equilateral triangular shape. Remarkably, under pouring and tapping this simple particle achieves a random packing density of ∼73%, almost reaching the 74% for a perfect crystal made from equal spheres. 16 We have so far discussed searches for new material properties, where the design target is a particular desired property, such as packing density or material stiffness, under fixed boundary or loading conditions. However, the same evolutionbased strategies can also be applied when the design target is a particular, desired functional dependence under load. Furthermore, the same search process can be used not only to optimize known materials properties, such as finding shapes that pack more densely, but can be tasked with discovering novel behavior not previously known to occur. For example, all ordinary granular materials held under constant confining pressure weaken when compressed. Using CMA-ES, a specifically shaped small granular molecule was discovered 10 that generates the opposite behavior: the aggregate becomes more resistive with increasing compression (i.e., it exhibits strain stiffening). Optimizing the packing density of granular material comprised of particles whose shape can be varied. Each particle consists of 10 constituent spheres with variable radii. (a) Spheres bonded without overlap. In searching for maximum and minimum packing density, the algorithm explored a wide range of different shapes labeled here along the horizontal axis by a shape index that is the sum of all i = 10 sphere radii r i in the particle (blue crosses). The two shapes emerging after optimization for the density extrema are indicated by arrows. 
From statistical mechanics to automated design
As we noted earlier, black box algorithms do not exploit the information contained in the statistical distribution of microstates or configurations. Methods such as CMA-ES and adaptive simulated annealing deal with the actual configurations only through the objective function, effectively condensing a vast amount of information into one parameter. When this extra information is taken into account via the specific form of ( )
, significant computational speedup can arise. 11 For example, we discuss here the problem of directing the self-assembly of diblock-copolymer thin films into an ordered array of stripe domains, where the design target is a particular, desired stripe orientation.
Diblock copolymers consist of two, essentially immiscible polymer blocks that are covalently bonded. During annealing, they spontaneously phase separate into patterns of alternating domains comprised of one or the other block. 17 These patterns have tunable (via the molecular weight of each block) domain spacing on the scale of 10-100 nm. This has applications as large-area, self-assembled nanotemplates for semiconductor devices or high-density storage media, where the patterns are transferred into an underlying substrate by exploiting the difference between the two copolymer blocks in their resistance to etching. One way of guiding the domains into following a particular direction along the substrate is to implant (chemical) markers that attract one of the two blocks so that it registers spatially with the marker, inducing a surrounding, local patch of the domain pattern to register as well.
The materials design problem now becomes the following: How should the interaction energies between the two blocks and also the interactions with the markers be tuned such that quick and reliable alignment is achieved even if the markers are spaced far apart? In a typical optimization of this type, more than a dozen material and geometry parameters are being tuned. 8, 9, 18 In Figure 3 , we show the simulated evolution during annealing from initially disordered domains to a final stripe configuration that is highly ordered and aligned with the markers in the substrate. In the top panel, we plot the performance of black box CMA-ES for a case where the markers were placed a distance corresponding to three times the inherent domain spacing of the copolymer blocks. In the bottom panel, we contrast this with results from an algorithm directly based on Equation 4. Here, ( ) ρ | λ i x is implemented as canonical ensemble and the λ i take on the role of setting the strength, relative to the thermal energy kT (where k is the Boltzmann constant and T is temperature), of the various interaction energies in the copolymer Hamiltonian. 11 With this ( ) ρ | λ , i x the algorithm becomes significantly more powerful. While standard, black box CMA-ES took 75-100 generations to converge, with the improved algorithm convergence is reached after only 15-20 generations, even when applied to the more challenging problem where the markers are placed a distance of six domain spacings apart.
Exploiting nonequilibrium effects in timevarying environments
Evolution in time-varying environments is thought to be essential to explaining numerous aspects of life on earththe diversity of species, 19 adaptability and modularity, 20 and numerous other features. 21, 22 While many of these features would be attractive in materials as well, this fundamentally nonequilibrium element of evolutionary search in biology has not been exploited much in computational searches for new materials. Here, we review the original ideas in biology and then review some early works that have looked at implications for materials design. 
Modularity and adaptability
Biologists have long observed that biological systems are sometimes modular-that is, made of clearly delineated modules that each solve a subtask and whose outputs are put together to perform a more complex task. For example, different cell types in an embryo use similar signal amplification pathways connected in different ways to different cell-specific receptors to generate a large variety of input-output relationships. 20 Similarly, a great diversity of proteins can be built from the same basic protein domains, each of which might perform a task such as binding and allosteric regulation. 23 Evolution in time-varying environments is thought to be a significant factor in the emergence of modularity. 20, 24, 25 Timevarying environments favor modular designs because such designs are quickly adapatable to new environments since new function only requires changing the relationship between existing modules, with no changes inside each module. In an influential work, Kashtan et al. 20 performed in silico evolutionary simulations to evolve circuits of logical gates in order to compute a particular Boolean function, f. The resulting circuit, shown in Figure 4 , is not modular in any sense. They then simulated evolution with a target that was periodically switched between the function, f, and another function, g. As seen in Figure 4 , this procedure also results in a circuit equally competent at computing f, but dramatically different in structure-the circuit is highly modular unlike the nonmodular circuit evolved in a constant environment.
Similar results have been seen in other biological systems, 26, 27 with a recent promising example in immunology. 28 The human immune system creates antibodies that can specifically detect any particular foreign protein ("antigen") through a rapid evolutionary process. However, to deal with rapidly mutating viruses such as HIV, the body must evolve "generalist" antibodies that can detect structural motifs common to several multiple antigens instead of being highly specific to just one of them. Recent work 28 has shown that using a temporal sequence of vaccination that cycles the antigens shown can lead to generalist antibodies (also called broadly neutralizing antibodies), even if such generalists are rare and on average, less fit, than the specialists. Thus, evolution in time-varying environments is thought to naturally lead to adaptable and often modular designs in diverse biological systems.
Time-varying design pressure for materials
These biological works suggest that time-varying goals in evolutionary algorithms can help identify design parameters that correspond to multifunctionality or adaptability, but are hard to find by static protocols. However, discovering multifunctional design parameters requires reconceptualizing a parameter search in design and evolutionary algorithms as a dynamic process. In this language, traditional design approaches correspond to equilibrium dynamics in parameter space. In contrast, the biological examples previously discussed point at an alternative strategy-we can exploit nonequilibrium effects during parameter search to dynamically stabilize adaptable and multifunctional parameter choices.
The biological examples point to some clear lessons for what kinds of materials problems will benefit from time-varying design: 1. High-dimensional parameter space. The materials design problem must involve a search over many parameters (e.g., tens or hundreds of parameters). Common reasons for large numbers of materials design parameters are the spatial extent of systems (e.g., elastic properties in different parts of a solid) or the complexity of constituent elements of a material (e.g., many parameters required to describe the shape of a particle). 2. Degeneracy of parameter choices. Many different parameter choices should result in the same material property. Time-varying environments exploit this degeneracy to pick out parameter sets that are adaptable or multifunctional. In contrast, if a given material property is achieved by a unique choice of parameters, such optimization for multifunctionality is not possible. 3. Rugged optimization landscapes. If the design problem is convex or otherwise simple, multifunctional solutions might be obtained through analytic methods or numeric techniques such as simultaneous optimization of two different target functions. However, such approaches fail when the optimization landscape is high-dimensional and rugged with numerous local minima. In these circumstances, time-varying design pressure presents a broadly applicable approach that does not require detailed knowledge of the particular design problem. 4. Existing iterative design algorithms for single target behaviors. The algorithms in question can be diverse in nature (e.g., gradient descent methods or evolution strategies such as CMA-ES). The crucial requirement is that the design procedure is an iterative search process over parameter space that can be interrupted before design is complete, so that the design target can be switched.
Self-folding polymer and self-assembly design
A classic design problem that satisfies the previously discussed requirements is that of self-folding polymers. The self-folding polymer design problem targets a specific, folded threedimensional structure through the choice of polymer sequence. 29 Such problems cover natural heteropolymers such as proteins and RNA as well as recent synthetic equivalents such as DNA origami in which a long DNA scaffold strand is directed to fold into specific shapes using short helper strands. 30 For most heteropolymers, multiple sequences can fold into a given structure. Such degeneracy has been investigated in detail for proteins 31 and RNA. 32, 33 Further, the design problem is known to face a complex rugged landscape in the space of sequences-nearby sequences can vary greatly in their ability to fold into a specific structure.
Thus, multifunctional polymers (i.e., polymers capable of folding into different folded structures with minimal or even no change of sequence) are naturally suited for designing with time-varying pressure. Several research groups have created particular examples of such multifunctional polymers, often by exploiting deep knowledge about the particular kind of polymer used and the particular desired structures. For example, DNA origami usually targets the assembly of one folded structure by combining a long scaffold DNA strand with many short "staple" DNA strands; the staple strands bring specific segments of the scaffold together, thus folding the scaffold into the desired structure. In recent work, 34 one scaffold strand was programmed to controllably fold into two distinct structures by changing staples involved. However, the design method did not attempt to minimize the number of staple changes required to switch states. While design algorithms to identify staples for a given structure exist, there are no systematic methods to optimize the simultaneous design of two or more distinct structures. These lessons from biology suggest that such new design algorithms might be unnecessary; simply running existing single-target iterative algorithms with timevarying target structures can produce multifunctional designs.
Similar multitarget polymer folding ideas have been explored earlier in the context of proteins [35] [36] [37] and RNA. 38 In a particularly striking demonstration, 38 two different RNA structures with distinct functions were identified. The two folded structures, shown in Figure 5 , occur using two completely unrelated RNA sequences. However, Schultes et al. 38 exploited the many-to-one nature of the RNA sequence-to-structure map to identify a sequence that could switch between the two folded structures upon a single mutation.
Thus, while multifunctional heteropolymers have been successfully designed in particular cases, few studies have identified systematic design principles. One approach to systematic design used simultaneous optimization 35, 36 of multiple target functions with associated difficulties of a rugged landscape. Time-varying design presents a promising alternative to produce multifunctional heteropolymer sequences by exploiting existing algorithms for single structure design.
Inspired by the ability of biology to reuse components to build different structures, recent works 39, 40 have studied the possibility of a "multifarious" soup that reuses components to achieve different structures. However, this approach requires specific interactions between many species of particles, which is currently possible only using DNA hybridization-based interactions. 41 However, a systematic way of identifying interaction design parameters for multitarget self-assembly-where the assembled structure can be changed through minimal modification of interactions-is still lacking.
Mechanical metamaterials
Recent work on mechanical metamaterials, ranging from origami to elastic networks, has targeted the design of specific deformation modes. 42 The literature on thin sheets and origami has explored how to program different folding modes in sheets with desired geometry. [43] [44] [45] Other recent works 46, 47 have designed elastic networks with extended deformation modes in response to locally applied forces, mimicking allosteric deformation in proteins. In fact, some of these works 48 design such deformations through evolutionary or gradient descent processes.
While much metamaterial design has focused on programming a specific functionality into a material, broader applications demand multifunctional elastic materials that can switch between distinct mechanical properties. 49 Similar multifunctionality has been studied in the biological literature. Raman et al. 50 and
Pumir et al. 51 determined the structure of a protein before and after mutations and showed how a few mutations can change allosteric modes. In related theoretical work, Hemery et al. 52 found that evolution under time-varying selection for different allosteric modes has unique structural fingerprints in a simple lattice model of proteins (e.g., allosteric motion is communicated by a narrow neck whose size depends on the frequency of switching). Such a neck was related to the ability to switch between different deformation modes in response to a few mutations.
Combining ideas from metamaterials design and the evolution of mechanical properties of proteins along the lines previously discussed is likely to offer several benefits. For example, evolution with time-varying requirements can provide a systematic way to create elastic networks whose response to forces can be dramatically changed by a few small local changes of stiffness. Further, this process of designing elastic materials with novel mechanical properties can provide insights into the functioning and evolution of natural proteins themselves.
Shape-sensitive materials
Several recent developments have shown how the ability to modulate the shape of building blocks can control a material's overall properties. As previously discussed (see Figure 2) , changing the shape of constituent particles in a granular material can change the packing fraction over a large range. Similarly, shape can greatly modulate the elastic moduli of packings. 10, [53] [54] [55] [56] Entropic interactions between shapes, such as depletion interactions or configurational entropy, [57] [58] [59] have been shown to lead to specific interactions that can be exploited for self-assembly and other such applications.
All of these shaped-based approaches involved searching over the high-dimensional space of shape parameterization to achieve desired material properties. Even restricted searches often involve several dozen parameter descriptions of shape. 15 Further, shape spaces are often degenerate for most physical properties (e.g., many distinct shapes for constituent particles result in [essentially] the same packing fraction). Finally, any physical property such as packing fraction varies in a rugged manner across the space of shapes, changing dramatically for some shape changes, but not for others. The design of shapes for multifunctional materials satisfies the criteria and seems well suited for design through time-varying goals. Through this approach, one then could create particles that switch their packing propensity between two designated values, φ A and , φ B simply by morphing (e.g., via swelling and shrinking) between two shapes A and B with minimal change in volume. Alternatively, one might be able to create granular materials that switch between two or more desired bulk elastic properties through small changes in the shape of the constituent particles.
Outlook
Next-generation materials require the implementation of increasingly complex functionality, which leads to high-dimensional search spaces and makes their design a major challenge. In this regard, computational methods inspired by the evolution of biological systems offer new opportunities. Powerful evolution strategies are starting to be used more broadly for materials design, but we are just seeing the beginning of a trend. In this article, we have highlighted a few promising ingredients. The attraction of approaches such as time-varying environments outlined here is their broad applicability and does not require much detailed knowledge of the specific design algorithm used. Other aspects remain to be explored; for example, the strategies outlined here can be used not just for optimizing the material, but for optimizing environmental or boundary conditions, such as a sequence of annealing steps at various temperatures, with the goal to minimize the processing time.
Making full use of biological ideas in materials design will likely take the form of a whole range of different implementations, since evolution in biology itself is a complex process with many elements that play important roles in specific conditions. We hope the few elements outlined here will help reconceptualize materials search as a dynamical process in design space, opening the door to novel biologically inspired nonequilibrium search strategies for materials.
