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Abstract-In this paper we present the model of digital stochastic DFT processor. Compared 
to the classical DFT/FFT processors, the proposed model has two advantages: first, it is 
much simpler and cheaper to implement, and second, it allows us to compute individual 
DFT components either in isolation or in parallel. In order to prove the validity of our 
model, we have simulated the measurement of reactive power and energy. In addition, we 
have conducted several experiments under field and laboratory conditions. The obtained 
results have shown that reactive power and energy can be measured with an accuracy of 
several ppm. 




The Discrete Fourier Transform (DFT) [1] is one of the most important procedures in the 
field of digital signal processing. It allows us to analyze and manipulate signals in ways not 
possible with analog signal processing. In practice, the DFT is usually computed using one of 
the Fast Fourier Transform algorithms (FFTAs). The most popular is probably the Cooley-
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Tukey (CT) algorithm [2] or some of its derivatives [3], [4], [5]. This class of algorithms reduces 
the complexity of the DFT from O(n
2
) to O(n·logn),   which is a significant saving even when n is 
relatively small.     On the other hand, the computational simplicity of the CT-FFTA does not mean 
that it is easy to implement. Moreover, numerous studies (see [6], [7] and references herein) 
have shown that CT-FFT processors are very complex. The reason for this is that they are 
designed to process high-resolution samples of the input signal. In many cases, the resolution of 
the A/D converter (ADC) is 10 bits or even higher [6], [7]. 
Bearing this in mind, in this paper we extend the ideas presented in [15], [21], and propose 
an alternative approach to compute the DFT. Compared to FFTAs, the proposed approach has 
two advantages: first, it is much simpler and cheaper to implement, and second, it allows us to 
compute individual DFT components either in isolation or in parallel. Thanks to this, the 
measurement of any electrical quantity can be greatly simplified. In order to illustrate this, in 
this paper, we have simulated the measurement of average reactive power/energy (RP/RE) at the 
fundamental frequency   and under nonsinusoidal conditions. Among many definitions of RP [8], 
[9], [10], we have chosen that of Budeanu [11]. Unlike the definition given by the IEEE [10], 
this definition does not require the introduction of a phase shift of π/2 between the voltage and 
current signals (at each harmonic frequency). At the same time, it is equivalent to that given by 
the IEEE (Appendix A). In addition, in the special case (when the phase angle between the first 
harmonic of the voltage and current is positive) it is also equivalent to that of Fryze [11] 
(Appendix A). Thus, our choice had no influence on the validity of obtained results. 
The organization of this paper is as follows: Section 2 deals with the theoretical background 
of the stochastic digital DFT (SDDFT)    processor. Experimental results and their discussion are 





2359  i  Result of A/D conversion in channel i (i = 1, 2) 
∆i Quantum of the uniform quantizer in channel i (i = 1, 2) 
t2 − t1 Measurement interval 
N Number of samples within measurement interval 
aj Cosine component of the j-th harmonic 
bj Sine component of the j-th harmonic 
n Additive noise (in channel 1) 
p(n) Probability density function of additive noise 
D/A Digital-to-analog converter 
RNG Random number generator 
Q(-π/2) Reactive power according to the IEEE/IEC 






given in Section 3, while Section 4 presents one practical application of the proposed processor. 
Finally,     Section 5 concludes the paper. For ease of reading, a list of notations is given in Table 1.  
 
2. Stochastic Digital DFT Processor 
A. Theoretical Background 
The proposed processor is based on stochastic digital measurement method (SDMM) [12], 
[13], [14], [15], [16], [17], [18], [19], [20], [21], [22]. The main idea of this method consists in 
adding a random uniform dither to the input signal before its digitalization. For instance, if we 
want to measure the mean value of a product of two analog signals f1(t) and f2(t) (e.g. voltage 
and current [13]) it is necessary to add two uncorrelated dithers h1 and h2  (Fig. 1). 
In that case, the output value will be equal to [14] 

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Accordingly, the variance of the average error e will not be greater than [14] 
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Using these results, the authors of [15] have shown that a two-channel instrument can be used to 
measure the harmonic component in the DFT. For that purpose it is necessary to replace the 
analog sum of the signals f2(t) and h2 by memorized m-bit samples of a dithered (co)sine wave 
(Fig. 2). For instance, if f2(t) = R2·cos(jωt), the output value  will be equal to 
2 2
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where R2 = 1 represents the basis function range, while ω denotes the fundamental frequency. 
Analogously, if f2(t)    =    R2·sin (jωt),  the output value  will be equal to 
2 2
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The second important result from [15] concerns the variance of the average error e. Namely, 
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As a result, the expression (2) reduces to 
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where ∆2 = R2/(2
m-1
 - 1) = 1/(2
m-1
 - 1). To our best knowledge, the case when the instrument uses 
a two-bit stochastic flash A/D converter (SFADC) is not considered in the literature. This case, 
however, has a special significance for two reasons: first, a two-bit SFADC has the simplest 
hardware, and second, its output, 1( ),i has only three values: “- 1”, “0” and “+ 1” (for more 
details see [12]). Thanks to this, the multiplication of samples 1( )i and 2( )i reduces to 
conditional sign change of 2( )i or its annulment. In other words, there is no multiplication.  
B. Majorant Analysis 
In [15] it was suggested that the resolution of dithered base functions (DBFs) should be 
more than two bits greater than that of the applied ADC. In our case this means that the 
resolution of DBFs should be at least five bits. From the practical point of view, however, it is 
interesting to analyze the cases when the resolution of DBFs is m = 2, 3 and 4 bits. Such a 
scheme would be easy to implement, since almost all processing is performed by an m-bit binary 
              
Fig. 2. General scheme for measurement one Fourier coefficient  
with a two-bit stochastic flash A/D converter (SFADC). 
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full adder/subtractor (Fig. 2). Given this, let us consider the scenario when the input signal is 
affected by additive noise. In that case, the expressions (1) and (6) will be transformed into 
f f p
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In addition, if one uses a two-bit SFADC, the expression (7) reduces to 
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while the absolute measurement uncertainty has the following limits: 
1) m = 2 (Δ2 = 1) 
            
2 2 2 2 2
1 1 2 1 2 11 1.87
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2) m = 3 (Δ2 = 1/3) 
            
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3) m = 4 (Δ2 = 1/7) 
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If we take a look at the three analyzed majorant cases, we can see that the measurement 
uncertainty slightly depends on m, the resolution of memorized DBFs. On the other hand, from 
Fig. 2 it is clear that the value of the parameter m has a significant impact on the hardware 
complexity of the proposed processor. For instance, if DBF samples are stored in two-bit 
resolution, the multiply and accumulate (MAC) block will become very simple. More precisely, 
it will consist only of two counters and few logic gates (Fig. 3).  
As illustrated on Fig. 2, the content of Counter 1 represents the sum of the product of two-
bit samples, while the content of Counter 2 shows the number of measurement cycles in the 
interval t2 − t1. Of course, if we want to simultaneously measure M Fourier coefficients, it is 
                    
Fig. 4. Optimal SDDFT procesor for measurement 2M Fourier coefficients. 
 
  
     





necessary to use 2M memory blocks, 2M Counters 1 and usually one Counter 2 (Fig. 4). The 
microprocessor is in charge of dividing the content of Counter 1 with the content of Counter 2. 
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3. Measurement of Reactive Power and Energy Using              
SDDFT Processor 
 
The proposed processor can be used for various kinds of measurements. One of the most 
challenging applications is the measurement of RE. By knowing this quantity the utility 
companies can take the proper steps to reduce revenue losses and increase the power generation 
capacity. 
A. Reactive Power and Fourier Coefficients 
 
Suppose that the voltage and current signals, u(t) and i(t), are accurately approximated with 
M-order trigonometric polynomials 
a cos b sin

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In that case, the RP can be calculated using the expression (Appendix A): 
2
j j B
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From (17) we see that the RP can be expressed as a function of Fourier coefficients. In essence, 
this means that each harmonic RP component can be calculated by measuring only four Fourier 
coefficients. For instance, for j = 1, the RP at the fundamental frequency (50/60Hz) can be 
calculated using the equality 
1 1 1 1
1 = .
2
a d b c  
Q
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                             (18) 
Analogously we can compute the RP at double fundamental frequency, triple fundamental 
frequency and so on. In addition, we note that the expression (18) is valid for both Budeanu's 
and IEEE's definition of RP at the fundamental frequency (Appendix A). 
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B. Simulation Results 
In [16] it was shown that the frequency distribution in European Interconnection is of 
Gaussian type with the mean of 49,9941 Hz and the standard deviation of 0,0204 Hz. However, 
as modern digital phase-locked loops have negligible settling time (few tens of μs [24]), and can 
provide the same number of samples per period of the measured signal, it is sufficient to 
simulate the measurement of average RP at 50 Hz (from the perspective of the SDDFT 
processor, the constant number of samples per period is equivalent to the situation when the 
frequency is constant). For that purpose, we have used the method described in [23]. In the first 
step, we have modeled the SDDFT processor that measures four Fourier coefficients: a1, b1, c1 
and d1 (its parameters are set according to Table 2). In addition, the sources of systematic errors 
were simulated (it was set that both the analog adder and the comparators within the 
voltage/current ADC had 5 mV offset) as well as the method for their partial reduction [22] (the 
method proposed in [22] eliminates the comparators' offset).  
In the second step, we have performed a series of simulations for the four following scenarios: 
1) the voltage signal u(t) is noisy, non-stationary and dithered (fs = 1 MHz, Ns = 120), 
2) the voltage signal u(t) is noisy, non-stationary and non-dithered (fs = 1 MHz, Ns = 120), 
3) the voltage signal u(t) is noisy, stationary and dithered (fs = 1 MHz, Ns = 120), 
4) the voltage signal u(t) is noisy, non-stationary and dithered (fs = 10 MHz, Ns = 40). 
In the first, second and fourth scenario, the voltage signal had the form 
u(t)  =  (Um/2)·[1  -  (1000πt)/(6·142
2
)]·sin (2π·50·t)   +  (Um/2)·[1  -  (1000πt)/(6·142
2
)]·sin (2π·150·t)     (19) 
i.e., 
u(t) = (Um/2)  ·(1 – 0.025967t)·sin (2π·50·t) + (Um/2)·(1 – 0.025967t)·sin (2π·150·t)                                   (20) 
Table 2. Simulation parameters. 
Number of simulations NS = 40 or 120 
Signal-to-noise ratio SNR = 58 dB 
Input range of a two-bit  
voltage A/D converter 
Ru = ± 2 V 
Input range of memorized m-bit 
(m = 2, 3, 4) voltage DBFs 
Ru = ± 1 V 
Input range of a two-bit  
current A/D converter 
Ri = ± 2 A 
Input range of memorized m-bit 
(m = 2, 3, 4) current DBFs 
Ri = ± 1 A 
Input range of a 16-bit  
voltage D/A converter 
R(u) = ± 1 V 
Input range of a 16-bit  
current D/A converter 
R(i) = ± 1 A 
Sampling frequency fs = 1 MHz or 10 MHz 






(the amplitudes of the voltage harmonics decrease linearly by 2.6 percent per second), while in 
the third scenario it had the form 
u(t) = (Um/2)  ·[1  -  (1000π)/(2·142
2
)]·sin (2π·50·t) + (Um/2) · [1  -  (1000π)/(2·142
2
)]·sin (2π·150·t)        (21) 
i.e., 
u(t) = (Um/2)  ·0.92209897·sin (2π·50·t) + (Um/2)  ·0.92209897·sin (2π·150·t)                                     (22) 
where Um = 1.9 V. On the other hand, in all four scenarios, except the second one, the current 
signal was stationary and dithered (in the second scenario the current signal was stationary and 
non-dithered), and it had the form 
i(t) = (Im/2)  · sin (2π·50·t + π/6) + (Im/2)  · sin (2π·150·t + π/9)                                                           (23) 
where Im = 1.9 A. 
By analyzing the obtained results (Tables 3-6), we observe that in the second scenario the 
average measured value of Q1 ( mQ1 ) (Table 4) is quite different from both corresponding values 
of mQ1  in other scenarios (Tables 3, 5 and 6) and the average correct value of Q1 ( 1cQ ). The 
reason for this is the absence of dithered signals h1 and h2, which reduce the quantization errors. 
In addition, we also see that in the second scenario the standard deviation (
mQ1
 ) has the smallest 












σ Q   
4 - 0.208015 - 0.208049 0.000312 0.0015 
3 - 0.208085 - 0.208049 0.000350 0.0017 


















σ Q   
4 - 0.277794 - 0.208049 0.000036 0.000173 
3 - 0.277777 - 0.208049 0.000080 0.000385 

















σ Q   
4 - 0.208059 - 0.208049 0.000313 0.0015 
3 - 0.208054 - 0.208049 0.000345 0.0017 


















σ Q   
4 - 0.208080 - 0.208049 0.000112 0.00054 
3 - 0.208071 - 0.208049 0.000109 0.00052 







value. This result is also expected due to the absence of the dithered signal. On the other hand, 
we see that in all other scenarios the values of 1mQ are practically the same regardless whether 
the voltage signal is stationary or not (Tables 3, 5 and 6). The same applies for the values of 
mQ1
 , except in the case of the fourth scenario (Table 6). In this scenario the value of 
mQ1
  is 
10  times lower because of 10 times higher sampling frequency. Further, it is interesting to 
analyze the results in the case of the third scenario (when the sources of systematic errors are 
disabled) (Table 5). Namely, by comparing these results with those given in Tables 3 and 6, we 
see that the sources of systematic errors have no impact on the measurement precision and 
accuracy. In addition, we note that the third simulated scenario was characterized by the 
following standard deviations (within one signal period): 0056,0  for m = 4, 0,0058σ   for  
m = 3, and 0,0071σ   for m = 2. However, as the 1Q was successively measured in 300 periods, 




σ σ (Table 5). 
Besides this, it is important to note that the above considerations apply to the measurement 
of RE due to two things: first, the RE is the accumulation of RP over time, and second, the 
uncertainty of the time measurement is extremely low (Appendix B). In practice, the RE is 
always measured in very long period of time. On the basis of data given in Tables 3, 5 and 6 it 
easy to conclude that, in a period of one day, the value of 1Q can be measured with the precision 
of 14 ppm (0.17/ 86400 / 6% 0.0014 %) . According to the central limit theorem, in a period 
of one month, the imprecision will decrease with 30 , i.e. it will be 2.6 ppm. If contemporary 
ADC and D/A converters (DACs) [25], [26] were used, the sampling frequency could be 
increased to 2 GHz. As a result, in a measurement period of one month, the measurement 
precision would be 200 times lower, i.e. it would be equal to 0.18 ppm. 
C. Laboratory Experiments 
To validate simulation results, we have conducted several laboratory experiments. For that 
purpose, two instruments were used: the quadruple three-phase power analyzer called MM4 
(Fig. 5a) and the phase angle standard (PAS) (Fig. 5b) [27].  
The heart of the first instrument is a two-bit SDDFT processor. It was implemented in two 
FPGA chips and enables each MM4 to measure up to 70 quantities: 
1) 3 voltage RMS (with the accuracy of 0.2 % of full scale) [12], 
2) 16 current RMS (with the accuracy of 0.2 % of full scale) [12], 
3) 12 active powers (with the accuracy of 0.5 % of full scale) [12], 
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4) 38 fundamental Fourier coefficients (with the accuracy of 0.2 % of full scale) [21], 
5) power grid frequency (with the accuracy of 0.02 % of full scale) [20]. 
The instrument operates at a sampling frequency of 0.5 MHz and has a peak performance of 
2.2 GFLOPS. In addition, it is connected to the PC via the USB cable. The reason for this is 
twofold: first, the PC provides an adequate visual representation of the measured data, and 
second, it is used to calculate both Fryze's RP in the R1-phase and the fundamental of Budeanu's 
RP in the R1-phase (based on the measured values of fundamental Fourier coefficients). 
The second instrument has several functional blocks including two-channel digital function 
generator. In our experiments, this block was used as standard signal generator. Its main 
characteristics are as follows: 
1) frequency range 10 Hz–10 kHz, 
2) voltage range 0–120 V, 
3) current range 0–6 A, 
4) output power: voltage channel 25 W, current channel 100 W, 
6) phase angle: 0º–360º, 
7) phase angle resolution: equivalent to time delay of 5 ns in high-speed operation. 
 
The experiments were started by generating the same signals as those in the first, third and 
fourth scenario (the experiment for the second scenario was not conducted due to impossibility 
of switching-off dithered signals). Because of limited capacity of the PAS's EEPROM, all 
signals were generated on a period-by-period basis. Unlike simulation experiments, the sampling 
frequency was 0.5 MHz, which is the operating frequency of the MM4. After finishing all the 
experiments, the obtained results were firstly normalized (with respect to the dynamic ranges of 
both the MM4 and the PAS) and then averaged. As Table 7 shows, experimental results are still 
     
                                               (a)                                                                     (b) 
Fig. 5. Photos of the instruments used in laboratory experiments:  






within theoretical bounds. More precisely, in the first and third scenario the values of 
mQ1
  are 
about 150  ≈ 12 times lower than those obtained through simulations. The reason for this is 
twofold: first, the sampling frequency is 2 times lower than that used in the simulations (0.5 
MHz versus 1 MHz), and second, an additional averaging the values of 1mQ (across all 300 
periods) was performed. The similar applies to results obtained in the fourth scenario: they were 
generated by averaging the results of 10 experiments. Finally, it could be noted that the 
difference between the values of mQ1 and 1cQ is far less than (conservatively) declared accuracy 
of the MM4 (which is 0.4 % of the full scale). 
4. One Practical Application of the SDDFT Processor 
In this section, we illustrate a practical application of a two-bit SDDFT processor. As an 
integral part of the MM4, it was recently used to verify the performances of the conventional 
measurement equipment (of the 0.2 accuracy class) installed in a big chemical processing plant. 
The measurements were performed at 2 second intervals over a period of 500 minutes. The 
obtained results are shown on Figs. 6-13 and Table 8. 
 
                                 

















σ Q   
1 - 0.2084 - 0.20805 0.000032 0.00015 
2 Impossible to validate with MM4 
3 - 0.2083 - 0.20805 0.000038 0.00018 






















                           




                                        




                           













                           




                                     




                            











Frize's RP has the highest value of all defined RPs. Today, mainly on Frize's definition, an 
orthogonal decomposition of apparent power (AP) is performed in several various ways [28], 
[29], [30], [31], [32]. Besides the active power P, in all orthogonal decompositions one of the 
orthogonal components of AP is Budeanu's RP (denoted in Appendix A as Q(B)). In industrial 
applications the most important component of Budeanu's RP (that at the fundamental frequency) 
can easily be compensated using parallel capacitive compensators. This is confirmed in this 
practical case (Fig. 9 and Table 8) - the average value of Budeanu's RP at the fundamental 
frequency is 0.1 var, which is practically negligible. 
Finally, in [33] it was shown that measurement of the rms of three (inter) phase voltages, 
the rms of three phase currents, the fundamental harmonics of three (inter) phase voltages and 
the fundamental harmonics of three phase currents is sufficient to measure power and energy 
according to the IEEE Std 1459-2010 [34]. All these quantities can be also measured with the 
MM4. An experimental illustration of this, however, is a topic beyond the scope of this paper. 
5. Conclusion 
In this paper, the model of digital stochastic DFT processor was presented. The presented 
model is theoretically analyzed and practically verified through simulations and experiments. 
The obtained results demonstrate that the optimal processor has a two-bit resolution as well as 

















Minimum value 51.93 0.121 6.39 0.62 - 1.35 7.30 49.89 0.873 
Average value 60.16 0.141 8.29 1.80  0.10 8.49 50.00 0.977 
Maximum value 65.86 0.152 8.96 3.57  1.29 9.16 50.06 0.997 





                          






that its precision increases with the square root of the number of digitized samples. Furthermore, 
it is shown that the proposed processor is well suited for parallel long-lasting measurements. For 
instance, by using contemporary ADCs and DACs, the electrical quantities, such as reactive 
power and energy, can be measured with an accuracy of several ppm. Thanks to this feature, the 
proposed stochastic digital DFT processor represents a solid basis for the design of high-
precision power and energy measurement instruments as an alternative to those based on FFT or 
other spectral methods. 
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- The Calculation of Reactive Power over Fourier Coefficients - 
 
Let u(t) and i(t) be continuous periodic functions over the time interval T. Based on the 
Weierstrass approximation theorem, these functions can be approximated with polynomials 
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The functions u(t) and i(t) can be also expressed in the form: 
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arctg and 1 ≤ j ≤ M. 
Now we can state the next theorem. 
Theorem 1. For any M ≥ 1 it holds that 
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Proof. We adopt mathematical induction to prove Theorem 1. 
Step 1. For M = k = 1, we have 
1 1( )( ,1) 2 ( ) uu t U sin ωt φ       
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where )(1)(11 iu   .  
Without loss of generality, suppose that 0)(1 u . In that case, we can write 
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Now, by using the identity principle for polynomials, we get 
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Hence, it follows that 
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Hence, we can write 
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is valid. So, for M = k + 1 is 
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With this in mind, suppose that 1( ) 0k u   , where 1 1( ) 1( )k k u k i      . In that case, it holds that 
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Now, by using the identity principle for polynomials, we get 
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Theorem 2. For any M ≥ 1 it holds that 
( / 2) ( / 2) (B) (B)
1 1
M M
π j π j
j j
Q Q Q Q 
 
     
Proof. In non-sinusoidal regime, the active power is calculated as 
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If the voltage lags the current by π/2 (at each harmonic frequency), then, by the definition [10], 
( / 2)πQ  is calculated as 
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However, since ( /2)j jcos φ π sin φ  , it follows that 
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We remark, without detailed proof, that in the special case (when the phase angle between the 
first harmonic of the voltage and current is positive) Budeanu's definions of RP at the 
fundamental frequency (M = 1) is equivalent to that of Fryze. Namely, from the expression 
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it is clear that 
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Thus, it is easy to show that 











- Uncertainty of the Measurement of Reactive Energy - 
 
The total reactive energy ER is calculated as 
RE Q T                                                                                                                                                                                                                                                                                                                                                                                                         (B.1) 
where Q represents the mean reactive power over the time interval T. Now, let dER be the 
uncertainty of the measurement of total reactive energy. In that case it follows that 
RdE dQ T Q dT                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                              (B.2) 
Based on this, it is easy to see that the relative uncertainty of the measurement of total reactive 
energy can be expressed as 
R
R
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However, as the relative uncertainty of the time measurement is very small (dT/T < 10
-6
 when    












The proposed hardware is extremely simple, reliable and accurate. 
The proposed measurements are completely parallel. 
The proposed signal processing is completely parallel too. 
The described idea provides accurate measurements over a very wide frequency range. 
All above mentioned is practically applied and presented in the paper.  
 
