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Abstract
The inverse heat conduction problem (IHCP) can be considered to be a sideways parabolic equation in the
quarter plane, and now the results available in the literature on IHCP mainly devoted to the standard sideways
heat equation. Numerical methods have been developed also for more general equations, but, in most cases,
the stability theory and convergence proofs have not been generalized accordingly. This paper remedies this
by a simpli%ed Tikhonov and a new Fourier regularization methods on a general sideways parabolic equation.
Some known results for sideways heat equation are only the special case of the conclusions in this paper.The
numerical example shows that the computation e9ect is satisfactory.
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1. Introduction
In many industrial applications one wants to determine the temperature on the surface of a body,
where the surface itself is inaccessible to measurements (see [1,3]). In this case it is necessary to
determine surface temperature from a measured temperature history at a %xed location inside the
body. This problem is called inverse heat conduction problem (IHCP). In a one-dimensional setting,
assuming that the body is large, this problem occasionally leads to the following sideways parabolic
equation in the quarter plane (see [7]):
ut = a(x)uxx + b(x)ux + c(x)u; x¿ 0; t ¿ 0;
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u(1; t) = g(t); t¿ 0;
u(x; 0) = 0; x¿ 0; (1.1)
here a, b and c are given functions such that for some 
, ¿ 0,

6 a(x)6; c(x)6 0; x∈R+: (1.2)
For simplicity, we suppose that
a(x)∈C2(R+); b(x)∈C1(R+); c(x)∈C(R+): (1.3)
We want to know u(x; t) for 06 x¡ 1. This is a severely ill-posed problem: a small perturbation
in the data g may cause dramatically large errors in the solution u(x; t) for x∈ [0; 1) (see [1,7]).
The results available in the literature on IHCP are mainly devoted to the standard heat equation
with constant coeJcients for which one can %nd an explicit representation of the solution such that
its study is slightly convenient (see [3,5,6,10–14] and the references therein). Numerical methods
have been developed also for more general equations (see [4,8]), but, in most cases, the stability
theory and convergence proofs have not been generalized accordingly. This paper remedies this by
two regularization methods.
In [10], the authors have been considered a noncharacteristic Cauchy problem with the same
equation.
ut = a(x)uxx + b(x)ux + c(x)u; x∈ (0; l); t ∈ I;
u(1; t) = g(t); t ∈ I;
ux(0; t) = 0; t ∈ I;
u(x; 0) = 0; x∈ [0; l];
where I = R or I = R+, and gave out a stability estimate in L2 for the exact solution. Since this
problem is also a severely ill-posed problem, this estimate does not suit the regularized approximate
solution. In addition, the authors of this paper did not give any regularization method. Although there
is some relation between the sideways parabolic equation and noncharacteristic Cauchy problem [3],
yet we did not transform problem (1.1) to a Cauchy problem but studied it directly. Moreover, we
not only give two regularization methods for problem (1.1) but also the order optimal estimates.
Besides, the numerical example shows that the computation e9ect is satisfactory.
As we consider the problem in L2(R) with respect to variable t, we extend u(x; ·), g(·) = u(1; ·),
f(·) = u(0; ·) and other functions appearing in the paper to be zero for t ¡ 0. The notations ‖ · ‖,
(·; ·) denote L2-norm and inner product in L2(R), respectively, and
hˆ() =
1√
2
∫ ∞
−∞
e−ith(t) dt (1.4)
is the Fourier transform of function h(t). We assume that there exists a priori bound for the function
f(t) = u(0; t):
‖f‖6E (1.5)
or
‖f‖p6E; p¿ 0; (1.6)
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where ‖f‖p is de%ned by
‖f‖p :=
(∫ ∞
−∞
(1 + 2)p|fˆ()|2 d
)1=2
: (1.7)
The direct problem corresponding to problem (1.1) is the following initial-boundary value problem
in the quarter plane:
ut = a(x)uxx + b(x)ux + c(x)u; x¿ 0; t ¿ 0;
u(0; t) = f(t); f∈L2(R); t¿ 0;
u(x; 0) = 0; x¿ 0: (1.8)
For the uniqueness of solution,we require that ‖u(x; ·)‖ be bounded [7]. The following lemmas,
which can be found in [7], will be useful.
Lemma 1.1. Let v(x; ) be the solution of the following boundary value problem for ordinary
di4erential equation
iv(x; ) = a(x)vxx + b(x)vx + c(x)v; x¿ 0; ∈R;
v(0; ) = 1;
lim
x→∞ v(x; ) = 0;  = 0 (1.9)
for =0 we require v(x; 0) be bounded as x tends to ∞. Suppose that problem (1.8) has a solution
u, then
u(x; t) =
1√
2
∫ ∞
−∞
eitv(x; )fˆ() d; x¿ 0 (1.10)
and
uˆ(x; ) = v(x; )fˆ(): (1.11)
Note: Due to (1.11) we know that if problem (1.8) has a solution, then there hold
gˆ() = v(1; )fˆ() (1.12)
and
uˆ(x; ) =
v(x; )
v(1; )
gˆ(): (1.13)
Lemma 1.2. There exists constants c1, c2 such that for x∈ [0; 1] and || larger enough, say ||¿ 0,
there holds
c1e−A(x)
√
||=26 |v(x; )|6 c2e−A(x)
√
||=2; (1.14)
where A(x)=
∫ x
0 (1=
√
a(s)) ds. Moreover, for x∈ [0; 1], the right-hand side in (1.14) is valid for all
∈R with another constant c2.
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Note: We will might as well consider that the right-hand side in (1.14) is always valid for all
∈R.
Lemma 1.3. If the boundary value problem
a(x)vxx + b(x)vx + c(x)v= 0; x¿ 0;
v(0) = 1; v(x)|x→∞ bounded (1.15)
has a unique solution, then there exist constants c′1, c′2 such that
c′1e
−A(1)
√
||=26 |v(1; )|6 c′2e−A(1)
√
||=2; ∀∈R: (1.16)
2. A simplied Tikhonov regularization method
Let g(t) be the exact value of solution u(x; t) of problem (1.8) at x=1 and from (1.13) we have
v(1; )
v(x; )
uˆ(x; ) = gˆ(): (2.1)
De%ning an operator K(x) : u(x; ·)→ g(·) by (2.1) for 06 x¡ 1, then problem (1.1) can be rewritten
as the following operator equation:
K(x)u(x; t) = g(t); 06 x¡ 1 (2.2)
and there holds
K̂(x)u(x; ) =
v(1; )
v(x; )
uˆ(x; ); 06 x¡ 1: (2.3)
We shall use Fourier transform to obtain a representation of approximation solution of Eq. (2.2).
From (1.12) we know that function g(t) lies in the domain of operator K−1(0) provided
‖f‖2 =
∫ ∞
−∞
|gˆ()|2 1|v(1; )|2 d¡∞: (2.4)
In virtue of inequality (1.16) we know (2.4) implies a rapid decay of gˆ() at high frequencies. Such
a decay is not likely to occur in the Fourier transform of measured noisy temperature history g!(t)
at x = 1. Accordingly, we now distinguish between the exact data g(t), whose Fourier transform
satis%es (2.4), and the measured data g!(t), which is merely in L2(R) and satis%es
‖g− g!‖6 !: (2.5)
As our approximation to u(x; t) for 06 x¡ 1, we seek a function h(x; t) (Tikhonov regularization
solution) which minimizes the quantity
‖K(x)h− g!‖2 +
(
!
E
)2
‖h‖2 (2.6)
over all h(x; ·) in L2(R), where E is given by (1.5). We shall prove the following.
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Lemma 2.1. There exists a unique solution to the above minimization problem. It is given by
h(x; t) =
1√
2
∫ ∞
−∞
eit
(v(x; )=v(1; ))gˆ!()
1 + "2|v(x; )=v(1; )|2 d; (2.7)
where "= !=E.
Proof. Let I denote the identity operator in L2(R) and K∗(x) be the adjoint of K(x). Then by
Theorem 2.11 in [9], the unique solution of the minimization problem (2.6) is given by
h= [K∗(x)K(x) + "2I ]−1K∗(x)g!: (2.8)
In order to obtain the explicit formula (2.7) from (2.8), we shall apply some well-known properties
of L2-functions. By Parseval formula, there hold
(K̂(x)u; vˆ) = (K(x)u; v) = (u; K∗(x)v) = (uˆ; K̂∗(x)v)
and from (2.3) we have(
v(1; )
v(x; )
uˆ; vˆ
)
=
(
uˆ;
v(1; )
v(x; )
vˆ
)
;
so
K̂∗(x)v=
v(1; )
v(x; )
vˆ (2.9)
and
(K∗(x)K(x)u)∧ =
v(1; )
v(x; )
K̂(x)u=
∣∣∣∣v(1; )v(x; )
∣∣∣∣2 uˆ: (2.10)
Due to (2.8) we know
(K∗(x)K(x) + "2I)h= K∗(x)g!
and
(K∗(x)K(x)h)∧ + "2hˆ= K̂∗(x)g!: (2.11)
From (2.10), (2.9), and (2.11) we obtain(∣∣∣∣v(1; )v(x; )
∣∣∣∣2 + "2
)
hˆ=
v(1; )
v(x; )
gˆ!
and therefore
hˆ(x; ) =
(v(1; )=v(x; ))gˆ!()
|v(1; )=v(x; )|2 + "2 =
(v(x; )=v(1; ))gˆ!()
1 + "2|v(x; )=v(1; )|2 : (2.12)
Finally, (2.7) follows by an inverse Fourier transform.
By (2.1) we know that the exact solution of problem (1.1) is given by
u(x; t) =
1√
2
∫ ∞
−∞
eit
v(x; )
v(1; )
gˆ()d: (2.13)
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It is interesting to compare formula (2.13) for the exact solution with formula (2.7) for its Tikhonov
approximation h(x; t). Clearly, note the inequalities (1.14), (1.16) and the de%nition of function A(x),
the regularization procedure consists in replacing the unknown gˆ() with an appropriately %ltered
Fourier transform of noisy data g!(t). The %lter in (2.7) attenuates the high frequencies in gˆ!() in
a manner consistent with the goal of minimizing quantity (2.6). By this idea we can use a much
better %lter 1=(1+"2|1=v(1; )|2) to replace the %lter 1=(1+"2|v(x; )=v(1; )|2) and introduce another
approximation u!(x; t) of solution u(x; t).
Denition 2.2. Let
u!(x; t) :=
1√
2
∫ ∞
−∞
eit
(v(x; )=v(1; ))gˆ!()
1 + "2|1=v(1; )|2 d (2.14)
and it is called a simpli%ed Tikhonov approximation of solution u(x; t) of problem (1.1) (or (2.2)).
For the simpli%ed Tikhonov approximation we can establish a sharp order optimal error estimate
with HMolder continuity. The following lemma is the basis for our estimates.
Lemma 2.3. There hold the following inequalities:
sup
s¿0
e(A(1)−A(x))s
1 + "2e2A(1)s
6 "(A(1)−A(x))=A(1); (2.15)
sup
s¿0
e(2A(1)−A(x))s
1 + "2e2A(1)s
6 "(A(x)−2A(1))=A(1): (2.16)
Proof. Let
p(s) =
e(A(1)−A(x))s
1 + "2e2A(1)s
;
then
p′(s) =
[(1 + "2e2A(1)s)(A(1)− A(x))− 2A(1)"2e2A(1)s]e(A(1)−A(x))s
(1 + "2e2A(1)s)2
:
Setting p′(s) = 0 we have
(A(1)− A(x))− "2e2A(1)s(A(1) + A(x)) = 0:
Note that A(1)¿ 0, A(1)¿A(x)¿ 0 for 06 x6 1, it is easy to see that p(s) has a unique maximal
value point s∗ which satis%es
"2e2A(1)s
∗
=
A(1)− A(x)
A(1) + A(x)
(2.17)
and
e2A(1)s
∗
= "−2
A(1)− A(x)
A(1) + A(x)
6 "−2:
So
(e2A(1)s
∗
)(A(1)−A(x))=2A(1)6 "−2(A(1)−A(x))=2A(1);
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i.e.,
e(A(1)−A(x))s
∗
6 "(A(x)−A(1))=A(1): (2.18)
From (2.17) we know 1 + "2e2A(1)s
∗
= 2A(1)=(A(1) + A(x)) and so
1
1 + "2e2A(1)s∗
=
A(1) + A(x)
2A(1)
6 1: (2.19)
Combining (2.18) with (2.19) we have
sup
s¿0
e(A(1)−A(x))s
1 + "2e2A(1)s
6
e(A(1)−A(x))s∗
1 + "2e2A(1)s∗
6 "(A(x)−A(1))=A(1):
The proof of inequality (2.15) is completed and the inequality (2.16) can be proved similarly.
The main conclusion of this section is
Theorem 2.4. Suppose problem (1.15) has a unique solution, let u(x; t) be the exact temperature
history at x, 06 x¡ 1, given by (2.13) and u!(x; t) be the simpli;ed Tikhonov regularized ap-
proximation to u(x; t) given by (2.14), let the measured temperature history (noisy data) at x=1,
g!(t), satisfy (2.5) and priori condition (1.5) be valid, then there holds
‖u!(x; ·)− u(x; ·)‖6C!A(x)=A(1)E1−A(x)=A(1); 0¡x¡ 1; (2.20)
where C is a constant independent of ! and E.
Proof. Note that (1.12) we have
|uˆ(x; )− uˆ !(x; )|2
=
∣∣∣∣(v(x; )=v(1; ))gˆ()(1 + "2|1=v(1; )|2)− (v(x; )=v(1; ))gˆ!()1 + "2|1=v(1; )|2
∣∣∣∣2
=
∣∣∣∣(v(x; )=v(1; ))(gˆ()− gˆ!()) + "2|1=v(1; )|2gˆ()v(x; )=v(1; )1 + "2|1=v(1; )|2
∣∣∣∣2
6 2|gˆ()− gˆ!()|2 |v(x; )=v(1; )|
2
(1 + "2|1=v(1; )|2)2 + 2"
4 |fˆ()|2|1=v(1; )|2|v(x; )=v(1; )|2
(1 + "2|1=v(1; )|2)2
:= 2|gˆ()− gˆ!()|2I1 + 2"4|fˆ()|2I2: (2.21)
By inequalities (1.14) and (1.16) we know∣∣∣∣ v(x; )v(1; )
∣∣∣∣26
(
c2e−A(x)
√
||=2
c′1e
−A(1)
√
||=2
)2
=
(
c2
c′1
)2
e(A(1)−A(x))
√
2||;
∣∣∣∣ 1v(1; )
∣∣∣∣2¿ 1c′22 eA(1)
√
2||
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and
I1 =
|v(x; )=v(1; )|2
(1 + "2|1=v(1; )|2)2 6
(c2=c′1)2e
(A(1)−A(x))
√
2||
(1 + "2(1=c′22)eA(1)
√
2||)2
6
(
c2
c′1
)2 1
min{1; 1=c′22}2
e(A(1)−A(x))
√
2||(
1 + "2eA(1)
√
2||
)2 :
Denote C21 = (c2=c
′
1)
2=min{1; 1=c′22}2, putting
√
2||= 2s and by inequality (2.15) we have
I16C21
e(A(1)−A(x))
√
2||(
1 + "2eA(1)
√
2||
)2 = C21 ( e(A(1)−A(x))s1 + "2e2A(1)s
)2
6C21"
2(A(x)−A(1))=A(1): (2.22)
Analogously,
I2 =
|1=v(1; )|2|v(x; )=v(1; )|2
(1 + "2|1=v(1; )|2)2 6
1=c′21eA(1)
√
2||(c2=c′1)2e
(A(1)−A(x))
√
2||
min{1; 1=c′22}2
(
1 + "2eA(1)
√
2||
)2 :
Denote C22 = c
2
2=c
′4
1 min{1; 1=c′22}2, still putting
√
2||= 2s and by inequality (2.16) we have
I26C22
e(2A(1)−A(x))
√
2||
(1 + "2eA(1)
√
2||)2
= C22
(
e(2A(1)−A(x))s
1 + "e2A(1)s
)2
6C22"
2(A(x)−2A(1))=A(1): (2.23)
Combining (2.22), (2.23) with (2.21) we obtain
|uˆ(x; )− uˆ !(x; )|26 2|gˆ()− gˆ!()|2C21"[2(A(x)−A(1))]=A(1) + 2"4|fˆ()|2C22"[2(A(x)−2A(1))]=A(1);
so by (2.5) and (1.5) we have
‖u(x; ·)− u!(x; ·)‖2 = ‖uˆ(x; ·)− uˆ !(x; ·)‖2
=
∫ ∞
−∞
|uˆ(x; )− uˆ !(x; )|2 d
6 2C21"
[2(A(x)−A(1))]=A(1)!2 + 2"4E2C22"
[2(A(x)−2A(1))]=A(1)
=2C21
(
!
E
)2((A(x)=A(1))−1)
!2 + 2C22E
2
(
!
E
)2A(x)=A(1)
=C2!2A(x)=A(1)E2(1−[A(x)=A(1)]);
where C2 = 2(C21 +C
2
2 ), %nally, by taking square root on both the sides of above inequality we get
(2.20).
C.-L. Fu / Journal of Computational and Applied Mathematics 167 (2004) 449–463 457
Remark 2.5. Inequality (2.20) is a sharp stability estimate (HMolder stability) in L2-norm. Especially
when a(x) in (1.1) is a positive constant, estimate (2.20) becomes
‖u(x; ·)− u!(x; ·)‖= C!xE1−x: (2.24)
This is a quite general result which includes well-known conclusion for standard sideways heat
equation obtained in [3,4,11,13,14] and in this case it is order optimal (or asymptotically optimal)
[14], therefore we cannot expect to %nd a numerical method under condition (1.5) for approximat-
ing solution of (1.1) which satis%es a better error estimate in L2-norm except careful choice of
coeJcient C.
3. A Fourier regularization method
In this section we consider how to stabilize the sideways parabolic equation (1.1) under condition
(1.6) with another di9erent regularization method i.e., by cutting o9 high frequencies in the Fourier
space and a logarithmic stability estimate will also be given.
Condition (1.6) is a priori smoothness condition concerning the unknown u(x; t), for example,
assumption (1.6) means for problem (1.1) that ‖f(t)‖ = ‖u(0; t)‖6E in case p = 0 or ‖f‖1 =
‖u(0; t)‖1 = {‖u(0; t)‖2 + ‖ut(0; t)‖2}1=26E in case p = 1, which follows from Parseval’s relation
‖f(t)‖= ‖fˆ()‖ and the di9erentiation theorem for the Fourier transform. Likewise condition (1.6)
for any integer p¿ 0 consists of those functions whose t-derivatives of order 6p at x = 0 are
bounded in the L2(R)-norm. The larger the p, the more restrictive is condition (1.6).
Due to inequalities (1.14) and (1.16) there holds∣∣∣∣ v(x; )v(1; )
∣∣∣∣¿ c1c′2 e(A(1)−A(x))
√
||=2 for ||¿ 0;
therefore from (2.13) we know a small errors in high-frequency components can blow up and
completely destroy the solution for 06 x¡ 1. A natural way to stabilize the problem is to eliminate
all high frequencies from the solution and instead consider (2.13) only for ||¡max where max is
an appropriate positive constant. Let #max be the characteristic function of interval [ − max; max],
then for any noisy data g! which satis%es (2.5) we get a regularized approximate solution u!(x; t):
u!(x; t) =
1√
2
∫ ∞
−∞
eit
v(x; )
v(1; )
gˆ!()#max d (3.1)
and we call it the Fourier regularization solution of problem (1.1). We have the following result.
Theorem 3.1. Suppose problem (1.15) has a unique solution, let g!(t) be measured data at x = 1
satisfying (2.5) and priori condition (1.6) holds for p¿ 0. Let u!(x; t) be the Fourier regularized
approximate solution de;ned by (3.1). If we select
max = 2
(
1
A(1)
ln
(
E
!
(
ln
E
!
)−2p))2
; (3.2)
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then there holds the error estimate
‖u(x; ·)− u!(x; ·)‖6CE(1−
A(x)
A(1) )!
A(x)
A(1)
(
ln
E
!
)−2p(1−A(x)A(1))
(1 + o(1)) for !→ 0; (3.3)
where C is a positive constant independent of ! and E.
Proof. From (1.12), (1.14), (1.16), and conditions (1.6), (2.5) we have
‖u(x; ·)− u!(x; ·)‖2 = ‖uˆ(x; )− uˆ !(x; )‖2
=
∣∣∣∣∣∣∣∣ v(x; )v(1; ) gˆ()− v(x; )v(1; ) gˆ!()#max
∣∣∣∣∣∣∣∣2
6 2
∣∣∣∣∣∣∣∣ v(x; )v(1; )(gˆ()− gˆ()#max)
∣∣∣∣∣∣∣∣2 + 2 ∣∣∣∣∣∣∣∣ v(x; )v(1; ) (gˆ()− gˆ!())#max
∣∣∣∣∣∣∣∣2
=2
∫
||¿max
∣∣∣∣ v(x; )v(1; ) gˆ()
∣∣∣∣2 d+ 2∫||6max
∣∣∣∣ v(x; )v(1; )(gˆ()− gˆ!())
∣∣∣∣2 d
=2
∫
||¿max
|v(x; )fˆ()|2 d+ 2
∫
||6max
∣∣∣∣ v(x; )v(1; )(gˆ()− gˆ!())
∣∣∣∣2 d
=2
∫
||¿max
|v(x; )(1 + 2)−
p
2 (1 + 2)
p
2 fˆ()|2 d
+2
∫
||6max
∣∣∣∣ v(x; )v(1; )(gˆ()− gˆ!())
∣∣∣∣2 d
6 2c22e
−A(x)√2max (max)−2pE2 + 2
c22
c′21
e(A(1)−A(x))
√
2max!2
:= I1 + I2: (3.4)
Due to (3.2) we know√
2max =
2
A(1)
ln
(
E
!
(
ln
E
!
)−2p)
;
so
I1 = 2c22e
−2A(x)=A(1)ln(E=!(ln (E=!))−2p)2−2p
(
1
A(1)
ln
(
E
!
(
ln
E
!
)−2p))−4p
E2
= 2c22
(
E
!
)−2A(x)=A(1)(
ln
E
!
)4pA(x)=A(1)
E22−2pA(1)4p
×
(
1
ln (E=!) + ln((ln (E=!))−2p)
)4p
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= 2c22
(
A(1)√
2
)4p
E2(1−A(x)=A(1))!2A(x)=A(1)
×
(
ln
E
!
)4pA(x)=A(1) ln E!
ln (E=!) + ln((ln (E=!))−2p)

4p
1
(ln (E=!))4p
=2c22
(
A(1)√
2
)4p
E2(1−A(x)=A(1))!2A(x)=A(1)
×
(
ln
E
!
)−4p(1−A(x)=A(1))( ln (E=!)
ln (E=!) + ln((ln (E=!))−2p)
)4p
; (3.5)
I2 = 2
c22
c′21
e(A(1)−A(x))
√
2max !2
= 2
c22
c′21
e[2(A(1)−A(x))]=A(1)ln((E=!)(ln (E=!))−2p)!2
= 2
c22
c′21
(
E
!
)2(1−A(x)=A(1))(
ln
E
!
)−4p(1−A(x)=A(1))
!2
= 2
c22
c′21
E2(1−A(x)=A(1))!2A(x)=A(1)
(
ln
E
!
)−4p(1−A(x)=A(1))
: (3.6)
Combining (3.5), (3.6) with (3.4) we obtain
‖u(x; ·)− u!(x; ·)‖2
6
{
2c22
(
A(1)√
2
)4p( ln (E=!)
ln (E=!) + ln(ln (E=!))−2p
)4p
+ 2
c22
c′21
}
×E2(1−A(x)=A(1))!2A(x)=A(1)
(
ln
E
!
)−4p(1−A(x)=A(1))
: (3.7)
Note that
lim
!→0
ln (E=!)
ln (E=!) + ln(ln (E=!))−2p
= 1;
estimate (3.3) is obtained, where
C =
(
2c22
(
A(1)√
2
)4p
+ 2
c22
c′21
)1=2
:
The proof is completed.
Remark 3.2. Take p=0, estimate (3.3) becomes the same as in (2.20) with HMolder stability. In this
case, when x → 0+, the accuracy of the two regularized solution all become progressively lower,
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at x = 0 estimates (2.20) and (3.3) merely imply that the errors are bounded by CE. These results
have been improved by taking p¿ 0, in this case estimate (3.3) at x = 0 becomes
‖u(0; t)− u!(0; t)‖= ‖f(t)− u!(0; t)‖
6CE
(
ln
E
!
)−4p
(1 + o(1))→ 0 for !→ 0:
When p¿ 0, estimate (3.3) is also order (or asymptotically) optimal for sideways heat equation
[14].
In the case of p = 0 and a(x) = 1, we know from (3.7) that estimate (3.2) includes the result
obtained in [4] for standard sideways heat equation by a special Fourier method.
The Fourier method and result given here for a class of general sideways parabolic equation (1.1)
appear to be new.
4. A numerical example
It is easy to verify that the function
u(x; t) =
{
x+1
t3=2 exp{− (x+1−t)
2
4t } t ¿ 0; 06 x6 1;
0; t6 0;
(4.1)
is the unique exact solution of problem (1.1) with a(x) = 1; b(x) =−1; c(x) = 0 and with the data
g(t) =
{
2
t3=2 exp{− (2−t)
2
4t }; t ¿ 0;
0; t6 0;
g(t)∈L2(R): (4.2)
In addition
f(t) := u(0; t) =
{
1
t3=2 exp{− (1−t)
2
4t }; t ¿ 0;
0; t6 0;
f(t)∈L2(R): (4.3)
In this case, problem (1.9) becomes
iv(x; ) = vxx − vx;
v(0; ) = 1;
lim
x→∞ v(x; ) = 0 (4.4)
and it is easy to see that
v(x; ) = e−x$() (4.5)
is the solution of problem (4.4), where
$() =
√
i+ 14 − 12 (4.6)
and
√
i+ 14 denote the principal square root of i+
1
4 .
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Fig. 1. (a) x = 0:01; (b) x = 0:90.
(i) The realization of the simpli%ed Tikhonov method:
The computation of the solution
u!(x; t) :=
1√
2
∫ ∞
−∞
eit
(v(x; )=v(1; ))gˆ!()
1 + "2|1=v(1; )|2 d
=
1√
2
∫ ∞
−∞
eit
e(1−x)$()gˆ!()
1 + "2|e$()|2 d; 06 x¡ 1 (4.7)
can be implemented as follows: Firstly, we can calculate by the Mathematica that ‖f‖L2 := 2:97213
and so we might as well take E = 3; Secondly, suppose that the sequence {gk}m−1k=0 represents
samples from the function g(t) on an equidistant grid, 0 = t0¡ · · ·¡tm−1 = 1, then we add a
perturbation to each data,which forms the vector g!. Moreover, we need to make the vector g!
periodical (similar to [2]) and then we take the discrete Fourier transform for the vector g!. Note
that $(k) =
√
ik + 14 − 12 ; k = 2k, (k =−m=2; : : : ; m=2− 1) (see [2]), we can compute the vector{
e(1−x)$(k)gˆ!(k)
1 + (!=E)2|e$(k)|2
}(m=2)−1
k=−m=2
and then take the inverse discrete Fourier transform for the vector. We plot the %gures with m=100,
! = ‖g − g!‖L2 := 0:019. Fig. 1(a) and (b) denote the comparison of exact solution with simpli%ed
Tikhonov regularization solution at x = 0:01 and 0.90, respectively.
(ii) The realization of Fourier method:
The computation of the solution
u!(x; t) =
1√
2
∫ ∞
−∞
eit
v(x; )
v(1; )
gˆ!()#max d
=
1√
2
∫ ∞
−∞
eite(1−x)$()gˆ!()#max d (4.8)
can be ful%lled completely similar to above, and we plot the %gures still with m= 100. If we take
p=0; !=‖g−g!‖L2 := 0:002; E=‖f‖L2 := 3, then max in (4.8) can be computed by formula (3.2) that
max =108:75. Fig. 2(a) and (b) denote the comparison of exact solution with Fourier regularization
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Fig. 2. (a) p= 0; x = 0; (b) p= 0; x = 0:90.
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Fig. 3. (a) p= 13 ; x = 0; (b) p=
1
3 ; x = 0:90.
solution at x = 0 and 0.90, respectively. If we take p= 13 ; != ‖g− g!‖L2
:= 0:002, then E = ‖f‖1=3
and max can be computed, respectively, that
E = ‖f‖1=3 := 4:39; max = 80:60
and Fig. 3(a) and (b) denote the comparison of exact solution with Fourier regularization solution
at x = 0 and 0.90, respectively.
It can be seen from these %gures that the computational e9ect of the methods given in this paper
are satisfactory.
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