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Abstract
We define Lp-averaging domains in spaces of homogeneous type endowed with an intrinsic met-
ric. We characterize these domains in terms of the quasihyperbolic metric and prove Boman chain
domains are Lp-averaging.
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1. Introduction
In this article we extend the notion of Lp-averaging domains to spaces of homogeneous
type possessing an intrinsic metric. The spaces (X,d,μ) under study are complete locally
compact metric spaces equipped with a metric d in the sense of Alexandrov [1] and a dou-
bling measure μ. In particular this metric condition guarantees that any pair of points x
and y in X can be joined by a curve of finite length and that there exists a path joining x to
y of length d(x, y). The measure μ is doubling means that μ(B(x, r)) Cμμ(B(x, r/2))
where the constant Cμ is independent of the choice of the center x and radius r of the
ball B(x, r). Examples of these spaces include (i) Rn with a measure ω(x)dx, where
the weight ω satisfies a Muckenhoupt A∞-condition, (ii) stratified homogeneous groups
with the Carnot–Caratheodory metric and a measure ω(x)dx ∈ A∞ and (iii) compact Rie-
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provides an excellent reference for such metric spaces.
Various concepts of Euclidean spaces can be extended to these generalized metric
spaces. For example, such spaces were utilized by Vodopyanov and Greshnov [24] in their
work examining extensions of bounded mean oscillation functions. In this setting, they
generalized the notion of the quasihyperbolic metric and developed an analogue of Jones’
[17] result on Rn establishing uniform domains as precisely the class of BMO extension
domains. And Nhieu [21] proved a metric space version of Jones’ [18] theorem character-
izing uniform domains as the class of Sobolev extension domains.
BMO functions are those with an upper bound on their average oscillation over the
class of all balls in X. If one asks what class of domains can replace the class of balls in
the consideration of the supremum and produce an equivalent norm, this naturally leads
to averaging domains. Lp-averaging domains were introduced by Staples [23] in order to
answer this BMO question and generalize it to an Lp case. Staples [23] employed the space
X = Rn and the measure μ was Lebesgue measure. Later Ding and Shi [11] extended the
notion of averaging domains to the case where X =Rn and μ = w(x)dx satisfied a weight
condition. In Section 2 we provide the precise definitions.
In Section 3 of this paper we show that in the homogeneous spaces in question, a domain
D is an Lp-averaging domain if and only if the quasihyperbolic metric is Lp integrable
over D. This generalizes [23, Theorems 2.1 and 2.6].
We follow this in Section 4 with a proof that domains satisfying a Boman chain condi-
tion are Lp-averaging domains. Buckley, Koskela and Lu [4] pioneered the study of such
chain domains in homogeneous spaces. Their paper included the result that all John do-
mains are Boman chain domains. Closely connected analogous results were also proved
by [12,14], where the authors employed slightly different chain conditions. Recall that
John domains support the Sobolev–Poincaré inequalities.
In the standard hierarchy of domains, it is well known that the class of NTA domains
are a proper subset of uniform domains which are in turn a proper subclass of John do-
mains. In the Euclidean case, Staples [23] presented examples of Lp-averaging domains
in Rn, p  n−1, with positive n-dimensional boundary measure. Since the n-dimensional
boundary measure of a John domain in Rn is zero, the main theorem of Section 4 estab-
lishes Lp-averaging domains as the largest of these domain classes. The pathologies of
metrics in Carnot–Carathéodory spaces make it difficult to produce examples of NTA, uni-
form and John domains. In fact, even metric balls in a Carnot–Carathéodory space are not
necessarily NTA [7,8], although they are always uniform [24]. The integrability criterion
characterizing Lp-averaging domains provides another means to check if a domain is John.
Poincaré inequalities have also been extensively studied on homogeneous metric spaces.
We conclude Section 5 with a global Poincaré inequality for Lp-averaging domains.
2. Definitions and background results
The space (X,d,μ) is a homogeneous space in the sense of Coifman and Weiss
equipped with a metric d (as described in the introduction) and a doubling measure μ.
Throughout the paper Cμ will denote the doubling measure constant, i.e. μ(B(x, r)) 
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ties appearing in the parentheses.
Here we use the notation B(x, r) for the metric ball centered at x and of radius r in the
metric d . The notation τB will stand for the ball with the same center as B and with radius
τ times the radius of B .
For each domain (i.e. open and connected set) D in X we define the quasihyperbolic
metric in D as follows (see [13,24]). Given any pair of points x and y,
kD(x, y) = inf
γ
∫
γ
dl
d(x, ∂D)
,
where the infimum is calculated over all rectifiable curves in D joining x to y. When the
domain in question is clearly understood we will abbreviate kD(x, y) to k(x, y).
We denote the mean of an integrable function u over D by uD = 1μ(D)
∫
D
udμ =∫
-Dudμ. The symbol uB is similarly defined.
Definition 2.1. Let D be a domain with μ(D) < ∞ and let p  1. We say that D is an
Lp-averaging domain if for some τ > 1 we have
(
1
μ(D)
∫
D
∣∣u(x) − uD∣∣p dμ
)1/p
 Cave
(
sup
τB⊂D
1
μ(B)
∫
B
∣∣u(x) − uB ∣∣p dμ
)1/p
,
(2.2)
where the constant Cave is independent of u and B is any ball in D, such that τB ⊂ D.
For the remainder of the paper we consider only those domains D with μ(D) < ∞.
The following inequality which is a natural consequence of Minkowski’s inequality
proves useful throughout the paper.
Lemma 2.3. Let u(x) be any integrable function over D. We have the inequality(
1
μ(D)
∫
D
∣∣u(x) − uD∣∣p dμ
)1/p
 2
(
1
μ(D)
∫
D
∣∣u(x) − u(x1)∣∣p dμ
)1/p
,
for any point x1 ∈ D.
We record a number of well-known facts about homogeneous spaces we will rely upon
in our proofs.
We begin with a statement on the doubling measure condition.
Lemma 2.4. There exists a continuous function Λ :R1 → R1, Λ(s) = CμslogCμ/ log 2,
such that
μ
(
B(x, r)
)
Λ(s)μ
(
B(x, r/s)
) (2.5)
for every x ∈ X, r > 0 and s  1.
S.G. Staples / J. Math. Anal. Appl. 317 (2006) 550–564 553We will also need to use the weak Vitali-type covering property of homogeneous spaces
described below (see [9, Chapter 3, Theorem 1.2], [20, Proposition 2]). Note that we have
already adjusted the constants to account for the fact that we are working with a metric d
instead of a more traditional pseudometric d associated with homogeneous spaces.
Theorem 2.6. Let (X,d,μ) be a space of homogeneous type with d an intrinsic metric and
let β > 3 be a fixed constant. Moreover, letF be a covering of a subset F ⊂ X consisting of
open balls of uniformly bounded radii. Then there exists a countable and disjoint subfamily
G = {B(xj , rj )} ⊂F such that
F ⊂
∞⋃
j=1
B(xj ,βrj ) and μ(F)Λ(β)
∞∑
j=1
μ
(
B(xj , rj )
)
. (2.7)
Averaging domains are naturally related to the study of functions of bounded mean
oscillation.
Recall that a function u which is integrable over all pseudo-balls B is called a bounded
mean oscillation function, u ∈ BMO(X) if
‖u‖∗ = sup
B⊂X
1
μ(B)
∫
B
|u − uB |dμ < ∞.
Homogeneous space versions of the John–Nirenberg theorem (see [6, Theorem 1], [20,
Proposition 7]) for BMO functions will prove crucial in our main theorem.
Theorem 2.8. There exist constants α > 0 and A > 0 such that for all functions u ∈
BMO(X), all pseudo-balls B and all t > 0, we have
μ
{
x ∈ B: ∣∣u(x) − uB ∣∣> t}Ae−αt/‖u‖∗μ(B). (2.9)
Here the constants α and A depend only on Cμ.
We recall also Cavalieri’s principle (see [14, Theorem 14.10]). Note this principle does
not require that μ be doubling; it suffices for μ to be an arbitrary σ -finite measure on X.
Theorem 2.10. If p > 0 and u(x) is measurable, then
∫
D
|u|p dμ =
∞∫
0
ptp−1λ(t) dt,
where λ(t) = μ{x ∈ D: |u(x)| > t}.
We conclude this section with a definition of the Boman chain condition.
Definition 2.11. A domain E in X is said to satisfy the Boman chain condition if there
exist constants M , λ > 1, C2 > C1 > 1, C3 > 1, and a family F of disjoint metric balls B
such that
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⋃
B∈F
C1B; (2.12)
∑
B∈F
χC2B MχE(x), for all x ∈ X; (2.13)
there is a so-called central ball B∗ ∈ F such that for each ball B ∈ F , there is a positive
integer k = k(B) and a chain of balls {Bj }kj=0 such that B0 = B , Bk = B∗ and C1Bj ∩
C1Bj+1 contains a metric ball Dj for which
μ(Dj ) C3 max
(
μ(Bj ),μ(Bj+1)
); (2.14)
B ⊂ λBj , for all j = 0, . . . , k(B). (2.15)
3. Lp-averaging domains and the quasihyperbolic metric
The focus of this section is to prove that the Lp integrability of the quasihyperbolic
metric characterizes Lp-averaging domains. We convey this result by proving the necessity
and the sufficiency separately. We begin with the easier of these to prove, namely that the
averaging domain condition guarantees the integrability.
Theorem 3.1. If D is an Lp-averaging domain, then( ∫
−
D
k(x, x0)
p dμ
)1/p
 a (3.2)
for each x0 ∈ D. Here a depends only on Cave, τ , x0, and μ(D).
Proof. Let B = B(xB, r) be any ball in D for which τB ⊂ D. For any x ∈ B , we have
d(x, ∂D) d(x, ∂τB) (τ − 1)r.
Let γr be any path in B joining x to xB such that (γr)  r . We easily see k(x, xB) is
uniformly bounded on B with
k(x, xB)
∫
γr
dl
d(x, ∂D)
 1
τ − 1 . (3.3)
Of course, we then have,( ∫
−
B
k(x, xB)
p dμ
)1/p
 1
τ − 1 . (3.4)
We are almost ready to make use of the fact that D is an Lp-averaging domain. Let
u(x) = k(x, x0). From the triangle inequality for the quasihyperbolic metric, Lemma 2.3
and estimate (3.4) we obtain(∫
− ∣∣u(x) − uB ∣∣p dμ
)1/p
 2
(∫
− k(x, xB)p dμ
)1/p
 2
τ − 1 .B B
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−
D
∣∣u(x) − uD∣∣p dμ
)1/p
 Cave
2
τ − 1 . (3.5)
With an upper bound on the average of k(x, x0) over D, that is uD , we can achieve
(3.2). Let us assume that uD  2τ−1 . Let r = d(x0, ∂D) and B0 = B(x0, r/τ ). From (3.3),
u(x) = k(x, x0) uD/2 for all x ∈ B0. We then have∫
D
∣∣u(x) − uD∣∣p dμ
∫
B0
∣∣u(x) − uD∣∣p dμ upDμ(B0)2p . (3.6)
Combining (3.5) and (3.6) generates(
2Cave
τ − 1
)p
μ(D)
u
p
D
2p
μ(B0).
We can conclude
uD 
4Cave
τ − 1
(
μ(D)
μ(B0)
)1/p
. (3.7)
Finishing with Minkowski’s inequality leads to(∫
−
D
k(x, x0)
p dμ
)1/p
=
(∫
−
D
∣∣u(x)∣∣p dμ
)1/p
 Cave
2
τ − 1 +
4Cave
τ − 1
(
μ(D)
μ(B0)
)1/p
. 
We prove the sufficiency of the integrability condition by means of two lemmas. First
we establish the natural role of the quasihyperbolic metric in estimating the average rate of
change of functions with bounded mean Lp-oscillation.
Lemma 3.8. Suppose that(
sup
τB⊂D
1
μ(B)
∫
B
∣∣u(x) − uB ∣∣p dμ
)1/p
 C0, (3.9)
then there exist constants s and q such that
|uB(x) − uB(y)| C0
(
s
(
k(x, y)
)+ q), (3.10)
for all x, y ∈ D. Here B(x) and B(y) denote the balls
B
(
x, d(x, ∂D)/τ
)
and B
(
x, d(y, ∂D)/τ
)
,
respectively, and the constants s and q depend only on τ and Cμ.
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calculations in the later portion of the proof.
We now fix any two points x and y in D and choose a quasihyperbolic geodesic arc γ
joining them. We proceed by constructing a cover of γ with balls B(z) such that each ball
satisfies τB(z) ⊂ D. We inductively define a sequence of points {zj } on γ as follows. Set
z1 = x. Suppose that z1, . . . , zj have been defined and let βj = γ (zj , y) denote that part of
γ from zj to y and γj be the component of βj ∩ B(zj , d(zj , ∂D)/τ) which contains zj .
Define zj+1 as the other endpoint of γj . We adopt the notation: dj = d(zj , ∂D), rj = dj /τ ,
Bj = B(zj , rj ) and y = zm+1. From the definition of zj , note that
d(zj+1, zj ) = rj for j = 1, . . . ,m − 1 and d(zm+1, zm) rm. (3.11)
Now for j = 1, . . . ,m − 1, choose z′j ∈ ∂D such that d(zj , ∂D) = d(zj , z′j ) = dj . If
z ∈ γj ⊂ Bj , then
d(z, ∂D) d
(
z, z′j
)
 rj + dj  τ + 1
τ
dj .
Hence,∫
γj
1
d(z, ∂D)
dl  τ
(τ + 1)dj
∫
γj
dl  τrj
(τ + 1)dj =
1
τ + 1 .
Summing over j we have
m − 1
τ + 1 
m−1∑
1
∫
γj
1
d(z, ∂D)
dl 
∫
γ
1
d(z, ∂D)
dl = k(x, y). (3.12)
This implies that m < ∞, that is we can assure the inductive process of defining the
points {zj } stops after a finite number of steps.
Next we want to show that neighboring balls in this cover have comparable radii. Fix
the index j m − 1.
Then since
dj = d(zj , ∂D) d(zj , zj+1) + d(zj+1, ∂D) = rj + dj+1,
we see that
dj − rj = (τ − 1)rj  τrj+1.
Similarly note that dj+1  rj + dj . Now when rj+1  rj , we can obtain
rj = dj
τ
 dj+1 − rj
τ
 dj+1 − rj+1
τ
= (τ − 1)rj+1
τ
.
Together these estimates provide a relative comparison of radii of consecutive balls
(τ − 1)rj+1
τ
 rj 
τrj+1
(τ − 1) . (3.13)
We now strive to show that the measure of the overlap of consecutive balls in the chain
is comparable to the measure of the balls themselves. In particular, our next goal is to prove
that
μ(Bj ∩ Bj+1) C′
(
μ(Bj ) + μ(Bj+1)
)
. (3.14)
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radius to rj is contained in Bj ∩ Bj+1 and then invoke the doubling measure properties
of μ. Fix the index j and set w to be the midpoint of zj and zj+1, i.e. the point where
d(w, zj ) = d(zj , zj+1)/2 = d(w, zj+1), and set ρ = τ−14τ max(rj , rj+1).
We employ (3.13) below and recall that we are assuming τ  3.
If rj  rj+1, we have ρ = τ−14τ rj  rj+1/4.
Similarly, if rj+1  rj , we have ρ  rj /4.
For any z ∈ B(w,ρ), this pair of estimates enables us to see that
d(z, zj ) d(z,w) + d(w, zj ) ρ + rj /2 rj .
Likewise for any z ∈ B(w,ρ), we have
d(z, zj+1) d(z,w) + d(w, zj+1) rj+1/4 + rj /2 rj+1,
by (3.13), since τ  3.
Thus since B(w,ρ) ⊂ Bj ∩ Bj+1 and ρ is comparable to each of rj and rj+1, (3.14)
holds for a constant C′ which depends only on τ and Cμ.
Next observe that for p  1, Hölder’s inequality grants
1
μ(B)
∫
B
∣∣u(x) − uB ∣∣dμ
(
1
μ(B)
∫
B
|u(x) − uB |p dμ
)1/p
.
For any ball B with τB ⊂ D it is clear that every subball B ′ ⊂ B satisfies τB ′ ⊂ D as
well. Therefore any function u(x) for which (3.9) holds is a BMO function on B . For each
ball Bj in the chain, j = 1, . . . ,m + 1, we define
Ej =
{
x ∈ Bj :
∣∣u(x) − uBj ∣∣> t},
where t = (C0/α) log 2A/C′, and A and α are as in Theorem 2.8.
Applying the homogeneous version of the John–Nirenberg theorem gives
μ(Ej )
C′
2
μ(Bj ). (3.15)
We deduce from (3.14) and (3.15) that μ((Bj ∩ Bj+1) \ (Ej ∪ Ej+1)) > 0. In other
words, there exist points x ∈ (Bj ∩Bj+1) \ (Ej ∪Ej+1) where the deviation of u(x) from
both uBj and uBj+1 is controlled. At such x,
|uBj − uBj+1 |
∣∣u(x) − uBj ∣∣+ ∣∣u(x) − uBj+1 ∣∣ 2t.
Summing this over m and using (3.12) yields
∣∣u(x) − u(y)∣∣ m∑
1
|uBj − uBj+1 | 2mt  2(τ + 1)tk(x, y) + 2t.
This then gives (3.10) with
s = 2(τ + 1) log 2A and q = 2 log 2A. 
α C′ α C′
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metric. When k(x, x0) is appropriately bounded we will appeal to Lemma 3.8 to estimate
the difference in average of u(x) over various balls; for large values of k(x, x0) we will
rely on the control the integrability condition guarantees.
Lemma 3.16. Suppose that condition (3.9) holds and D satisfies(
1
μ(D)
∫
D
k(x, x0)
p dμ
)1/p
 a, (3.17)
for some x0 ∈ D. Then(
1
μ(D)
∫
D
|u − uD|p dμ
)1/p
 C0C(τ, a,Cμ,p). (3.18)
Proof. Let us observe first that we can interpret the integrability condition (3.17) in light
of Cavalieri’s principle, Theorem 2.10. We let λ(t) = μ{x ∈ D: k(x, x0) > t}. Then
∞∫
0
ptp−1λ(t) dt =
∫
D
k(x, x0)
p dμ apμ(D). (3.19)
We will bound (
∫
-D|u(x) − uB(x0)|p dμ)1/p and then use Minkowski’s inequality to ar-
rive at (3.18). Our notation B(x0) = B(x0, d(x0, ∂D/τ)) remains as in Lemma 3.8. With
this end in mind, we define
Et =
{
x ∈ D: ∣∣u(x) − uB(x0)∣∣> t}.
We fix t > 0 and partition Et as follows. We let
F = {x ∈ D: k(x, x0) t2},
where t2 is a function of t to be specified later. Note that F is a bounded set since for
any x, y ∈ F , k(x, y)  2t2 < ∞. We write Et as Et = (Et \ F) ∪ (Et ∩ F). Now we
immediately have
μ(Et \ F) μ(D \ F) = λ(t2).
To bound μ(Et ∩ F) we rely on both Lemma 3.8 and the Vitali type cover-
ing property of homogeneous spaces, Theorem 2.6. For each x ∈ F , take the ball
B(x) = B(x, d(x, ∂D)/τ). The radii of the balls B(x) are uniformly bounded since
d(x, ∂D)  diamF + d(x0,D). We further have the estimate (3.10), |uB(x0) − uB(x)| 
C0(s(k(x, x0)) + q), on each ball. Define the associated dilated ball B ′(x) = (1/β)B(x),
with β the constant from Theorem 2.6. Applying the covering theorem to the collection
of balls B ′(x), we obtain a countable and disjoint subfamily of balls B ′j = (1/β)B(xj ),
xj ∈ F , such that
F ⊂
∞⋃
B(xj ) and μ(F)Λ(β)
∞∑
μ
(
B ′j
)
Λ(β)μ(D). (3.20)1 1
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Hence by Theorem 2.8, (2.5) and (3.20),
μ(Et ∩ F)
∑
j
μ(Et ∩ Bj )
∑
j
Ae(−α/C0)t1μ(Bj )Λ(β)Ae(−α/C0)t1μ(D).
This leads to
μ(Et)Λ(β)Ae(−α/C0)t1μ(D) + λ(t2). (3.21)
If we now let t2 = t/(2sC0), this, in turn, gives t1 = t/2 − C0q .
Using these values above in (3.21) gives
μ(Et)Λ(β)Ae((−αt/2C0)+αq)μ(D) + λ
(
t/(2sC0)
)
. (3.22)
Now we write
I =
(
1
μ(D)
∫
D
∣∣u(x) − uB(x0)∣∣p dμ
)1/p
=
(
1
μ(D)
∞∫
0
ptp−1μ(Et) dt
)1/p
.
After a change of variables, the estimate in (3.22) yields
I 
(
Λ(β)Aeαqp(2C0/α)p
∞∫
0
up−1e−u du + (2sc0)
p
μ(D)
∞∫
0
pup−1λ(u)du
)1/p
.
Once we apply (3.19) and recall that β,A,α, q, and s depend only on τ and Cμ, we can
deduce (3.18). 
4. Boman chain domains
John [19] first introduced a class of domains which satisfied a twisted cone condition
in his work on elasticity. These domains soon appeared in many connections in the study
of quasiconformal mappings and were renamed John domains. In 1982, Boman [5], in
his work on Lp-estimates for elliptic systems, introduced a chain condition that all John
domains possessed (see [16]). In time this came to be called the Boman chain condition, see
Definition 2.11. In Euclidean spaces, Rn, n  2, it was generally believed that in fact the
Boman chain condition was a precise characterization for John domains. The Euclidean
case was not formally settled until Buckley, Koskela and Lu [4] considered the Boman
chain condition in the setting of abstract homogeneous spaces. In this more generalized
setting, they were able to prove that a John domain is always a Boman chain domain. For
the converse statement, some additional type of geodesic condition on the metric d was
required. Similar results can be found in [12,14].
In the first theorem of this section, we prove that if a domain satisfies a Boman chain
condition, it is an averaging domain. Thus even in the setting of abstract homogeneous
domains, all John domains are averaging domains.
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(X,d,μ) of this paper. Here we use the notation, (Mf )(x) for the Hardy–Littlewood max-
imal function of f (x). Namely,
(Mf )(x) = sup
{
1
μ(B)
∫
B
|f |dμ: B is a ball, B ⊂ X, x ∈ B
}
.
It is well known that the Hardy–Littlewood maximal operator is bounded (see [10, p. 624]),
‖Mf ‖q A‖f ‖q, q > 1.
Lemma 4.1. Let F be an arbitrary family of balls in X, let 1  p < ∞, t > 0 and let
aB,B ∈ F be arbitrary positive numbers. Then for some constant K depending only on
p, t and Cμ, we have∥∥∥∥ ∑
B∈F
aBχtB
∥∥∥∥
p
K
∥∥∥∥ ∑
B∈F
aBχB
∥∥∥∥
p
.
Proof. Consider any f (x) ∈ Lq(X) with 1/p + 1/q = 1. For any such f (x),∣∣∣∣∑
B
aBχtBf dμ
∣∣∣∣=
∣∣∣∣∑
B
aB
∫
tB
f dμ
∣∣∣∣=
∣∣∣∣∣
∑
B
aB
μ(tB)
μ(B)
∫
B
(
1
μ(tB)
∫
tB
f dμ
)
dμ
∣∣∣∣∣

∣∣∣∣∣
∑
B
aBΛ(t)
∫
B
Mf dμ
∣∣∣∣∣= Λ(t)
∫
X
∑
B
aBχBMf dμ
Λ(t)
∥∥∥∥∑
B
aBχB
∥∥∥∥
p
‖Mf ‖q AΛ(t)
∥∥∥∥∑
B
aBχB
∥∥∥∥
p
‖f ‖q .
Our conclusion follows. 
We now prove the first main result of this section.
Theorem 4.2. If D satisfies a Boman chain condition, then D is an Lp-averaging domain.
Proof. We cover D with the family of balls F granted in Definition 2.11. Let us denote by
x∗ the center of B∗, and define for each ball B the average of k(x, x∗) over C1B , namely
kB =
∫
−
C1B
k(x, x∗) dμ.
Note that condition (2.13) in the definition implies that C2B ⊂ D for all B ∈ F . Now
since C2 > C1, we see that for any B ∈F ,( ∫
− k(x, xB)p dμ
)1/p
 C(C1,C2), (4.3)
C1B
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−
C1B
∣∣k(x, x∗) − kB ∣∣p dμ
)1/p
 2
( ∫
−
C1B
∣∣k(x, x∗) − k(x∗, xB)∣∣p dμ
)1/p
 2
( ∫
−
C1B
k(x, xB)
p dμ
)1/p
 2C(C1,C2).
We integrate over D and use the elementary inequality |a + b|p  2p(|a|p +|b|p). This
gives ∫
D
∣∣k(x, x∗) − kB∗ ∣∣p dμ 2p
(∑
B∈F
∫
C1B
(∣∣k(x, x∗) − kB ∣∣p + |kB − kB∗ |p)dμ
)
.
(4.4)
We estimate the first term in the sum using (4.3) and chain condition (2.13):∑
B∈F
∫
C1B
∣∣k(x, x∗) − kB ∣∣p dμ ∑
B∈F
2pC(C1,C2)pμ(C1B)
 2pC(C1,C2)pMμ(D). (4.5)
For the second term, fix a ball B = B0 and consider the chain B0,B1, . . . ,Bk guaranteed
by condition (2.14) with Bk = B∗. We work with the metric balls Dj from that condition.
Now∫
−
Dj
∣∣k(x, x∗) − kBj ∣∣p dμ μ(C1Bj )μ(Dj )
∫
−
C1Bj
∣∣k(x, x∗) − kBj ∣∣p dμ
Λ(C1)C−13 2
pC(C1,C2)
p = C(C1,C2,C3,Cμ). (4.6)
We can repeat the same argument above for the ball C1Bj+1 and deduce that
|kBj − kBj+1 |p 
∫
−
Dj
∣∣kBj − k(x, x∗) + k(x, x∗) − kBj+1 ∣∣p dμ
 2p+1C(C1,C2,C3,Cμ) = C(C1,C2,C3,Cμ).
By (2.15)
|kBj − kBj+1 |pχC1B(x) C(C1,C2,C3,Cμ)χλC1Bj (x).
Combine this information to estimate the second term in (4.4),
|kB − kB∗ |pχC1B(x)
(
k∑
0
|kBj − kBj+1 |χC1B(x)
)p
 C(C1,C2,C3,Cμ)
(∑
χλC1Bj (x)
)p
.B∈F
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B∈F
|kB − kB∗ |pχC1B(x)MC(C1,C2,C3,Cμ)
(∑
B∈F
χλC1Bj (x)
)p
.
This leads to the integral inequality over X,∫
X
∑
B∈F
|kB − kB∗ |pχC1B(x)dμ C(C1,C2,C3,Cμ,M)
∫
X
(∑
B∈F
χλC1Bj (x)
)p
dμ.
Now applying Lemma 4.1 we see that∫
X
∑
B∈F
|kB − kB∗ |pχC1B(x)dμ
C(C1,C2,C3,Cμ,M,λ,p)
∫
X
(∑
B∈F
χC1B(x)
)p
dμ
C(C1,C2,C3,Cμ,M,λ,p)Mpμ(D).
At last we have,∑
B∈F
∫
C1B
|kB − kB∗ |p dμ C(C1,C2,C3,Cμ,M,λ,p)μ(D). (4.7)
Using estimates (4.5) and (4.7) in (4.4) and the fact that kB∗ is bounded (see (4.3)), we
obtain our desired result,
1
μ(D)
∫
D
k(x, x∗)p dμ C(C1,C2,C3,Cμ,M,λ,p). 
5. A Poincaré inequality
Buckley and Koskela [2,3] proved that John domains are nearly the largest class of
domains that support the Sobolev–Poincaré embedding theorem. Here we demonstrate how
the class of Lp-averaging domains plays a natural role in global Poincaré inequalities. We
give one example of how a local Poincaré inequality for balls on a metric space X can
be easily extended to any averaging domain D in X, when the space X satisfies certain
additional topological conditions.
First we recall how upper gradients are defined on abstract homogeneous spaces and
state the Poincaré inequality. We use the terminology of [14].
Definition 5.1. We say that a Borel function g :X → [0,∞] is an upper gradient of another
Borel function u :X →R, if for every 1-Lipschitz curve γ : [a, b] → X, we have
∣∣u(γ (b))− u(γ (a))∣∣
b∫
a
g
(
γ (t)
)
dt.
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every pair u,g of a continuous function u ∈ L1loc(X) and its upper gradient g on X, we
have ∫
−
B
|u − uB |dμ Cpr
( ∫
−
τB
gp dμ
)1/p
, (5.3)
on each ball B with τB ⊂ X, where r is the radius of B and τ  1,Cp > 0 are fixed
constants.
Remember that a p-Poincaré inequality always implies a q-Poincaré inequality when
q > p.
Semmes [22] proved a Poincaré inequality for Q-regular metric spaces which are lin-
early locally contractible. We state the requisite definitions and his result.
Definition 5.4. The metric space (X,d,μ) as defined in Section 2 is called Q-regular if
there exist constants a1, a2 > 0 such that μ also satisfies
a1r
Q  μ
(
B(x, r)
)
 a2rQ,
whenever x ∈ X and r  diamX.
Definition 5.5. The metric space X satisfies a local linear contractibility condition if there
exists a3  1 such that, for each x ∈ X and radius r  a−13 diamX, the ball B(x, r) can be
contracted to a point inside B(x, a3r).
Theorem 5.6. [22] Let X be a connected linearly locally contractible Q-regular metric
space that is also an orientable topological Q-dimensional manifold, Q  2 an integer.
Then X supports a 1-Poincaré inequality.
The definition of averaging domains allows us to readily work with the left hand side of
(5.3) to arrive at a Poincaré inequality for these domains.
Theorem 5.7. Let X be a connected linearly locally contractible Q-regular metric space
that is also an orientable topological Q-dimensional manifold, Q 2 an integer. Let D be
an Lp-averaging domain in X. Then the following Poincaré inequality holds on D:(
1
μ(D)
∫
D
|u − uD|dμ
)
C(p, τ, a1, a2, a3,Cave)μ(D)1/Q
(
1
μ(D)
∫
D
gpdμ
)1/p
,
(5.8)
when p Q.
Proof. By Semmes’ result and the Q-regularity of X, whenever τB ⊂ X, we have(
1
μ(B)
∫
|u − uB |dμ
)
 C(p, τ, a1, a2, a3)
(
μ(τB)
)1/Q−1/p( ∫
gp dμ
)1/p
.B τB
564 S.G. Staples / J. Math. Anal. Appl. 317 (2006) 550–564If p Q, we have the relation μ(D)1/Q−1/p  (μ(τB))1/Q−1/p , so that this together with
Definition 2.1 leads us directly to 5.8. 
Note that in the case when X =Rn, where Q = n, the constraint p  n is sharp as was
established in [23].
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