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Abstract
Mobile olfaction and odour source localisation has become a noticeable research field in recent years. Current developments in mobile robots
and the dynamic nature of environments that the robot performs its tasks have increased robot’s computation requirements. Behaviour based
robot has been lauded to be robust and cost effective to counter the earlier mentioned problems. Experiments leading to the implementation of
our behaviour based robot in this paper were done on our integrated testbed built specifically for mobile olfaction related experiments. The
functionality and advantages of using the testbed were highlighted. Furthermore, various mapping techniques were implemented for both single
and multiple robot system which has the potential to aid odour source localisation task carried by the robot. Finally, a simple behaviour based
approach was implemented on a robot with sense of smell and sight in dynamic conditions to evade the time-consuming and rigidity of
algorithm based approach. The enhancements of this approach on the different odour source localisation task were highlighted. A Braitenberg
vehicle was implemented for odour source localisation.
© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
Mobile robots can be defined as intelligent systems that are capable of performing autonomous locomotion in an unknown and
untrained environment without the need for human guidance or intervention. In the 20th century or earlier, robots with sense of
smell and sight only exist in imagination or often projected in many Sci-Fi films. The need for industrial and field applications of
mobile robots are continuously being sought and gaining quite reasonable importance, especially for autonomous operation with
high reliability (uninterrupted, error-free and seamless manoeuvre whilst avoiding obstacle) performing inspection, surveillance
or completing certain tasks.
Frequent reported explosion of oil and gas pipeline, hazardous ammonia gas leakage in chemical factory and other dangerous
inspection due to inaccessibility to human have created a demand for such robots. For that, mobile olfaction is gaining significant
interest over the last few years; however their progression is capped due to slow development of artificial sensory system and the
‘on-board intelligence’ requiring considerably high processing CPU power. The discovery of dog can sense for cancer, able to
detect the faintest smell of carbon monoxide leakage and many other event have triggered the interest of scientists and
researchers to turn the mobile smelling robot into a new paradigm.
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1.1. Current trends of mobile robots,  challenges & adaptation
Hazardous gas leakage tracking and localization pose an interesting problem for researchers due to the non-trivial nature and
the physics of the odour molecules in addition to the limitations on the available gas sensors in the market. Scientists and
researchers have been focusing on single robot strategies, fitted with multiple sensors system with the aim to perform odour
plume tracking, localization or odour mapping1. A detailed survey of robotic odour localisation has been done by Kowaldo and
Russell13 in 2008. Although there was few success implementation of odour tracking robots, these robots relied heavily on the
algorithm to solve series of complex tasks in an unknown dynamics. Some tasks such as obstacles avoidance in an unstructured
environment were often not taken into consideration. Previous researches has proposed a few algorithms to find and track plume;
for example, spiral-surge2, zig-zag11,12, surge-cast and many other remarkable algorithms such as bio-inspired algorithm, namely
Ant Colony Algorithm3, Particle Swarm Optimization4,5 and their derivatives. Some of these algorithms have limitations in terms
of applicability to actual robots and required higher processing power and memory. One of the recently developed algorithms has
shown great potential that leverages a method based on convex relaxation to quickly generate an efficient exploration plan for the
robot19 which could potentially be utilised by a gas sensing robot in the future. However, a behavioural based robot has always
been lauded to be robust in the sense that it is unlikely to suffer from single-point failures and rigidity compared to algorithm
based robot.
Behaviour-based approach was coined by Brooks in 1986 which has successfully demonstrated the parallel structure of each
reactive control layer, coupled directly between sensors and mobile robot wheels. Each reactive control layer can be declared as
‘behaviour’ which responds to the occurrence of an event. Having a right set of behaviours will facilitate the robot decision and
provide instant solution whilst the robot encounters a series of unpredictable and dynamic environment and as well as
manoeuvring towards gas leakages.
Similarly, Braitenberg has presented in his thought experiments two wheel vehicles equipped with sensors and coupled
directly to motors which exhibited seemingly complex behaviours such as fear, hate, love and other complex behaviours. In his
book6, he elaborated on the idea of mnemotrix where robots can learn to behave differently under different conditions.
Unfortunately, Braitenberg vehicles have yet to be explored exhaustively for odour tracking applications. This paper will discuss
and highlight our attempt and implementation for behaviour based robot with the sense of smell and sight. A series of
experiments have been performed incorporating visual perception, robot with sense of smell and attempt to combine both
modalities in a single robot.
2. Current Approach
2.1. Behaviour based robot
A behaviour-based robot (BBR) will react and correct its actions directly with the information gained from the robot’s sensors.
The correction made by the robot must have zero outside intervention such as human intervention and intervention from the
programming side of the robot. This means that an ideal BBR relies fully on its electronics capabilities and does not need the
programming of its corrective actions or a correct model of the environment. This will result in much less computational cost and
the BBR will exhibit behaviours that can be commonly observed on living organisms. Such behaviours that were shown by the
BBR can be interpreted as the robot possesses low level artificial intelligence. Some behaviour could also exhibit
anthropomorphic qualities.
In recent years, we are witnessing the increase of interest in BBR especially in developing behaviour based architecture for
complex autonomous systems. Simulations using a swarm of BBR in laminar flow have also been done recently which showed
that a multiple entity system has a higher success rate than a single entity system21. While in theory a BBR could solve the
difficulties it faces and achieve its goal independently, it also introduces new questions and problems such as the coordination of
multiple possible behaviours trying to act on the same actuators. The work to solve the problem of behaviour selection and the
coordination of the BBR’s actions are becoming the focal point for the authors. The continuances of such problems are signs of
the research and development of BBR is still an open research field.
2.2. Visual perception in mobile robots
Visual perception has always been an important criterion in mobile robot applications. Without visual perception, navigation
around an unknown environment is almost impossible. The perception of an environment is important for mobile robots to detect
obstacles and to optimize its positions without the need of Global Positioning System (GPS). In earlier stage, the perception of an
environment revolves around 2 dimensions (2D). Various range sensors have been introduced and integrated on mobile robots
for obstacles avoidance. Ultrasonic sensor have shown a promising result and being used widely ever since. In more recent
developments, the introduction of LIDAR has greatly improved the perception ability of mobile robots and shown a great success
in more challenging applications namely map building and exploration.
In recent years, the 3 dimensional (3D) perceptions have drawn more attention in mobile robot application. Since 2D laser
scanners could not differentiate height of objects in an environment, depth cameras has been integrated in mobile robots. This
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visual perception is essential for mobile robots to extract more useful information of the surrounding. However, high
computation cost and efficient feature extraction methods are now an issue for robot visual perception. Further solutions of these
issues still remain as an open research problem.
2.3. Gas sensing in mobile robots
Central to mobile olfaction, gas sensing is the main perception cue for detecting gas. The advancements in gas sensing began
to accelerate in the 1980s, spurred on by new developments in gas sensors. Together with gas chromatography, an electronic
nose (e-nose) was viewed as emerging methods to distinguish different odours and analysis of chemical concoctions. Since then,
advancements in chemical sensing have enabled the implementation of gas sensing on mobile robots.
The e-nose is a measurement instrument which is comprised of an array of chemical sensors; each with different levels of
sensitivity to different gasses and a system to classify different odours via the gas sensor array signal. Depending on the
application, a robot may have a single sensor or an array of sensors for gas sensing. Various deployment methods have been
presented varying from sensor arrays in sampling chambers to open single gas sensor systems. Researchers often have to
compromise gas sensing capability and the payload requirements. Consequently, robots with small payloads such as in swarm
robot implementations often deploy open gas sensing systems.
Table 1: Type of gas sensor in the market
Sensor Types
Humidity and
Temperature
effects
Selectivity Sensitivity Response Robustness Reliability
Metal Oxide High Low High Slow
recovery Low Medium
Electrochemical Low High High Slow Low High
Pellistors Low High Low Slow Low High
Photo Ionization
Detectors Low Low High Quick High High
SAW/QMB High High Low Slow High High
Conducting Polymer High Low High Low High High
Table 1 shows a summary of sensor types which are commercially available. Even though PID type gas sensor appears to be
very reliable and suitable for mobile olfaction, the cost and relatively big package has allowed MOX sensors to be a more
popular choice.
3. Experiments
Gas sensing, visual perception and behaviour based mobile robot are the key elements of this work. Several experiments on
each element were conducted separately to show the current achievement in this work. The gas sensing experiment were divided
into two parts namely gas source localization based on pre-defined trajectory and behaviour based approach. A few experiments
regarding localization and map building were also conducted to show the visual perceptions of the mobile robot. This experiment
was also extended to multiple robots which can exchange the map information wirelessly.
3.1. Integrated testbed for experimental works
Every experiment conducted needs to be compared and validated with respect to true measurements. Without this information,
the performance of the developed system could not be benchmarked. Thus, an effective vision testbed has been developed to
conduct experiments in this work. This testbed is able to accurately track the mobile robot’s true position and orientation using
multiple ceiling mounted cameras. Moreover, an array of 72 gas sensor is integrated to this system to monitor and perform gas
dispersion mapping. For mobile robot navigation, a flat platform of 3mx6m is built. All data collected by this system is obtained
wirelessly. The developed system is illustrated in Fig. 1.
Fig. 1. The integrated testbed. (A) Ceiling mounted camera. (B) Gas sensor. (C) Wireless module. (D) Sensor board.
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Fig. 2. Real-time multiple robot position tracking. On the left is the view of the testbed with robots on (each marked alphabetically) obtained from the ceiling
mounted camera. The right side of the image shows the multiple robots tracking system.
A total of four cameras are used to obtain the view of the whole testbed. The positions of the mobile robots are tracked using
the pattern matching algorithm. Several pattern templates are created and placed on top of the robots as reference patterns. The
developed system is able to track and localize (position and orientation) of multiple moving robots for every 500ms with a
localization error of ±1cm and angular error of ±1. On the other hand, the gas sensor array integrated in this system is able to
provide real-time data of the gas dispersion on the platform. These data is used as the reference point for the data obtained from
the mobile robots. Fig. 2 shows the system used to track the positions of the multiple mobile robots while Fig. 3 illustrates the
gas distribution profile.
Fig. 3. Real-time gas dispersion mapping.
3.2. Mapping - SLAM
In this research, various Simultaneous Localisation and Mapping (SLAM) techniques were utilised to determine robot
position. The success of SLAM solely depends on range information which can be obtained via range measurement sensors.
These experiments revolve around different types of sensors for SLAM application, mainly using ultrasonic sensor, laser range
finder (LIDAR) and depth camera.
Ultrasonic sensor is one of the most cost-effective range sensors that are available for the time being. This sensor is fairly
accurate in measuring distances but lacks object’s features and azimuth information of the detected objects. An array of five
PING))) ultrasonic sensors to extract wall features consisting of different cases of straight-line segment and edges of the wall7 as
shown in Fig. 4. This system uses the method of multiple pulse transmit and multiple echo receive20. Instead of using echo
amplitude to determine the bearing angle of the signal transmitted, this approach uses the TOF to determine the distance and the
bearing angle.
Besides ultrasonic sensor, LIDAR is another range sensor often used for SLAM applications. Since this sensor has a wider
field of view and able to provide bearing angle of each scan, it is more suitable to be implemented in SLAM application. In this
research, Hokuyo UHG-08LX and Robo Peak 360 LIDAR was used. These sensors are mounted on differential wheel robots (i-
Robot Create and NI Starter Kit 2.0) and used to explore a typical indoor environment consisting of furniture, and corridors.
Using the Robot Operating System (ROS), several SLAM approaches such as Gmapping8 and graph SLAM9 were effectively
implemented in this research as shown in Fig. 5.
123 A.S.A. Yeon et al. /  Procedia Computer Science  76 ( 2015 )  119 – 125 
Fig. 4. Straight-line feature and concave wall edge and ultrasonic sensor array.
Fig. 5. Occupancy grid map (Gmapping) and pose-graph map (graph SLAM) of CEASTech’s lab corridor.
Another emerging sensor in SLAM application is depth camera namely the Microsoft Kinect10. This sensor is able to produce
depth images and point cloud of the surrounding environment which can be used to implement 3D-SLAM. Unlike 2D SLAM,
3D SLAM approach can extract useful information from the environment such as object’s features. In this research, Microsoft
Kinect is used to perform the 3D SLAM using the Octo-map method available in ROS. However, Microsoft Kinect has a smaller
field of view thus it is combined with LIDAR to improve its map building accuracy. One of the results from the 3D-SLAM
experiment is shown in Fig. 6.
Fig. 6. 3D map of the office corridor.
3.3. Cooperative SLAM
Co-operative mobile robots have become an important element in mobile robot applications. As the tasks of robots become
more challenging, the architecture of a single mobile robot becomes more complicated. Therefore, multi robot system is
introduced to effectively break-down one complicated system into several simple sub-systems. However, problems such as
coordination strategy, relative positions between robots, map alignment and information sharing need to be solved in order to
successfully achieve co-operative mobile robot system. Successful implementation of co-operation can lead to time saving in
exploration tasks, decrease uncertainties in data collection and significantly improve system efficiency.
Currently, this research focuses on inter-robot communication and map information sharing for SLAM application. This
system consists of multiple mobile robots connected via wireless networks. Each robot constructs its own pose-graph using the
graph SLAM while transmitting its most recent pose-graph wirelessly. When robots are within communication range, the
information is received by each other and the matching features of the pose-graphs are searched. If a match is found, the
corresponding pose-graph information is added to their own pose-graph. Later by using General-framework for Graph
Optimizers (g2o), the local maps of the robot can be merged into a global map with corrected estimation of their relative
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positions. Fig. 7 shows two local maps obtained from two different robots. Both the robots assume that their initial poses were at
(x=0, y=0, ș=0). After optimization process, the true positions of the robots were obtained.
Fig. 7. Two local maps of different robots (left) and merged global maps (right).
3.4. Gas Source Localization
In order for the mobile robot to act autonomously when performing its task, the mobile robot must be capable of displaying
assortments of distinctive behaviours. Efforts are currently being made to adopt and develop behaviour based olfaction mobile
robots to achieve and maintain our goals. A differential wheeled Arduino Robot with Wi-Fi shield and two Figaro TGS2600 gas
sensors mounted on the mobile robot was deployed to perform mobile olfaction experiments. Fig. 8 shows the results from one of
the experiment runs. The robot was programmed to perform a sweeping18 trajectory with constant velocity on the testbed while
recording gas concentration data. The purple dots represent the robot’s trajectory, the green square is the location of the gas
source and the light blue dots are the location of the highest points of gas concentration. The robot’s trajectory, gas source
location and gas concentration position were obtained by using the vision sensing system from the testbed. However, this
approach is unsuitable for large open areas as the time it takes for the robot to sample gas concentration from the whole area is
long making the technique unusable for search and rescue mission or in time critical applications. More intelligent gas sampling
strategy is needed to improve the robot’s performance.
Fig. 8. Sweeping Trajectory Odour Source Localization with Arduino Robot (subset)
Furthermore, experiments with behaviour based robot to perform odour source localization were also run. Fig. 9 shows an NI
Starter Kit 2.0 differential wheeled mobile robot used in the development of a Braitenberg vehicle. Two Figaro TGS2600 gas
sensors were mounted on the front of the mobile robot side by side with a separation of 20cm from each other, acting as an
artificial nose. The sensor on the left side controls the right motor while the sensor on the right side controls the left motor which
means the motion of the mobile robot is being directly controlled by the sensors.
Fig. 9. Braitenberg Based Odour Source Localization by Starter Kit 2.0 robot (subset)
Fig. 9 also shows the result from one of the experiments. The white dots represent the robot’s trajectory while the green dots
Assumed
initial poses
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represent the location where the gas concentration is high. The implementation of the Braitenberg vehicle was simple but it
resulted in a complex behaviour and showed a certain degree of intelligence. The robot was able to arrive at the vicinity of the
gas source much faster and kept lingering around the source’s vicinity. However, to achieve better results, the authors will
consider using additional sensors to aid the odour source localization such as an anemometer to calculate the wind direction in
the environment. With additional information about the wind direction, the BBR might be able to perform a plume-centered
upwind search routine which has been presented in a number of variations by Ishida14,15 Russell16 and Marques17 which also
include a complex odour sensing system using wavelet analysis to categorised odours and reduce response time.
4. Conclusion and the future of mobile olfaction
In conclusion, we have successfully implemented a wide range of sight and smell capabilities on mobile robots. However,
these capabilities were being implemented separately and then combined together in an offline manner for data analysing.
Consequently, we also have successfully implemented algorithm-based and behaviour-based mobile olfaction robots guided by
visual sensing system on the integrated testbed. The implementation of behaviour-based robot was simple in design but showed
behaviours that appear complex and possesses a low level of artificial intelligence. Focus will be given in the future on
developing superior behaviour-based robots with a higher level of artificial intelligence.
Our next phase of work will be focused on combining both smell and sight capabilities and utilising them in a real-time
manner on behaviour-based robots as sensor inputs. With the additional maps from SLAM as input, the robot could plan and
execute its actions with better efficiency.
Moreover, future work will also focus on multiple robot system while emphasising on communication between behavioural
swarm robots with sense of smell and sight. The authors feel that multiple robot system will lead the mobile olfaction field in the
future to execute its tasks co-operatively and will further increase the efficiency of the mobile robots and reducing the
computational cost to operate such system.
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