Abstract-Fault-tolerant control (FTC) is an integral component in industrial processes as it enables the system to continue robust operation under some conditions. In this paper, an FTC scheme is proposed for interconnected systems within an integrated design framework to yield a timely monitoring and detection of fault and reconfiguring the controller according to those faults. The unscented Kalman filter (UKF)-based fault detection and diagnosis system is initially run on the main plant and parameter estimation is being done for the local faults. This critical information is shared through information fusion to the main system where the whole system is being decentralized using the overlapping decomposition technique. Using this parameter estimates of decentralized subsystems, a model predictive control (MPC) adjusts its parameters according to the fault scenarios thereby striving to maintain the stability of the system. Experimental results on interconnected continuous time stirred tank reactors (CSTR) with recycle and quadruple tank system indicate that the proposed method is capable to correctly identify various faults, and then controlling the system under some conditions.
I. INTRODUCTION
I N process control industry, failures of some key control and process elements are often encountered. The failure of such major components will not only effect the performance of the plant, but it will lead to critical operation problems leading to instability and possible breakdown. For example, a faulty sensor may easily effect the momentum of the production line and in some cases may push the other sensors in the plant to work beyond their design configuration, thereby leading to a major control failure in the sensor network-based monitoring of the plant. Other crucial scenarios can be a a burned-out thermocouple, a broken transducer or a stuck valve. Therefore, fault tolerance has been one of the major issues in process control, and its high availability has become a basic component for the process industries.
Fault-tolerance or graceful degradation is basically the design property that enables the system to continue operation under some conditions, when some part of the system fails. Because of the poor health of the system, the operation continues certainly at a reduced level, rather than failing completely. Moreover, the performance is proportional to the severity of the failure, as compared to a conventionally-designed system Area of tank i γ 1 QTS: tank 1 and tank 4 water diverting ration γ 2 QTS: tank 2 and tank 3 water diverting ration k 1 Gain of Pump 1 in QTS k 2 Gain Heat capacity ρ Fluid density in reactor f (.), g (.) , h(.) Non-linear functions in which even a small failure can cause total breakdown. The problem of fault tolerance is of extreme importance when it comes to mission critical systems and life-critical systems and several approaches have been adopted to implement a reliable fault tolerant control scheme. Result on FTC for a direct-drive wind turbines and five-phase permanent-magnet motors are reported in [1] and [2] , respectively. A scheme for optimal torque FTC is proposed in [3] . A work on multi-phase power converter drive for fault-tolerant machine development in aerospace application is presented in [4] . Recent FTC applications are found in [5] , [6] . Depending upon how the redundancy is being utilized, FTC system design can be classified into two types:
• Passive fault tolerant control (PFTC) systems, and • Active fault tolerant control (AFTC) systems. In PFTC systems, controllers are fixed and are designed to be robust against a class of a priori known faults. This approach needs neither fault diagnosis and detection (FDD) schemes nor controller reconfiguration, but it has limited fault-tolerant capabilities. Once the controller is designed in the passive fault tolerant scheme, it will remain fix during the entire system operation. Even in the event of component failures, the control system should be able to maintain the designed performance. A multiple disjoint decentralized control was proposed, in which redundancy lies in the employment of multiple controllers [7] . Further extensions to control design against actuator failures was developed using a state-feedback controller implementation [8] - [9] . PFTC is also known in the literature as reliable control systems or control systems with integrity.
In contrast to PFTC system, AFTC systems react to component failures actively by reconfiguring control actions so that the stability and acceptable performance of the entire system can be maintained. AFTC system is also referred to as selfrepairing [11] , reconfigurable [12] , restructurable [14] , or selfdesigning [15] systems. AFTC system consists basically of a) a fault detection and diagnosis scheme b) controller reconfiguration mechanism, and c) reconfigurable controller, with all of these ingredients have to work in a systematic manner. In this regard, AFTC systems were also named as fault detection, identification (diagnosis) and accommodation schemes [16] - [17] . Also [25] presents a strong tracking filter based generic model control which leads to the reconfigurable controllers. Work on AFTC for magnetic leviation systems is being made in [26] - [27] , where sensor faults have been considered.
In this paper, we have proposed an AFTC system. An improved FTC scheme is developed within an integrated fault detection and tolerance-based design framework. The developed methodology utilizes a model-prediction based fault tolerant technique to enhance the accuracy and reliability of parametric estimation done through UKF in the process fault detection phase. The main contribution of the paper is the incorporation of the model-prediction based fault control at the later stage, handling the system, with the UKF based improved fault detection and estimation at the former stage. The proposed scheme has then been successfully evaluated on an interconnected CSTR unit with recycle and quadruple tank systems, thus corroborating the theory underpinning it.
The paper is organized as follows: Fault tolerant problem statement and the proposed solution formulation is presented in section II, followed by the evaluation of the proposed scheme in section III. Section IV presents the simulation results for the techniques implemented. Finally some concluding remarks are given in section V.
II. SYSTEM DESCRIPTION
To have an effective fault detection and tolerance, we have assumed various faults in an interconnected system have been successfully monitored, estimated and protected through tolerance by the encapsulation of the UKF with model-prediction based decentralized control. Fig. 1 shows the proposed implementation plan. Unscented filters are employed in n states of the system. They are planted here for the fault detection purpose in high dynamic system. The residual is comparing the output of unscented filters' output and output of n states of a healthy model of the plant which contain no faults, this results in n residuals r n , which will give us the drift detection of the system, these drift detections and output of the unscented filters will add in a summer to give us the parameter estimation of the system. The drift detection and parameter estimation are fed in an information unit known as FDD unit, from where the information is fused, and proceeds further to the subsystems of a particular system, made by overlapping decomposition, the fused information tells the potency of the fault and its upper and lower limits, which helps us to build a decentralized MPC-based fault tolerant controller, which adjusts its parameters according to the fault scenarios thereby striving to maintain the stability of the system.
Assume that a process is monitored by N different sensors, described by the following general nonlinear process and measurement models in discrete time state-space framework:
where f (.) and h i (.) are the known nonlinear functions, representing the state transition model and the measurement model, respectively. x(k) ∈ R nx is the process state-vector, u(k) ∈ R nu denotes the manipulated process variables, d(k) ∈ R n d represents the process faults modeled by the process disturbances, z i (k) ∈ R nzi are the measured variables obtained from the N installed sensors, w(k) and v i (k) indicate the stochastic process and measurement disturbances modeled by zeromean white Gaussian noises with covariance matrices Q(k) and R i (k), respectively.
A. Discrete-time UKF
In most practical applications of interest, the process and/or measurement dynamic models are described by non-linear equations, represented in system (1) . This means that the nonlinear behavior can affect the process operation at least through its own process dynamics or measurement equation. In such cases, the standard Kalman filter algorithm is often unsuitable to estimate the process states using its linearized timeinvariant state-space model at the desired process nominal operating point. UKF gives a simple and effective remedy to overcome such non-linear estimation problem. Its basic idea is to locally linearize the non-linear functions, described by system (1), at each sampling time instant around the most recent process condition estimate. This allows the Kalman filter to be applied to the following linearized time varying model:
where the state transition matrix A(k), the input matrices B u (k) and B d (k), and the observation matrix H i (k) are the jacobian matrices which are evaluated at the most recent process operating condition in real-time rather than the process fixed nominal values:
In conventional control, disturbance variables d(k) are treated as known inputs with distinct entry in the process state-space model. This distinction between state and disturbance as non-manipulated variables, however, is not justified from the monitoring perspective using the estimation procedure. Therefore, a new augmented state variable vector x
T is developed by considering the process disturbances or faults as additional state variables. To implement this view, the process faults are assumed to be random state variables governed by the following stochastic auto-regressive (AR) model equation:
This assumption changes the linearized model formulations in system (2) to the following augmented state-space model:
Noting that:
Assumption II.1: There exists a known positive constant L 0 such that for any norm bounded x 1 (t), x 2 (t) ∈ R n , the following inequality holds:
Remark II.1: For a given positive definite matrix Q > 0 ∈ R n×n , there exists matrices P = P T > 0 ∈ R n×n and a scalar R such that:
To detect the fault, the following is constructed:
wherex(k) ∈ R n is the state estimate, the input is u ∈ R m , and the output is y ∈ R r . The pair
r is a nonlinear vector function of u(k), y(k) and x(k). The ξ(k) ∈ R is a parameter which changes unexpectedly when a fault occurs. Since it has been assumed that the pair (A, C) is observable, a gain matrix K can be selected such that A − KC is a stable matrix. We define:
Then, the error equations can be given by:
The convergence of the above filter is guaranteed by the following theorem II.1:
Theorem II.1: Under the assumption (II.2), the filter is asymptotically convergent when no fault occurs
Proof: Consider the following Lyapunov function
where P is the solution of (9), Q is chosen such that
Along the trajectory of the fault-free system (14) , the corresponding lyapunov difference along the trajectories e(k) is:
From (II.1) and system (9), one can further obtain that
Thus, lim k→∞ e x (k) = 0 and lim k→∞ e y (k) = 0. This completes the proof.
The UKF essentially addresses the approximation issues of the EKF [18] , [19] , [20] . The basic difference between the EKF and UKF stems from the manner in which Gaussian random variables (GRV) is presented through system dynamics. In the EKF, the state distribution is approximated by GRV, which is then propagated analytically though the first-order linearization of the non-linear system. This can introduce large errors in the true posterior mean covariance of the transformed GRV, which may lead to sub-optimal performance and sometimes divergence of the filter. The UKF addresses this problem by using a deterministic sampling approach. The state distribution is again approximated by a GRV, but is now represented using a minimal set of carefully chosen sample points. These sample points completely capture the true mean and covariance of the GRV, and when propagated through the true non-linear system, capture the posterior mean and covariance accurately to second order (Taylor Series Expansion) for any nonlinearity. The EKF, in contrast, only achieves first-order accuracy.
A.1 Unscented Transformation (UT)
The structure of the UKF is elaborated by UT for calculating the statistics of a random variable which undergoes a nonlinear transformation [20] . Consider propagating a random variable x (dimension L) through a nonlinear function, y = f (x). Assume x has meanx and covariance P x . To calculate the statistics of y, we form a matrix X of 2L + 1 sigma vectors X i according to:
where λ = α 2 (L + κ) − L is a scaling parameter. The constant α determines the spread of the sigma points aroundx, and is usually set to a small positive value (1 ≤ α ≤ 10 −4 ). The constant κ is a secondary scaling parameter, which is usually set to 3 − L, and β is used to incorporate prior knowledge of the distribution of x (for Gaussian distributions,
is the ith column of the matrix square root (that is, lower-triangular Cholesky factorization). These sigma vectors are propagated through the nonlinear function
. Now the mean and covariance for y are approximated using a weighted sample mean and covariance of the posterior sigma points:
A block diagram illustrating the steps in performing the UT is shown in Fig. 1 In view of the foregoing, the UKF is an extension of the UT to the following recursive estimation:
where the state random variables (RV) is redefined as the concentration of the original state and noise variables:
T . The UT sigma point selection scheme is then applied to this new augmented state RV to calculate the corresponding sigma matrix, X a k . The UKF equations are given below. Note that no explicit calculations of Jacobian or Hessians are necessary to implement this algorithm. Initialize with 21:
For k ∈ [1, ...., ∞], calculate the sigma points:
The UKF time-update equations are:
The UKF measurement-update equations are:
where
In addition, λ is the composite scaling parameter, L is the dimension of the augmented state, R v is the process-noise covariance, R n is the measurement-noise covariance, and W i are the weights.
B. Controller reconfiguration
Controller re-design can be considered by model matching. As the nominal closed-loop system is known, the model of this system can be used as a description of the dynamical properties that the new controller should produce in connected with the faulty plant. That is, the closed loop system should match with the model of nominal loop. The nominal closed loop system is composed of the linear nominal plant.
and a state-feedback controller u(k) = −Kx(k) both of which yield the model of the closed-loop systeṁ
If the controller does not use all the inputs u f of the input vector u, the matrix K has zero rows. When the fault f occurs, the faulty plant is given by:
where the fault f has changed the system properties, which are now described by the matrices A f , B f and C f . If the set of available inputs and outputs have changed, the matrices B f and C f having vanishing columns or rows, respectively. A new state feedback controller, u(k) = −K f x(k) should be found such that the closed-loop system
behaves like the nominal loop. That is, the relation, A − BK = A f − B f K f has to hold, which means that both closed loop system have the similar dynamics. It cannot be satisfied, unless B and B f have the same image, (like in the case of a redundant actuator). Therefore, the new controller K f is chosen so as to minimize the difference:
The solution to this problem is given by:
where B + f denotes the pseudo-inverse of B f . The new controller is adapted to the faulty system and minimizes the difference between the dynamical properties of the nominal loop and the closed loop system with the faulty plant. In the proposed scheme, this has been done with the help of overlapping decomposition information set and model predictive control.
B.1 Model predictive control
Model predictive control (MPC) is a multi-variable control algorithm that solves, at each sampling instant, a finite horizon optimal control problem, and this involves an internal dynamic model of the process using receding horizon control, model assumptions and an optimization cost function J over the receding prediction horizon to calculate the optimum control moves.
• Receding horizon control: The MPC scheme makes use of the receding horizon principle. At each sample, a finite horizon optimal control problem is solved over a fixed interval of time, the prediction horizon. We assume that the controlled variables, z(k), is to follow some set point trajectory, r(k). A common choice is to use a quadratic cost function, which in combination with a linear system model yields a finite horizon linear quadratic problem. We assume that a model on the form:
is available. Here y(k) ϵ R py is the measured output, z(k) ϵ R py the controlled output and u(k)ϵ R m the input vector. The state vector is x(k)ϵ R n . The MPC controller should also respect constraints on control variables as well as the constrained outputs, z c (k) ϵ R pc .
are the control increments. The distinction between controlled and constrained variables is natural, since only the controlled variables have specified reference values.
• An optimal control problem: The optimal control problem that is the core element of the MPC algorithm. Consider the following quadratic cost function:
whereẑ(k + i|k) are the predicted controlled outputs at time k and △û(k + i|k) are the predicted control increments. The matrices Q ≥ 0 and R > 0 are weighting matrices, which are assumed to be constant over the prediction horizon. The length of the prediction horizon is H p , and the first sample to be included in the horizon is H w . H w may be used to shift the control horizon, but in the following presentation we will assume that H w = 0. The control horizon is given by H u . The cost function (34) may be rewritten as:
. . .
By deriving the prediction expressions, we can write
This quantity could be interpreted as the free response of the system, if all the decision variables at t = k, △U(k), were set to zero. [10] . The model predictive control has been derived here by subsystems from decentralized overlapping decomposition using the following steps. Consider the two systems.
Remark II.3: An efficient technique for interconnected systems is the overlapping decomposition
where x(t) ϵ R n is the state of S andx (t) ϵ Rñ. According to the expansion-contraction or Inclusion P rinciple,S includes S, or that S is included byS iff
It is obvious that the stability ofS implies the stability of S and further details about computing matrices U, V, M and other related issues can be found in.
Remark II. 4 
wherex(k) ∈ R n is the estimated vector andξ(k) is an estimate of ξ(k). The value ofξ(k) is set to ξ H until a fault is detected. It is assumed that after a fault occurs, ξ(k)
Then, the reconfigurable fault control can be obtained that:
(44) The convergence of the above adaptive reconfiguration is guaranteed by the following theorem:
Theorem II.2: Under the assumption (II.1) and (II.2), the system (43) and following diagnostic algorithm.
can realize lim t→∞ e x (k) = 0 and a bounded e 0 (k) ∈ L 2 . Furthermore, lim k→∞ e ξ (k) = 0 under a persistent excitation, where R is given by (9) , Γ > 0 is a weighting scalar.
Proof:
Consider the following Lyapunov function
From (43) and (45), its first forward difference is:
According to (II.1) and (II.2), one can further obtain that
Inequality (48) implies the stability of the origin e x = 0, e ξ = 0 and the uniform boundedness of e x and e ξ with e x ∈ L 2 . On the other hand, from (43),ė x is uniformly bounded as well. According to Barbalat's Lemma, one can get
The persistent excitation condition means that there exist two positive constants σ and t 0 such that for all t the following inequality holds:
Then from (43), (45), (49) and (50), one can conclude that lim t→∞ e ξ (k) = 0. This completes the proof.
III. EVALUATION OF THE PROPOSED SCHEME
The evaluation of the proposed scheme has been made on the following systems:
• Interconnected CSTR units, and • A quadruple tank system The following sections show the detailed implementation and simulation of the proposed scheme.
A. Illustrative Example: Two Interconnected CSTR units
In this section, we introduce a benchmark example of a plant composed of interconnected units with recycle which has been used from [21] . A plant composed of two well-mixed, nonisothermal continuous stirred-tank reactors (CSTRs) with interconnections is considered, where three parallel irreversible elementary exothermic reactions of the form
→ R take place. As shown in Fig. 2 , the feed to CSTR 1 consists of two streams, one containing fresh A at flow rate F 0 , molar concentration C A0 and temperature T 0 , and another containing recycled A from the second reactor at flow rate F R , molar concentration C A2 and temperature T 2 . The feed to CSTR 2 consists of the output of CSTR 1, and an additional fresh stream feeding pure A at flow rate F 3 , molar concentration C A03 , and temperature T 03 . The output of CSTR 2 is passed through a separator that removes the products and recycles unreacted A to CSTR 1. Due to the non-isothermal nature of the reactions, a jacket is used to remove/provide heat to both reactors. A leak in both flux may be simulated by means of the new coefficients 
denote the enthalpy, pre-exponential constants and activation energies of the three reactions, respectively. The control objective is to stabilize the plant at the (open-loop) unstable steady-state using the heat input rate Q 1 and the inlet reactant concentration C A0 as manipulated inputs for the first reactor, and using the heat input rate Q 2 and the inlet reactant concentration C A03 as manipulated inputs for the second reactor. Operation at the unstable point is typically sought to avoid high temperatures, while simultaneously achieving reasonable conversion. Under nominal conditions α i = 1, the performance may change suddenly or gradually when α i is a function of time. The fault is modeled as a step function. The heat exchange surface has normally a transient degradation caused by the dirt on both sides of the wall.
B. Modeling of the quadruple tank system
The process is called quadruple-tank system and consists of four interconnected water tanks and two pumps. Its manipulated variables are voltages to the pumps and the controlled variables are the water levels in the two lower tanks. The quadruple-tank process is being built by considering the concept of two doubletank processes. The quadruple tank system presents a multiinput-multi-output (MIMO) system. This system is a real-life control problem prototyped to experiment on, and try to solve in the most efficient way, since it deals with multiple variables, thus it gives a reflection for the large systems in industry. The schematic description of the four tank system can be visualized by Figure 3 . The system has two control inputs (pump throughputs) which can be manipulated to control the water level in the tanks. The two pumps are used to transfer water from a sump into four overhead tanks. By adjusting the bypass valves of the system, the proportion of the water pumped into different tanks can be changed to adjust the degree of interaction between the pump throughputs and the water levels. Thus each pump output goes to two tanks, one lower and another upper, diagonally opposite and the ratio of the split up is controlled by the position of the valve. Because of the large water distribution load, the pumps have been supplied 12 V each. The mathematical modeling of the quadruple tank process can be obtained by using Bernoulli's law. The constants are denoted in Table I . Combining all the equations for the interconnected four-tank system we obtain the physical system. A fault model can then be constructed by adding extra holes to each tank. The mathematical model of the faulty quadruple tank system can be given as (See equations (55)- (60)):
IV. SIMULATION RESULTS
In what follows, we present simulation results for the proposed fault tolerant scheme on two dynamical systems: 
A. Interconnected CSTR units
In what follows, we present simulation results for UKF for fault detection and then the fault tolerance with model predictive-based decentralized control. A series of simulation runs was conducted on the interconnected CSTR units to evaluate and the effectiveness of the proposed scheme based on the UKF fault detection and model-predictive-based decentralized fault control. To perform different set of experiment same fault scenarios have been used as defined. The details of the algorithm can be seen in [24] .
A.1 Drift detection
A fault may occur in any phase or in any part of the plant. Critical faults not detected on time, can lead to adverse effects. In the sequel, the drift detection of the faults using UKF is clarified. It is seen from Fig. 4 that despite of an offset, the signature of fault is same to the nominal case. This is due to the closedloop which is performing the job with a feedback, which may be also intrinsic in the physical mechanism of a real-time system generating the data, thus making the life difficult for fault detection, and suppressing the deviation and drifts. Thus, here, the UKF-based drift detection can give us a better picture for the fault scenario as shown in Fig. 5 . The kinks seen in the middle of the flux leak profile of state 1 can alarm the engineer about some unusual practice going on in the process.
A.2 Information Fusion from UKF to Overlapping Decentralized Decomposition and MPC
Once, the parametric estimation is being done by the UKF, we are able to get system states for the leakage. For example, if we have flux leak in state 1, from UKF, the faulty state matrix can be extracted and fed into the MPC for appropriate control of faults. The results are being compared for the expanded version of the system control and the overlapping control, and it can be seen that the overlapping control is also performing its job by control the faults as can be seen in Figs. (6)- (9), which are giving a better response time towards the control of the system states, with less over-shoots and excitation. Further, the information is fused in the model-predictive control, and the results show that the system somehow recovers itself from the faults rather than completely resulting in a breakdown of the system as can be seen in Fig. 10 . This explains how with the help of unscented filter, the fault detection part is performed resulting in measuring the drift and parameter potency of fault in each state of CSTR, which then fed into in the information fusion, where with the help of overlapping decomposition and MPC, we are able to control the fault, given bounds of fault uncertainties.
B. Quadruple tank system
In what follows, we present simulation results for UKF for fault detection and then the fault tolerance with model predictive-based decentralized control. A series of simulation runs was conducted on the quadruple tank system to evaluate 
B.1 Drift detection
A fault may occur in any phase or in any part of the plant. Critical faults not detected on time, can lead to adverse effects. In the sequel, the drift detection of the faults using UKF is clarified. It is seen from Fig. 11 that the fault is so incipient that apart from in the beginning, the level of water is achieving the same height. This is mainly due to the closed-loop system, where the controller is performing its job of achieving the desired setpoint of water level in the tanks, thus suppressing any kind of deviations and drifts created due to leakage faults in particular. Considering this situation, UKF-based drift detection can give us a better picture for the fault scenario as shown in Fig. 12 . The kinks shown in the middle of the height achievement of water in tank 1 can alarm the engineer about some unusual practice go- This matrix is being fed into the model-predictive control algorithm in-order to upgrade it according to the fault at hand. The results are being compared for the expanded version of the system control and the overlapping control, and it can be seen that the overlapping control is also performing its job by controlling the faults as can be seen in Figs. (13)- (16) which are giving a better response time towards the control of the system states, with less over-shoots and excitation i.e. making it stable in less time.
Further, the information is fused in the modelpredictive control, and the results show that the system somehow recovers itself from the faults rather than completely result in a breakdown of the system as can be seen in Fig. 17 . This explains how with the help of unscented filter, the fault detection part is performed resulting in measuring the drift and parameter potency of leakage fault in each tank state of QTS, which then fed into in the information fusion in the form of leakage matrix, where with the help of overlapping decomposition and MPC, we are able to achieve the desired set-point water-level of tank despite of leakage fault, given bounds of leakage fault.
V. CONCLUSION
In this paper, an effective integrated fault detection and fault tolerant control technique is developed for a class of interconnected process systems actuated by actuators and sensors that may undergo several different types of failures. Typical faults in interconnected process systems are considered next, and UKF based approach is being employed for fault detection and parameter estimation. The Fault detection system is then decentralized in that using overlapping decomposition technique. Model Prediction-based fault-tolerant controllers using the parameter estimates from the fault detection decentralized subsystem is designed next. It is demonstrated that all the signals in the system are bounded and that the tracking error converges to zero asymptotically despite multiple actuator and sensor faults. The proposed scheme has been successfully evaluated on interconnected CSTR units with recycle and quadruple tank system, thus underpinning the proposed scheme with its practical implementation.
