Caractérisation d'un sol nu à partir de données SAR polarimétriques. Etude multi-fréquentielle et multi-résolutions. by Allain, Sophie
Caracte´risation d’un sol nu a` partir de donne´es SAR
polarime´triques. Etude multi-fre´quentielle et
multi-re´solutions.
Sophie Allain
To cite this version:
Sophie Allain. Caracte´risation d’un sol nu a` partir de donne´es SAR polarime´triques. Etude
multi-fre´quentielle et multi-re´solutions.. Autre. Universite´ Rennes 1, 2003. Franc¸ais. <tel-
00012010>
HAL Id: tel-00012010
https://tel.archives-ouvertes.fr/tel-00012010
Submitted on 22 Mar 2006
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
 N° d’ordre : 2927  
 
THESE 
présentée 
DEVANT L’UNIVERSITE DE RENNES 1 
pour obtenir 
le grade de DOCTEUR DE L’UNIVERSITE DE RENNES 1 
Mention  Traitement du signal et Télécommunications  
par 
Sophie ALLAIN 
 
Equipe d’accueil : Institut d’Electronique et de Télécommunications de Rennes 
Ecole doctorale : MATISSE  
Composante universitaire : Structure et Propriétés de la Matière 
 
 
Caractérisation d’un sol nu à partir de données SAR polarimétriques
Etude multi-fréquentielle et multi-résolutions 
 
Soutenue le 11 décembre 2003 devant la commission d’examen 
 
COMPOSITION DU JURY 
Président Marc SAILLARD  Professeur des Universités - Université de Marseille III  
Rapporteurs René GARELLO Professeur des Universités - ENST Bretagne 
 Philippe PAILLOU Maître de Conférences, HDR - Université de Bordeaux III  
Examinateurs Pascale DUBOIS-FERNANDEZ Ingénieur – ONERA Salon de Provence 
 Laurent FERRO-FAMIL  Maître de Conférences - Université de Rennes I 
Directeur de thèse Eric POTTIER Professeur des Universités - Université de Rennes I 
Membres invités Wolfang Martin BOERNER Professeur des Universités - Université de l’Illinois - Etats-Unis
 Irena HAJNSEK Ingénieur - Centre aérospatial allemand - Allemagne 
 Joaquim FORTUNY Ingénieur - Centre de Recherche Joint - Italie 
 
  
 
 
  
Résumé 
Ce travail est consacré à la caractérisation des paramètres bio- et géo-physiques d’un sol nu à 
partir de données SAR polarimétriques, multi-fréquentielles et multi-résolutions. 
 
Des relations quantitatives entre la rugosité et l’humidité du sol et des descripteurs 
polarimétriques sont déterminées au moyen d’un modèle de diffusion utilisant la méthode de 
l’équation intégrale. Deux algorithmes d’inversion multi-fréquentiels sont développés pour 
l’extraction des paramètres physiques d’une surface et sont appliqués sur des mesures SAR 
polarimétriques acquises au laboratoire européen JRC. 
 
La réponse électromagnétique d’une surface rugueuse dépend aussi de la taille de la cellule de 
résolution radar. La relation entre la résolution SAR et les caractéristiques polarimétriques 
d’une surface est établie en partageant son spectre en deux composantes. Un nouveau modèle 
de diffusion prenant en compte la résolution est ainsi présenté et validé sur des données multi-
résolutions polarimétriques. 
 
Mots-clefs : Télédétection, polarimétrie radar, radar à synthèse d’ouverture, sol rugueux, 
diffusion de surface, multi-fréquentielle, multi-résolutions. 
 
 
 
 
 
Summary 
This work concerns the characterization of bare soils bio- and geo-physical parameters using 
multi-frequency and multi-resolution SAR data. 
 
Quantitative relations relating soil roughness and moisture to polarimetric descriptors are 
established from a scattering model based on the integral equation method. Two multi-
frequency surface parameters retrieval algorithms are developed and applied to polarimetric 
SAR data acquired at the European JRC laboratory. 
 
A rough surface polarimetric response also depends on radar resolution cell size. The relations 
between SAR resolution and surface polarimetric properties are established by splitting its 
spectrum into two components. A new scattering model, taking into account resolution 
effects, is developed and validated using multi-resolution polarimetric data sets. 
 
Keywords : Remote sensing, radar polarimetry, synthetic aperture radar, rough soil, surface 
scattering, multi-frequency, multi-resolutions. 
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 INTRODUCTION 
L’imagerie radar est devenue aujourd’hui un outil indispensable pour la surveillance de 
l’environnement terrestre. Le radar est un système de mesure qui permet d’observer les zones 
terrestres quelles que soient les conditions météorologiques du fait de la pénétration des ondes 
électromagnétiques à travers un couvert nuageux. Cette propriété est très importante pour des zones 
qui restent ennuagées tout au long de l’année. En outre, les capteurs micro-onde ont leur propre 
source d’illumination (système actif), ils sont donc indépendants de l’illumination du sol et peuvent 
fonctionner aussi bien la nuit que le jour. 
 
La réponse électromagnétique d’une surface à une onde incidente radar dépend fortement de sa 
rugosité et de son taux d’humidité. La polarisation d’une onde diffusée par un milieu naturel dépend 
de ses caractéristiques géométriques et biophysiques et les propriétés de diffusion d'un milieu 
naturel sont sensibles à des variations de la fréquence d'observation. De ce fait, l’utilisation de 
données SAR polarimétriques multi-fréquentielles permet une meilleure caractérisation des 
interactions de l’onde électromagnétique avec une surface rugueuse. 
 
L’humidité des sols est une mesure importante pour la prédiction de rendement d’une culture, 
principalement pour les pays menacés de sécheresse. De plus, le contrôle de l’humidité permet une 
détection rapide de l’assèchement des zones agricoles. La télédétection radar de l’humidité de sol 
est aussi un outil essentiel dans la prédiction d’inondations en indiquant la saturation en eau du sol.  
 
La relation qui existe entre la rétrodiffusion radar et l’érosion des sols réside dans la rugosité de 
la surface. L’érosion des sols présente une menace significative contre la productivité et la santé des 
ressources agricoles. L’imagerie SAR est utile pour surveiller sur de grandes superficies, l’érosion 
des sols. 
 
La dernière décennie a vu le développement d’une nouvelle génération de radars multi-
fréquentiels et multi-polarisations aéroportés et satellitaires comme ENVISAT/ASAR (ESA, 2002), 
ALOS/PALSAR (NASDA, 2004) RADARSAT II (CSA, 2005) voire TerraSAR X-L (Astrium 
DLR, 2007), qui sont et seront utilisés pour l’observation de la terre depuis l’espace afin d'étudier 
l’évolution de l’environnement naturel global. Ces différents capteurs fournissent une information 
qui se révèle très efficace pour une meilleure caractérisation des interactions entre l’onde 
électromagnétique et un milieu naturel en comparaison avec les systèmes radars satellitaires mono-
fréquence et mono-polarisation. 
 
Les objectifs fixés dans le cadre de cette thèse concernent la caractérisation des surfaces 
rugueuses au moyen de données polarimétriques multi-fréquentielles afin d’extraire ses paramètres 
bio- et géophysiques ainsi que la modélisation de l’influence de la résolution SAR sur la réponse 
électromagnétique d’une surface rugueuse. 
 1  
2 Introduction 
Ce mémoire s’articule autour de cinq chapitres. 
Le premier chapitre introduit les notions polarimétriques essentielles pour l’analyse et 
l’interprétation de la diffusion par une surface rugueuse.  
Dans une première partie, la représentation cohérente d’une onde électromagnétique est 
introduite sous la forme du vecteur de Jones. Les matrices de diffusion associées permettant de 
rendre compte de la modification de la polarisation d’une onde incidente lors de son interaction 
avec la cible sont aussi présentées. Les matrices de changement de base polarimétrique associées à 
la matrice de diffusion sont introduites. Nous rappelons différents formalismes utilisés pour 
représenter les bases d’émission et de réception de l’onde. 
Lors des fluctuations du comportement polarimétrique du milieu naturel, il est nécessaire de 
décrire les propriétés statistiques polarimétriques de la cible au moyen de moments d’ordre deux et 
de ce fait d’utiliser les représentations polarimétriques incohérentes d’une cible radar. Ces 
représentations sont introduites sous la forme de la matrice de covariance et de la matrice de 
cohérence. Les opérations de changement de base de ces matrices incohérentes sont aussi 
présentées. 
La notion de cible distribuée, caractéristique des données SAR en télédétection 
d’environnements naturels, est étudiée en détails. Les traitements associés à la mesure de données 
SAR polarimétriques d’environnements naturels nécessitent des opérations de sommation 
incohérente. Afin d’analyser et d’interpréter les phénomènes de rétrodiffusion sous-jacents, il est 
nécessaire d’utiliser les théorèmes de décomposition polarimétrique incohérente. Nous présentons 
un théorème de décomposition de la matrice de cohérence développé par S. Cloude et E. Pottier, à 
partir duquel sont obtenus différents descripteurs polarimétriques conduisant à une interprétation 
physique du mécanisme moyen de rétrodiffusion. 
Différentes propriétés de symétrie des cibles naturelles ainsi que les formes particulières des 
matrices de cohérence associées sont exposées. Dans le cas de la symétrie de réflexion, 
caractéristique des surfaces rugueuses, un nouveau paramètre polarimétrique, ERD, est construit à 
partir des expressions des valeurs propres de la matrice de cohérence. Ce descripteur original et 
novateur est utilisé lors de l’inversion des données SAR. 
 
Dans le deuxième chapitre, la réponse électromagnétique d’une surface rugueuse est caractérisée 
à l’aide de modèles analytiques de diffusion de surface. 
Pour ce faire, il est tout d’abord nécessaire de décrire les caractéristiques d’un sol nu au moyen 
de sa rugosité et de sa constante diélectrique. La rugosité de surface est entièrement définie par la 
distribution et par la fonction d’autocorrélation des hauteurs de la surface. Le second descripteur du 
sol est la constante diélectrique. Deux modèles de constante diélectrique tenant compte du taux 
d’humidité, de la composition du sol, de la fréquence et de la température sont introduits. Diverses 
techniques de mesure de rugosité et d’humidité sont aussi abordées. 
Ensuite, nous présentons trois modèles électromagnétiques de rétrodiffusion de surface, les plus 
couramment utilisés et dépendant des paramètres de surface et des caractéristiques du radar. Le 
premier, le modèle des petites perturbations (SPM), est utilisé pour des surfaces peu rugueuses. Le 
second modèle est basé sur l’approximation de Kirchhoff et s’applique à des surfaces très 
rugueuses. Ces deux modèles sont utilisables pour des valeurs de rugosité limitées. Par conséquent, 
le troisième étudié concerne la méthode de l’équation intégrale (IEM), qui recouvre un plus large 
domaine de validité. 
Dans le troisième chapitre, nous présentons les principes de mesure et de filtrage de données 
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SAR polarimétriques ainsi que les données SAR qui seront utilisées tout au long de ce mémoire 
pour la validation des différentes techniques proposées lors de cette étude. 
Les principes de base de l’acquisition et du traitement de données SAR monostatiques sont 
exposés. Ces procédés de mesures confèrent aux données mesurées des caractéristiques qu’il est 
indispensable de prendre en compte lors des traitements d’analyse. Ces particularités sont liées à la 
sommation cohérente des réponses d’un grand nombre de diffuseurs élémentaires, la projection de 
la réponse des cibles située au sol sur un plan oblique et aux paramètres du radar. 
L’opération de sommation cohérente lors de la mesure de données SAR entraîne l’apparition 
d’un bruit multiplicatif, appelé speckle, qui perturbe fortement les traitements des données radar 
ainsi que l’interprétation de leur résultat. Nous présentons un des filtres polarimétriques de speckle 
les plus performants à l’heure actuelle proposé par J. S. Lee. 
Les données polarimétriques acquises en mode SAR et en mode diffusiométrique dans la 
chambre anéchoïde du Laboratoire de Signature Micro-onde Européen (EMSL) du Centre de 
Recherche Joint (JRC) à Ispra (Italie) pour différentes fréquences et différentes résolutions et 
utilisées dans les chapitres IV et V sont présentées. 
 
 
Le quatrième chapitre est consacré à l’extraction des paramètres physiques de surface à partir de 
données SAR polarimétriques et multi-fréquentielles. L’utilisation de plusieurs fréquences apporte 
un surcroît d’information car les ondes incidentes dont les longueurs d'ondes diffèrent, interagissent 
avec des parties différentes de la surface. Les propriétés de diffusion d'un milieu naturel sont 
sensibles à des variations de la fréquence d'observation. Cette sensibilité est fonction de ses 
caractéristiques physiques telles que sa structure, ses dimensions par rapport à la longueur d'onde 
incidente.  
Une première partie rappelle différents modèles existants d’inversion de données SAR, modèles 
développés par Y. Oh, P. Dubois et S. Cloude. Dans le but de créer une technique d’extraction de 
paramètres de surface basée sur un modèle de diffusion, certaines conditions telles que un modèle 
simple, robuste et valide sur un large domaine de rugosité sont requises. L’observation de mesures 
acquises par un diffusiomètre permet de justifier du choix de l’IEM comme modèle de diffusion. 
L’analyse des variations des descripteurs polarimétriques en fonction des caractéristiques 
physiques du sol est menée. Les comportements de ces paramètres polarimétriques sont observés 
lorsque toutes les caractéristiques du sol (la constante diélectrique, la longueur de corrélation et 
l’écart-type des hauteurs) varient, ceci dans le but d’établir des relations quantitatives entre la 
rugosité et l’humidité du sol et les descripteurs polarimétriques. 
Ces relations nous permettent de proposer deux méthodes originales et novatrices d’inversion 
d’images SAR polarimétriques multi-fréquentielles en considérant de façon indépendante 
l'information polarimétrique contenue dans chacune des images. 
La première méthode utilise deux "basses fréquences " alors que la deuxième méthode utilise 
une "basse et une haute fréquence". 
Les différents algorithmes d’inversion sont appliqués sur le jeu de données SAR acquises au JRC 
en bande S, C, X et Ku. 
 
 
Dans le cas de l’imagerie SAR, la surface observée par le radar est limitée par la dimension de la 
cellule de résolution. 
4 Introduction 
Le dernier chapitre porte sur l’influence de la résolution SAR sur la diffusion par une surface 
rugueuse. Les travaux menés sur ce sujet ont observé l’influence qualitative de la taille de la 
résolution spatiale du SAR sur le signal SAR rétrodiffusé par une surface rugueuse. 
Un modèle de diffusion de surface original et novateur afin de déterminer l’influence qualitative 
de la taille de la cellule de résolution est ainsi proposé. 
Pour ce faire, la surface rugueuse est caractérisée comme un processus deux-échelles où les 
ordres d’amplitude de la petite et de la grande échelle sont fixés par la résolution spatiale du SAR. 
Le cas particulier de la surface gaussienne est traité. 
Les orientations des cellules de résolution sont calculées à partir de la surface grande échelle et 
sont utilisées en entrée du modèle IEM. Celui-ci calcule, en utilisant la rugosité de surface liée à la 
petite échelle, les coefficients de rétrodiffusion pour chaque cellule de résolution. Enfin, la réponse 
polarimétrique globale de la scène est obtenue par la moyenne sur la surface grande échelle des 
différents paramètres polarimétriques, associés à chaque cellule de résolution. 
Les résultats obtenus avec le modèle deux-échelles sont validés avec les mesures SAR 
polarimétriques acquises au JRC pour plusieurs valeurs de résolution. 
 CHAPITRE I. INTRODUCTION A LA THEORIE DE 
LA POLARIMETRIE RADAR 
I.1 INTRODUCTION 
L’utilisation de données SAR polarimétriques permet une meilleure caractérisation des 
interactions d’une onde électromagnétique avec une surface rugueuse puisque la polarisation d’une 
onde diffusée est étroitement liée aux caractéristiques géométriques et biophysiques du milieu 
observé. L’étude et l’analyse de l’état de polarisation d’une onde électromagnétique sont par 
conséquent indispensables dans le cadre de l’inversion des données radar afin de retrouver les 
paramètres physiques de l’environnement naturel. 
 
Ce chapitre présente les outils polarimétriques essentiels qui seront utilisés pour l’analyse et 
l’interprétation de la diffusion d’une onde par une surface rugueuse, il s’articule en trois parties 
distinctes. 
 
Dans une première partie, la représentation cohérente d’une onde électromagnétique est 
introduite sous la forme du vecteur de Jones. La matrice de diffusion établie par G. Sinclair permet 
de relier le vecteur de Jones du champ incident au vecteur de Jones diffusé par la cible et ainsi de 
prendre en compte la modification de la polarisation de l’onde lors de son interaction avec la cible. 
Les matrices de changement de base polarimétrique associées à la matrice de diffusion, sont 
introduites et le passage de la base linéaire à la base circulaire est plus précisément traité. Par 
ailleurs, un rappel des différents formalismes utilisés pour représenter les bases d’émission et de 
réception de l’onde est présenté. 
 
Dans la deuxième partie, les représentations polarimétriques incohérentes sont introduites sous la 
forme de la matrice de covariance et de la matrice de cohérence. Les opérations de changement de 
base de ces matrices sont aussi présentées. Ces représentations incohérentes sont nécessaires pour la 
description statistique du comportement polarimétrique des fluctuations d’un milieu naturel. 
 
Les traitements associés à la mesure de données SAR polarimétriques d’environnements naturels 
nécessitant des opérations de sommation incohérente, il est nécessaire d’utiliser les théorèmes de 
décomposition polarimétrique afin d’analyser et d’interpréter les phénomènes de rétrodiffusion 
sous-jacents. La troisième partie de ce chapitre présente le théorème de décomposition de la matrice 
de cohérence développé par S. Cloude et E. Pottier [Cloude 1996]. Différents descripteurs 
polarimétriques, calculés à partir des valeurs et vecteurs propres de la matrice de cohérence obtenus 
après décomposition, permettent une interprétation physique du mécanisme moyen de rétrodiffusion 
du milieu observé. 
Dans la dernière partie, différentes propriétés de symétrie des cibles naturelles ainsi que les 
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formes particulières des matrices de cohérence associées sont exposées. Le cas particulier de la 
symétrie de réflexion, caractéristique des surfaces naturelles, est traité de manière plus approfondie. 
A partir des expressions des valeurs propres de la matrice de cohérence, nous introduisons un 
nouveau descripteur polarimétrique, l’ERD (Eigenvalue Relative Difference en anglais) qui 
permettra par la suite de caractériser finement les paramètres physiques d’une surface rugueuse 
[Allain 2003]. 
I.2 REPRESENTATION COHERENTE DE L’INFORMATION POLARIMETRIQUE 
I.2.1 Polarisation d’une onde 
I.2.1.1 Champ électrique d’une onde plane 
Un champ électrique )t,r(
rrξ  se propageant, en l’absence de charge, dans un milieu homogène, 
linéaire et isotrope vérifie l’équation de propagation suivante : 
 0
t
)t,r(
c
1)t,r( 2
2
2 =∂
ξ∂−ξ∆
rrrr
 (I.1) 
où r
r
 est le vecteur de position défini par rapport à un système de coordonnées spécifique. 
Dans le cas d’une onde plane monochromatique, l’expression du champ électrique défini dans le 
repère  pour lequel z  correspond à la direction de propagation, est donnée par :  )zˆ,yˆ,xˆ,O( ˆ
  (I.2) 


δ+−ωξ=ξ
δ+−ωξ=ξ=ξ
)kztcos(
)kztcos(
)t,z(
yoyy
xoxxr
où εµω=k  est le nombre d’onde et ω  la pulsation de l’onde. Les termes δx et δy représentent 
les phases absolues des composantes pour 0z = et 0t = . A un instant t fixé, la valeur du champ 
dépend seulement de sa position, z, le long de l’axe de propagation. Ainsi, le champ électrique est 
constant sur un plan orthogonal à la direction de propagation, appelé plan équiphase. 
I.2.1.2 L’ellipse de polarisation 
A un instant t donné, le vecteur champ électrique se propageant selon l’axe z  décrit une 
trajectoire hélicoïdale. 
ˆ
La polarisation d’une onde traduit, en un point donné, l’évolution du vecteur champ électrique au 
cours du temps. Les composantes transverses du champ électrique vérifient l'équation suivante: 
 2xy
2
y0
y
xy
y0x0
yx
2
x0
x )sin()cos(2 δ−δ=



ξ
ξ+δ−δξξ
ξξ−


ξ
ξ
 (I.3) 
Ainsi, pour une abscisse  fixée, l’extrémité du champ 0zz = )t,z( 0ξ
r
 décrit au cours du temps 
une trajectoire elliptique représentée sur la figure I.1. 
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Figure I.1 Ellipse de polarisation 
 
L’état de polarisation est totalement défini par les paramètres géométriques de l’ellipse [Azzam 
1977][Born 1990][ Boerner 1992] : 
 
− La direction de propagation, colinéaire à . zˆ
− L’angle d’orientation, φ, formé par le grand axe de l’ellipse et l’axe des x croissants qui est 
défini sur [ ]2/,2/ ππ− . 
− L’ellipticité, τ, représente l’ouverture de l’ellipse et appartient au domaine [ ]4/,4/ ππ− . Le 
signe de τ signale le sens de parcours de l’ellipse ( 0>τ  indique une polarisation main 
gauche et τ  indique une polarisation main droite). Lorsque τ est nul, la polarisation est 
dite linéaire, alors que 
0<
4/π±=τ  traduit une polarisation circulaire. Une valeur de τ 
quelconque correspond à une polarisation elliptique. 
− L'amplitude de l'ellipse, A, est fonction de la longueur des axes de l’ellipse, 22 baA += . 
Son carré est proportionnel à la densité d’énergie de l’onde recueillie au point 
d’observation du champ. 
− La phase absolue du vecteur champ électrique à 0t =  est représentée par α. 
 
Les paramètres de l’ellipse de polarisation sont, pour une onde plane monochromatique, 
indépendants du temps. Le produit kz dans (I.2) représente un déphasage commun aux deux 
composantes du champ et n’apporte pas d’information sur la polarisation de l’onde. L’étude de la 
polarisation peut donc se restreindre à un plan équiphase, en considérant la variable z égale à une 
constante. 
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I.2.1.3 Vecteur de Jones 
La formulation de l’équation du champ électrique introduite en (I.2) sous une forme complexe 
permet de séparer les éléments liés au temps et à la position le long de l’axe de propagation de la 
façon suivante : 
 )e)r(ERe()t,r( tjω=ξ rrrr  (I.4) 
Le vecteur jkzeE)r(E −=rr  représente l’enveloppe complexe de )t,r(rrξ . 
Le vecteur de Jones, E , est défini comme une représentation complexe du champ électrique 
indépendante du temps et située à une abscisse z 0= . Il décrit les propriétés polarimétriques d’une 
onde TEM monochromatique et peut s’écrire sous la forme suivante : 
 



=

= δ
δ
y
x
j
y
j
x
y
x
eE
eE
E
E
E  (I.5) 
Tout état de polarisation représenté par son vecteur de Jones est exprimé dans une base 
orthogonale (  comme suit : )yˆ,xˆ
 yˆExˆEE yˆxˆ)yˆ,xˆ( +=  (I.6) 
Le vecteur de Jones contient l’information complète sur les amplitudes et les phases des 
composantes du champ, ainsi que sur l’état de polarisation de l’onde. Il peut de ce fait s’écrire, dans 
la base , en fonction des paramètres de l’ellipse de polarisation de la façon suivante : )yˆ,xˆ(
 


τ
τ



φφ
φ−φ= α−
sinj
cos
cossin
sincos
AeE j)yˆ,xˆ(  (I.7) 
 
Des exemples de vecteurs de Jones associés à des états de polarisation canoniques sont donnés 
dans le tableau I.1. Ces vecteurs sont de norme unitaire, possèdent une phase absolue nulle et sont 
représentés dans la base de polarisation horizontale-verticale  )yˆ,xˆ( .
 
Etat de polarisation Ellipticité τ (°) Orientation φ (°) )yˆ,xˆ(E  
Linéaire vertical 0 90 


1
0
 
Linéaire horizontal 0 0 


0
1
 
Circulaire gauche +45 Indéterminée 


j
1
2
1  
Circulaire droite -45 Indéterminée 


− j
1
2
1  
Tableau I.1 Exemples de vecteurs de Jones associés à des états de polarisation canoniques 
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I.2.2 Matrice de diffusion polarimétrique cohérente 
Lors de l’interaction d’une onde électromagnétique incidente avec une cible radar, l’onde 
diffusée possède en général des propriétés polarimétriques différentes de celles de l’onde incidente. 
 
Pour une configuration de mesure bistatique donnée, configuration pour laquelle les antennes 
d’émission et de réception sont localisées à des emplacements différents, la modification de la 
polarisation due à la cible est modélisée sous la forme d’un opérateur matriciel non symétrique. 
Ainsi, la matrice de diffusion cohérente ou de Sinclair, S, [Sinclair 1950] qui est une matrice 
complexe , relie le vecteur de Jones incident, )22( × iE , au vecteur de Jones diffusé, sE , tous deux 
définis dans un système de coordonnées local  [Boerner 1995] comme suit : )yˆ,xˆ(
 i
YYYX
XYXXis E
SS
SS
EE 

== S  (I.8) 
 
L’indice de droite des éléments de la matrice de diffusion représente la polarisation incidente et 
celui de gauche la polarisation diffusée. Les éléments diagonaux de la matrice de Sinclair sont les 
éléments co-polarisés (co-polar en anglais) car ils représentent le coefficient multiplicatif complexe 
reliant les projections des vecteurs de Jones incident et réfléchi sur le même axe de la base de 
polarisation. Les autres coefficients de S sont appelés éléments en polarisation croisée (cross-polar 
en anglais). 
 
Pour une configuration de mesure donnée, la matrice de Sinclair définit totalement la 
modification de la polarisation d’une onde incidente lors de l’interaction avec une cible radar. 
 
Le span de la matrice S, correspondant à la puissance totale diffusée par une cible radar, est un 
invariant de la cible par changement de base de polarisation et est défini par : 
 2YY
2
YX
2
XY
2
XX SSSS)(span +++=S  (I.9) 
Une représentation relative de la matrice de diffusion, SR, est souvent utilisée lors de traitements 
ne nécessitant que la connaissance des phases définies par rapport à une référence, . XXϕ
 RSS XXXXYYXXYX
XXXY
XX j
)(j
YY
)(j
YX
)(j
XYXXj e
eSeS
eSS
e ϕϕ−ϕϕ−ϕ
ϕ−ϕ
ϕ =


=  (I.10) 
La matrice de Sinclair relative est définie par sept paramètres indépendants dans le cas 
bistatique, quatre modules et trois phases. 
 
Dans le cas monostatique (en rétrodiffusion), lorsque l’émetteur et le récepteur sont localisés au 
même emplacement, les éléments en polarisation croisée de la matrice de diffusion deviennent 
égaux , la matrice de diffusion relative SYXXY SS = R est alors symétrique et définie par 5 variables 
réelles (trois modules et deux phases). 
Le tableau suivant donne les matrices de diffusion normalisées de quelques cibles canoniques 
dans la base de polarisation  [Krogager 1991]. L’angle ψ représente l’orientation de l’axe de )yˆ,xˆ(
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symétrie principal de la cible canonique autour de l’axe de visée du radar. 
 
Cible canonique )yˆ,xˆ(S  
Sphère, plan, trièdre 


10
01
2
1  
Dipôle 








ψψ
ψψ
2
2
sin2sin
2
1
2sin
2
1cos
 
Dièdre 


ψ−ψ
ψψ
2cos2sin
2sin2cos
2
1  
Hélice droite 


−−
−ψ−
1j
j1
e
2
1 2j  
Hélice gauche 


−
ψ
1j
j1
e
2
1 2j  
 
Tableau I.2 Exemples de matrices de Sinclair associées à des cibles canoniques 
I.2.3 Changement de base d’état de polarisation d’une représentation cohérente 
I.2.3.1 Matrices de changement de base 2 × 2 
Deux vecteurs de Jones de normes égales correspondent au moyen d’un opérateur Spécial 
Unitaire, à éléments complexes qui appartient au groupe SU(2). Le groupe SU(2) est défini à partir 
d’une base à trois éléments qui est généralement formée à l’aide du groupe des matrices de Pauli 
définies en (I.31) [Pottier 1992]. 
Les trois opérateurs spéciaux unitaires correspondants sont : 
  (I.11) 


φφ
φ−φ=φ


ττ
ττ=τ

=α α
α−
cossin
sincos
)(,
cossinj
sinjcos
)(,
e0
0e
)( j
j
222 UUU
L’opérateur spécial unitaire  correspond à un déphasage complexe,  à une 
transformation elliptique et  à une rotation. Ces trois opérateurs vérifient [  et 
. 
)(α2U
)φ
)(τ2U
1 []2 =−(2U †]2UU
1]det[ +=2U
La base de polarisation orthonormée cartésienne (  est formée par les vecteurs de Jones 
représentant un état de polarisation respectivement horizontal et vertical. A partir de (I.7), un 
vecteur de Jones unitaire exprimé dans la base (  s’écrit en fonction des paramètres de l’ellipse 
)yˆ,xˆ
)yˆ,xˆ
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de polarisation de la façon suivante : 
0
e



τ
τ −
,uˆ( A
()A α2U
)uˆ,uˆ( QPE
()uˆ,uˆ QP →
uˆ,uˆ QP
uˆ,uˆ( QP
S
()uˆ,uˆ BA →
)uˆ B
uˆ()uˆ,uˆ QP
S
)( Aφ2U
)yˆ,xˆ
 
 xˆ)()()(
0ecossinjcossin
E j)yˆ,xˆ( ατφ= τ φφ
= α 222 UUU  (I.12) 
10sinjcossincos j  τ φ−φ α
)uˆ )uˆ,uˆ(
)()()()()( φ−
 
La transformation de la base orthonormée  vers la base orthonormée  est 
définie par l’opérateur spécial unitaire suivant : 
B QP
 PPPAA)uˆ,uˆ()uˆ,uˆ( BAQP → 222222  (I.13) τ−α−τφ= UUUUUU
Ainsi, l’expression du vecteur de Jones, , dans la base de polarisation  est 
donnée par : 
)uˆ,uˆ( BA
 )uˆ,uˆ()uˆ,uˆ( EE )uˆ,uˆ( QPBABA  (I.14) 
)(
= 2U
La matrice de Sinclair définie dans la base , relie le vecteur de Jones incident au vecteur 
de Jones diffusé de la façon suivante : 
 )u,u(i))u,u(s QPQP  (I.15) ˆˆˆˆ EE =
La relation entre les vecteurs de Jones incidents dans les deux bases de polarisation est formulée 
en (I.14). Afin d’exprimer la correspondance entre les vecteurs de Jones diffusés dans les deux 
bases de polarisation, il faut tenir compte du fait que dans le cas monostatique, la direction de 
propagation du champ diffusé est opposée à celle du champ incident. La relation est la suivante : 
 )uˆ,uˆ(s)uˆ,uˆ()uˆ,uˆ(s BAQPQP 2  (I.16) 
* EE = U
,uˆ
= T UUS
)()(
 
A partir des expressions (I.14), (I.15) et (I.16), la matrice de diffusion est exprimée au moyen 
d’une co-similarité dans la nouvelle base (  comme [Ferro-Famil 2000] : A
()uˆ, →  (I.17) )uˆ,uˆ()uˆ,uˆ()uˆ,uˆ()uˆ,uˆ( QPBAQPBABA →22
)yˆ,xˆLa transformation depuis la base (  vers une base elliptique orthonormée quelconque est 
définie par l’opérateur spécial unitaire suivant : 
 AA)uˆ,uˆ()yˆ,xˆ( BA→ 222  (I.18) = ατ UUU
)Lˆ,Lˆ(
I.2.3.2 Cas de la polarisation circulaire 
La matrice de passage de la base cartésienne ( à la base circulaire est donnée par : ⊥
1 =⊥→ 1j2)Lˆ,Lˆ()yˆ,xˆ(2
U  (I.19)  j1
Lˆoù l’indice  correspond à la polarisation circulaire gauche (L pour left en anglais). 
12  Chapitre I. Introduction à la théorie de la polarimétrie radar  
 
La matrice de diffusion dans la base de polarisation circulaire est facilement obtenue en 
appliquant la relation (I.17) : 
 
= ⊥⊥⊥
⊥
1jSS1j2
1
SS YYXY
XYXX
LLLL
LLLL  j1SSj1SS  (I.20) 
Les éléments correspondent avec les éléments de la matrice de diffusion dans la base 
horizontale-verticale au moyen des relations suivantes : 
 
2
)SS(jS
2
SS2jSS
2S
YYXX
LL
YYXYXX
LL
LL
+=
++−=
=
⊥⊥
⊥⊥
SS2jS YYXYXX −+
)hˆ,vˆ,kˆ
)zˆ,yˆ,xˆ
kˆ zˆ
 (I.21) 
I.2.4 Conventions des systèmes de coordonnées 
L’utilisation de mesures basées sur le principe d’émission-réception d’ondes nécessite la 
définition de bases de polarisation. Deux conventions, FSA (Forward Scattering Alignment) et BSA 
(Back Scattering Alignment) qui diffèrent par leur définition de la base de polarisation en réception, 
sont utilisées [Ulaby 1990]. 
I.2.4.1 Base de polarisation d’émission 
Cette base est définie par le trièdre direct ( . Une analyse géométrique permet de relier 
cette base au repère (  dans lequel est représentée la scène mesurée. Le plan d’incidence est 
déterminé par le vecteur de propagation  et l’axe vertical  du repère cartésien. L’angle 
iii
i iφ  est 
défini comme l’angle reliant l’axe  à l’axe formé par l’intersection du plan (  et du plan 
d’incidence. L’angle d’incidence, θ , relie le vecteur de propagation  et l’axe , 
xˆ )yˆOxˆ
kˆ ;0[i i zˆ i ]2/π∈θ . 
 
Le repère  s’exprime donc comme : )hˆ,vˆ,kˆ(
zˆcosyˆsinsinxˆcossinkˆ θ−φθ+φθ=
)hˆ,vˆ,kˆ(
iii
  (I.22) 
yˆcosxˆinshˆ
 zˆsinyˆsincosxˆcoscosvˆ
iii
iiiiii
iiiiii
φ+φ−=
θ−φθ−φθ−=
I.2.4.2 Base de polarisation en réception - Convention FSA 
La base de polarisation FSA est représentée sur la figure I.2 par le trièdre direct .  fff
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Les angles  et φ  représentent les angles de diffusion. La base de polarisation FSA est définie 
par : 
sθ
zˆcosyˆ sinsinxˆcossinkˆ θ+φθ+φθ=
s
  (I.23) 
yˆcosxˆinshˆ
 zˆsinyˆsincosxˆcoscosvˆ
ssf
sssssf
sssssf
φ+φ−=
θ−φθ+φθ=
 
 
ikˆivˆ
ihˆ
fhˆ
fvˆ
fkˆ
zˆ
xˆ
yˆ
iθ
sθ
iφ
sφ
 
Figure I.2 Convention FSA 
Ce système de coordonnées est plus adapté aux problèmes de diffusion bistatique, alors que le 
système BSA est préféré lors d’études en rétrodiffusion. 
I.2.4.3 Base de polarisation en réception - Convention BSA 
Sur la figure I.3, la base BSA est représentée par ( . )hˆ,vˆ,kˆ
 zˆcosyˆsinsinxˆcossinkˆ θ−φθ−φθ−=
bbb
 
La base de polarisation BSA est définie par : 
  (I.24) 
yˆcosxˆinshˆ
 zˆsinyˆsincosxˆcoscosvˆ
ssb
sssssb
sssssb
φ−φ=
θ−φθ+φθ=
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ikˆivˆ
ihˆ
bhˆ
bvˆ
bkˆ
zˆ
xˆ
yˆ
iθ
sθ
iφ
sφ
 
Figure I.3 Convention BSA 
Dans le cas particulier de la rétrodiffusion ( θ=θs  et π+φ=φs ), le repère de réception BSA de 
l’onde diffusée est identique à celui de l’onde émise. Dans ce cas, la matrice de diffusion est 
symétrique. 
 
La relation entre les matrices de diffusion représentées en convention BSA et FSA est donnée 
par : 
  (I.25)  
10
01
BSAFSA SS 

−=
I.3 REPRESENTATION INCOHERENTE DE L’INFORMATION POLARIMETRIQUE 
I.3.1 Degré de polarisation d’une onde 
Le vecteur de Jones abordé précédemment permet de décrire complètement les propriétés 
polarimétriques d’une onde plane monochromatique. Il est très fréquent en télédétection radar, que 
les paramètres de la polarisation d’une onde radar varient au cours du temps. Ceci peut être dû à des 
fluctuations de la cible observée ou à des instabilités du système de mesure qui entraînent la 
pollution de l’onde par un bruit. Il est alors nécessaire de caractériser les variations temporelles ou 
spatiales du vecteur de Jones de façon statistique au moyen de moments d’ordre 2. 
 
Pour cela, la matrice de covariance du vecteur de Jones, J, est définie comme [Boerner 1991] : 
 



== ∗∗
∗∗
yyxy
yxxx
ˆˆˆˆ
EEEE
EEEE†
)y,x()y,x( EEJ  (I.26) 
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où † représente l’opérateur transpose conjugué et  l’opérateur moyenne. Les termes 
diagonaux de J sont les moments d’ordre deux des composantes du vecteur de Jones. 
 
La matrice de covariance étant hermitienne semi-définie positive, elle possède des valeurs 
propres réelles positives ou nulles reliées aux moments d’ordre 2 du vecteur de Jones, qui sont 
données par : 
 
2
A4BB 2
2,1
−±=λ  (I.27) 
avec A  et )det(J= )(traceB J= . 
Le degré de polarisation, γ, est obtenu au moyen des valeurs propres comme suit : 
 
21
21
λ+λ
λ−λ=γ  (I.28) 
Lorsque la polarisation est constante au cours du temps, le module du coefficient de corrélation 
entre les canaux de polarisation est égal à 1. Dans ce cas, λ2 est nulle, J est alors de rang 1 et γ est 
égal à 1. Lorsque le module du coefficient atteint 0, la polarisation de l’onde est totalement aléatoire 
et γ est nul. Une onde est totalement polarisée lorsque 1=γ . 
 
Une cible pure est définie par J.R. Huynen [Huynen 1970] comme une cible diffusant une onde 
entièrement polarisée lorsqu’elle est également illuminée par une onde totalement polarisée, la 
matrice de Sinclair décrit alors complètement les propriétés polarimétriques de la cible.  
Dans le cas contraire, il est nécessaire d’étudier les statistiques d’ordre 2 des éléments de S. Le 
terme de cible distribuée est alors utilisé et le comportement polarimétrique de la cible est 
représenté par des matrices incohérentes, telles que la matrice de covariance et la matrice de 
cohérence. 
I.3.2 Les vecteurs cibles 
Le calcul des moments d’ordre 2 des coefficients de la matrice de diffusion requiert une 
formulation vectorielle de S, appelée vecteur cible. Ce vecteur k, obtenu par projection de S, est 
composé de quatre éléments complexes et défini comme [Cloude 1996][Boerner 1995] : 
 T3210 ]k,k,k,k[)(Trace2
1 =Ψ= Sk  (I.29) 
où  est un ensemble de matrices complexes qui définissent une base de projection [Cloude 
1986]. 
Ψ
Les deux ensembles de matrices les plus souvent utilisés sont : Ψ  qui correspond à 
l’ordonnancement lexicographique des éléments de S et 
L
PΨ  qui correspond à la base des matrices 
de Pauli modifiées. 
  (I.30) 












Ψ
20
00
,
02
00
,
00
20
,
00
02
:L
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 { }iσ2:PΨ  avec σ  (I.31) 

 −=

=


−=

=
0j
j0
,
01
10
,
10
01
,
10
01
3210 σσσ
 
Les vecteurs cibles résultant, dans le cas bistatique, sont : 
                                                             








=
YY
YX
XY
XX
S
S
S
S
Lk








−
+
−
+
=
)SS(j
SS
SS
SS
2
1
YXXY
YXXY
YYXX
YYXX
Pk  (I.32) 
Dans le cas monostatique, un des éléments du vecteur cible est redondant. Pour une formulation 
plus simple, les vecteurs cibles sont alors définis par trois éléments et s’écrivent : 
                    








=
YY
XY
XX
S
S2
S
Lk                                          








−
+
=
XY
YYXX
YYXX
S2
SS
SS
2
1
Pk  (I.33) 
Ces vecteurs cibles contiennent toute l’information polarimétrique cohérente. Leur norme est 
égale au span de la cible. 
 
Les deux représentations, kL et kP, sont équivalentes et correspondent au moyen d’une matrice 
de transformation A. 
      avec      PL Akk =








−
=
011
200
011
2
1A  (I.34) 
Par la suite, seul le cas monostatique sera traité et les formulations données par (I.33) seront 
utilisées. 
I.3.3 Matrice de covariance et matrice de cohérence 
A partir des vecteurs cibles présentés en I.3.2, les matrices complexes polarimétriques de 
covariance et de cohérence sont construites. La matrice de covariance, C, est obtenue à partir du 
produit direct du vecteur cible  avec son transpose conjugué [Boerner 1992]. Lk
 








==
∗∗∗
∗∗∗
∗∗∗
YYYYXYYYXXYY
YYXYXYXYXXXY
YYXXXYXXXXXX
SSSS2SS
SS2SS2SS2
SSSS2SS
†
LLkkC  (I.35) 
 
Une alternative consiste à utiliser le vecteur cible k  et conduit à la matrice de cohérence, T. P
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







−+
−−−+−
+−+++
=
=
∗∗∗
∗∗∗
∗∗∗
XYXYYYXXXYYYXXXY
XYYYXXYYXXYYXXYYXXYYXX
XYYYXXYYXXYYXXYYXXYYXX
†
SS4)SS(S2)SS(S2
S)SS(2)SS)(SS()SS)(SS(
S)SS(2)SS)(SS()SS)(SS(
2
1
PPkkT
 (I.36) 
 
D’après l’équation (I.34), ces deux matrices hermitiennes sont équivalentes et correspondent au 
moyen de la relation de passage suivante : 
  (I.37) CAATATAC TT et ==
 
Ces matrices étant hermitiennes semi-définies positives, cette relation unitaire implique que la 
matrice de covariance et la matrice de cohérence possèdent des valeurs propres identiques qui sont 
réelles positives ou nulles. 
 
Lorsque la cible observée est pure, une onde incidente totalement polarisée est diffusée en une 
onde totalement polarisée. Les matrices SR relatives et la matrice T (ou C) sont équivalentes et 
définies par 5 paramètres réels. 
Lorsque la cible observée fluctue, temporellement ou spatialement, elle est caractérisée de façon 
statistique en observant les moments d’ordre deux des éléments de la matrice de diffusion. Lors de 
l’analyse des propriétés d’une cible, les représentations incohérentes que sont la matrice de 
covariance polarimétrique, C et la matrice de cohérence polarimétrique, T, sont généralement 
utilisées. Les représentations incohérentes sont constituées de 9 paramètres réels distincts et ne sont 
plus équivalentes à une seule matrice relative. Une telle cible est alors appelée cible distribuée. 
I.3.4 Changements de base d’état de polarisation d’une représentation incohérente 
Deux vecteurs cibles de normes égales correspondent au moyen d’un opérateur unitaire )33( × , 
SU(3), à éléments complexes, qui appartient au groupe des matrices Spéciales Unitaires SU(3) 
[Ferro-Famil 2000]. 
L’étude est limitée ici au cas des trois opérateurs dont l’action sur un vecteur cible est similaire à 
l’action d’un des opérateurs de SU(2) sur une matrice S. 
 
Les trois opérateurs spéciaux unitaires (SU(3)) sont : 
 
  (I.38) 








αα−
α−α
=α
100
02cos2sinj
02sinj2cos
)2(3U
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  (I.39) 








ττ+
ττ
=τ
2cos02sinj
010
2sinj02cos
)2(3U
  (I.40) 








φφ−
φφ=φ
2cos2sin0
2sin2cos0
001
)2(3U
 
L’opérateur spécial unitaire  correspond à un déphasage complexe, )2( α3U )2(3 τU  à une 
transformation elliptique et  à une rotation. Ces trois opérateurs vérifient : )φ2(3U
  et †1 ][][ 33 UU =− 1]det[ +=3U  (I.41) 
 
Il est important de noter que ces opérateurs spéciaux unitaires sont définis pour des vecteurs 
cibles obtenus par projection sur la base de Pauli d’une matrice de Sinclair symétrique. 
 
La transformation de la base orthonormée (  vers la base orthonormée,  est 
définie par l’opérateur spécial unitaire suivant : 
)uˆ,uˆ BA )uˆ,uˆ( QP
 )2()2()2()2()2()2( PPPAAA)uˆ,uˆ()uˆ,uˆ( BAPQ φ−τ−α−ατφ=→ 3333333 UUUUUUU  (I.42) 
Ainsi, le passage de la matrice de cohérence de la base  à la base  se fait par 
l’opération suivante : 
)uˆ,uˆ( QP )uˆ,uˆ( BA
  (I.43) )uˆ,uˆ()uˆ,uˆ()uˆ,uˆ()uˆ,uˆ()uˆ,uˆ()uˆ,uˆ( BAQPQPBAQPBA →
−
→= 133 UTUT
 
Les changements de base d’état de polarisation sont très largement utilisés lors de l’analyse des 
propriétés polarimétriques d’une cible radar car ils permettent, à partir de la mesure d’une cible 
dans une base orthonormée quelconque, de synthétiser artificiellement la réponse polarimétrique de 
cette même cible dans toute autre base orthonormée. 
I.4 THEOREME DE DECOMPOSITION POLARIMETRIQUE AUX VALEURS ET 
VECTEURS PROPRES 
Dans cette partie sont présentés les paramètres polarimétriques qui seront utilisés tout au long de 
ce document pour l’extraction de l’information physique de la cible. 
 
Les théorèmes de décomposition polarimétrique incohérente ont pour but d’exprimer une 
matrice incohérente en une somme de matrices associées à des cibles pures qui peuvent être 
représentées sous la forme d’une matrice de diffusion relative ou d’un vecteur cible. Différents 
théorèmes de décomposition qui permettent d’analyser les propriétés polarimétriques de cibles 
distribuées ont été développés.  
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L’un des premiers, le théorème de décomposition par dichotomie de la cible, fut proposé par J. 
R. Huynen dans les années 70. Une cible distribuée est décomposée en une cible pure qui 
correspond au mécanisme de rétrodiffusion moyen et en une cible résiduelle [Huynen 1970]. 
L’interprétation phénoménologique des paramètres de Huynen a mis en évidence le fait que tous les 
éléments d’une représentation polarimétrique incohérente doivent être considérés de façon 
simultanée par des traitements totalement polarimétriques et non comme des coefficients traités de 
façon séparée. En introduisant le concept de cible pure et en interprétant la relation entre les 
éléments d’une représentation polarimétrique incohérente et les propriétés physiques du milieu 
observé, J. R. Huynen a permis l’essor de la polarimétrie radar moderne. 
 
Un second théorème de décomposition polarimétrique, développé par A. Freeman [Freeman 
1992], est souvent utilisé. Basé sur un modèle de diffusion, il permet de décomposer la matrice 
incohérente globale en trois mécanismes de rétrodiffusion canoniques souvent rencontrés qui sont la 
réflexion sur une surface, la diffusion par un volume et la double réflexion. Ce théorème impose 
que le milieu présente une symétrie de réflexion, ce qui limite le domaine d’utilisation de cette 
décomposition. 
 
Le théorème de décomposition polarimétrique, développé par S.R. Cloude et E. Pottier et 
présenté dans cette partie, est basé sur la décomposition aux valeurs et vecteurs propres d’une 
représentation polarimétrique incohérente [Cloude 1996][Cloude 1997]. 
La projection d’une représentation polarimétrique incohérente sur la base de ses vecteurs propres 
permet de décomposer de façon unique une cible distribuée en une somme de trois cibles pures dont 
les vecteurs cibles sont orthogonaux. Une analyse statistique de la décomposition est entreprise pour 
extraire le phénomène moyen de diffusion à l’aide de différents descripteurs polarimétriques. 
I.4.1 Décomposition de la matrice de cohérence 
Ce théorème de décomposition se base sur l’analyse des valeurs/vecteurs propres de la matrice 
de cohérence hermitienne semi-définie positive, T, qui sont obtenus de la manière suivante : 
  (I.44) 
†
VVT ∑=
 
où V représente la matrice complexe des vecteurs propres ( )33×  et Σ la matrice diagonale 
 des valeurs propres réelles non négatives de T. Ces deux matrices s’écrivent : )33( ×
      et          avec     ][ 321 vvvV =








λ
λ
λ
=
3
2
1
00
00
00
∑ 321 λ>λ>λ  (I.45) 
 
Lorsque la cible est pure, la matrice T est de rang 1, une seule valeur propre est non nulle et le 
vecteur propre associé représente le vecteur cible normalisé. Dans le cas général d’une cible 
distribuée, les trois valeurs propres sont différentes de zéro. Chacun des vecteurs propres constitue 
un vecteur cible et peut donc être associé à une cible pure. La cible distribuée est décomposée en 
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une somme de trois cibles pures caractérisées par des vecteurs cibles orthogonaux. 
  (I.46) 33221
3
1i
i TTTvvT 1ii
† λ+λ+λ=λ= ∑
=
Les matrices T1, T2 et T3 étant de trace unitaire, les valeurs propres représentent la puissance 
associée à chacune des composantes. 
 
S. Cloude a calculé les formes analytiques des valeurs et vecteurs propres obtenues après 
décomposition de la matrice de cohérence [Cloude 2001]. 
Reprenons l’expression de la matrice de cohérence : 
 
  (I.47) 








=
∗∗
∗
czz
zbz
zza
32
31
21
T
 
Les valeurs propres sont calculées directement comme : 
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 (I.48) 
avec 
 
3
1
3
2
2
3
2
3
2
2
2
1
222
2
2
3
2
2
2
11
)(trace2)(traceS9)det(27S4S
)zzz(3cbcacbabaSzzzbcacabS
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Les vecteurs propres sont aussi obtenus sous une forme analytique : 
 
 

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iv  (I.49) 
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I.4.2 Paramètres polarimétriques de la décomposition 
I.4.2.1 Entropie et anisotropie 
La somme des trois valeurs propres représente la puissance totale diffusée par la cible. La 
pseudo-probabilité de chaque valeur propre, pi, correspond à la part de puissance associée à chaque 
mécanisme de rétrodiffusion de la cible distribuée et s’écrit : 
 
∑
=
λ
λ= 3
1i
i
i
ip      avec      (I.50) 1p
3
1i
i =∑
=
La cible est modélisée suivant un processus de Bernoulli à trois symboles [Cloude 1996], c’est-
à-dire que la cible est considérée comme étant la combinaison de trois contributions indépendantes 
et orthogonales, représentées par leurs trois vecteurs propres ou vecteurs cibles unitaires, qui se 
réalisent avec les pseudo-probabilités p1, p2 et p3 définies précédemment. 
 
A partir des valeurs des pseudo-probabilités, deux paramètres polarimétriques liés à la nature de 
la cible sont extraits. 
La première variable est l’entropie, H, qui représente le désordre polarimétrique de la scène 
observée. Elle indique le caractère aléatoire du phénomène global de rétrodiffusion. 
      et     ∑
=
−=
3
1i
i3i )p(logpH 1H0 <<  (I.51) 
 
Dans le cas d’une cible pure, une seule valeur propre est différente de 0, l’entropie alors obtenue 
est nulle et la rétrodiffusion est déterministe. La mer et les sols lisses sont des milieux naturels 
présentant une entropie proche de 0. 
Dans le cas d’une cible distribuée avec trois valeurs propres identiques, l’entropie devient égale à 
1. La rétrodiffusion est assimilée à du bruit polarimétrique. La forêt dense est un milieu naturel avec 
une entropie proche de 1 (double réflexion sol-arbre, diffusion de volume par les branches et 
réflexion par la canopée). 
Le second paramètre est l’anisotropie, A, qui caractérise l’importance relative des phénomènes 
secondaires. 
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Pour deux mécanismes secondaires de même importance, l’anisotropie est nulle. Elle devient 
égale à 1 lorsque la probabilité de présence du troisième mécanisme est nulle. 
L’anisotropie est généralement employée comme un paramètre complémentaire de l’entropie 
lorsque cette dernière devient élevée. 
 
Après changement de base polarimétrique et en utilisant les propriétés de (I.41), les valeurs 
propres de la matrice de cohérence vérifient la relation : 
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Il est alors évident que les valeurs propres sont invariantes par changement de base. 
L’anisotropie et l’entropie calculées à partir des valeurs propres sont par conséquent aussi 
invariantes par changement de base. 
 
L’observation simultanée de l’entropie et de l’anisotropie permet de caractériser totalement 
l’importance des mécanismes de rétrodiffusion. Différentes configurations de répartition des valeurs 
propres sont représentées sur la figure I.4 [Pottier 1998]. 
 
a - Pour une entropie et une anisotropie faibles, p1 est plus importante que les deux autres 
probabilités et p2 est proche de p3. Le phénomène de rétrodiffusion global est constitué d’un seul 
mécanisme significatif. 
b - Pour une entropie faible et une anisotropie forte, le premier mécanisme possède une forte 
probabilité et la probabilité du troisième mécanisme est quasiment nulle. Le phénomène global est 
alors constitué d’un mécanisme prépondérant accompagné d’un mécanisme secondaire. 
c - Pour des valeurs d’entropie et d’anisotropie proches de 1, le phénomène possède deux 
mécanismes équiprobables. La probabilité du troisième mécanisme est nulle. 
d - Pour une entropie proche de 1 et une anisotropie voisine de 0, les trois pseudo-probabilités 
sont identiques et le phénomène moyen de rétrodiffusion est aléatoire. 
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Figure I.4 Représentation de différentes configurations des pseudo-probabilités 
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I.4.2.2 Interprétation du mécanisme de rétrodiffusion 
Reprenons l’expression (I.45) de la matrice des vecteurs propres, pour laquelle chaque vecteur 
propre s’écrit : 
  (I.54) 
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Le vecteur propre est défini par 5 paramètres : α, β, δ, γ et ξ. La phase absolue du mécanisme, ξ, 
n’apporte pas d’information polarimétrique. 
 
Les paramètres β, δ et γ sont liés à l’orientation de l’axe de symétrie principal de la cible. 
Le paramètre α est un indicateur du type de mécanisme de rétrodiffusion. Lorsque °=α 0 , le 
mécanisme associé est la rétrodiffusion par une surface canonique. La valeur α , indique une 
diffusion par un dipôle canonique et 
°= 45
°=α 90 , une double réflexion sur un dièdre canonique. 
A chacun des 3 vecteurs propres, vi, est associé un angle αi, calculé à partir de la valeur absolue 
de son premier élément. 
En tenant compte de la probabilité de chaque mécanisme, la moyenne des différents αi, α , est 
calculée comme : 
 332211 ppp α+α+α=α  (I.55) 
 
L’angle moyen, α , est invariant par rotation autour de l’axe de visée du radar. 
En effet, la matrice de cohérence s’écrit après rotation autour de l’axe de visée du radar comme : 
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Un vecteur propre obtenu à partir de (I.56) s’écrit : 
  (I.57) 
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Cette expression montre que les angles αi restent inchangés par rotation autour de l’axe de visée 
du radar. Les valeurs propres étant invariantes pour tout changement de base, l’angle α  est aussi 
invariant par rotation. 
 
S. R. Cloude et E. Pottier [Cloude 1997] représentent les mécanismes de diffusion dans le plan 
(H/ α ) comme indiqué sur la figure I.5 et donnent une interprétation du phénomène global de 
rétrodiffusion pour chacune des régions numérotées du plan. Le paramètre α  identifie le 
mécanisme dominant de rétrodiffusion et l’entropie définit le caractère aléatoire du phénomène de 
rétrodiffusion. Ces deux grandeurs dépendent des pseudo-probabilités et ne sont donc pas 
totalement indépendantes l’une de l’autre. Les zones non-grisées représentent les zones de 
projection possible dans le plan (H/ α ). 
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Figure I.5 Plan (H- α ) segmenté en huit régions 
Les principaux descripteurs polarimétriques issus de la décomposition aux valeurs et vecteurs 
propres, H, A et α , ainsi que α1, seront utilisés dans la suite de ce travail pour la caractérisation de 
la diffusion d’une onde par une surface rugueuse ainsi que pour l’extraction des paramètres 
physiques d’un sol naturel. 
I.5 SYMETRIES POUR DES CIBLES DISTRIBUEES 
Pour certains milieux naturels, la distribution des contributeurs présente des caractéristiques de 
symétrie [Cloude 1995]. Van de Hulst [Van de Hulst 1985] a montré que la matrice de diffusion, 
après différentes transformations (réflexion, rotation), peut être directement déterminée à partir de 
la connaissance de la matrice S avant transformation. 
 
Cette partie introduit les trois configurations de symétrie les plus couramment utilisées, les 
expressions des matrices de covariance et cohérence associées sont développées [Nghiem et al 
1992] [Cloude 1995]. Le cas particulier de la symétrie de réflexion est étudié et un nouveau 
paramètre polarimétrique est alors construit à partir des valeurs propres obtenues. 
 
Sur la figure I.6, les cas de symétrie de réflexion (par effet miroir) et de rotation autour de l’axe 
de visée du radar sont représentés. 
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Figure I.6 Symétries de réflexion et de rotation [Cloude 1996] 
I.5.1 Symétrie de réflexion 
Lorsqu’une cible présente une symétrie de réflexion, chaque contributeur P appartenant à un côté 
du plan d’incidence correspond à un contributeur symétrique, Q, de l’autre côté du plan, comme 
indiqué sur la figure I.6. 
 
Dans la base de Pauli définie en (I.33), les vecteurs cibles, s’écrivent respectivement pour les 
deux contributeurs P et Q comme [Van de Hulst 1985] : 
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La matrice de cohérence est obtenue en additionnant les contributions de la cible distribuée des 
deux parties symétriques. 
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La matrice TSRE ne possède que 5 éléments non nuls. Cette propriété permettra de simplifier 
l’expression de certains paramètres polarimétriques. 
 
Il est important de remarquer que d’après la nouvelle expression de la matrice de cohérence, la 
corrélation entre les canaux en co-polarisation et en polarisation croisée est nulle. 
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 0SSSS XYYYXYXX == ∗∗  (I.60) 
Les surfaces rugueuses sont des milieux naturels qui respectent généralement la propriété de 
symétrie de réflexion. Il est aussi important de noter que la symétrie de réflexion est souvent 
appelée à tort dans la littérature symétrie azimutale. 
I.5.2 Symétrie de rotation 
Un deuxième cas de symétrie est la symétrie de rotation. La distribution des contributeurs de la 
cible ne varie pas lorsque la cible subit une rotation autour de l’axe de visée de l’antenne. La 
matrice de cohérence après rotation est donnée par la relation suivante : 
  (I.61) 1)2()2()( −φφ=φ 33 TUUT
Ce qui signifie [Cloude 1995] 
 0)(0 =φ⇒= RR vTTv
rotationparinvariance
 (I.62) 
où vR définit l’espace nul des matrices de cohérence. Les vecteurs vR, solutions de (I.61) et 
(I.62), sont les vecteurs propres de la matrice de rotation )2( φ3U  et vérifient donc la relation 
suivante : 
  (I.63) 0)(0)( =λ−⇒=φ − R313R vIUvT
Les trois vecteurs propres complexes, solutions de (I.63), sont : 
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Une matrice de cohérence, invariante par rotation, est donc construite à partir d’une combinaison 
linéaire des vecteurs propres et s’écrit alors : 
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L’équation (I.65) implique les trois égalités suivantes : 
     2XY
2
YYXX S4SS =−    ,   0)SS)(SS( YYXXYYXX =++ ∗    et   0S)SS( XYYYXX =+ ∗  (I.66) 
 
La matrice TSRO est composée de 5 éléments non nuls, mais est complètement décrite par 3 
paramètres réels. La réduction du nombre de facteurs indépendants, comparativement à la symétrie 
de réflexion, s’explique par le fait que la symétrie de rotation est plus restrictive. 
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I.5.3 Symétrie azimutale 
Un milieu présentant à la fois la propriété de symétrie de réflexion et la propriété de symétrie de 
rotation, vérifie la propriété de symétrie azimutale. 
 
Dès lors, la matrice de cohérence totale est composée de la somme des deux matrices de 
cohérence, chacune correspondant à un des deux plans de symétrie de réflexion. Les matrices sont 
de la forme indiquée par (I.65) : 
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La matrice de cohérence résultante est diagonale et est définie seulement par deux paramètres 
réels. Les volumes aléatoires uniformes sont typiquement des milieux à symétrie azimutale. 
I.5.4 Valeurs et vecteurs propres dans le cas de la symétrie de réflexion 
Reprenons l’expression (I.59) de la matrice de cohérence : 
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Van-Zyl [Van-Zyl 1992] a calculé les expressions des valeurs et vecteurs propres de la matrice 
de covariance. Les valeurs propres de la matrice de covariance et de la matrice de cohérence sont 
identiques et s’écrivent comme : 
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 (I.69) 
où l’indice nos signifie non ordonnées ( not ordered in size en anglais). 
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Les expressions analytiques des vecteurs propres de la matrice de cohérence sont : 
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Ces expressions sont plus simples que celles données dans le cas général par (I.48) et (I.49). Les 
résultats obtenus peuvent être utilisés pour définir de nouveaux paramètres polarimétriques. 
I.5.5 Coefficients de corrélation dans le cas de la symétrie de réflexion 
Le coefficient de corrélation entre deux éléments de la matrice S s’écrit dans le cas général: 
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Le coefficient de corrélation en polarisation circulaire, 
⊥⊥
ρ LLLL , s’écrit en fonction des éléments 
de la base horizontale-verticale, sous l’hypothèse de symétrie de réflexion, comme : 
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 (I.72) 
Les coefficients de corrélation polarimétriques HHVVρ  et ⊥⊥ρ LLLL  sont souvent utilisés pour 
l’inversion de paramètres physiques [Mattia 1997]. 
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I.5.6 Différence relative des valeurs propres, ERD 
En utilisant les valeurs propres de symétrie de réflexion (I.69), un nouveau paramètre 
polarimétrique, dont l’expression est inspirée de l’anisotropie, est développé. Ce descripteur, ERD, 
est défini comme la différence relative des valeurs propres (Eigenvalue Relative Difference en 
anglais) par [Allain 2003] : 
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Les représentations graphiques de la figure I.7 mettent en évidence l’avantage de ERD par 
rapport à l’anisotropie. 
 
Les valeurs propres secondaires sont calculées pour la matrice de cohérence diagonale suivante : 
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Les deuxième et troisième valeurs propres sont : 
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Par contre, les deuxième et troisième valeurs propres nos sont : 
 m12 −=λ nos           et          m3 =λ nos  (I.76) 
Sur la figure suivante, l’anisotropie et ERD sont tracées en fonction de m. 
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Figure I.7 Représentation de l’anisotropie et de ERD 
L’anisotropie ne présente pas de bijection avec le paramètre m contrairement à ERD. De plus, la 
dynamique de ERD est plus importante que celle de l’anisotropie. Ce paramètre sera par la suite 
utilisé pour la caractérisation de la rugosité de surface. 
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I.6 CONCLUSION 
Ce chapitre présente les notions de la polarimétrie nécessaires à la compréhension des 
phénomènes de diffusion de surface qui seront présentés dans le prochain chapitre. Ces outils seront 
aussi utilisés par la suite pour l’analyse du comportement polarimétrique de la réponse 
électromagnétique d’une surface rugueuse ainsi que pour l’inversion des paramètres de surface à 
partir des données radar. 
 
Dans la première partie, le vecteur de Jones, représentation cohérente d’une onde 
électromagnétique, est introduit ainsi que la matrice de diffusion qui tient compte de la modification 
de la polarisation d’une onde incidente provoquée par une cible radar. Les matrices de changement 
de base polarimétrique associées à la matrice de diffusion, et plus précisément le cas de la 
polarisation circulaire, sont introduites. Les deux formalismes, système BSA et système FSA 
utilisés dans la littérature pour représenter les bases d’émission et de réception de l’onde sont 
exposés. 
 
Dans la deuxième partie, les représentations polarimétriques incohérentes d’une cible radar sous 
la forme de la matrice de covariance et de la matrice de cohérence sont introduites afin de décrire 
les moments d’ordre deux des propriétés statistiques polarimétriques de la cible. Les opérations de 
changement de base utilisées pour ces matrices incohérentes sont aussi présentées. 
 
Le théorème de décomposition de la matrice de cohérence développé par S. Cloude et E. Pottier 
[Cloude 1996] est présenté et une analyse aux valeurs et vecteurs propres de cette décomposition 
aboutit au calcul de trois descripteurs polarimétriques, H/A/ α , liés au mécanisme de la cible 
étudiée. Ils permettent d’identifier les mécanismes de rétrodiffusion.  
 
Les propriétés de symétrie de cibles distribuées (symétrie de réflexion, symétrie de rotation et 
symétrie azimutale) sont présentées. Ces différentes hypothèses engendrent une simplification de 
l’expression des matrices de cohérence associées. Le cas particulier de la symétrie de réflexion, 
spécifique des surfaces naturelles, est étudié et les expressions des valeurs propres et vecteurs 
propres associés sont indiquées. 
A partir de ces valeurs propres, un nouveau paramètre polarimétrique, ERD, défini comme la 
différence relative des valeurs propres, est présenté. Ce paramètre original se révélera par la suite 
pertinent pour la caractérisation de la rugosité de surface. 
 
 CHAPITRE II. MODELISATION DE LA 
RETRODIFFUSION PAR UNE SURFACE 
RUGUEUSE 
II.1 INTRODUCTION 
L’extraction des paramètres physiques d’un sol naturel à partir de données SAR requiert une 
connaissance approfondie des propriétés de diffusion d’une onde électromagnétique par une surface 
naturelle. Dans le but de développer les algorithmes d’inversion basés sur des modèles de diffusion 
de surface, il est nécessaire dans un premier temps d’analyser le comportement de la diffusion en 
fonction des paramètres bio et géophysiques de la surface. 
 
L’objectif de ce chapitre est tout d’abord de décrire un sol naturel à l’aide de sa rugosité et de 
son humidité et ensuite de caractériser la réponse électromagnétique d’une surface rugueuse à l’aide 
de modèles analytiques basés sur une analyse statistique de la diffusion d’une onde par une surface. 
 
La première partie décrit les caractéristiques d’un sol naturel au moyen de sa rugosité et de sa 
permittivité diélectrique. La surface rugueuse étant considérée stationnaire et ergodique en moyenne 
et en variance, sa rugosité est entièrement définie par la distribution et la fonction d’autocorrélation 
de ses hauteurs. Le second paramètre caractéristique d’un sol naturel est sa teneur en eau. Celle-ci 
est généralement déterminée à l’aide de la constante diélectrique du milieu, fonction du taux 
d’humidité du sol, de sa composition, de sa température et de la fréquence d’observation du milieu. 
Deux modèles de constante diélectrique tenant compte des caractéristiques du sol sont introduits. 
Diverses techniques de mesure de rugosité et d’humidité sont aussi présentées. 
 
La seconde partie de chapitre présente trois modèles électromagnétiques polarimétriques de 
rétrodiffusion par une surface, couramment utilisés, qui sont fonctions à la fois des paramètres de 
surface et des caractéristiques du radar. Le premier, le modèle des petites perturbations (SPM), est 
utilisé pour des surfaces peu rugueuses tandis que le second modèle basé sur l’approximation de 
Kirchhoff s’applique à des surfaces très rugueuses. Ces deux modèles sont utilisables pour des 
valeurs de rugosité limitées. Pour recouvrir un plus large domaine de validité, un troisième modèle, 
établi sur la méthode de l’équation intégrale (IEM) [Fung 1992], est présenté. 
II.2 DESCRIPTION D’UN SOL NATUREL 
Un sol naturel est généralement décrit par ses propriétés diélectriques ainsi que par sa rugosité 
qui est directement liée à la géométrie de la surface. Afin de définir la rugosité de la surface, il 
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convient d’étudier les propriétés statistiques de la hauteur des points qui la constituent. D’autre part, 
différents modèles reliant la constante diélectrique du sol au taux d’humidité sont présentés. 
II.2.1 Description statistique d’une surface rugueuse 
Une surface rugueuse peut être assimilée à un processus stochastique et est constituée d’une infi-
nité de variables aléatoires non dénombrables [Papoulis 1991]. Une surface est décrite par ses hau-
teurs z, fonctions des deux coordonnées du plan (x,y), la référence des hauteurs étant définie par un 
plan comme montré sur la figure II.1 [Zhao 2000]. 
 
Plan de référenceSurface aléatoire
0
z
x
 
Figure II.1 Profil 1D d’une surface rugueuse aléatoire 
Les surfaces rugueuses étudiées dans ce chapitre présentent les propriétés statistiques suivantes : 
− Stationnarité : les caractéristiques statistiques de la surface sont indépendantes de la 
position (x,y). 
− Ergodicité : les fonctions statistiques observées sur un ensemble de points de la surface 
ou sur plusieurs réalisations d’un même point sont identiques. 
II.2.1.1 Statistiques d’un point de la surface 
− Densité de probabilité des hauteurs 
La distribution des hauteurs, p(z), est une des principales caractéristiques statistiques de la 
surface. La valeur  définit la probabilité qu’une hauteur atteigne une valeur comprise entre z 
et . La moyenne des hauteurs de la surface correspond au moment d’ordre 1 de la variable 
aléatoire z et est définie comme : 
dz)z(p
dzz +
  (II.1) ∫∞
∞−
= dz)z(pz]z[E
Le plan de référence est choisi de telle façon que la valeur moyenne de z soit nulle, 0)z(E = . Le 
profil d’une surface naturelle est composé d’un grand nombre d’éléments. L’application du 
théorème central limite indique que la densité de probabilité des hauteurs suit alors une loi de 
probabilité qui se rapproche fortement d’une fonction gaussienne. Cette loi gaussienne  
possède une moyenne nulle et une variance . 
)z(pG
2σ
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 


σ−πσ
= 2
2
G 2
zexp
2
1  (z)p  (II.2) 
 
Cette distribution, représentée sur la figure II.2, est symétrique par rapport au plan de référence. 
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Figure II.2 Distribution gaussienne des hauteurs avec σ =1 m 
 
− Ecart-type des hauteurs de la surface 
Le moment d’ordre 2 de la surface (ou variance) est égal à : 
  (II.3) ∫∞
∞−
==−=σ dz)z(pz]z[E]])z[Ez[(E 2222
L’écart-type des hauteurs de la surface, σ , traduit l’importance des dénivelés de la surface (ou 
des variations de ses hauteurs) autour du plan de référence. Il sera par la suite employé comme un 
paramètre descriptif de la rugosité en entrée des modèles de diffusion de surface. 
 
La densité de probabilité des hauteurs ne décrit que les propriétés statistiques de la surface pour 
une position donnée et ne permet pas de la caractériser entièrement. Ainsi, sur la figure II.3, deux 
surfaces de densités de probabilité des hauteurs identiques présentent des comportements différents. 
Il est donc nécessaire de tenir compte de la corrélation des hauteurs de différents points de la 
surface [Bourlier 1999]. 
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Figure II.3 Profil 1D de deux surfaces rugueuses aléatoires possédant la même distribution des hauteurs 
II.2.1.2 Statistiques jointes de deux points de la surface 
− Densité de probabilité jointe 
L’étude de la corrélation des hauteurs de deux points d’une surface nécessite la formulation de 
leur densité de probabilité jointe, . Dans le cas gaussien, cette densité s’exprime 
comme : 
)x,x;z,z(p 2121
 




σ
+−
−−
−πσ
= 2
2
221
2
1
2
zzrz2z
)r1(2
1
22
2121 e
)r1(2
1)x,x;z,z(p  (II.4) 
où r est le coefficient de corrélation entre les variables z1 et z2. 
La distribution jointe des hauteurs caractérise les variations spatiales des hauteurs de la surface. 
− Fonctions d’autocovariance et d’autocorrélation 
La fonction d’autocovariance, calculée à partir de la distribution jointe est définie par : 
  (II.5) ∫ ∫+∞
∞−
+∞
∞−
==ρ 212121212121 dzdz)x,x;z,z(pzz])x(z)x(E[z ),xx(
 
C’est un indicateur de la corrélation de deux hauteurs situées à deux positions différentes. Pour 
une surface stationnaire, )x,x( 21ρ  dépend seulement de la distance lx entre deux points situés aux 
positions x1 et x2 et s’écrit comme : 
 )l()x,x( x21 ρ=ρ      avec     12x xx −=l  (II.6) 
La fonction d’autocovariance présente les propriétés suivantes : 
−  : pour , les abscisses x2)0( σ=ρ 0lx = 1 et x2 sont confondues et (II.5) implique que 
 est égale à son maximum en 0. )l( xρ
− )l()l( xx −ρ=ρ . 
− 0)l(lim xx =ρ∞→∆ , les points sont décorrélés. 
 
La fonction d’autocovariance normalisée )l( xNρ  appelée fonction d’autocorrélation, est aussi 
II.2 Description d’un sol naturel 35 
souvent employée [Ogilvy 1992] : 
 2
x
xN
)l(
)l( σ
ρ=ρ  (II.7) 
Elle est utilisée lors de la génération de données par un processus stochastique. Dans la 
littérature, les notions de fonction d’autocovariance et de fonction d’autocorrélation sont souvent 
confondues. 
− Longueur de corrélation 
Les fonctions d’autocovariance des surfaces naturelles sont généralement modélisées au moyen 
de fonctions de |x|, monotones et décroissantes autour de l’abscisse 0x = . Dans ce cas, la longueur 
de corrélation, Lc, très largement utilisée dans la littérature, est assimilée à un paramètre 
caractéristique de la fonction d’autocovariance et est définie comme : 
 3679.0
e
1)L(
)0(
)L(
cN
c ==ρ=ρ
ρ
 (II.8) 
Pour une fonction d’autocovariance monotone suivant |x|, la longueur de corrélation indique la 
distance minimale entre deux points d’une surface pour laquelle la corrélation des hauteurs est 
inférieure à 
e
1 . 
 
Il est important de noter que les fonctions d’autocorrélation de type gaussien ou exponentiel sont 
totalement définies par Lc. Il existe d’autres définitions de Lc, basées entre autres sur des fonctions 
intégrales, mieux adaptées dans le cas de surfaces plus complexes [Church 1988]. 
 
Une surface stationnaire est entièrement décrite par la densité de probabilité de ses hauteurs et 
par sa fonction d’autocorrélation. 
− Densité spectrale de puissance ou spectre de puissance 
Le spectre d’un processus aléatoire stationnaire est défini comme la transformée de Fourier de sa 
fonction d’autocovariance. 
  (II.9) ∫∫ ∞
∞−
π
∞
∞−
π− =ρ⇔ρ= xfl2jxxxfl2jxx dfe)f(S)l(dle)l()f(S xxxx
Lorsque la fonction d’autocovariance est paire, le spectre est réel et peut s’écrire comme : 
  (II.10) ∫∞ πρ=
0
xxxxx dl)lf2cos()l(2)f(S
Le spectre utilisé dans ce chapitre est bilatéral, défini sur ] [;+∞∞− . D’autres approches [Bendat 
2000] définissent le spectre sur l’intervalle [ [;0 +∞ . Dans ce cas, l’expression du spectre 
monolatéral, SM, est donnée par : 
 )f(S2)f(S xxM =      pour [;0[f x +∞∈  (II.11) 
L’aire totale du spectre correspond à la variance des hauteurs de la surface. 
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  (II.12) ∫∞
∞−
σ= 2xx df)f(S
L’extension de (II.9) aux surfaces bidimensionnelles permet de définir le spectre 2D, S , 
par : 
)f,f( yx
  (II.13) yx
fl2jfl2j
yxyx dldle)l,l()f,f(S yyxx∫ ∫∞
∞−
∞
∞−
π−π−ρ=
La variance des hauteurs est alors donnée par 
  (II.14) ∫ ∫=ρ=σ
∞
∞−
∞
∞− yxyx
2 dfdf)f,f(S)0,0(
 
 
Il est aussi courant de calculer la transformation de Fourier de la fonction d’autocovariance en 
fonction du nombre d’onde spatial de la surface, kx avec k xx f2π= , plutôt qu’en fonction de la 
fréquence spatiale. 
 x
kjl
xxx
kjl
xx dke)k(S2
1)l(dle)l()k(S xxxx ∫∫ ∞
∞−
∞
∞−
−
π=ρ⇔ρ=  (II.15) 
  (II.16) ∫ ∫∞
∞−
∞
∞−
−−ρ= yxljkljkyxyx dldle)l,l()k,k(S yyxx
Cette notation est souvent utilisée dans les modèles de diffusion de surface. 
 
 
Pour les surfaces isotropes, la fonction d’autocovariance possède la propriété de symétrie 
circulaire. Dans ce cas, la transformée de Hankel peut être utilisée. Une fonction, , est à 
symétrie circulaire si elle peut s’écrire sous la forme 
)y,x(f
)r(f)sinr,cosr(f =θθ . 
Posons, 
 θ=
θ=
sinrl
cosrl
y
x           et          ϕ=
ϕ=
sinKk
cosKk
y
x  (II.17) 
Le spectre, S(K), est déterminé à partir de la transformée de Hankel de la fonction 
d’autocovariance, H(K), comme : 
           avec           (II.18) )K(H2S(K) π= ∫+∞ρ=
0
0 rdr)Kr(J)r()K(H
où J0 est la fonction de Bessel de première espèce au premier ordre. 
 
 
Les fonctions gaussienne ou exponentielle sont très souvent utilisées dans le cadre de la 
modélisation de la diffusion par des surfaces naturelles. Les tableaux II.1 et II.2 présentent les 
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expressions analytiques des fonctions d’autocovariance et des spectres associés (dans les cas mono 
et bi-dimensionnels) pour des surfaces isotropes ( L cycxc LL == ). 
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Tableau II.1 Fonctions d’autocovariance et spectres associés - cas gaussien 
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Fonction d’autocovariance 2D 
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Tableau II.2 Fonctions d’autocovariance et spectres associés - cas exponentiel 
 
Les fonctions d’autocorrélation gaussienne et exponentielle sont tracées sur la figure II.4-a pour 
une longueur de corrélation . La figure II.4-b représente ces même fonctions pour trois 
longueurs de corrélation différentes. Elle permet d’apprécier l’influence de la longueur de 
corrélation sur la forme de la fonction d’autocorrélation. 
m 1Lc =
 
38  Chapitre II. Modélisation de la rétrodiffusion par une surface rugueuse  
0 1 2 3 4 5 6
0
0.2
0.4
0.6
0.8
1
e
1
Lc
ρΝ(lx)
lx (m)
ρNEρNG
0 0.4 0.8 1.2 1.6
0
0.2
0.4
0.6
0.8
1
ρΝ (lx)
lx (m)
2
ρNEρNG
m1Lc =
m1.0Lc =
-a- -b- 
m5.0Lc =
m 0.5Lc =
Figure II.4 Fonctions d’autocorrélation 1D gaussienne et exponentielle 
-a- Lc = 1 m, -b- Lc = 0.1 m, 0.5 m et 1 m. 
 
Les spectres de puissance sont représentés sur la figure II.5. Dans le cas exponentiel, les 
composantes du spectre de rugosité sont plus importantes en basse-fréquence (BF) et en haute-
fréquence (HF) que dans le cas gaussien. Par contre, les fréquences spatiales de rugosité 
intermédiaires sont plus importantes pour le cas gaussien. 
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Figure II.5 Spectres de puissance gaussien et exponentiel 
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− Pente et rayon de courbure 
La pente au point d’abscisse x est définie par la dérivée de la hauteur z en x : 
 
x
x
0lx l
)x(z)lx(z
lim)x(Z
x ∆
−∆+= →∆  (II.27) 
Par définition, la variance moyenne des pentes, σp, est : 
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En développant la fonction d’autocovariance en série de Taylor au second ordre, l’écart-type des 
pentes s’écrit en fonction de la dérivée seconde de la fonction d’autocovariance en l . 0x =
 2
x
2
P l
)0(
∂
ρ∂−=σ  (II.29) 
Dans le cas gaussien, l’écart-type des pentes, 
GP
σ , est : 
 cP L/2G σ=σ  (II.30) 
Le rayon de courbure est défini par [Ulaby 1982] : 
 
4
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ρ∂
π=  (II.31) 
Une surface rugueuse présente un écart-type des hauteurs important et une longueur de 
corrélation faible. 
II.2.1.3 Génération d’une surface naturelle 
Une surface stochastique stationnaire est totalement définie par sa fonction d’autocorrélation et 
sa densité de probabilité des hauteurs et peut être générée en appliquant un filtre corrélateur sur une 
séquence d’échantillons indépendants, de densité de probabilité gaussienne comme indiqué sur la 
figure II.6. 
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Figure II.6 Processus générateur d’une surface 1D 
 
La surface est calculée par : 
 )x(h)x(bb)x(z ∗=  (II.32) 
La surface résultante de la convolution du bruit blanc, bb(x), avec la réponse impulsionnelle du 
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filtre, h(x), possède une distribution gaussienne de ses hauteurs et une fonction d’autocorrélation 
fixée par h(x). L’objectif est de calculer la fonction de transfert du filtre corrélateur. Une première 
méthode consiste à utiliser la transformée de Fourier [Bourlier 1999]. 
 
La densité spectrale de la surface vérifie : 
 )f(S)f(H)f(S xBB
2
xx =      avec     S  (II.33) 2BBxBB )f( ω=
La fonction de transfert du filtre, H(fx), est réelle dans le cas d’une fonction d’autocorrélation 
paire et s’écrit comme : 
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A partir de (II.32) et (II.34), la surface se calcule en utilisant le produit de convolution suivant : 
 ( ))f(STF)x(bb)x(z x1
BB
−∗ω=  (II.35) 
 
Dans le cas d’une surface de fonction d’autocorrélation gaussienne, les réponses impulsionnelles 
du filtre (coefficients du filtre) sont respectivement dans le cas 1D et 2D : 
 ( ) −πσ=− 2c
2
c
xG
1
L
x2exp
L
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 ( )  +−πσ=− 2c 22cyxG1 L yx2expL2)f,f(STF  (II.37) 
 
Pour des spectres exponentiels, les coefficients du filtre sont impossibles à calculer 
analytiquement si bien que d’autres méthodes sont utilisées. La surface est alors obtenue au moyen 
de la transformée en z par la relation suivante [Daout 1996] : 
 )1i(zL
1exp)i(bbL
2exp1)i(z E
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E −
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
−−=  (II.38) 
où z  représente un échantillon de la surface. )i(e
 
Deux surfaces de fonction d’autocorrélation respectivement gaussienne et exponentielle sont 
représentées sur la figure II.7. Les surfaces 1D générées comportent 50000 échantillons pour une 
longueur totale de 250 m et une longueur de corrélation de 1 m. L’écart-type des hauteurs est choisi 
unitaire. Comme cela a été montré sur la figure II.5, la part d’énergie attribuée aux composantes HF 
du spectre exponentiel est plus importante que dans le cas gaussien. La surface obtenue avec la 
fonction d’autocorrélation exponentielle paraît donc plus rugueuse que celle calculée avec la 
fonction d’autocorrélation gaussienne. 
 
Les histogrammes de la figure II.7 représentent les distributions des hauteurs des deux surfaces 
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qui correspondent à des fonctions gaussiennes. Les fonctions d’autocorrélation théoriques et 
calculées à partie des surfaces sont, elles aussi, quasi-identiques. Les surfaces générées 
numériquement possèdent donc les propriétés statistiques désirées. 
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Figure II.7 Surfaces générées pour des fonctions d’autocorrélation gaussienne et exponentielle 
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La figure II.8 présente trois surfaces de fonction d’autocorrélation gaussienne avec des longueurs 
de corrélation différentes ( m 1 L m, 0.5 L m, 0.1 L ccc === ) et une variance des hauteurs unitaire. 
L’influence de la longueur de corrélation sur la rugosité est nettement discernable, la surface 
devient de plus en plus agitée lorsque la longueur de corrélation diminue. 
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Figure II.8 Surfaces de fonction d’autocorrélation gaussienne pour trois longueurs de corrélation  
Lc = 0.1 m, Lc = 0.5 m, Lc = 1 m 
II.2.1.4 Méthodes de mesure de rugosité 
Pour valider les méthodes d’extraction des paramètres de surface, les résultats d’inversion sont 
comparés aux mesures de rugosité in-situ. Les deux méthodes de mesure de rugosité les plus 
utilisées en pratique sont présentées. 
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− Profilomètre à aiguilles 
Ce système se présente sous la forme d’un panneau composé d’aiguilles glissantes posé sur le sol 
comme indiqué sur la figure II.9. La forme prise par l’extrémité des aiguilles représente le profil de 
la surface. Comme toutes les méthodes utilisant un support posé ou enfoncé dans le sol, la 
génération du profil se fait à partir d’une photographie de la mesure [Hajnsek 2001]. Ces méthodes 
qui sont très simples à mettre en œuvre, se révèlent assez imprécises. La taille limitée du profil ( de 
1 à 2 m), peut biaiser l’estimation de la longueur de corrélation [Davidson 2000]. 
 
 
Figure II.9 Profilomètre à aiguilles 
− Profilomètre laser 
La mesure de la distance entre le sol et un émetteur laser permet de déterminer le profil de la 
surface. Dans le cas du profilomètre laser de l’ESA-CESBIO [Davidson 2000] représenté sur la 
figure II.10, le pas d’échantillonnage est de 5 mm avec une précision verticale de 1.5 mm. Il permet 
de mesurer des profils de 25 m par juxtaposition de plusieurs profils de 5 m de longueur. C’est un 
système de mesure très robuste qui permet de par la longueur de son profil, de réduire le biais des 
grandeurs estimées. 
 
5 m
 
Figure II.10 Profilomètre laser de l’ESA 
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II.2.2 Taux d’humidité d’un sol 
La détermination du taux d’humidité est un des buts principaux de la télédétection de surface. La 
réponse électromagnétique d’une surface est fortement liée à ses propriétés diélectriques, elles-
mêmes fonctions du taux d’humidité. De ce fait, la formulation de la relation entre le taux 
d’humidité et la permittivité diélectrique s’avère indispensable. 
 
Un sol humide est généralement composé d’une phase solide (particules du sol), de poches d’air 
et d’eau liquide. La figure II.11 représente un profil de sol. L’eau présente dans le milieu est séparée 
en deux catégories : l’eau libre et l’eau liée aux particules solides du sol. 
La valeur de la permittivité diélectrique ou constante diélectrique dépend de la polarisabilité des 
molécules d’eau et de leur capacité à s’orienter en fonction du champ électromagnétique incident. 
Dans le cas où ces dernières sont liées électriquement à la phase solide du sol, elles se polarisent 
beaucoup plus difficilement. Les particules d’eau libre peuvent par contre se déplacer plus 
facilement au sein du sol [Hallikainen 1985]. La constante diélectrique du milieu augmente donc 
avec le taux d’humidité. 
 
L’augmentation de la température entraîne deux réactions chimiques opposées. 
− L’agitation des molécules s’intensifie et s’oppose à la polarisation des molécules d’eau. 
− Les liaisons entre l’eau et les particules de sol solides se rompent plus facilement ce qui 
génère une augmentation de la polarisabilité du milieu. 
Ces deux effets se neutralisent. 
 
eau libre
eau liée
poches d’air
particules solides
 
Figure II.11 Composition du sol 
 
Les particules du sol sont divisées en quatre catégories selon la valeur de leur diamètre : argile, 
limon, sable et gravier. Le tableau II.3 présente la nomenclature utilisée pour différencier les 
composantes solides du sol. Le pourcentage de chacune de ces catégories définit la texture du sol 
[Brady 2001]. 
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Diamètre (mm)                0.002       0.05         0.1   0.25         0.5              1                2 
très fin fin moyen grossier 
très 
grossier Classe Argile Limon 
Sable 
Gravier 
Tableau II.3 Classification des particules du sol selon leur taille 
Le taux d’humidité du sol ou teneur volumétrique en eau, mv, est défini par : 
 
T
E
v V
V
m =  (II.39) 
où VE correspond au volume d’eau d’un échantillon donné et VT au volume total de cet 
échantillon. 
II.2.2.1 Modèles de permittivité diélectrique du sol 
La permittivité diélectrique est composée d’une partie réelle et d’une partie imaginaire : 
  (II.40) ''' jε+ε=ε
La partie réelle détermine les caractéristiques de propagation de l’onde électromagnétique dans 
le milieu. La partie imaginaire ou facteur de pertes diélectriques, détermine l’atténuation d’une onde 
électromagnétique se propageant à travers le milieu. 
Plusieurs modèles de constante diélectrique, fonctions du taux d’humidité, ont été développés. 
Les modèles de Topp et Dobson, largement utilisés dans la littérature, sont présentés dans ce 
paragraphe. 
− Modèle de Topp 
Selon Topp et al [Topp 1980], le taux d’humidité peut être directement déterminé à partir de la 
permittivité diélectrique. Ces deux paramètres sont reliés par des fonctions polynomiales 
empiriques, déterminées au moyen d’une régression à l’ordre 3. 
  (II.41) 3'62'4'2-2-
v
3
v
2
vv
''
10.3410.5.510.92.210 .3.5m
m3.76m146m3.903.3
ε.+ε−ε+−=
−++=ε
−−
Ce modèle présente l’avantage d’être indépendant de la fréquence d’observation, de la texture du 
sol, de sa densité, de sa température et de son taux de salinité. Par contre, il n’est valide que pour la 
bande de fréquence [20 MHz - 1 GHz] et ne tient pas compte de la partie imaginaire de la constante 
diélectrique. 
− Modèle de Dobson-Peplinsky 
Le modèle de permittivité diélectrique le plus couramment utilisé dans la littérature a été 
développé par Dobson et al [Dobson 1985]. Il est défini sur une plage de fréquence [1.4 GHz - 18 
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GHz] plus importante que celle du modèle de Topp et dépend du taux d’humidité volumétrique, de 
la taille des particules du sol, des différentes composantes du sol, de la constante diélectrique de 
l’eau et de la fréquence. 
 
Ce modèle semi-empirique se base sur la formule de mélange multi-phase contenant des 
inclusions orientées aléatoirement [De Loor 1968] et sur des mesures expérimentales. La 
permittivité diélectrique est définie comme : 
 
ααω
β
ααω
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ε=ε
−ε+−ερ
ρ+=ε
1
''
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''
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'
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s
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]mm)1(1[
''
'
 (II.42) 
où ρ est la densité du mélange sol-air, b 66.2s ≈ρ g/cm3 la densité des particules du sol, 7.4s ≈ε  
la permittivité des particules du sol, 56.0≈α  un facteur de forme constant empirique et β ' et β'' 
deux coefficients dépendants de la texture du sol définis par : 
  (II.43) 
A166.0S603.033797.1
A152.0S519.02748.1
''
'
−−=β
−−=β
où S et A représentent respectivement le taux de sable et le taux d’argile. 
 
La dépendance en fréquence intervient dans la permittivité de l’eau libre, , calculée en 
utilisant l’équation de Debye : 
ωεf
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 (II.44) 
où  est la limite HF de , 9.4≈ε ∞ω ωε 0ωε  la constante diélectrique statique de l’eau pure, ωτ  le 
temps de relaxation de l’eau pure en s,  la permittivité de l’espace libre et σ112 m.F10.854. −−
ω
0 8=ε i 
la conductivité effective de l’eau en S.m-1. Les valeurs de τ  et de 0ωε  sont définies en fonction de 
la température par les expressions suivantes : 
  (II.45) 
3524
0w
3162141210
T10.075.1T10.295.6T4147.0045.88)T(
2/)T10.096.5T10.938.6T10.824.310.1109.1()T(
−−
−−−−
ω
++−=ε
π−+−=τ
 
Le deuxième terme de la partie imaginaire de (II.44), terme de pertes ioniques par conductivité, 
est ici négligeable devant le premier terme. 
 
Pour la gamme de fréquence [0.3 GHz – 1.3 GHz], ce modèle sous-estime la partie réelle de la 
permittivité diélectrique. Peplinsky [Peplinsky 1995] a étendu la validité du modèle de Dobson à ce 
domaine fréquentiel par la correction suivante : 
  (II.46) 68.015.1 '' −= εε
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Sur les figures II.12 et II.13, la constante diélectrique obtenue avec le modèle de Dobson-
Peplinsky est tracée en fonction du taux d’humidité volumétrique pour plusieurs températures et 
plusieurs compositions du sol. Les valeurs données par le modèle de Topp sont aussi représentées. 
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Figure II.12 Permittivité diélectrique en fonction du taux d’humidité pour différentes températures 
f = 1 GHz, ρb = 1.15, A = 0.1 et S = 0.4 
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Figure II.13 Permittivité diélectrique en fonction du taux d’humidité pour différentes compositions du sol 
f = 1 GHz, ρb =1.15 et T =15°C 
 
A 1 GHz, les modèles de Topp et de Dobson donnent des valeurs de permittivité semblables. La 
permittivité diélectrique est peu sensible à la température alors qu’elle a une variation relative 
pouvant atteindre 23% pour deux textures de sol différentes dans le cas d’un taux d’humidité élevé. 
Pour des fréquences plus élevées, la constante diélectrique varie en fonction de la fréquence et le 
modèle de Topp n’est plus adapté. Sur la figure II.14, sont tracées les parties réelle et imaginaire de 
la permittivité diélectrique, obtenues avec le modèle de Dobson, pour la bande de fréquence 
 et pour différents taux d’humidité volumétrique. ]GHz18GHz2[ −
48  Chapitre II. Modélisation de la rétrodiffusion par une surface rugueuse  
2 4 6 8 10 12 14 16 18
4
8
12
16
20
24
0
1.0mv =
2.0mv =
3.0mv =
4.0mv =
f (GHz)
ε’
 
2 4 6 8 10 12 14 16 18
0
1
2
3
4
5
6
7
8
9
ε’’
f (GHz)
1.0mv =
2.0mv =
3.0mv =
4.0mv =
 
-a- -b- 
Figure II.14 Permittivité diélectrique en fonction de f pour T = 20°C, S = 0.4, A = 0.1 et ρb = 1.15 
-a- Partie réelle, -b- Partie imaginaire 
 
Plus la teneur en eau est élevée, plus la constante diélectrique est grande et plus sa sensibilité en 
fréquence est importante. Pour retrouver le taux d’humidité des surfaces à partir de leur constante 
diélectrique, il est impératif de prendre en compte l’influence de la fréquence d’observation. 
En absence d’eau liquide, la partie réelle de la permittivité diélectrique du sol varie entre 2 et 4 et 
sa partie imaginaire est inférieure à 0.05. 
II.2.2.2 Méthodes de mesure d’humidité 
Plusieurs méthodes sont employées pour mesurer le taux d’humidité du sol : la méthode 
neutronique, la méthode de résonance, le tensiomètre, l’humidimètre capacitif... Les deux méthodes 
les plus utilisées sont présentées. 
− TDR (Time Domain Reflectometry) [Topp 1980] 
C’est une méthode d’analyse temporelle par micro-onde. Le système TDR est basé sur la mesure 
du temps de propagation aller-retour d’une onde électromagnétique le long d’une sonde placée dans 
le sol. Si la permittivité diélectrique du sol est grande, l’onde se déplace plus lentement. La relation 
suivante permet alors de calculer la constante diélectrique : 
 
2
AR
d2
ct 

=ε  (II.47) 
où d est la longueur de la tige de la sonde. Le taux d’humidité est ensuite calculé en utilisant les 
modèles présentés en II.2.2.1. C’est une méthode simple, cependant elle ne tient pas compte des 
pertes diélectriques du milieu. La figure II.15 représente une mesure de permittivité diélectrique 
selon la méthode TDR. 
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Figure II.15 Système TDR 
− Méthode thermogravimétrique [Gradner 1986] 
Elle consiste à prélever des échantillons de sol d’environ 5 cm d’épaisseur et de les sécher au 
four à 105°C. Le taux d’humidité volumique est alors calculé à partir de la masse sèche et de la 
masse humide du sol. 
 
E
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E
v M
M
m ρ
ρ=  (II.48) 
où ME est la masse de l’échantillon humide, MD, celle de l’échantillon sec et ρE est la densité de 
l’eau. 
Cette méthode permet des mesures plus précises, mais nécessite une mise en œuvre plus 
complexe. 
II.3 MODELES ELECTROMAGNETIQUES DE RETRODIFFUSION DE SURFACE 
De nombreux modèles de rétrodiffusion de surface ont été développés ces quarante dernières 
années. Deux des approches les plus fréquemment utilisées, basées sur l’approximation de 
Kirchhoff et sur la méthode des petites perturbations sont présentées dans ce chapitre. Ces deux 
modèles sont utilisables pour des valeurs de rugosité limitées. Afin de recouvrir un plus large 
domaine de validité, un troisième modèle analytique, basé sur la méthode de l’équation intégrale et 
particulièrement adapté au type de surface rencontré lors de cette étude est introduit. 
 
Pour qualifier le degré de rugosité de la surface, les paramètres de rugosité (l’écart-type des 
hauteurs et la longueur de corrélation de la surface) sont exprimés relativement à la longueur 
d’onde. Dans les modèles de diffusion de surface, les deux paramètres, kLc et kσ, sont ainsi 
largement utilisés avec le nombre d’onde dans l’air défini par : 
 c
f22kc
π=λ
π=  (II.49) 
Une surface est considérée lisse si ses irrégularités sont très inférieures à la longueur d’onde. 
L’onde diffusée par une surface rugueuse est composée de deux parties : la partie cohérente qui 
correspond à la partie diffusée dans la région spéculaire et qui résulte d’une réflexion simple de 
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l’onde sur la surface et la partie incohérente qui correspond à l’énergie diffusée dans toutes les 
autres directions et qui provient des interactions multiples de l’onde avec les composantes de 
rugosité de la surface et des diffusions simples de l’onde pour des surfaces assez rugueuses. Sur la 
figure II.16, ces deux composantes sont représentées pour trois conditions de rugosité de surface 
[Hajnsek 2001]. 
 
surface très rugueusesurface rugueuse
composante
diffuse
composante 
cohérente atténuée
composante 
diffuse
surface lisse
direction spéculaire
composante 
cohérente
onde incidente
 
Figure II.16 Comportement de la diffusion par une surface pour 3 états de rugosité 
La part d’énergie incohérente diffusée, principalement dues aux diffusions multiples de l’onde, 
augmente avec la rugosité. 
II.3.1 Coefficients de rétrodiffusion 
La section efficace radar (SER) d’une cible ponctuelle est définie comme la section efficace d’un 
diffuseur omnidirectionnel équivalent générant la même densité de puissance que la cible dans la 
direction d’observation. La SER d’une cible correspond donc au rapport de la puissance totale 
rayonnée par un diffuseur isotrope équivalent sur la densité de puissance incidente [Fung 1994] : 
 ∗
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EE
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où r est la distance radar-cible, les indices p et r les polarisations des ondes incidentes et les 
indices q et s les polarisations de l’onde reçue. 
 
Cette définition ne peut pas être directement appliquée au calcul de la SER dans le cas d’une 
cible étendue, constituée d’un grand nombre de diffuseurs. Une SER moyenne par unité de surface, 
σ0, est définie au moyen de la relation suivante : 
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(II.51) 
avec A0 l’aire illuminée. 
La SER moyenne par unité de surface présente deux propriétés importantes : elle tient compte du 
comportement moyen de la cible étendue au sein de la zone illuminée et peut prendre des valeurs 
supérieures à 1 en module. 
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II.3.2 Modèle des petites perturbations (SPM) 
L’étude de la diffusion par la méthode des perturbations a été introduite par Lord Rayleigh en 
1894 pour l’analyse de la diffusion des sons par une surface ondulée sinusoïdale. Rice [Rice 1951], 
en développant l’expression du champ diffusé pour des surfaces rugueuses parfaitement 
conductrices, a montré que pour de faibles variations de hauteurs, le champ diffusé pouvait s’écrire 
comme une série de perturbations. Cette technique, connue comme la méthode des petites 
perturbations (SPM), a été appliquée aux surfaces rugueuses diélectriques [Ulaby 1982] 
[Valenzuela 1967]. 
II.3.2.1 Développement en série de Taylor 
Lors de l’illumination d’une surface rugueuse par une onde incidente, le champ total dans le 
demi-espace de mesure s'écrit comme la somme du champ incident, du champ diffusé et du champ 
réfléchi (dans la direction spéculaire) : 
 rp
s
p
i
pp EEEE
rrrr ++=           où p = h ou v (II.52) 
Le champ diffusé est décomposé en une superposition d’ondes planes d'amplitudes inconnues 
qui se propagent vers le récepteur [Oh 1993]. 
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avec 2y
2
x
2
z kkk −−=k  
Pour une surface légèrement rugueuse, le produit  est proche de 0 et le terme exponentiel 
associé est développé en série de Taylor : 
zk z
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L’amplitude du champ de surface diffusé, pU
r
, est une inconnue à déterminer qui peut aussi être 
développée en une série de perturbations : 
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 (II.55) 
Le champ diffusé s’écrit alors : 
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La résolution des équations obtenues par les conditions aux limites du champ et par les relations 
de divergence permet de déterminer les amplitudes du champ données en (II.55).  
 
Les trois composantes de l’amplitude  sont calculées au premier ordre. Les 
composantes du champ diffusé sont alors données par : 
zyx U,U,U
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où Z représente la transformée de Fourier de la surface aléatoire z. Les indices p et q 
correspondent respectivement à la polarisation d’émission et de réception de l’onde. 
Les coefficients αpq se calculent en fonction de l’angle d’incidence et de la constante diélectrique 
par : 
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Les coefficients de réflexion de Fresnel, R  et , sont définis par : ⊥ //R
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 (II.59) 
II.3.2.2 Expressions des coefficients de rétrodiffusion 
Au premier ordre, les coefficients de rétrodiffusion en co-polarisation sont calculés en utilisant 
(II.51) et (II.57). Leurs expressions sont [Ulaby 1982] :  
 )0,sink2S(cosk4 *qqpp
44
ppqq θαθαπ=σ  (II.60) 
où S correspond au spectre de la rugosité de la surface, défini dans le paragraphe II.2.1.2 par 
(II.16). Dans l’expression (II.60), seules certaines composantes du spectre de rugosité prennent part 
à la rétrodiffusion. 
 
Les termes de polarisation croisée sont nuls au premier ordre. Une modélisation réaliste nécessite 
la prise en compte des diffusions multiples de l’onde et donc l’extension des calculs aux termes du 
deuxième ordre de (II.56). Les coefficients de rétrodiffusion en polarisation croisée, définis dans 
[Valenzuela 1967], sont: 
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 (II.61) 
avec 2222220 vukvuk −−ε+−−ε=D  
 
L’interaction entre les différentes composantes spectrales de rugosité intervient à travers les 
intégrales sur u et v. Il est aussi possible de développer les termes du second ordre pour les 
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coefficients de rétrodiffusion co-polarisés mais leurs contributions restent négligeables devant le 
terme de rétrodiffusion du premier ordre. 
 
Les expressions des coefficients de rétrodiffusion rencontrées dans la littérature peuvent être 
légèrement différentes. En effet, les spectres de rugosité de surface utilisés sont souvent définis à un 
facteur 2π près et normalisés par rapport à la variance des hauteurs. 
La figure II.17 représente le comportement des coefficients de rétrodiffusion obtenus avec le 
modèle SPM en fonction des différents paramètres de surface et de l’angle d’incidence du radar. Le 
spectre de la surface est choisi de forme gaussienne. 
Lorsque seul l’écart-type des hauteurs diminue, le niveau de puissance rétrodiffusée diminue 
quel que soit l’angle d’incidence. Le même comportement est observé sur les graphes de la figure 
II.17-b lorsque la constante diélectrique diminue. Le comportement des coefficients de 
rétrodiffusion avec la longueur de corrélation, indiqué sur les graphes de la figure II.17-c, est plus 
difficile à caractériser. Près de la direction spéculaire, la puissance rétrodiffusée est plus forte pour 
kLc grand. Le comportement inverse se produit quand l’angle d’incidence augmente. 
II.3.2.3 Domaine de validité 
Ce modèle s’applique aux surfaces faiblement rugueuses dont l’écart-type des hauteurs doit être 
largement inférieur à la longueur d’onde incidente. De plus, la pente moyenne doit être égale ou 
inférieure à l’écart-type des hauteurs défini relativement au nombre d’onde. Ces deux conditions se 
traduisent par : 
 
 3.0k05.0 <σ⇔λ<σ           et          3.0P <σ           et          kL  (II.62) 3c <
 
Cette dernière équation se traduit pour une loi normale par : 3.0
L
2
c
<σ  
 
Dans le cas de surfaces fortement rugueuses, le modèle basé sur l’approximation de Kirchhoff 
est utilisé. 
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-a- ε =20 et kLc = 1 
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-b- kσ = 0.1 et kLc = 1 
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-c- ε =20 et kσ =0.2 
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Figure II.17 Coefficients de rétrodiffusion du modèle SPM en fonction de l’angle d’incidence 
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II.3.3 Approximation de Kirchhoff : Optique Physique 
L’approximation de Kirchhoff ou formulation de l’optique physique, est basée sur 
l'approximation du plan tangent qui est appliquée pour les champs de surface [Beckmann 1963]. Le 
champ total en un point de la surface est alors approché par un champ équivalent associé à une 
surface plane tangente en ce point. Cette approximation est valide lorsque les hauteurs varient de 
façon importante mais sur des distances d’observation assez grandes. 
Le champ diffusé s’écrit en fonction des champs tangents à la surface et en utilisant le second 
théorème vectoriel de Green. 
 ( )∫∫ −− ××−××π−=
S
rˆkˆjk
ss
)Rjk(
0
s dSe)Hnˆ(kˆ)Enˆ(kˆe
R4
jkE s0s
rrr
 (II.63) 
où R0 est la distance entre le point d’observation et le centre de l’aire illuminée, k  la direction 
de diffusion,  la normale à la surface et 
s
ˆ
nˆ rˆ  le vecteur de position. 
 
Le champ incident, polarisé selon la direction , s’écrit : pˆ
 )rkˆjkexp(EpˆE i0
i vv −=  (II.64) 
Le vecteur  représente la direction de propagation de l’onde incidente. ikˆ
Pour simplifier l’expression du champ diffusé, nous calculons maintenant les champs 
tangentiels. D'après l'approximation du plan tangent, le champ total en un point de la surface est 
égal au champ incident plus le champ réfléchi par un plan tangent infini en ce point [Ulaby 1982]. 
De ce fait, le champ tangentiel s'écrit :  
 )EE(nˆ)Enˆ( ri
rrr +×=×  (II.65) 
Le champ incident est alors décomposé par projection sur les axes  et  d’un système de 
coordonnées local, formé par le trièdre direct (  : 
tˆ dˆ
)kˆ,dˆ,tˆ i
 dˆEtˆEE dti +=
r
 (II.66) 
Le champ réfléchi est relié au champ incident par un coefficient de réflexion. Les champs 
tangentiels s’écrivent alors en fonction des coefficients de réflexion de Fresnel, des coordonnées 
locales et du champ incident : 
 
)R1(E)dˆ.pˆ(tˆnˆ)R1(Etˆ)tˆ.pˆ(kˆnˆ)HH(nHn
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//00i
//
//00
//
+×−−×−=+×=×
−×−+×=+×=×
⊥
⊥
⊥
⊥
rrrrr
rrrrr
 (II.67) 
Afin de tenir compte du terme de phase, les expressions des champs tangentiels définis en (II.67) 
sont introduits dans (II.63). Le champ diffusé s’écrit alors : 
 ( )∫∫ −−− ××−××π−=
S
)kˆkˆ(rjk
ss
)Rjk(
0
s dSe)Hnˆ(kˆ)Enˆ(kˆe
R4
jkE is0s
rrrr
 (II.68) 
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II.3.3.1 Approximation de la phase stationnaire : Optique Géométrique  
L’approximation de la phase stationnaire permet de simplifier les expressions complexes 
obtenues par la méthode du plan tangent. Ce modèle repose sur l’hypothèse majeure que chaque 
point de la surface diffuse dans la direction spéculaire. 
La diffusion est essentiellement due à la réflexion de l'onde par un grand nombre de petites 
facettes normales à la direction de propagation de l'onde, les effets de diffraction locale sont exclus. 
La phase de l’onde diffusée est alors stationnaire car une seule onde est réfléchie en chaque point. 
 
Cette phase est donnée par l’argument du terme exponentiel de l’intégrale de (II.68) : 
 'zq'yq'xq'r)kˆkˆ(k zyxis ++=+−=Ψ r      avec     zˆ'zyˆ'yxˆ'x'r ++=r  (II.69) 
La phase Ψ, est dite stationnaire en un point si sa dérivée en ce point est nulle. Les expressions 
des pentes locales de la surface, Zx et Zy, sont alors calculées de la manière suivante : 
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 (II.70) 
II.3.3.2 Expressions des coefficients de rétrodiffusion 
Après une suite de calculs développés dans [Ulaby 1982], le coefficient de rétrodiffusion, dans le 
cas de l’optique géométrique s’écrit : 
 



σ
θ−θσ=σ=σ=σ
∗
2
P
2
2
P
4
r
ppqqvvvvhhhh 2
tanexp
cos2
)0)R(0R(
 (II.71) 
σp est la valeur moyenne des pentes de la surface et R  est le coefficient de Fresnel défini à 
incidence normale par : 
)0(
 
ε+
ε−=
1
1)0R(  (II.72) 
Les coefficients de rétrodiffusion sont identiques en polarisation verticale et horizontale et sont 
indépendants de la fonction d’autocorrélation de la surface. 
 
La figure II.18 représente les coefficients de rétrodiffusion obtenus avec le modèle de la phase 
stationnaire en fonction des différents paramètres de surface et de l’angle d’incidence du radar. 
Lorsque seule la pente de la surface varie, le coefficient de rétrodiffusion est plus fort près de 
l’incidence normale pour de faibles valeurs de pente. Le comportement inverse se produit lorsque 
l’angle d’incidence augmente. Lorsque la constante diélectrique augmente, le coefficient de 
rétrodiffusion diminue avec l’angle d’incidence comme le modèle SPM. 
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Figure II.18 Coefficients de rétrodiffusion du modèle de la phase stationnaire en fonction de θ 
-a- ε = 20, -b- σp = 0.3 
II.3.3.3 Domaine de validité 
Ce modèle n’est valide que pour des surfaces possédant un produit kσ suffisamment grand, 
condition nécessaire pour approcher la surface par un plan. Le rayon de courbure doit aussi être plus 
grand que la longueur d’onde. De plus, dans l’approximation de la phase stationnaire, les surfaces 
étudiées ont une grande variance des hauteurs qui représente de la diffusion non-cohérente. Toutes 
ces conditions vérifient [Ulaby 1982] : 
 6kLL cc >⇔λ>           et          λ>cR           et          θ>σ cos2
10k  (II.73) 
 
Pour une surface dont les hauteurs suivent une loi gaussienne, la dernière condition est 
équivalente à . σλ> 76.2L2c
 
Le modèle de Kirchhoff ne tient pas compte des effets d’ombre. De plus, les diffusions multiples 
étant négligées au premier ordre, le coefficient de rétrodiffusion en polarisation croisée est nul. 
II.3.4 Méthode de l’équation intégrale (IEM) 
L’IEM est un des modèles de diffusion les plus utilisées pour la télédétection de surface à l’aide 
de données micro-ondes. Les deux modèles précédemment introduits présentent une limitation du 
fait de leur domaine de validité réduit. Or, une des parties de nos travaux porte sur l’extraction des 
paramètres de surfaces à partir de données SAR multi-fréquentielles, ce qui sous-entend qu’un large 
domaine de rugosité, défini relativement à la longueur d’onde, sera étudié. Il est donc nécessaire 
d’utiliser un modèle comme l’IEM qui présente l’avantage d’être valide pour de nombreuses 
valeurs de rugosité. Ce modèle se base sur l’approximation de Kirchhoff qui est corrigée par ajout 
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d’un terme complémentaire qui tient compte des multiples interactions de l’onde avec la surface. 
Des versions simplifiées de ce modèle dans les cas des surfaces de petites et moyennes pentes et des 
surfaces de grandes pentes sont présentées dans cette partie. 
II.3.4.1 Formulations des champs diffusés et des champs tangentiels de surface 
Le modèle IEM est basé sur l’équation intégrale du champ diffusé formulé par Stratton-Chu 
[Stratton 1941] qui s’écrit dans le cas de la rétrodiffusion comme [Fung 1992] : 
 ( )∫∫ −×⋅η+×⋅×−π−=
S
ippi0
0
s
qp dS)rkˆjkexp()Hnˆ(qˆ)Enˆ(qˆkˆ)jkRexp(R4
jkE r
rr
 (II.74) 
Les indices p et q correspondent respectivement au canal de polarisation d’émission et de 
réception de l’onde. Le vecteur  indique la direction de propagation de l’onde incidente. ikˆ
 
D'après Poggio et Miller [Poggio 1973], en l’absence de charge, les champs tangentiels de 
surface, peuvent s’exprimer comme la somme du champ incident et du champ diffusé sous la 
forme : 
 
∫×π+×=×
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 (II.75) 
où 
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 (II.76) 
La représentation spectrale de la fonction de Green G et son gradient  sont définis par : G'∇
 
∫
∫
−−−+−±+π−=∇
−−−+−π−=
dudv)zzjq)yy(jv)xx(juexp(
q
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j
2
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'''
 (II.77) 
où  et z et z’ représentent les hauteurs de la surface à des positions 
différentes. 
2/1222 )vuk(q −−=
 
Le champ lointain diffusé après interaction de l’onde incidente avec une surface rugueuse est 
décomposé en un terme calculé à partir de l’approximation de Kirchhoff et en un terme de 
correction, appelé champ complémentaire. Ce dernier permet de tenir compte des interactions de 
l’onde avec les rugosités environnantes et ainsi de considérer les diffusions multiples qui sont 
ignorées dans le terme de Kirchhoff [Alvarez-Perez 2001]. 
  (II.78) cqp
k
qp
s
qp EEE +=
Les deux composantes correspondant au champ de Kirchhoff et au champ complémentaire sont 
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définies par : 
 dxdy)rkˆjk2exp(fCEE iqp0
k
qp ∫ −= r  (II.79) 
 dudv'dy'dxdydx)rkjrkj)'yy(jv)'xx(juexp(F
8
CE
E 'iiqp2
0c
qp ∫ −−−+−π= r
rrr
 (II.80) 
où )jkRexp(
R4
jk
0
0
−π−=C  et E0 est défini dans l’expression du champ incident en (II.64). 
 
Les paramètres fqp et Fqp sont respectivement appelés les coefficients de Kirchhoff et les 
coefficients complémentaires et s'écrivent en fonction des champs tangentiels de surface. Leurs 
expressions sont : 
 )E/D(])Hnˆ(qˆ)Enˆ(qˆkˆ[f i1kpkpiqp ⋅×⋅η+×⋅×=
rr
 (II.81) 
 )E/D(])Hnˆ(qˆ)Enˆ(qˆkˆ[8F i1cpcpi
2
qp ⋅×⋅η+×⋅×π=  (II.82) 
rr
avec 2y
2
x1 ZZ1 ++=D  et, Zx, Zy, les pentes locales de la surface. 
 
Les coefficients de Kirchhoff sont calculés à l’aide d’une intégration par partie sur les pentes de 
la surface à partir des équations définies en (II.75), (II.79) et (II.81). Les valeurs simplifiées de ces 
coefficients en rétrodiffusion sont : 
 0f
cos
R2
f
cos
R2
f hvhh
//
vv =θ−=θ=
⊥  (II.83) 
Ils ne dépendent que de la constante diélectrique de la surface et de l’angle d’incidence. 
 
Les coefficients complémentaires sont plus compliqués à calculer. Ils dépendent de la fonction 
de Green et de son gradient. Leurs formules générales sont développées dans [Fung 1992]. Leurs 
expressions, pour le cas de petites et moyennes pentes, sont explicitées dans cette partie. Ils 
dépendent des variables d'intégrations u et v qui représentent les composantes de rugosité de la 
surface. 
II.3.4.2 Puissance moyenne 
La puissance moyenne totale diffusée est proportionnelle à : 
 *cqp
c
qp
*k
qp
c
qp
*k
qp
k
qp
*s
qp
s
qp EEEERe2EEEE ++=  (II.84) 
La composante cohérente de la puissance est donnée par la puissance quadratique moyenne. La 
part de puissance incohérente, obtenue par soustraction de la puissance cohérente à la puissance 
totale, est donnée par : 
60  Chapitre II. Modélisation de la rétrodiffusion par une surface rugueuse  
 
*c
qp
c
qp
*c
qp
c
qp
*k
qp
c
qp
*k
qp
c
qp
*k
qp
k
qp
*k
qp
k
qp
*s
qp
s
qp
*s
qp
s
qp
EEEE
EEEERe2EEEEEEEE
−+


 −+−=−
 (II.85) 
Le coefficient de rétrodiffusion s'écrit pour la polarisation pqrs sous la forme suivante: 
 cpqrs
kc
pqrs
k
pqrs
0
2
0
pqrs
2
0
pqrs AE
PR4 σ+σ+σ=π=σ  (II.86) 
II.3.4.3 Approximation des petites et moyennes pentes 
Lorsque le produit de l’écart-type des hauteurs de la surface par le nombre d’onde est faible, 
, des termes exponentiels contenant la fonction de corrélation de la surface, sont développés 
en série de Taylor. 
3k <σ
Le coefficient de diffusion se décompose en deux termes : un terme de diffusion simple et un 
terme de diffusion multiple comme : 
  (II.87) mpqrs
s
pqrspqrs σ+σ=σ
Le coefficient de rétrodiffusion en co-polarisation est largement dominé par le terme de diffusion 
simple, le terme de diffusion multiple ayant une amplitude négligeable. Les coefficients de 
rétrodiffusion co-polarisés, , sont alors définis par : ppqqσ
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La composante de diffusion simple en polarisation croisée, , est nulle en rétrodiffusion. De 
ce fait, en polarisation croisée, le coefficient de rétrodiffusion est essentiellement dû aux diffusions 
multiples et son expression est donnée par : 
s
hvhvσ
 
     ∑∑ ∫∫∞
=
∞
=
∗
+
+−−−+σ
σ−π=σ=σ
1m 1n
x
n
x
m
hvhv
2
hv
nm22
z
22
z2
2
m
hvhvhvhv
dudv,v)k(u,v)Sk(uSv)u,((u,v)FF(u,v)F
m!n!
)(k
)k2(exp
8
k
][
(II.91) 
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avec 
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2
RR // ⊥−=R  
L’interaction des différentes composantes de rugosité de la surface intervient à travers les 
intégrales sur u et v de (II.91). 
 
Le domaine de validité est défini par : 
 ( ) cc22 kL459.0kcavec1)sinkc(L2exp
kc
kcos
3k
=<<θ−−σθ
<σ
 (II.93) 
 
 
La figure II.19 représente le comportement des coefficients de rétrodiffusion en fonction des 
différents paramètres de surface et de l’angle d’incidence du radar. 
 
Lorsque l’écart-type augmente, la puissance rétrodiffusée est plus faible près de la direction 
spéculaire, elle devient plus forte pour des angles d’incidence compris entre . Le 
même comportement est observé lorsque kL
°<θ<° 3020
c diminue. Lorsque la surface est faiblement rugueuse, 
le lobe de diffusion est étroit et la direction spéculaire est la direction privilégiée de diffusion. 
Comme il est montré sur la figure II.16, le lobe de diffusion est beaucoup plus large pour des 
surfaces rugueuses et la puissance rétrodiffusée est alors plus importante pour des angles 
d’incidence plus grands. Les caractéristiques de diffusion de ce modèle sont plus réalistes que celles 
obtenues par le modèle SPM et le modèle de Kirchhoff. 
La puissance rétrodiffusée diminue avec la constante diélectrique. Des limitations de ce modèle 
apparaissent pour de forts angles d’incidence (à partir de 70°). 
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Figure II.19 Coefficients de rétrodiffusion du modèle IEM en fonction de l’angle d’incidence 
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II.3.4.4 Approximation des larges pentes 
Lorsque l’écart-type des hauteurs est grand, il n’est plus possible d’utiliser un développement en 
série de Taylor des termes exponentiels. L’approximation des larges pentes suppose que la fonction 
d’autocorrélation de la surface est proche de 1. Le terme 1 )y,x(Nρ−  est alors remplacé par son 
développement en série de Taylor au second ordre autour de l’origine dans les trois termes de 
(II.86). Les calculs sont explicités dans [Fung 1994]. 
 
Le coefficient de rétrodiffusion obtenu pour les canaux co-polarisés est : 
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Dans le cas d’une fonction d’autocorrélation gaussienne : 
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Le coefficient de rétrodiffusion se simplifie et s’écrit alors : 
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où l’indice G signifie gaussien. 
 
 
Le coefficient de rétrodiffusion obtenu pour la polarisation croisée est : 
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 (II.97) 
 
Dans le cas d’une fonction d’autocorrélation gaussienne, le coefficient de rétrodiffusion se 
simplifie et s’écrit alors : 
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où Fhv est formulé en (II.92). 
 
Le domaine de validité est défini par 3k >σ . 
− Importance des diffusions simples et des diffusions multiples  
Le coefficient de diffusion simple est le terme le plus important dans le cas de la rétrodiffusion 
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pour les termes co-polarisés. Pour le terme croisé, il est nul dans le cas de la rétrodiffusion simple, 
le terme de polarisation croisée en configuration monostatique est essentiellement le résultat de 
diffusions multiples. La diffusion multiple est prise en compte pour les termes co-polarisés lorsque 
 et σ  [Hsieh 1997], conditions qu’il est assez rares de rencontrer sur des champs 
naturels. 
1.1k >σ 5.0p >
− Améliorations de l’IEM 
Dans le modèle proposé par A.K. Fung [Fung 1994], le terme de phase dans l’expression de la 
fonction de Green et de son gradient est négligé afin d’alléger le développement des calculs 
analytiques. Cependant, cette simplification ne permet pas de tenir rigoureusement compte des 
diffusions multiples. Récemment, différents modèles [Alvarez-Perez 2001] [Chen 2003] visant à 
corriger l’IEM existant en tenant compte du terme de phase de la fonction de Green ont été 
développés. Des différences sensibles sont observées pour les surfaces très rugueuses dans le cas 
bistatique. 
 
En plus de posséder un large domaine de validité, l’IEM présente l’avantage de pouvoir intégrer 
des surfaces non isotropes ainsi que des surfaces composées de différentes échelles spatiales, 
nécessaires pour la modélisation de champs agricoles caractérisés par des sillons périodiques. 
II.3.5 Fonctions d’ombre 
Dans le cas de surfaces très rugueuses, l’effet d’ombre doit être pris en compte [Bourlier 1999] 
lorsque la condition suivante est vérifiée : 
 )cot(p θ=σ  (II.99) 
L’effet d’ombre intervient dans le terme de diffusion simple comme un facteur multiplicatif. 
Cette fonction d’ombre dépend de l’angle d’incidence et de la pente moyenne de la surface σp. Elle 
est définie comme [Smith 1971] : 
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où erfc est la fonction complémentaire de la fonction d’erreur, erf. 
 
Pour les coefficients de rétrodiffusion multiple, la fonction d’ombre intervient sous l’intégrale. 
Elle a la même forme que celle définie en (II.100) à la différence près que le terme )cot(θ  est 
remplacé par une fonction des variables d’intégration u et v. Il est alors défini par : 
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222
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−−=  (II.102) 
Les valeurs prises par u et v représentent les différentes directions de diffusion. 
II.3.6 Conclusion 
Ces modèles respectent, jusqu’à l’ordre 2, l’hypothèse de symétrie de réflexion correspondant à 
une corrélation nulle entre les termes de co-polarisation et de polarisation croisée. Les ordres 
supérieurs ne sont pas présentés car ils sont très inférieurs aux termes d’ordre 1 et d’ordre 2 et leur 
influence sur l’extraction des paramètres de surface est négligeable [Fung 2002]. 
La figure II.20 représente les domaines de validité des trois modèles présentés. 
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Figure II.20 Domaines de validité des modèles de diffusion représentés dans le plan (kLc, kσ) 
II.4 CONCLUSION 
Ce chapitre présente les différents paramètres caractéristiques d’une surface. La rugosité est 
définie principalement par la densité de probabilité et par la fonction d’autocorrélation de ses 
hauteurs. Les notions de spectre, de fonction d’autocovariance, d’écart-type des hauteurs et de 
longueur de corrélation ont été abordées. Elles seront longuement utilisées dans le cinquième 
chapitre portant sur l’influence de la cellule de résolution SAR sur la réponse électromagnétique 
d’une surface rugueuse. Le comportement diélectrique d’un sol ainsi que différents modèles de 
constante diélectrique fonction du taux d’humidité sont également présentés. 
 
Dans la seconde partie de ce chapitre, les trois modèles de diffusion de surface les plus utilisés, 
le SPM, le modèle de Kirchhoff et l’IEM, sont exposés. Le modèle des petites perturbations L’IEM 
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présente de multiples avantages. Tout d’abord, il possède un large domaine de validité ce qui 
permet de l’utiliser pour des fréquences importantes (>5 GHz). De plus, pour des études 
polarimétriques, l’utilisation d’un tel modèle est essentielle car il permet, en tenant compte des 
diffusions multiples de l’onde avec la surface, d’obtenir un coefficient de rétrodiffusion en 
polarisation croisée différent de 0 et un coefficient de corrélation entre les canaux co-polarisés 
inférieur à 1. Enfin, ce modèle peut s’appliquer aux surfaces non isotropes et multi-échelles. Il sera 
utilisé dans la suite de ces travaux, particulièrement pour l’extraction des paramètres de surface à 
partir de données SAR. 
 
 
 CHAPITRE III. IMAGERIE SAR : PRINCIPE ET 
MESURES 
III.1 INTRODUCTION 
Dans ce chapitre, les principes de mesure et de filtrage de données SAR polarimétriques ainsi 
que les mesures polarimétriques, qui seront utilisées par la suite lors des phases de validation des 
différentes techniques d’analyse, sont présentés 
 
Dans une première partie sont exposés les principes d’acquisition et de traitement des données 
SAR monostatiques. Ces procédés de mesure impliquent des caractéristiques des données mesurées 
qu’il est indispensable de prendre en compte lors des traitements d’analyse. L’onde rétrodiffusée est 
constituée de la sommation cohérente des réponses d’un grand nombre de diffuseurs élémentaires 
contenus à l’intérieur de la cellule de résolution. L’image mesurée par le radar est la projection de la 
réponse des cibles situées au sol sur un plan oblique. Les dimensions d’une cellule de résolution 
d’une image SAR dépendent des paramètres du radar ainsi que du traitement associé. 
 
L’opération de sommation cohérente lors de la mesure de données SAR entraîne l’apparition 
d’un bruit multiplicatif (ou speckle) susceptible de perturber fortement les traitements des données 
radar ainsi que l’interprétation de leur résultat. Pour diminuer l’influence de ce bruit, des techniques 
de filtrage sont utilisées. Ainsi dans la deuxième partie de ce chapitre, nous présentons les 
propriétés statistiques de données bruitées ainsi que la procédure de filtrage polarimétrique 
proposée par J. S. Lee.  
 
La dernière partie introduit les mesures acquises en mode diffusiométrique et en mode SAR dans 
la chambre anéchoïde du Laboratoire de Signature Micro-onde Européen (EMSL) du Centre de 
Recherche Joint (JRC) à Ispra (Italie) pour différentes fréquences et différentes résolutions. Ces 
données ont été gracieusement fournies par J. Fortuny et seront utilisées pour valider les différentes 
approches développées dans les chapitres IV et V. 
III.2 PRINCIPE DE LA MESURE SAR 
III.2.1 Configuration 
Le radar est considéré à visée latérale sans dépointage azimutal. La géométrie d’une mesure SAR 
est représentée sur la figure III.1 [Olivier 1989] avec les caractéristiques suivantes : 
 
− Vsar est la vitesse du porteur qui se déplace suivant la direction azimutale. 
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− H est l’altitude de la plate-forme. 
−  est l’angle d’observation radar mesuré entre le nadir et l’axe radar-centre de l’empreinte 
au sol. 
cθ
− Rc est la distance entre le radar et le centre de l’empreinte au sol et est définie par 
. cc cos/HR θ=
− ∆X et ∆Y sont respectivement les dimensions de l’empreinte au sol dans la direction 
distance et azimut. 
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Figure III.1 Géométrie d’une mesure SAR en visée latérale dans le repère (O,X,Y,Z) 
 
Le radar émet des impulsions suivant l’axe radial, normal à son sens de déplacement et sous un 
angle d’incidence, , non nul. La longueur de la zone illuminée, appelée aussi empreinte en 
distance ou encore fauchée, se calcule à l'aide de la relation suivante : 
cθ
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RX θ
λ≈∆  (III.1) 
La largeur de la zone illuminée, appelée aussi empreinte azimutale, est déterminée 
approximativement par : 
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III.2 Principe de la mesure SAR 69 
III.2.2 Signal émis par un SAR 
Le signal émis, appelé chirp, est constitué d’une enveloppe temporelle de valeur unitaire et de 
durée Tp contenant un signal modulé linéairement en fréquence autour d’une pulsation porteuse 0ω  
avec une pente de la pulsation instantanée égale à 1ω . Ce signal s’écrit sous la forme complexe 
suivante : 
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où  représente l’enveloppe unitaire temporelle du chirp non-nulle pour . )t(a 2/T2/T pp ≤τ≤−
III.2.3 Modèle du signal reçu dans le cas d'une cible étendue 
Le signal reçu lors de l’observation d’une cible étendue résulte de la somme cohérente des 
signaux réfléchis par un grand nombre de diffuseurs, représentés par une densité de réflectivité 
complexe au sol, notée )y,x( 00γ  pour laquelle les couples  décrivent l’ensemble des points 
qui constituent la scène étudiée. Le signal s’exprime sous la forme d’une double intégration [Olivier 
1999] . 
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Le signal reçu dans le cas d’une cible ponctuelle,  étant fonction de la distance 
radiale r et non de la distance au sol x, la formulation de l’intégration de (III.4) dans le plan oblique 
requiert le changement de variable suivant : 
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L’expression du signal reçu devient alors : 
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où  représente le gain des antennes d’émission et de réception et )r;yy(G 00er − )y,r( 00effγ  la 
densité de réflectivité complexe modifiée donnée par :  
 0
0 rc
2j
22
00
00
00eff e
Hrr
)y;r()y;r(
ω−
−
γ=γ  (III.7) 
Le signal reçu peut être reformulé afin de faire apparaître des produits de convolution : 
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Une expression synthétique du signal reçu est alors obtenue sous la forme de deux produits de 
convolutions : 
 )r(h)y;r(h)y;r()y;r(s rrayeff ∗∗γ=  (III.9) 
avec les réponses impulsionnelles en azimut  et en distance h , respectivement, 
données par : 
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III.2.4 Formation de l’image SAR 
La formation de l’image SAR associée au signal modélisé dans le paragraphe précédent est 
assurée par une détection des réponses des différents contributeurs. L’utilisation de filtres adaptés 
au signal émis permet, en présence d’un bruit additif Gaussien, de maximiser le rapport signal à 
bruit et conduit à une détection au Maximum de Vraisemblance optimale. 
La compression du signal est tout d’abord effectuée en distance au moyen du filtre adapté  : )r(h *r −
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où s  est le signal compressé en distance et  la fonction d’autocorrélation en distance 
définie par : 
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Au voisinage de son maximum, 2/cT0r p<<≈ , a peut être simplifiée par : )r(r
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avec π
ω=
2
Tp1B , la largeur de bande du signal chirp. 
Le signal est alors focalisé en distance avec une résolution définie comme la distance séparant le 
maximum du premier passage par 0 de la fonction a  et donnée par : )r(
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Le signal est ensuite compressé en azimut au moyen du filtre adapté . Il est important 
de noter qu’un filtre adapté différent doit être utilisé pour chacune des distances r considérées, afin 
de prendre en compte la notion de profondeur de champ. L’image SAR résultante est alors donnée 
par : 
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avec a , la fonction d’autocorrélation en azimut : )y,r(a
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Cette fonction est obtenue par une intégration sur la largeur de l’empreinte au sol dans la 
direction azimutale, calculée au centre de l’image en considérant cRr ≈  et pour un diagramme 
d’antenne unitaire. 
La résolution en azimut est alors donnée par : 
 2
Dy
a =δ  
Malgré l'apparente similitude théorique des traitements en site et en azimut, ce dernier se révèle 
être beaucoup plus complexe lorsqu'il s'agit de mettre en œuvre effectivement un processeur. En 
effet, l'expression du filtre adapté en azimut  est dépendante de la distance r et donc 
variable au cours de la formation des lignes successives de l'image. 
)y,r(h *a −
 
L’équation de l’image SAR synthétisée donnée en (III.15) sous la forme de produits de 
convolution implique deux propriétés fondamentales. 
 
− Une image SAR résulte d’une sommation cohérente de la densité de réflectivité de la 
scène observée. Cette intégration est la source de processus aléatoires générateurs de 
bruit speckle. 
− Les fonctions d’autocorrélation en azimut et en distance présentent des résolutions 
données respectivement par δr et δa. Le domaine d’intégration de la sommation 
cohérente mentionnée précédemment est donc restreint aux résolutions physiques de 
l’image SAR. Ceci implique que des mesures effectuées à des résolutions différentes 
résultent de caractéristiques de diffusion liées à des échelles de réflectivité différentes. 
III.3 FILTRAGE DES DONNEES SAR POLARIMETRIQUES 
III.3.1 Formation du speckle 
Les images radar d'environnements éclairés par une onde électromagnétique cohérente 
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présentent des granularités cohérentes particulières et spécifiques. Ces granularités limitent 
l'interprétation des propriétés macroscopiques de la scène observée, en lui donnant une apparence 
chaotique et désordonnée. La majorité des milieux naturels présentent des diffuseurs élémentaires 
dont les dimensions sont de l’ordre de la longueur d’onde incidente. Les surfaces peuvent être alors 
extrêmement rugueuses et correspondent à des milieux hétérogènes sources de réflexions multiples 
aléatoires. Ces réflecteurs élémentaires présentent alors des diffusions indépendantes. Comme cela 
a été montré précédemment, l’onde réfléchie par la surface vers le point d'observation, résulte de 
l'addition cohérente des réponses de ces éléments diffuseurs auxquelles sont affectés des retards 
dépendants de la longueur d'onde et de l'état microscopique de la surface ainsi que de sa géométrie. 
 
L'interférence de ces ondes déphasées mais cohérentes engendre des chatoiements dans l'image 
connus sous le nom de speckle. L'effet speckle se traduit sur l'image par la présence d'une multitude 
de points soit brillants lorsque l'interférence associée est fortement constructive, soit obscurs 
lorsque l'interférence est destructive. Le speckle n'est donc pas le résultat d'une variabilité spatiale 
des propriétés physiques ou électromagnétiques de la surface illuminée par le radar. 
Dans toute image radar, il est courant de rencontrer aussi bien des parcelles où la seule texture 
présente est celle du speckle (zone homogène), que des parcelles présentant des variations spatiales 
propres à l'environnement autre que celles du speckle (zone hétérogène), comme le montre la figure 
III.2. 
 
ZONE 
HOMOGENE
 
ZONE
HETEROGENE
Figure III.2 Exemples de zones homogènes et hétérogènes sur une image SAR 
 
Il est alors indispensable de mettre en place une procédure de réduction du speckle pour une 
meilleure détection des cibles ainsi que pour une meilleure classification et identification des divers 
mécanismes de diffusion présents au sein de l'environnement. Seule une approche quantitative par 
des méthodes statistiques et probabilistes permet alors de décrire les fluctuations dues au speckle. 
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III.3.2 Description statistique du speckle 
Le manque de connaissance des détails microscopiques d'un environnement naturel sur lequel se 
réfléchit une onde électromagnétique, nécessite d'étudier statistiquement les propriétés d'une telle 
cible étendue. 
 
Une zone homogène est considérée comme étant constituée d'un ensemble de N diffuseurs 
élémentaires indépendants. Le champ électrique total rétrodiffusé par cet ensemble de cibles 
ponctuelles s'écrit: 
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Les lois statistiques décrivant ces deux grandeurs satisfont les conditions suivantes: 
− L'amplitude et la phase propre de chaque élément diffuseur sont des variables aléatoires 
statistiquement indépendantes. 
− La contribution de chaque diffuseur est indépendante de celle des autres éléments. 
− Les phases des différents éléments diffuseurs sont indépendantes entre elles et 
uniformément distribuées entre 0 et π2 . Ceci suppose que les dimensions de la cible soient 
plus grandes que la longueur d'onde émise et que sa surface soit extrêmement rugueuse 
comparée à la longueur d'onde. 
Les moyennes et variances du champ rétrodiffusé total sont alors : 
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En considérant que le nombre N de diffuseurs élémentaires est important, l'application du 
théorème central limite permet d'attribuer à ces variables aléatoires une loi de distribution 
gaussienne. Comme la partie réelle et la partie imaginaire de n  sont des variables aléatoires 
indépendantes, il est alors possible d’écrire la fonction de densité de probabilité jointe comme : 
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La moyenne de l’intensité du speckle étant usuellement considérée unitaire, la variable  suit 
alors une loi Gaussienne complexe de moyenne nulle et de variance unitaire : 
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III.3.3 Filtre vectoriel linéaire de Lee 
Toute procédure de filtrage vectoriel de suppression du speckle doit fournir en sortie une 
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information polarimétrique qui soit représentative de la cible [Lee 1994]. Pour cela il est nécessaire 
de prendre en compte les coefficients de corrélation en polarisation croisée afin de préserver 
l'information de phase relative entre les différents canaux de polarisation. 
Afin de prendre en compte toute l’information polarimétrique incohérente, la procédure de 
filtrage vectoriel du speckle utilise comme support la matrice de cohérence, T . 
Il est cependant très important de noter que si les intensités qui composent les éléments 
diagonaux de la matrice de cohérence sont caractérisées par le modèle multiplicatif du speckle, les 
coefficients de corrélation hors-diagonale ne peuvent être décrits ni par un modèle multiplicatif ni 
par un modèle additif. 
 
Afin de restituer l’information polarimétrique, le filtre doit délivrer en sortie une matrice de 
cohérence complète filtrée, T~ . J. S. Lee [Lee 1994] a défini un filtre de speckle, utilisant un 
coefficient d'adaptation k, qui revient à définir l'estimateur linéaire de la matrice de cohérence 
suivant: 
 ))(E(k)(E~ TTTT −+=  (III.21) 
Le coefficient d'adaptation k est obtenu, à partir des statistiques locales effectuées sur la fenêtre 
d’analyse appliquée sur l'image span, avec : 
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où le span est donné par span VVVVHHVVHHHH YY2Y ++=  et νσ  est le coefficient de variation du 
speckle. 
 
L'image span comporte l'information des structures hétérogènes (frontières, détails fins, 
cibles,...) présentes au sein de chaque canal de polarisation HH, HV et VV et possède les 
statistiques jointes de ces trois canaux. Si le coefficient de variation de l'image span,  est 
proche du coefficient de variation du speckle alors le pixel central appartient à une zone homogène. 
La matrice de cohérence du pixel central filtré est alors proche de la valeur moyenne sur le 
voisinage : 
)span(CV
)(E~ T≈T . Si dans la fenêtre d’analyse le coefficient de variation de l'image span est très 
supérieur au coefficient de variation du speckle, le pixel central appartient à une zone hétérogène. 
La matrice de cohérence du pixel central filtré est alors proche de sa valeur initiale : TT ≈~ . La 
détermination de ce coefficient d'adaptation k peut être accompagnée tout comme dans le cas 
scalaire, de la mise en œuvre d'une procédure de détection de contours. 
Le filtre vectoriel de suppression du speckle proposé par J.S. Lee, est un des filtres aujourd’hui 
les mieux adaptés au traitement d'images SAR multipolarisées. Il permet un lissage efficace du 
speckle dans les zones homogènes et hétérogènes et conserve aussi bien la résolution spatiale que 
les niveaux de réflectivité de cibles ou de structures hétérogènes isolées [Lee 1994]. 
De plus, ce filtre est très simple à mettre en place puisque les calculs se limitent à la 
détermination de la moyenne, de la variance et du coefficient de variation du span au sein de la 
fenêtre d’analyse. 
Il est à noter que tous les éléments de la matrice de cohérence sont filtrés de façon indépendante 
et de manière équivalente. Cette procédure évite ainsi tout couplage entre les éléments et permet de 
restituer une matrice de cohérence filtrée conservant toutes ses propriétés statistiques. 
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La conséquence majeure de l’utilisation d’une technique de filtrage de speckle est l’obtention en 
sortie du filtre de matrices de cohérence qui résultent d’une sommation incohérente et qui ne sont 
plus de rang unitaire. De telles procédures nécessitent ensuite le traitement des données au moyen 
d’un théorème de décomposition tel que celui introduit dans le premier chapitre. 
III.4 DONNEES JRC ACQUISES EN CHAMBRE ANECHOÏDE  
Ces données nous ont été gracieusement fournies par le Docteur Joaquim Fortuny du JRC (Joint 
Research Centre) en Italie. 
III.4.1 Présentation de la chambre anéchoïde 
Le laboratoire de signature micro-ondes européen, EMSL (European Microwave Signature 
Laboratory), du centre de recherche joint, JRC (Joint Research Centre), inauguré en 1992 se situe à 
Ispra en Italie. Il possède une chambre anéchoïde de forme hémisphérique d’un rayon de 10 m 
représentée sur la figure III.3 permettant de mesurer différentes cibles en mode SAR et en mode 
diffusiométrique. En outre, des mesures monostatiques et bistatiques peuvent être réalisées pour des 
angles d’incidence et azimutal variables (±115°). 
 
 
Figure III.3 Chambre anéchoïde du laboratoire JRC 
Le laboratoire est équipé d’un radar à pas de fréquence et de trois jeux d’antennes à deux 
polarisations. Le domaine de fréquence couvert s’étend de 300 MHz à 26.5 GHz et la dynamique de 
réflectivité est de 100 dB. Destiné aux recherches dans le domaine de la télédétection radar, ce 
système de mesure est aussi utilisé dans d’autres domaines tels que la mesure d’antennes, la 
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détection d’objets enfouis (mines) et les tests non-destructifs. 
III.4.2 Caractéristiques des surfaces 
Les réponses de trois surfaces naturelles de distribution des hauteurs gaussienne sont mesurées. 
Les deux premières surfaces présentent toutes deux des spectres de rugosité de forme gaussienne 
tandis que la troisième est caractérisée par la fonction d’autocorrélation mixte suivante :  
 

 +−=ρ 2c4c2N )rL(l/rexp)r(  (III.23) 
Les surfaces sont réalisées par une machine de moulure commandée numériquement (CNC). La 
figure III.4 montre une photographie d’une surface posée sur son socle dans la chambre anéchoïde 
de l’EMSL. Ces surfaces mesurent 2 m de diamètre. 
 
 
Figure III.4 Photographie du socle et de la surface 
III.4.2.1 Rugosité 
Les trois surfaces sont caractérisées par les différents paramètres de rugosité donnés dans le 
tableau suivant : 
 
Surface lisse  cm6Lc =  cm4.0=σ  
Surface mixte  cm8.1lc =  et cm6Lc =  cm9.0=σ  
Surface rugueuse  cm6Lc =  cm5.2=σ  
Tableau III.1 Valeurs des longueurs de corrélation et des écarts-types des hauteurs 
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III.4.2.2 Constante diélectrique 
Le matériel diélectrique utilisé pour réaliser ces surfaces est un mélange de sable, d’éthanédiol et 
d’eau. Ce choix respecte les critères désirés qui sont un faible coût et une constante diélectrique 
stable. La constante diélectrique de ce mélange est mesurée par une sonde coaxiale et un analyseur 
de réseau [Nesti 1998]. 
La figure III.5 représente la valeur de la partie réelle et imaginaire de la constante diélectrique en 
fonction de la fréquence. 
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Figure III.5 Constante diélectrique des surfaces rugueuses en fonction de la fréquence  
III.4.3 Génération des données diffusiométriques 
La mise en œuvre des mesures diffusiométriques est montrée sur la figure III.6. Les antennes TX 
et RX correspondent respectivement aux antennes d’émission et de réception. Les données sont 
acquises en mode quasi-monostatique (l’espace angulaire entre TX et RX est de 1°) pour différents 
angles d’incidence compris entre 10° et 50°. Durant les mesures, la cible tourne par pas de 5° autour 
de l’axe Z pour obtenir des échantillons indépendants, les données sont ainsi acquises pour 72 
angles de rotation. La matrice de diffusion est mesurée en mode monostatique tous les 11.25 MHz 
pour la bande de fréquence [1-19 GHz]. 
Le coefficient de rétrodiffusion estimé est obtenu en moyennant les 72 coefficients de 
rétrodiffusion correspondant aux différents angles de rotation. Il est normalisé par rapport à l’aire de 
la surface qui est de 3.14 m2. 
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Figure III.6 Installation des mesures diffusiométriques [Nesti 1998] 
III.4.4 Données SAR multi-fréquentielles et multi-résolutions  
III.4.4.1 Génération des données SAR 
L’installation des mesures SAR est montrée sur la figure III.7 où l’antenne statique, placée à une 
distance R0 du centre du système de coordonnées, illumine avec un angle θ une cible étendue qui se 
déplace le long de l’axe X (cross-range). 
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Figure III.7 Installation des mesures SAR 
Avec une telle géométrie de mesure, la distorsion de phase du champ proche peut être prise en 
compte en considérant un front d’onde sphérique illuminant la cible. La fonction de reflectivité 2D 
reconstruite dans un plan horizontal à la hauteur H s’écrit [Nesti 1996] : 
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 ∫ ∫ Ψ=
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4)y,x(I  (III.24) 
où c est la vitesse de la lumière, f la fréquence, xa la position de la cible sur l’axe X,  le 
champ rétrodiffusé mesuré comme une fonction de la fréquence et des coordonnées en X de la cible 
et  l’opérateur de focalisation de champ proche qui peut s’exprimer comme : 
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où k est le nombre d’onde, R la distance radiale entre le pixel à la position (x,y) et l’antenne et ya 
la coordonnée de l’antenne sur l’axe Y. L’opérateur de focalisation de champ proche n’inclut pas le 
lobe de radiation réel des antennes. 
L’ouverture linéaire synthétisée possède une longueur de 4 m (la cible est déplacée de –2 m à +2 
m le long de l’axe X). 
 
Les résolutions respectivement radiale et dans le plan sont données par :  
 Κ=λ=δ
fL2
cR
L2
R
r
a
0
a
c0  (III.26) 
 Κθ=δ sinB2
cy  (III.27) 
où  est la distance séparant l’antenne du radar au point central de la surface, Lm56.9R 0 = a la 
longueur de la synthèse d’ouverture, B la bande de fréquence autour de la porteuse (le maximum est 
18 GHz) et Κ  un facteur de dégradation du au fenêtrage ( 6.1=Κ  pour une fenêtre de pondération 
de Kaiser-Bessel). 
III.4.4.2 Caractéristiques des mesures 
Les données SAR ont été acquises pour un angle d’incidence de 40° (depuis le nadir). Les 
images sont de taille 2.5 m sur 2.5 m et sont formées de 201*201 pixels. Comme indiqué sur la 
figure III.8, la surface observée est comprise dans l’image. Dans le but de simplifier les traitements 
utilisés et d’éviter les effets de bord, la zone de l’image étudiée est un carré de 1.5 m de côté 
découpé dans la surface. 
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Figure III.8 Représentation de la surface étudiée 
 
− Etude multi-résolutions 
Les données multi-résolutions ont été mesurées à une fréquence de 14 GHz pour les résolutions 
suivantes : 4.2 cm, 4.8 cm, 5.4 cm, 6 cm, 6.6 cm, 7.2 cm, 8.4 cm, 12 cm, 18 cm et 24 cm. Elles sont 
utilisées dans le chapitre V pour valider l’étude de l’influence de la résolution sur la diffusion par 
une surface rugueuse. 
− Etude multi-fréquentielle 
Pour valider les algorithmes d’inversion développés dans le quatrième chapitre, il est nécessaire 
de disposer de données à plusieurs fréquences. Ces données ont été mesurées pour une résolution de 
24 cm aux fréquences suivantes : 3 GHz, 6 GHz, 10 GHz et 14 GHz. 
III.5 CONCLUSION 
Dans ce chapitre, les principes de base de l’acquisition et du traitement de données SAR 
monostatiques sont exposés. Ces procédés de mesures impliquent des caractéristiques des données 
mesurées qu’il est indispensable de prendre en compte lors des traitements d’analyse. Ces 
particularités sont liées à la sommation cohérente des réponses d’un grand nombre de diffuseurs 
élémentaires, la projection de la réponse des cibles située au sol sur un plan oblique et aux 
paramètres du radar. 
 
L’opération de sommation cohérente lors de la mesure de données SAR entraîne l’apparition 
d’un bruit multiplicatif, appelé speckle, qui perturbe fortement les traitements des données radar 
ainsi que l’interprétation de leur résultat. Nous présentons un des filtres polarimétriques de speckle 
développé par J. S. Lee. 
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Dans la dernière partie de ce chapitre, les données acquises en mode diffusiométrique et en mode 
SAR au JRC sont présentées. Elles seront utilisées dans les deux prochains chapitres pour 
l’extraction des paramètres de surface à partir de données SAR polarimétriques multi-fréquentielles 
et pour l’étude de l’influence de la résolution sur la réponse électromagnétique d’une surface. 
 

 CHAPITRE IV. CARACTERISATION 
POLARIMETRIQUE MULTI-FREQUENTIELLE 
D’UN SOL 
IV.1 INTRODUCTION 
Le but de chapitre est l’estimation des paramètres bio- et géophysiques d’un sol nu à partir de 
données SAR polarimétriques multi-fréquentielles. L’intérêt majeur d’utiliser des données multi-
fréquentielles réside dans la sensibilité importante des propriétés de diffusion d'un milieu naturel à 
des variations de la fréquence d'observation. Cette sensibilité est fonction des caractéristiques de la 
rugosité de la surface définies relativement à la longueur d'onde incidente. De plus, l’utilisation de 
l’information contenue dans tous les canaux de polarisation permet de discriminer certaines 
caractéristiques spécifiques des surfaces (alignement par rapport au radar, caractère aléatoire de la 
diffusion, diffusion de Bragg ). 
 
La première partie de ce chapitre présente différents modèles d’inversion existants tels que le 
modèle de Oh [Oh 1992], le modèle de Dubois [Dubois 1995] et le modèle X-Bragg [Cloude 1999] 
[Hajnsek 2001]. Les deux premiers modèles, établis sur l’analyse de mesures expérimentales, 
utilisent les rapports de coefficients de rétrodiffusion alors que le dernier emploie les paramètres 
polarimétriques présentés dans le chapitre I. 
 
Dans ces travaux, afin de satisfaire à certains critères (robustesse, large domaine de validité), 
l’algorithme d’extraction des paramètres de surface se base sur un modèle de diffusion analytique 
direct, le modèle de l’équation intégrale (IEM). De plus, pour tenir compte de toute l’information 
polarimétrique, la réponse de la surface est caractérisée par les descripteurs polarimétriques 
présentés dans le premier chapitre. Ainsi, la deuxième partie de ce chapitre concerne l’étude du 
comportement de ces descripteurs obtenus avec le modèle IEM en fonction des différentes 
caractéristiques du sol. La première étape de cette analyse considère le cas mono-fréquentiel. Pour 
simplifier l’interprétation des résultats, la longueur de corrélation est tout d’abord fixée et seuls la 
constante diélectrique et l’écart-type des hauteurs varient. Ensuite, les comportements de ces 
paramètres polarimétriques sont observés lorsque toutes les caractéristiques du sol (la constante 
diélectrique, la longueur de corrélation et l’écart-type des hauteurs) varient. A partir de cette 
analyse, un algorithme d’inversion basé sur les descripteurs polarimétriques les plus sensibles aux 
paramètres de surface est proposé. 
 
La troisième partie étudie le cas multi-fréquentiel. Des relations particulières entre les 
descripteurs polarimétriques et les paramètres de surface sont établies pour différentes gammes de 
fréquence. Deux algorithmes d’inversion multi-fréquentiels sont exposés. Le premier algorithme 
utilise deux fréquences sensibles à la rugosité et à l’humidité. Il se base sur une méthode itérative 
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qui consiste à éliminer les configurations de surface ne correspondant pas aux valeurs des 
descripteurs polarimétriques mesurés. Le deuxième schéma d’inversion proposé est basé sur 
l’utilisation d’une basse fréquence et d’une haute fréquence. Cette dernière étant directement reliée 
au taux d’humidité. 
 
Les différents algorithmes d’inversion sont appliqués sur les données SAR polarimétriques et 
multi-fréquentielles acquises au JRC en bande S, C, X et Ku et présentées dans le troisième 
chapitre. 
IV.2 DEFINITION D’UN MODELE D’INVERSION 
IV.2.1 Modèles d’inversion existants 
De nombreuses études ont prouvé l’intérêt de l’utilisation des données SAR pour l’extraction des 
paramètres de surface [Ulaby 1984] [Oh 1993] [Borgeaud 2001]. En effet, le signal diffusé par une 
surface dépend fortement des paramètres physiques du sol comme la rugosité et le taux d’humidité. 
Cette partie présente les modèles d’inversion les plus utilisés dans la littérature. Ils se basent tous 
sur des analyses empiriques ou semi-empiriques de données SAR. 
IV.2.1.1 Modèle de Oh 
− Modélisation des paramètres polarimétriques 
Le modèle semi-empirique de Y. Oh [Oh 1992] [Oh 1993] est basé sur l’observation de mesures 
expérimentales. Il s’intéresse aux rapports entre les différents coefficients de rétrodiffusion dont les 
expressions non-linéaires sont déterminées par une régression de jeux de données mesurées en 
fonction des paramètres de surface et du radar. 
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− Méthode d’inversion 
La constante diélectrique du sol est trouvée à partir de l’équation suivante résultant de la 
résolution du système de deux équations, (IV.1) et (IV.2), à deux inconnues, kσ et Γ0. 
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En réinjectant la valeur de la constante diélectrique dans (IV.1) ou (IV.2), le paramètre de 
rugosité  est directement calculé. Une autre méthode d’inversion possible consiste à utiliser une 
table de référence représentée sur la figure IV.1. Cette technique nécessite de générer un grand 
nombre de combinaisons de pramètres (p,q,ε,σ). 
σk
 
-24 -22 -20 -18 -16 -14 -12 -10
-7
-6
-5
-4
-3
-2
-1
0
σ = 0.3 cm
σ = 1.8 cm
σ = 2.5 cm
σ = 3.5 cm
σ = 5 cm
σ = 1.2 cm
σ = 0.8 cm
σ = 0.5 cm
ε = 25
ε = 4
ε = 6
ε = 10
ε = 15
p (dB)
q (dB)
σ augmente
ε augmente
 
Figure IV.1 Table de référence de Oh pour F = 1.25 GHz et θ = 40° 
 
Y. Oh [Oh 1992] précise que pour des valeurs de rugosité telles que 3k >σ , l’estimation de la 
rugosité est limitée par la perte de sensibilité de la réponse radar pour des surfaces très rugueuses. 
Ce modèle de diffusion est valide pour : 
 31.0m09.020kL5.26k1.0 vc ≤≤≤≤≤σ≤  (IV.4) 
IV.2.1.2 Modèle de Dubois 
− Modélisation des paramètres polarimétriques 
Le modèle de P. Dubois [Dubois 1995] utilise une démarche similaire à celle de Oh à la 
différence près qu’il ne requiert que les coefficients de rétrodiffusion co-polarisés. L’observation de 
deux jeux de données collectés par deux diffusiomètres permet par régression de déterminer des 
expressions simples pour les coefficients de rétrodiffusion. Ils s’écrivent comme une combinaison 
des paramètres de surface (écart-type des hauteurs et constante diélectrique) et des paramètres du 
radar (fréquence et angle d’incidence). Leurs expressions sont : 
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− Méthode d’inversion 
Ces deux relations forment un système de deux équations à deux inconnues, ε et kσ. Ces deux 
paramètres de surface peuvent être calculés analytiquement à l’aide des expressions suivantes : 
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Le domaine de validité du modèle est défini par :  
  (IV.9) 
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IV.2.1.3 Modèle X-Bragg 
− Modélisation des paramètres polarimétriques 
Cette méthode utilise le modèle de diffusion des petites perturbations au premier ordre. 
Cependant, le modèle SPM est limité du fait qu’au premier ordre, il ne peut décrire ni la 
polarisation croisée en rétrodiffusion ni les effets de dépolarisation de l’onde diffusée. S.R. Cloude 
et I. Hajnsek [Cloude 1999] [Hajnsek 2001] ont alors proposé de prendre en compte la contribution 
des pentes en azimut en perturbant la matrice de cohérence par une matrice de rotation, )(U φ , avec 
une distribution uniforme des pentes. La dernière étape consiste à moyenner les matrices de 
cohérence calculées sur toutes les composantes de la distribution des pentes de la surface. Le 
modèle de Bragg perturbé permet de modéliser la diffusion en polarisation croisée ainsi que les 
effets de dépolarisation. 
− Méthode d’inversion 
Sur la figure IV.2, l’angle α  est représenté en fonction de l’entropie H, pour différentes valeurs 
de constantes diélectriques lorsque la largeur de la distribution varie. Les courbes obtenues sont 
colinéaires, il en résulte que la constante diélectrique peut alors être directement retrouvée à partir 
d’un couple )/H α(  mesuré. Pour ce faire, il est nécessaire de générer une table de référence pour 
chaque configuration de mesure. 
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Figure IV.2 L’angle α  en fonction de l’entropie pour θ  = 40° 
En outre, S. Cloude a montré qu’à partir de mesures, une relation linéaire empirique permet de 
relier kσ à l’anisotropie [Cloude 1999], son expression est : 
 A1k −=σ           avec            k 1<σ  (IV.10) 
Cette relation permet d’extraire l’écart-type des hauteurs très facilement. Cependant, selon les 
jeux de données utilisées, il peut être nécessaire d’ajuster les coefficients de cette droite. 
 
Le domaine de validité de ce modèle est donné par : 
 1k <σ  et 4.0m0 v <<  (IV.11) 
 
Les principaux avantages des deux premiers modèles d’inversion (Oh et Dubois) sont leur 
simplicité d’utilisation et leur large domaine de validité. Par contre, le caractère empirique des 
relations établies entre les coefficients de rétrodiffusion et les paramètres du sol peut présenter des 
limitations lors de l’application sur des données SAR différentes. Ces modèles ne prennent pas en 
compte tous les canaux de polarisation. 
 
Le dernier modèle, X-Bragg, est quant à lui totalement polarimétrique, mais il présente un 
domaine de validité restreint en rugosité et se base sur quelques considérations empiriques. 
Ces différents modèles ne considèrent pas la longueur de corrélation de la surface étudiée qui, 
comme cela sera montré par la suite, peut avoir une influence considérable sur certains paramètres 
polarimétriques. 
 
D’autres modèles plus complexes à mettre en œuvre et basées sur des modèle de diffusion 
théoriques existent mais ne sont pas présentés ici  [Shi 1997] [Satalino 2000]. 
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IV.2.2 Choix d’un modèle d’inversion 
Afin d’établir notre modèle d’inversion, il est dans un premier temps nécessaire d’établir les 
conditions auxquels il doit répondre. Ainsi, un modèle performant d’extraction des paramètres de 
surface doit satisfaire aux critères suivants : 
 
− Robustesse : le modèle d’inversion doit s’adapter à une large gamme de conditions de 
mesure ainsi qu’à des conditions particulières, telles que l’utilisation de données 
partiellement polarimétriques par exemple. Une approche d’inversion basée sur un modèle 
direct performant (model based approach en anglais) possède par nature des possibilités 
d’adaptation importantes. 
− Large domaine de validité : une des parties de nos travaux portant sur l’extraction des 
paramètres de surface à partir de données SAR multi-fréquentielles, un modèle de diffusion 
valide pour un large domaine de rugosité est nécessaire. 
− Simplicité : il est nécessaire de définir un modèle direct simple à mettre en œuvre car la 
convergence de la technique d’inversion nécessite, en général, plusieurs itérations. Cette 
condition exclut toutes les méthodes exactes telle que la méthode des moments pour 
modéliser la diffusion sur une surface.  
IV.2.2.1 Analyse d’une mesure de diffusion par une surface 
Le modèle d’inversion étant basé sur un modèle direct, il est important de déterminer le modèle 
de diffusion adéquat. Ainsi, les mesures acquises en mode diffusiométrique et présentées dans le 
chapitre III sont utilisées pour mieux comprendre le mécanisme de diffusion de surface et choisir le 
modèle de diffusion. 
− Mesures 
Les réponses de deux surfaces reposant sur un socle horizontal rotatif possédant un spectre 
gaussien caractérisé par une longueur de corrélation de 6 cm et des écarts-types de 0.4 cm et 2.5 cm 
sont mesurées au moyen d’un diffusiomètre [Nesti 1998]. 
Les données polarimétriques mesurées sont constituées de 72 matrices de diffusion, S , acquises 
pour des angles de rotation différents. Ces mesures pour lesquelles la surface est perçue avec un 
angle d’orientation azimutal nul et un angle d’incidence constant, peuvent être assimilées à 72 
réalisations de la réponse d’une surface aléatoire. 
La matrice T moyenne est construite à partir des 72 réalisations et les paramètres 
polarimétriques, H et α , sont calculés pour différentes rugosités et différentes fréquences 
d’observation. Les paramètres H et α  obtenus présentent des valeurs non nulles et varient avec la 
rugosité de la surface considérée, traduisant ainsi la réponse d’ondes partiellement polarisées. 
− Conclusion 
Cette expérience permet d’exclure certaines hypothèses et de formuler différentes conclusions 
sur le phénomène de réflexion de surface : 
− La surface étant horizontale, cette expérience écarte l’hypothèse selon laquelle la 
désorientation de la matrice de diffusion par la matrice de rotation associée à l’orientation 
de la surface est à l’origine de la dépolarisation. 
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− La réponse électromagnétique mesurée par un diffusiomètre résulte d’une sommation 
cohérente. Le calcul de la diffusion par une moyenne incohérente des différentes réponses 
de la surface après découpage de la surface en "sous-pixels" est à donc à exclure. 
− Hypothèse 
Nous formulons alors une hypothèse alternative selon laquelle la dépolarisation de l’onde 
rétrodiffusée provient du fait que le signal mesuré comporte deux composantes : 
 
− Une contribution quasi cohérente occasionnée par les réflexions simples subies par l’onde 
au sein de la cellule de résolution. 
− Une composante incohérente due aux réflexions multiples subies par l’onde incidente sur la 
rugosité de la surface. 
− Validation 
Le test de cette hypothèse nécessite la mise en place de modèles de diffusion prenant en compte 
les termes de diffusion d’ordre supérieur, comme l’IEM présenté dans le chapitre II. En effet, 
l’utilisation de modèles à l’ordre 1, comme le modèle SPM, implique un coefficient de corrélation 
de valeur unitaire et un coefficient de rétrodiffusion en polarisation croisée nul. 
 
La matrice de covariance définie par le modèle IEM peut s’écrire sous la forme suivante : 
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où s = simple et m = multiple. 
 
L’hypothèse de création par les diffusions multiples des mécanismes d’ordre supérieur entraînant 
une perturbation de l’information polarimétrique et donnant des paramètres polarimétriques 
associés à une cible distribuée est testée au moyen du calcul du coefficient ERD (Eigenvalue 
Relative Difference). 
 
ERD a été défini dans le chapitre I par [Allain 2003] : 
 
nosnos
nosnos
32
32ERD λ+λ
λ−λ=      avec     1ERD1 <<−  (IV.13) 
 
Les valeurs propres sont remplacées par leur expression exposées dans le chapitre I et le 
paramètre ERD s’écrit : 
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Les termes de diffusion simple et de diffusion multiple étant décorrélés, l’expression de ERD 
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devient :  
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ce qui conduit à : 
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Il est important de noter que dans la plupart des modèles de diffusion par une surface, les ordres 
supérieurs sont négligeables pour le calcul des termes de puissance en co-polarisation [Mattia 2002] 
[Fung 2002]. L’équation (IV.18) se simplifie par : 
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Pour illustrer l’importance des diffusions multiples, la figure IV.3 représente le paramètre ERD 
en fonction de kσ pour un angle d’incidence de 40° et un spectre de forme gaussienne dans le cas 
où la diffusion multiple est négligée et dans le cas où elle est prise en compte. 
 
Le paramètre ERD est invariant quand le terme de diffusion multiple est négligé et n’apporte 
donc aucune information polarimétrique. Par contre, la prise en compte des multiples diffusions 
implique une évolution de ERD avec la rugosité ainsi qu’un coefficient de corrélation inférieur à 1 
en module. 
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Figure IV.3 ERD en fonction de kσ  
IV.2.2.2 Modèle de diffusion de surface polarimétrique 
Les coefficients de rétrodiffusion sont calculés avec le modèle IEM de diffusion de surface. La 
raison principale de ce choix est le large domaine de validité de l’IEM [Fung 1992] et sa prise en 
compte des interactions multiples de l’onde avec la surface. 
 
Pour simplifier les différents calculs, l’hypothèse de symétrie de réflexion, vérifiée pour les 
surfaces rugueuses, est considérée. Elle suppose que la corrélation entre les canaux en co-
polarisation et en polarisation croisée est nulle. 
 0SSSS XYYYXYXX == ∗∗  (IV.20) 
 
Le modèle de diffusion polarimétrique basé sur l’IEM est représenté sur la figure IV.4. En entrée 
du modèle, sont requis les différents paramètres physiques de la surface ainsi que les paramètres du 
radar. La sortie est représentée sous la forme d’une matrice de cohérence à partir de laquelle sont 
calculés les différents paramètres polarimétriques. 
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Paramètres de surface
Sn, Lc, σ, ε
Paramètres du radar
F, θ
Coefficients de rétrodiffusion
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Figure IV.4 Modèle de diffusion polarimétrique 
Les deux études, mono-fréquentielle et multi-fréquentielle, menées dans la suite de ce chapitre se 
basent sur ce modèle. Il est important de noter que ces études sont réalisées pour des surfaces de 
spectre de forme gaussienne et pour un angle d’incidence de 40°. 
IV.3 CARACTERISATION POLARIMETRIQUE D’UN SOL - MONO-FREQUENCE 
Afin de développer un modèle d’inversion efficace, il est tout d’abord important d’analyser le 
comportement des différents paramètres polarimétriques en fonction de la fréquence et des 
paramètres du sol et de trouver des relations de dépendance pertinentes entre certaines 
caractéristiques de la surface et certains descripteurs polarimétriques. 
 
L’étude du comportement des paramètres polarimétriques se divise en deux parties. Pour 
simplifier l’interprétation des résultats, la longueur de corrélation est tout d’abord supposée fixe, 
l’étude est ensuite élargie à d’autres valeurs de longueur de corrélation.  
IV.3.1.1 Gammes de valeurs des paramètres de surface 
Une étude bibliographique, survolant les principaux travaux réalisés ces 12 dernières années sur 
l’extraction des paramètres de surfaces, nous a permis de fixer des intervalles de valeurs pour les 
différents paramètres de surface. Ces domaines de validité correspondent aux valeurs de mesures 
terrain utilisées dans les différents articles consultés [Oh 1992] [Dubois 1995] [Shi 1997] [Davidson 
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2000] [Borgeaud 2001] [Hajnsek 2001]. 
 
• Taux d’humidité :      %35m%0 v <<  
• Constante diélectrique :    403 <ε<  
• Température :     5 C25TC °<<°  
• Ecart-type des hauteurs :    cm5.3cm3.0 <σ<  
• Longueur de corrélation :    cm40Lcm5.1 c <<  
 
Il est important de noter que l’écart-type des hauteurs et la longueur de corrélation de la surface 
sont liés. 
IV.3.1.2 Domaine de validité 
Lors de l’observation des différents paramètres polarimétriques en fonction des paramètres de 
surface, il a été remarqué que pour des surfaces trop faiblement rugueuses, la convergence du 
modèle n’est pas assurée. Une relation empirique déterminée de façon à exclure les surfaces ayant 
une rugosité trop faible est donnée par : 
 01.0
)sinkL(
k
2
c
>θ
σ  (IV.21) 
Le domaine de validité décroît lorsque l’angle d’incidence augmente. 
IV.3.1.3 Paramètres polarimétriques 
Les différents paramètres polarimétriques utilisés dans ce chapitre et largement développés dans 
le chapitre I sont : 
 
− L’ERD, défini à partir des valeurs propres de symétrie de réflexion comme la différence 
relative des valeurs propres [Allain 2003]. 
− Le coefficient de corrélation , défini par [Mattia 1997] suivant ρ  où 
 est défini dans le chapitre I et utilisé pour l’inversion de paramètres de surface 
[Schuler2002]. 
RRLLρ ⊥⊥ρ−= LLLLRRLL
⊥⊥ρ LLLL
− L’Anisotropie A, caractérisant l’importance relative des phénomènes secondaires : 
)/()(A 3232 λ+λλ−λ= . 
− α , l’indicateur du type de mécanisme de rétrodiffusion.  
− L’entropie H, indiquant le caractère aléatoire du phénomène de rétrodiffusion : 
 et . ∑−=
=
3
1i
i3i )p(logpH 1H0 <<
− , correspondant à l’angle α  associé au premier vecteur propre. 1α
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IV.3.2 Sensibilité des descripteurs polarimétriques aux paramètres de surface 
Le comportement des indicateurs polarimétriques en fonction des paramètres de surface est 
étudié pour une fréquence d’émission fixée à 1.25 GHz et un angle d’incidence égal à 40°.. Le 
spectre de surface est supposé de forme gaussienne 
IV.3.2.1 Longueur de corrélation constante 
La première partie de cette étude est réalisée pour une longueur de corrélation constante de 30 
cm. L’écart type des hauteurs varie entre mm1=σ  et cm10=σ  ce qui correspond respectivement 
à k  et k . Les différentes valeurs de constante diélectrique sont comprises dans 
l’intervalle . 
0262.0=σ
=ε
618.2=σ
,25,15,10, ]355[
Les différents paramètres polarimétriques calculés avec le modèle de diffusion développé dans la 
partie précédente sont représentés en fonction de kσ sur les figures IV.5, IV.6 et IV.7. 
− ρRRLL, ERD et Anisotropie 
Ces trois paramètres polarimétriques sont représentés sur la figure IV.5 en fonction de kσ. 
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Figure IV.5 Variations de ERD, de ρRRLL et de l’anisotropie en fonction de kσ pour différentes valeurs de ε 
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Les courbes de l’anisotropie en fonction de σk , représentées en haut à droite sur la figure IV.5 
pour différentes constantes diélectriques, montrent une absence de bijection entre A et σk , ce qui 
indique que l’anisotropie ne peut pas être utilisée pour l’inversion de l’écart-type des hauteurs sur 
l’intervalle considéré.  
Les paramètres, ρ et ERD sont strictement monotones avec RRLL σk . L’ERD présente cependant 
une sensibilité moindre à la valeur de la constante diélectrique et est mieux adapté que ρ  pour 
l’inversion de k . 
RRLL
σ
− Entropie 
Sur la figure IV.6, est représentée l’entropie en fonction de kσ. 
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Figure IV.6 Variations de l’entropie en fonction de kσ pour différentes constantes diélectriques 
Lorsque kσ est faible, l’entropie est quasi-indépendante de l’écart-type des hauteurs et de la 
constante diélectrique du sol. Elle augmente en fonction de ces variables pour de plus grandes 
valeurs de kσ. L’entropie peut être utilisée pour l’inversion des paramètres de surface mais elle 
nécessite l’utilisation d’un autre descripteur polarimétrique.  
− α1 et α  
Ces deux descripteurs sont tracés en fonction de kσ sur la figure IV.7. 
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Figure IV.7 Variations des angles  et 1α α  en fonction de σk  pour différentes constantes diélectriques 
Pour des valeurs de kσ supérieures à 0.5, les paramètres 1α  et α  diminuent de manière 
significative lorsque la constante diélectrique augmente. Par contre, le comportement s’inverse pour 
de petites valeurs de kσ et devient conforme à celui observé avec le modèle X-Bragg pour lequel α  
augmente avec la constante diélectrique. Cette limitation peut être contournée par l’utilisation jointe 
d’un des paramètres avec l’entropie, H. Contrairement au cas de α , les courbes décrites par 1α  en 
fonction de kσ sont parallèles pour des constantes diélectriques différentes. 
 
 
En reprenant le raisonnement du modèle X-Bragg, il est pertinent d’étudier les graphes obtenus 
lorsque les paramètres polarimétriques sont représentés les uns en fonction des autres pour des 
valeurs de kσ et ε variables comme sur la figure IV.8. 
 
Le plan H/ERD est très intéressant car pour une longueur de corrélation fixée, les courbes 
définies pour chaque constante diélectrique sont confondues. La dépendance en ε est donc nulle 
dans ce plan.  
 
Le plan H/ α  est celui utilisé dans le modèle de Cloude/Hajnsek mais la forme des courbes est 
sensiblement différentes car les valeurs de rugosité utilisées sont beaucoup plus importantes. 
 
Dans le plan ERD/ α , les différentes courbes se croisent à leurs deux extrémités. Par contre, dans 
le plan ERD/ , les courbes sont colinéaires et il est alors possible de retrouver la valeur de la 
constante diélectrique lorsque kσ est supérieur à 0.5. 
1α
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Figure IV.8 Plan des différents paramètres polarimétriques pour différentes constantes diélectriques 
IV.3.2.2 Longueur de corrélation variable 
Dans les problèmes d’extraction des paramètres physiques, aucune information a priori n’est 
disponible sur les paramètres de surface (mis à part la présence de végétation), la longueur de 
corrélation n’est donc pas connue. L’étape suivante consiste donc à faire varier la longueur de 
corrélation, en plus de l’écart type des hauteurs et de la constante diélectrique. 
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Les différents paramètres polarimétriques sont représentés en fonction de kσ. La fréquence est 
toujours fixée à 1.25 GHz et l’angle d’incidence à 40°. L’écart type des hauteurs varie entre 
 et  ce qui correspond respectivement à mm1=σ cm10=σ 0262.0k =σ  et k . Les 
différentes valeurs de constante diélectrique sont 
618.2=σ
]25,15,5[=ε  et la longueur de corrélation prend 
des valeurs comprises dans la gamme ]cm45,cm35,cm25,cm15[Lc =  ce qui correspond aux 
valeurs de kLc suivantes : . ]78.11,16.9,55.6,93.3[kLc =
− ρRRLL, ERD et Anisotropie 
Les paramètres ρRRLL, ERD et anisotropie sont tracés sur la figure IV.9 en fonction de kσ pour 
différentes valeurs de ε et de kLc. 
En observant le comportement de l’anisotropie, il apparaît évident que ce paramètre ne peut pas 
être utilisé dans les procédures d’inversion, pour le domaine de rugosité considéré. 
Par contre, les paramètres ρ et ERD sont strictement décroissants avec . Comme dans le 
cas précédent, l’ERD présente une sensibilité moindre à la constante diélectrique et à la longueur de 
corrélation que ρ  et est alors mieux adapté pour l’inversion de 
RRLL σk
RRLL σk . 
 
0.5 1 1.5 2 2.5
-1
-0.6
-0.2
0.2
0.6
1
kσ
ρRRLL
 
0.5 1 1.5 2 2.50
0.2
0.4
0.6
0.8
1
kσ
A
. .
.
.
.
.
 
0.5 1 1.5 2 2.5
-1
-0.6
-0.2
0.2
0.6
1
kσ
ERD
 
kLc = 3.9
kLc = 6.5
kLc = 9.2
kLc = 11.8
ε = 5
ε = 15
ε = 25
 
Figure IV.9 Variations de ERD, de ρRRLL et de l’anisotropie en fonction de kσ 
pour différentes constantes diélectriques et longueurs de corrélation 
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− Entropie 
L’entropie est représentée sur la figure suivante pour différentes valeurs de kLc. Elle augmente 
avec l’écart-type des hauteurs et la constante diélectrique et diminue lorsque kLc augmente. En 
outre, elle devient quasi-indépendante des paramètres de surface et tend vers 0 pour des valeurs 
caractéristiques d’une surface peu rugueuse (kσ faible et kLc fort). 
Il est important de remarquer que l’entropie est beaucoup plus sensible à des variations de kLc et 
de kσ qu’à des variations de constante diélectrique. De plus, il est possible de distinguer différents 
groupes de courbes, chacun correspondant à une seule valeur de longueur de corrélation. Il en 
résulte que ce paramètre est un bon descripteur de rugosité. 
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Figure IV.10 Variations de l’entropie en fonction de kσ 
pour différentes constantes diélectriques et longueurs de corrélation 
− α1 et α  
Les angles α  et 1 α  sont tracés en fonction de σk  sur la figure IV.11. 
 
Les courbes obtenues dans le plan kσ/ α  se croisent en plusieurs points. En effet, l’angle α  ne 
présente de comportement monotone ni avec la longueur de corrélation, ni avec l’écart-type des 
hauteurs, ni avec la constante diélectrique. Il n’est donc pas possible d’établir de relations directes 
entre ce paramètre et les paramètres physiques du sol. 
Par contre, les différentes courbes du plan σk / 1α  présentent un comportement global plus 
pertinent pour l’extraction des paramètres physiques de surface. En effet, elles peuvent être séparées 
en deux parties associées à deux comportements différents de 1α . La coupure correspond à 
l’abscisse où α  devient nul. Dans la partie gauche de ces courbes, 1 1α  augmente avec la constante 
diélectrique contrairement à la partie de droite. Cette ambiguïté peut être levée en utilisant des 
représentations dans l’espace  au sein duquel les courbes sont distinctes. ERD//H 1α
Une seconde observation très importante montre que pour chaque valeur de constante 
diélectrique, α1 tend vers une valeur constante pour les surfaces très rugueuses. Dès lors, il sera 
préférable d’utiliser le paramètre  pour caractériser la constante diélectrique. 1α
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Figure IV.11 Variations des angles α1 et α  en fonction de kσ 
pour différentes constantes diélectriques et longueurs de corrélation  
 
Ces différentes étapes nous permettent de conclure que plus le nombre des paramètres variables 
augmente, plus il devient difficile de relier les descripteurs polarimétriques aux caractéristiques de 
la surface. 
IV.3.3 Approche d’inversion mono-fréquentielle 
Trois paramètres, ERD, H et  se sont relevés particulièrement pertinents pour la 
caractérisation des divers types de surface naturelle et seront utilisés pour l’algorithme d’extraction 
des paramètres bio et géophysiques de surface. 
1α
 
L’algorithme d’inversion est divisé en deux étapes. Tout d’abord, les valeurs de l’entropie et de 
ERD sont utilisées afin de réduire de façon considérable le nombre de couples ( ) possibles. ckL,kσ
 
Ensuite, les paramètres physiques de la surface sont estimés au moyen d’un algorithme itératif 
visant à minimiser une fonction d’erreur, ξ , qui dépend de l’erreur quadratique entre les paramètres 
H/ /ERD simulés et mesurés. 1α
 
Dans le cas d’un système mono-fréquentiel, la bande la plus adaptée pour l’extraction des 
paramètres de surface est la bande L du fait de sa grande sensibilité à la fois à l’humidité et à la 
rugosité [Paloscia 1997] 
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IV.4 CARACTERISATION POLARIMETRIQUE D’UN SOL - MULTI-FREQUENCES 
Jusqu’ici, l’analyse du comportement polarimétrique s’effectue à fréquence constante. Trois 
descripteurs polarimétriques H/ /ERD se sont relevés pertinents pour l’analyse des propriétés 
d’une surface naturelle. 
1α
 
Dans cette partie, l’analyse est étendue au cas multi-fréquentiel utilisant le fait que la surface 
répond différemment à des ondes émises à des fréquences distinctes. La fréquence est un paramètre 
dont dépend fortement la sensibilité du SAR à la rugosité de surface.  
 
L’influence de la fréquence sur les paramètres polarimétriques obtenus à partir du modèle de 
diffusion est étudiée. Et enfin, les relations entre les paramètres polarimétriques et les paramètres de 
surfaces obtenues permettent de développer deux algorithmes d’inversion bi-fréquentiels. 
IV.4.1.1 Comportement particulier de α1 en HF 
En reprenant les commentaires de la figure IV.11, une expression analytique de α1basée sur 
l’IEM est développée en HF. 
Le paramètre α1 est tracé en fonction de la fréquence sur la figure IV.12 pour un angle 
d’incidence de 40° et un spectre de surface de forme gaussienne. 
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Figure IV.12 Comportement de α1 en fonction de la fréquence 
Sur cette figure, la valeur de α1 est constante à partir de 8 GHz. En utilisant les expressions des 
coefficients de rétrodiffusion donnés par l’IEM, le paramètre α1 peut être calculé en HF en fonction 
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de ε et de θ. 
 
La forme générale d’un vecteur propre s’écrit : 
  (IV.22) 








βα
βα
α
=
γ
δ
1
1
j
11
j
11
1
e)sin()sin(
e)cos()sin(
)cos(
1v
α1 est calculé à partir de (IV.22) : 
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L’expression analytique du premier vecteur propre de la matrice de cohérence dans le cas la 
symétrie de réflexion est donnée par : 
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En utilisant les équations (IV.23) et (IV.24), l’expression suivante de α1 est trouvée : 
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Reprenons l’expression des coefficients de rétrodiffusion dans le cas de l’IEM : 
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Le spectre de la surface est supposé gaussien, il s’écrit donc comme : 
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Tous les coefficients de rétrodiffusion sont facteurs d’un terme indépendant de la polarisation : 
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Lorsque n est assez grand, le terme complémentaire de Ipp sera négligeable devant le terme de 
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En reprenant l’équation (IV.26), le terme de somme de (IV.31) s’élimine dans le rapport des 
coefficients de rétrodiffusion car il est le même pour chaque polarisation.  
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Dans cette expression, α1 est indépendant de la rugosité en hautes fréquences. Il est important 
pour pouvoir faire cette approximation d’avoir un terme de rugosité kσ assez élevé.  
 
Dans le cas de larges pentes, le modèle de l’IEM donne les expressions des coefficients de 
rétrodiffusion copolarisés suivants : 
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Dans le cas d’une fonction d’autocorrélation gaussienne : 
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104  Chapitre IV. Caractérisation polarimétrique multi-fréquentielle d’un sol  
Le coefficient de rétrodiffusion se simplifie et s’écrit alors : 
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En reprenant l’expression (IV.26) de α1, on retrouve le même résultat que dans le cas des petites 
et moyennes pentes car le terme 



θσ
θ−θσ 22
22
c
22
2
c
cos)(k4
sin)(kLexp
cos)(k16
)(kL  se met en facteur de tous les 
coefficients de rétrodiffusion. 
Sur la figure IV.13, le paramètre α1 obtenu à partir de (IV.32) est tracé en fonction de la 
constante diélectrique pour différents angles d’incidence. 
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Figure IV.13 Comportement de α1 en hautes fréquences 
 
En hautes fréquences, α1 permet de déterminer directement la constante diélectrique car elle tend 
vers une constante quelles que soient les valeurs prises par kLc et kσ pour un angle d’incidence fixe. 
IV.4.2 Schémas d’inversion multi-fréquentiels  
L’utilisation de données acquises à plusieurs fréquences permet d’accroître la quantité 
d’information disponible lors de l’estimation des paramètres de surface. De plus, une approche 
multi-fréquentielle permet de réduire les risques d’estimations des paramètres de surface ambiguës 
ou mal conditionnées. 
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IV.4.2.1 Utilité des fréquences 
Les différentes bandes de fréquences micro-ondes utilisées pour la télédétection à l’aide de 
l’imagerie SAR sont résumées sur la figure IV.14. 
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Figure IV.14 Bandes de fréquence 
 
Nous invitons le lecteur à consulter les références suivantes qui traitent de l’utilité des bandes de 
fréquences en télédetection : [Fung 1992][Rao 1993][Oh 1993] [Borgeaud 1994] [Narayanan 
1994][Ulaby 1998][Ferro-Famil 2000][Allain 2002][Li 2002]. 
 
− Pour l’inversion de rugosité : 
Les bandes de fréquences sensibles à la rugosité sont les bandes allant de L à C pour les surfaces 
rugueuses à très rugueuses et les bandes L à X pour les surfaces plus faiblement rugueuses. 
− Pour l’inversion du taux d’humidité ou de la constante diélectrique : 
Toutes les bandes de fréquences peuvent être utilisées (bande L aux bandes K). On peut aussi 
considérer que pour une fréquence supérieure à 10 GHz, la sensibilité de la  rétrodiffusion du sol à 
la rugosité (définie par kσ et kLc) diminue de façon importante et la réponse ne dépend alors que du 
taux d’humidité. 
 
Il est ainsi intéressant d’utiliser une fréquence de valeur élevée pour extraire le taux d’humidité à 
partir de données SAR. Cependant, des problèmes peuvent venir du niveau de bruit des données qui 
peut être proche des valeurs des coefficients de rétrodiffusion.  
La constante diélectrique peut aussi être retrouvée à des fréquences plus basses pour lesquelles la 
rétrodiffusion dépend aussi de la rugosité. L’inversion est alors plus complexe. 
IV.4.2.2 Deux basses fréquences 
Une première méthode d’inversion consiste à utiliser deux "basses" fréquences qui sont sensibles 
à la fois à la rugosité et à l’humidité du sol. Ces deux fréquences sont choisies parmi la bande P, la 
bande L, la bande S et la bande C.De manière similaire au cas mono-fréquentiel, une fonction 
d’erreur est construite à partir des termes d’erreurs quadratiques estimés pour les deux bandes de 
fréquence. Un algorithme d’optimisation est alors utilisé afin de minimiser cette fonction de façon 
jointe pour les deux jeux de paramètres polarimétriques [Allain 2003]. 
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L’avantage de la fréquence la plus basse réside dans la sensibilité de ERD à la rugosité. La 
gamme de kσ et de kLc possibles est restreinte par l’observation simultanée de ERD et de 
l’entropie. Ensuite, comme dans le cas mono fréquentiel, les paramètres H/α1/ERD sont utilisés 
pour l’extraction finale des paramètres de surface. L’avantage de la plus haute des deux fréquences 
est d’avoir une pente plus forte de ERD et donc de réduire la gamme de kσ possibles. 
Le synoptique de cet algorithme d’inversion est représenté sur la figure IV.15. 
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Figure IV.15 Synoptique de la méthode d’inversion deux BF 
IV.4.2.3 Une haute et une basse fréquence 
Pour des données acquises à une fréquence supérieure à 15 GHz, il est possible d’utiliser 
directement l’angle α  pour extraire la constante diélectrique. La limite de 15 GHz est arbitraire, 
cette fréquence peut être inférieure pour des surfaces très rugueuses. 
1
 
Connaissant la valeur de la constante diélectrique, il est alors facile d’utiliser l’algorithme 
d’inversion mono-fréquentiel pour retrouver les paramètres de rugosité. Mais dans ce cas, la 
constante diélectrique est une information connue à priori et l’algorithme devient alors beaucoup 
plus rapide.  
La méthode d’inversion ainsi proposée [Allain 2003] est résumée sur le schéma IV.16. 
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Figure IV.16 Synoptique de la méthode d’inversion une BF et une HF 
IV.5 APPLICATION DU MODELE SUR DES DONNEES SAR 
IV.5.1 Données SAR acquises au JRC 
Pour valider les algorithmes d’inversion développés dans ce chapitre, il est nécessaire de 
disposer de données à plusieurs fréquences. Ces données SAR polarimétriques, présentées dans le 
troisième chapitre, ont été mesurées pour une résolution de 24 cm et un angle d’incidence de 40° 
aux fréquences suivantes : 3 GHz, 6 GHz, 10 GHz et 14 GHz. 
 
Les valeurs de constante diélectrique mesurées sont exposées dans le tableau ci-dessous : 
 
Fréquence 3 GHz 6 GHz 10 GHz 14 GHz
Partie réelle de la constante diélectrique 7.85 6.35 5.5 5.1 
Partie imaginaire de la constante diélectrique 2.6 2.8 2.2 1.8 
Tableau IV.1 Valeurs de la constante diélectrique pour les 4 fréquences d’acquisition 
Les deux surfaces de spectre de forme gaussienne sont caractérisées par des paramètres de 
rugosité différents qui sont donnés dans le tableau suivant : 
 
Surface lisse  cm6Lc =  cm4.0=σ  
Surface rugueuse  cm6Lc =  cm5.2=σ  
Tableau IV.2 Valeurs des longueurs de corrélation et des écarts-types des hauteurs 
pour les deux surfaces 
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En utilisant les valeurs de fréquence disponibles, les différentes valeurs prises par kLc et par kσ 
sont données dans le tableau suivant : 
 
Surface lisse Surface rugueuse 
Fréquence 
kLc kσ kLc kσ 
3 GHz 3.7699 1.5708 3.7699 0.2513 
6 GHz 7.5398 3.1416 7.5398 0.5027 
10 GHz 12.5664 5.2360 12.5664 0.8378 
14 GHz 17.5929 7.3304 17.5929 1.1729 
Tableau IV.3 Valeurs de kLc et kσ des deux surfaces 
− Présentation de α1 
Le paramètre α1 mesuré tend en haute fréquence vers une valeur constante conformément aux 
calculs présentés précédemment pour les trois surfaces. La surface mixte est présentée dans le 
chapitre III. 
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Figure IV.17 α1 en fonction de kσ pour les trois surfaces rugueuses 
IV.5.2 Inversion par les modèles de Oh, de Dubois et par notre modèle 
Dans un premier temps, une inversion des paramètres polarimétriques a été réalisée dans le cas 
mono-fréquentiel. Les résultats obtenus avec notre modèle H/α1/ERD sont comparés à ceux obtenus 
avec les modèles de Oh et de Dubois. 
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IV.5.2.1 Surface lisse 
Les résultats d’inversion sont synthétisés dans le tableau IV.4. 
 
Modèle 3 GHz 6 GHz 10 GHz 14 GHz 
ε 33.6331 21.7967 27.9764 33.3024 
Dubois 
σ (cm) 1.3 0.69 0.67 0.59 
ε 8.3615 5.5852 6.5722 8.1245 
Oh 
σ (cm) 0.06 0.25 0.17 0.12 
ε 18.2 2.6 5 Modèle 
H/α1/ERD σ (cm) 0.3 0.26 0.9 
 
Tableau IV.4 Résultats d’inversion sur la surface lisse avec les modèles de Oh et de Dubois et notre modèle 
Les résultats obtenus par le modèle de Dubois surestiment totalement la constante diélectrique 
pour toutes les fréquences mais donnent une assez bonne estimée de l’écart-type des hauteurs. La 
constante diélectrique extraite à partir du modèle de Oh se rapproche de la valeur mesurée et cela 
quelle que soit la fréquence d’observation. L’écart-type des hauteurs est sous-estimé surtout à 3 
GHz. Notre modèle en mono-fréquence retrouve des valeurs de rugosité proches de 0.4 cm 
correspondantes à celle mesurée. La constante diélectrique extraite est très variable selon la bande 
de fréquence utilisée. La meilleure estimée intervient à 10 GHz, ce qui peut s’expliquer par la baisse 
de sensibilité de la réponse radar à la rugosité. 
IV.5.2.2 Surface rugueuse 
Les résultats d’inversion sont synthétisés dans le tableau IV.5. 
 
Modèle 3 GHz 6 GHz 10 GHz 14 GHz 
ε 42.3780 44.2319 46.7199 44.7840 
Dubois 
σ (cm) 30.87 36.64 21.4 17.7 
ε 4.1305 Oh 
σ (cm) 1.28 
 
ε 7.72 4.93 7.9 Modèle 
H/α1/ERD σ (cm) 3.5 2.5 1.5 
 
Tableau IV.5 Résultats d’inversion sur la surface rugueuse avec les modèles de Oh et Dubois 
Les résultats obtenus par le modèle de Dubois surestiment la constante diélectrique et l’écart-
type des hauteurs pour toutes les bandes de fréquences. Le modèle de Oh atteint ses limitations et ne 
converge plus pour les fréquences supérieures à 3GHz. Les valeurs de constante diélectrique 
extraites avec notre modèle sont proches de celles mesurées et l’écart-type des hauteurs est 
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parfaitement estimé pour 6 GHZ. Pour 10 GHz, la réponse du radar devient insensible à la rugosité 
et il est alors difficile d’interpréter correctement les valeurs obtenues pour l’écart-type des hauteurs. 
 
CONCLUSION : Les résultats obtenus avec le modèle de Dubois surestiment les valeurs de 
rugosité et d’humidité. Les valeurs de constante diélectrique obtenues avec le modèle de Oh sont 
très proches de la mesure terrain sur la surface lisse. Il est hors-domaine pour la surface rugueuse en 
haute fréquence. Les résultats acquis par notre modèle H/α1/ERD permettent d’obtenir des valeurs 
de rugosité relativement correctes mais variant fortement avec la fréquence. Pour palier à ce 
problème, nous appliquons nos algorithmes bi-fréquentiels. 
IV.5.3 Algorithme "deux basses fréquences" : bande S et bande C 
Dans un premier temps, la méthode développée dans la partie précédente pour deux basses 
fréquences est appliquée sur la surface lisse pour les fréquences 3 GHz et 6 GHz. Les résultats 
d’inversion sont : 
 
 
F1BF = 3 GHz et F2BF = 6 GHz 
ε 8.5 
σ (cm) 0.37 
 
En reprenant les mesures terrain et les résultats obtenus dans le cas mono-fréquentiel, 
l’utilisation de deux fréquences donne une bien meilleure estimée de la constante diélectrique et de 
l’écart-type des hauteurs. En effet, la constante diélectrique extraite est égale à 8.5, valeur proche de 
la valeur réelle de 7 tandis que dans le cas mono-fréquentiel elle fluctue entre 2.6 et 18.2. En effet, 
la constante diélectrique extraite est de 8.5, proche de la valeur réelle égale à 7, tandis que dans le 
cas mono-fréquentiel elle fluctue entre 2.6 et 18.2. De même, l’écart-type des hauteurs obtenu avec 
l’algorithme deux basses fréquences et égal à 0.37 cm est proche de la valeur terrain de 0.4 cm. 
Dans le cas mono-fréquentiel, les valeurs de σ extraites sont moins bonnes et comprises entre 0.26 
et 0.9 cm. 
IV.5.4 Algorithme "une haute et une basse fréquence" : bande S et bande X 
Le deuxième algorithme d’inversion est appliqué sur les mesures acquises sur la surface 
rugueuse à 3 GHz et 10 GHz. 
 
La première étape de l’algorithme, réalisée à partir de la valeur de α1 à 10 GHZ, permet 
d’extraire la constante diélectrique, la valeur trouvée est 9.7=ε . Cette constante diélectrique est 
ensuite utilisée comme paramètre à priori connu en association avec les paramètres H/α1/ERD 
associés à la fréquence 3 GHz pour l’extraction de l’écart-type des hauteurs. La valeur de la sortie 
de la dernière étape de l’algorithme correspond à une rugosité de cm13.3=σ . 
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F1BF = 3 GHz et F2HF = 10 GHz 
ε 7.9 
σ (cm) 3.13 
 
L’utilisation de cet algorithme permet d’obtenir une meilleure estimée des paramètres de surface 
que les algorithmes d’inversion mono-fréquentiels. 
IV.6 CONCLUSION 
Dans ce chapitre, nous nous sommes intéressés à l’extraction des paramètres de surface à partir 
de données SAR polarimétriques et multi-fréquentielles.  
Des modèles d’inversion existants et souvent utilisés sont exposés. Dans le but de développer un 
modèle d’inversion basé sur un modèle de diffusion théorique, il est nécessaire de choisir de 
manière pertinente le modèle de diffusion. Pour ce faire, des mesures acquises au JRC par un 
diffusiomètre sont analysées. Le modèle de diffusion le plus adapté à nos requêtes est le modèle de 
l’équation intégrale (IEM). 
 
Une analyse du comportement des descripteurs polarimétriques, obtenus avec ce modèle, en 
fonction des caractéristiques du sol est menée. La première étape de cette analyse considère le cas 
mono-fréquentiel. De plus, pour simplifier l’interprétation des résultats, la longueur de corrélation 
est tout d’abord fixée et seuls la constante diélectrique et l’écart-type des hauteurs varient. Ensuite, 
les comportements de ces paramètres polarimétriques sont observés lorsque toutes les 
caractéristiques du sol (la constante diélectrique, la longueur de corrélation et l’écart-type des 
hauteurs) varient. De cette analyse, trois paramètres polarimétriques, l’ERD, l’entropie et α1, se 
sont révélés pertinents pour l’extraction des paramètres physiques de surface. De plus, une relation 
particulière est observée entre le paramètre α1 et la constante diélectrique en hautes fréquences. Le 
calcul théorique, basé sur l’IEM, permet de trouver une relation linéaire entre ces deux paramètres. 
 
Une troisième partie propose deux algorithmes d’inversion multi-fréquentiels. Le premier 
algorithme consiste à utiliser deux fréquences sensibles à la rugosité et à l’humidité. Il se base sur 
une méthode itérative qui consiste à éliminer les configurations de surface ne correspondant pas aux 
descripteurs polarimétriques mesurés. Le deuxième schéma d’inversion proposé est basé sur 
l’utilisation d’une basse fréquence et d’une haute fréquence. Cette dernière étant directement reliée 
au taux d’humidité. 
 
Les différents algorithmes d’inversion sont validés sur les jeux de données SAR polarimétriques 
et multi-fréquentielles acquises au JRC en bande S, C, X et Ku. L’algorithme mono-fréquentiel 
H/α1/ERD est tout d’abord appliqué pour chacune des 4 fréquences et les résultats obtenus sont 
comparés à ceux obtenus avec les modèles d’inversion de Dubois et de Oh. Une légère amélioration 
des résultats est observée, cependant, selon la fréquence d’observation, les paramètres extraits 
fluctuent considérablement. Ainsi, en utilisant les algorithmes bi-fréquentiels proposés, une nette 
amélioration des résultats d’inversion est constatée. 

 CHAPITRE V. MODELISATION DE L’INFLUENCE 
DE LA RESOLUTION SAR 
V.1 INTRODUCTION 
Les différents modèles de diffusion présentés dans le chapitre II calculent la réflectivité d’une 
surface rugueuse considérée comme infinie. Or, dans le cas de l’imagerie SAR, la surface observée 
par le radar est limitée par la dimension de la cellule de résolution, ce qui peut dans certains cas, 
entraîner des modifications des caractéristiques de diffusion. 
 
Peu de travaux ont été menés jusqu’à ce jour sur ce sujet. Les deux principales études ont montré 
que la diffusion par une surface devient dépendante de la taille de la cellule de résolution lorsque 
cette dernière diminue [Nesti 1996] [Sarabandi 1995]. En particulier, Nesti & al ont observé que les 
statistiques du signal SAR rétrodiffusé par une surface rugueuse dépendent de la résolution spatiale 
du SAR lorsque celle-ci atteint des valeurs plus faibles que deux fois la longueur de corrélation de 
la surface. Le but de ce chapitre est de définir plus précisément l’influence de la résolution sur la 
réponse polarimétrique d’une surface rugueuse. Pour ce faire, un modèle de diffusion de surface 
tenant compte de la taille de la cellule de résolution est développé. 
 
Pour modéliser de façon réaliste la réponse d’un sol observé par le SAR, la surface rugueuse est 
caractérisée, dans la première partie de chapitre, comme un processus aléatoire à deux échelles. La 
fréquence de coupure qui délimite les supports fréquentiels de la petite et de la grande échelle est 
fixée par la résolution spatiale du SAR. Le cas particulier de la surface gaussienne est traité.  
 
Dans une deuxième partie, est présenté un modèle hybride de diffusion polarimétrique basé sur 
la représentation deux échelles de la surface. Les orientations des cellules de résolution calculées à 
partir de la surface grande échelle et la rugosité de surface liée à la petite échelle sont utilisées en 
entrée du modèle IEM qui calcule les coefficients de rétrodiffusion pour chaque cellule de 
résolution. Enfin, la réponse polarimétrique globale de la scène est obtenue par la moyenne sur la 
surface grande échelle des différents paramètres α/H , associés à chaque cellule de résolution. Ce 
modèle à deux échelles hybride est différent des modèles à deux échelles classiques souvent utilisés 
dans la littérature. Il ne considère pas l’aspect multi-échelles de la surface, mais tient compte de la 
taille de la résolution SAR en divisant le spectre de la surface en deux échelles. 
 
Dans la dernière partie, les résultats obtenus avec le modèle hybride à deux échelles sont 
comparés avec les mesures SAR polarimétriques acquises en chambre anéchoïde au sein du 
Laboratoire de Signature Micro-onde Européen (EMSL) du Centre de Recherche Joint (JRC) à 
Ispra (Italie). Plusieurs valeurs de résolution, inférieures et supérieures à la longueur de corrélation, 
sont utilisées. 
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V.2 MODELISATION D’UNE SURFACE AVEC PRISE EN COMPTE DE LA 
RESOLUTION SAR 
V.2.1 Surface observée par le radar 
Comme cela a été présenté dans le troisième chapitre, l’image SAR résulte d’une sommation 
cohérente des réponses d’un grand nombre de contributeurs à l’intérieur des cellules de résolution 
de taille R. La surface totale observée est donc vue par le radar comme un ensemble de cellules de 
résolution représenté sur la figure V.1. 
 
R
Surface initiale
Grande échelle Petite échelle
 
Figure V.1 Surface observée par le radar découpée en deux échelles 
La surface observée par le SAR est composée d’une grande échelle correspondant aux cellules 
de résolution et d’une petite échelle représentant la rugosité à l’intérieur de la cellule de résolution. 
V.2.2 Décomposition du spectre de rugosité 
Pour générer ce pocessus à deux échelles, le spectre de rugosité de la surface totale est divisé en 
deux parties [Brown 1978][Bahar 1983][Dierking 1999][Allain 2003] : une composante basse 
fréquence (BF) liée à la grande échelle et une composante haute fréquence (HF) liée à la petite 
échelle. 
V.2.2.1 Fréquence de coupure spatiale  
La composante petite échelle de la surface représentée sur la figure V.1 est composée de signaux 
dont les fréquences sont minorées par une fréquence de coupure Fc, liée à la taille d’une cellule de 
résolution. 
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La décomposition d’une surface en deux échelles résulte du principe de fonctionnement de 
l’image SAR, présenté au chapitre III. Une cellule de résolution est alors délimitée par les premiers 
passages par 0 de la fonction d’appareil SAR qui est de la forme : 
 

 π∗


 π∝
xy
T R
xncsi
R
yincs(y,x)h  (V.1) 
où Rx et Ry sont respectivement les résolutions en azimut et en distance. 
Les fréquences de coupure selon x et y correspondantes sont calculées par application d’une 
transformée de Fourier sur (V.1) et s’écrivent : 
 
x
cx R2
1F =           et          
y
cy R2
1F =  (V.2) 
Les deux parties du spectre, la composante BF et la composante HF représentées sur la figure 
V.2 pour le cas mono-dimensionnel, sont définies à partir du spectre initial, S , par : )f( x0
  (V.3) 
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1Fcx =R2
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Figure V.2 Séparation du spectre 1D en deux composantes 
 
Dans le cas de surfaces bidimensionnelles, la formule (V.3) est étendue aux spectres 2D. Le 
domaine de coupure est alors un rectangle obtenu à partir de la transformée de Fourier de 
l’expression (V.1). 
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Il en résulte que les spectres BF et HF sont définis par [Allain 2003]: 
 ),f(fS),f(fS),f(fS yxHFyxBFyx0 +=  (V.4) 
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 (V.5) 
 
 
Lors de mesures à basse résolution, la valeur élevée de la taille de la cellule de résolution 
implique que Fc tend vers 0, alors : 
 0),f(fS yxBF ≈      et     S ),f(fS),f(f yx0yxHF ≈  (V.6) 
La surface observée est donc considérée comme infinie et se retrouve simplement décrite par un 
processus à une seule échelle. Dans ce cas, le phénomène de diffusion de surface est indépendant de 
la taille de la cellule de résolution. 
V.2.2.2 Surface haute fréquence 
Le spectre HF, SHF, correspond à la surface petite échelle sur laquelle le SAR effectue la 
sommation cohérente des contributions des différents diffuseurs. Il décrit la rugosité à l’intérieur de 
la cellule de résolution. 
 
En utilisant la figure V.2, la fonction d’autocovariance se calcule dans le cas 1D comme : 
  (V.7) ∫∫
∞
π
−
∞−
π +=ρ
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F
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F
x
fl2j
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Sur la figure V.3, est représenté le plan des fréquences spatiales . La partie rayée 
correspond au domaine des fréquences spatiales du spectre HF. 
)f,f( yx
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Figure V.3 Spectre 2D haute fréquence 
 
La fonction d’autocovariance HF 2D, HFρ , correspond à la transformée de Fourier inverse du 
spectre bidimensionnel tronqué. Pour simplifier les calculs, l’expression de ρ  est divisée en 
quatre intégrales dont les domaines d’intégration sont représentés sur la figure V.3. 
HF
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Les spectres gaussiens et exponentiels d’une surface isotrope stationnaire introduits dans le 
chapitre II présentent la propriété de séparation selon fx et fy suivante : 
 )f(S)f(S)f,f(S yxyx =  (V.9) 
 
Ainsi, la fonction d’autocovariance devient : 
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  (V.10) 
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La fonction d’autocovariance HF 2D s’exprime par conséquent en fonction des spectres 1D, 
,S  et S  : )f(S x0 )f( xHF )f( xBF
 ( ) ( ) ( ) ( ))f(STF)f(STF)f(STF)f(STF)l,l( xBF1yHF1xHF1y01yxHF −−−− +=ρ  (V.11) 
V.2.2.3 Surface basse fréquence 
Le spectre BF, SBF , définit les caractéristiques de la grande échelle, qui sont liées aux pentes des 
facettes de dimensions Rx et Ry dans les directions azimut et distance. 
Dans le cas 1D, la fonction d’autocovariance BF se calcule comme la transformée de Fourier du 
spectre initial sur l’aire d’intégration [  : ]F;F cxcx−
  (V.12) ∫
−
π=ρ
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F
F
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L’expression de la fonction d’autocovariance BF bidimensionnelle, établie à partir de la 
transformée de Fourier inverse du spectre, est calculée sur le domaine d’intégration représenté sur la 
figure V.4 par la zone rayée. 
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Figure V.4 Spectre 2D basse fréquence 
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La fonction d’autocovariance BF 2D, ρBF, obtenue est : 
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Les intégrales sur les variables fx et fy peuvent être séparées. La fonction d’autocovariance BF 
s’exprime alors à partir des spectres BF 1D : 
 ( ) ( ))f(STF)f(STF)l,l( xBF1yBF1yxBF −−=ρ  (V.14) 
 
D’après (V.4) et en utilisant la propriété de linéarité de la transformée de Fourier, la fonction 
d’autocovariance 2D totale s’écrit comme la somme des fonctions d’autocovariance HF et BF : 
 )l,l()l,l()l,l( yxHFyxBFyx0 ρ+ρ=ρ  (V.15) 
 
Jusqu’ici, une méthode générale tenant compte de l’influence la taille résolution SAR sur la 
surface vue par le radar a été exposée. Dans le prochain paragraphe, le cas particulier d’une surface 
initiale de spectre gaussien est étudié. 
V.2.2.4 Application au cas gaussien 
Les différentes caractéristiques d’une surface gaussienne utilisées dans cette partie ont été 
présentées dans le chapitre II. 
− Surface monodimensionnelle 
La fonction d’autocovariance et le spectre associés à une surface de corrélation gaussienne sont :  
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La fonction d’autocovariance du spectre HF est calculée en utilisant l’équation (V.7) et son 
expression est : 
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 (V.18) 
avec Re  la partie réelle de x et erf  la fonction d’erreur à valeurs complexes définie par : )x( )z(
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 ∫ −π=
z
0
2 dt)texp(2)z(erf  (V.19) 
Elle possède les deux propriétés suivantes : 
           et           (V.20) )z(erf)z(erf −=− )z(erf)z(erf ∗∗ =
 
La variance des hauteurs de la surface HF est donnée par : 
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où erfc  )z(erf1)z( −=
 
La fonction d’autocovariance du spectre basse fréquence est calculée en utilisant (V.12) et son 
expression est : 
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 (V.22) 
 
La variance des hauteurs de la surface BF est 
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La figure V.5 montre les fonctions d’autocorrélation initiale, BF et HF dans le cas gaussien : 
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Figure V.5 Fonctions d’autocorrélation 1D gaussienne, BF et HF 
− Surface bidimensionnelle 
Il est important de noter que les cellules sont considérées carrées et que donc . cycx FF =
Dans le cas gaussien, la fonction d’autocovariance et le spectre d’une surface rugueuse 2D sont 
définis par : 
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La fonction d’autocovariance du spectre haute fréquence est calculée en utilisant l’expression 
(V.11). Elle s’écrit à partir des fonctions d’autocovariance mono-dimensionnelles BF, HF et 
gaussienne. Son expression est : 
 )l()l()l()l()l,l( xGBFyGHFxGHFyGyxGHF ρρ+ρρ=ρ  (V.26) 
En reprenant les expressions des fonctions d’autocovariance gaussiennes dans le cas 1D, 
l’expression de  est : GHFρ
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Cette expression peut être simplifiée : 
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La fonction d’autocovariance du spectre basse fréquence, GBFρ , est formulée d’après l’équation 
(V.14) comme : 
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Dans le cas gaussien, les différentes expressions ont été calculées en tenant compte de la 
propriété suivante de la fonction erf définie à partir de (V.20) : 
   ))(erf(zRe(erf(z))Re ∗=
Ces fonctions d’autocorrélation seront utilisées dans la dernière partie de ce chapitre pour la 
validation de notre modèle. 
 
Il est important de remarquer que le terme 
R2
L
FL ccc =  intervient dans toutes les fonctions 
d’autocovariance définies dans cette partie. Ainsi l’influence de la résolution sur la rétrodiffusion 
est étroitement liée aux valeurs prises par la longueur de corrélation. 
V.2.2.5 Génération des différentes surfaces 
Chacune des deux surfaces, HF et BF, peut être générée en appliquant le principe du filtre 
corrélateur appliqué au chapitre II et rappelé ci-dessous :  
 ( ) (V.30) )f(STF)x(bb)x(z xHF,BF1
BB
HF,BF
−∗ω=
où z est la surface générée, bb, un bruit blanc gaussien de DSP égale à . 2BBω
 ( ))f(STF x1−  correspond à la réponse impulsionnelle du filtre, donnée dans le tableau V.1 pour 
des surfaces mono et bidimensionnelles. 
 
 
 
 
 
 
 
 
V.2 Modélisation d’une surface avec prise en compte de la résolution SAR 123 
 Expressions des réponses impulsionnelles du filtre 
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Tableau V.1 Réponses impulsionnelles du filtre de génération de surface 1D et 2D 
cas HF et BF - cas gaussien 
 
Pour mieux appréhender l’influence de la résolution, une surface BF est générée pour différentes 
valeurs de résolution comprises dans l’intervalle ]m5.1,m8.0,m4.0,m1.0[R = , une longueur de 
corrélation initiale L  et un écart-type des hauteurs m2.0c = cm5=σ . Les surfaces générées 
comportent 10000 échantillons pour une longueur totale de 100 m. Les surfaces obtenues sont 
représentées sur la figure V.6. Lorsque la résolution est fine, la surface grande échelle présente des 
facettes dont l’orientation varie fortement alors que pour des valeurs de R grandes devant Lc, la 
surface paraît beaucoup moins rugueuse. 
 
Dans le tableau V.2, les écarts-types théoriques et obtenus à partir de la surface générée sont 
notés pour les différentes valeurs de résolution.  
 
 0.5R/Lc =   2R/Lc =  4R/Lc =  7.5R/Lc =  
σ théorique 5 cm 4.28 cm 3.24 cm 2.41 cm 
σ surface générée 4.76 cm 4.37 cm 3.15 cm 2.59 cm 
Tableau V.2 Valeurs des écarts-types des hauteurs 
Les valeurs obtenues théoriquement ainsi que celles obtenues à partir des surfaces générées sont 
très proches. Lorsque la résolution augmente, la fréquence de coupure se rapproche de 0, l’écart-
type des hauteurs de la surface grande échelle diminue et par conséquent l’importance des pentes de 
la surface grande échelle diminue. 
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Figure V.6 Surfaces grande échelle pour différentes valeurs de résolution, Lc= 0.2 m 
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V.3 MODELES DE DIFFUSION POUR LES SYSTEMES HAUTE RESOLUTION 
Dans la partie précédente, il a été montré que pour tenir compte de la taille de la cellule de 
résolution, la surface est décrite comme un processus deux échelles. Cette description va être 
utilisée pour le calcul de la diffusion par cette surface. Un modèle de diffusion hybride à deux 
échelles est ainsi présenté. 
V.3.1 Calcul des angles d’orientation à partir de la surface grande échelle 
La grande échelle de la surface indique l’inclinaison de chaque cellule de résolution. Pour 
déterminer l’orientation, les pentes locales sont calculées à partir des hauteurs de la surface grande 
échelle définies par [Pottier 1998] [Lee 2000] : 
 
y
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y
x
∆
−∆+=
∆
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 (V.31) 
où z représente la surface grande échelle, Zx et Zy les pentes de la surface suivant les axes et  
respectivement. 
xˆ yˆ
 
 
La surface grande échelle est générée en utilisant la méthode indiquée dans le paragraphe 
précédent. L’utilisation du terme de (V.31) en entrée du modèle de diffusion IEM nécessite une 
définition des axes de désorientation dans la base de mesure radar.  
La base d’observation du radar est représentée sur la figure V.7 par le repère (  alors 
qu’une cellule de résolution de la surface est définie dans le repère au sol (  choisi tel que  
corresponde à l’axe azimutal du SAR. Le repère  correspond au repère 
désorienté de façon à ce que  soit aligné avec la direction d’observation. La normale à la cellule 
de résolution est notée . La polarisation horizontale de l’onde est définie parallèlement au plan 
 et la polarisation verticale dans le plan d’incidence. L’angle d’incidence radar, , est défini 
comme l’angle entre l’axe  et l’axe Iˆ .  
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Figure V.7 Représentation d’une cellule de résolution dans le repère d’observation et dans le repère local 
V.3.1.1 Calcul de θL 
Le calcul de l’angle d’incidence local est effectué dans le plan d’incidence représenté sur la 
figure V.8. 
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Figure V.8 Plan d’incidence radar 
Cet angle, , est défini comme l’angle formé entre l’axe  et la normale à la cellule de 
résolution , il se calcule à partir du produit scalaire suivant : 
Lθ 1Iˆ
nˆ
  (V.32) nˆ.Iˆcos 1L =θ
La normale à la surface s’écrit dans le repère  comme :  )zˆ,yˆ,xˆ(
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De plus, le vecteur  s’exprime dans la base (  comme : 1Iˆ )zˆ,yˆ,xˆ
  (V.34) 
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En remplaçant les équations(V.33) et (V.34) dans l’expression (V.32), le cosinus de l’angle local 
d’incidence s’écrit : 
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L’expression finale de l’angle local en fonctions des pentes locales Zx et Zy et de l’angle de visée 
du radar , est : 0θ
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V.3.1.2 Calcul de φL 
L’angle de désorientation, , indique l’inclinaison du plan d’incidence par rapport à la normale 
à la surface. Pour une surface horizontale, la normale à la surface est comprise dans le plan 
d’incidence, l’angle de désorientation de la cellule de résolution est nul. Par contre, lorsque la 
cellule est inclinée, sa normale n’est plus contenue dans le plan d’incidence, il est alors nécessaire 
de calculer l’angle de désorientation de la cellule de résolution [Lee 2000]. 
Lφ
 
La normale à la surface, dans le repère de coordonnées ( , est exprimée de la façon 
suivante : 
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Pour tenir compte de l’angle de désorientation, causé par l’inclinaison de la surface, le plan 
d’incidence est tourné autour de l’axe de visée du radar vers la normale à la surface qui s’écrit 
alors : 
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    (V.38) 
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Après la rotation, la normale à la surface est dans le plan (  ce qui implique que la 
deuxième composante de (V.38) (selon Iˆ ) est nulle, d’où : 
)Iˆ,Iˆ 31
2
 0)sincosZ(sincosZ 00yLLy =θ+θ−φ+φ−  (V.39) 
Ainsi, l’expression finale de l’angle d’orientation est donnée par : 
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Z
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Les expressions des angles locaux, (V.36) et (V.40), dépendent uniquement des pentes locales et 
de l’angle d’observation du radar. 
V.3.1.3 Histogrammes des angles locaux 
Des histogrammes sont calculés pour différentes valeurs de résolution dans le but d’étudier 
l’influence de la taille de la cellule de la résolution sur la distribution des angles locaux de la surface 
grande échelle. 
 
Pour ce faire, cinq surfaces grandes échelles sont générées à partir d’une même configuration de 
surface, chacune étant associée à une valeur de résolution particulière comprise dans l’intervalle 
. La longueur de corrélation de la surface vaut 1 m, l’écart-type des 
hauteurs, 0.1 m et l’angle de visée du radar, 35°. Les différentes distributions des angles d’incidence 
et de désorientation sont représentées sur la figure V.9.  
]m5,m5.2,m5.1,m5.0[R =
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Figure V.9 Histogrammes de la distribution des angles locaux pour différents R  avec Lc = 1 m et σ = 0.1 m 
 -a- angle d’incidence, -b- angle de désorientation 
 
Ces différentes courbes suivent des distributions dont les caractéristiques sont données dans le 
tableau V.3, sous forme de moyenne et d’écart-type. Comme il est observé sur la figure V.9, plus la 
résolution est fine, plus les angles locaux ont une distribution étalée ou un écart-type grand. Dans le 
cas de grandes cellules de résolution, les angles locaux sont égaux à l’angle d’incidence radar (pour 
une résolution de 5 m, les écarts-types des angles sont très faibles (0.7° pour θL et 1.18 ° pour φL)). 
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Résolution Moyenne de θL (°) Ecart-type de θL (°) Moyenne φL (°) Ecart-type de φL (°)
0.5 m 35.77 7.73 -0.0267 13.98 
1.5 m 35.3 4.86 -0.0066 8.67 
2.5 m 35.07 2.36 -0.0044 4.24 
5 m 35.01 0.7 -0.000043 1.18 
Tableau V.3 Statistiques de la distribution des angles pour plusieurs résolutions  m0.1;m1Lc == σ
Sur la figure V.10, sont représentées les distributions des angles locaux calculées pour 3 valeurs 
d’écart-type,  et  m1Lc = m2R =
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Figure V.10 Histogramme de la distribution des angles locaux pour différents σ avec Lc = 1 m et R = 2 m 
-a- angle d’incidence, -b- angle de désorientation 
Le tableau V.4 indique les écarts-types ainsi que les moyennes des distributions gaussiennes des 
angles locaux représentées sur la figure V.10. Lorsque l’écart-type des pentes augmente, leur 
distribution devient de plus en plus large ce qui est vérifié par une augmentation de l’écart-type des 
angles. 
 
Les distributions des angles d’incidence locaux étudiées dans cette partie sont centrées en 35° 
qui correspond à l’angle d’incidence radar. La même remarque peut être faite sur l’angle de 
désorientation de la cellule de résolution qui est centré autour de 0°. 
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σ Moyenne de θL (°) Ecart-type de θL (°) Moyenne φL (°) Ecart-type de φL (°)
0.05 m 35.04 1.69 0.004 3 
0.15 m 35.33 5.01 0.032 9 
0.25 m 35.89 8.13 0.079 15 
Tableau V.4 Statistiques de la distribution des angles pour plusieurs écarts-types des hauteurs 
Ainsi, plus la surface est rugueuse, plus les angles locaux auront une importance sur la 
rétrodiffusion.  
La méthode utilisée dans ce chapitre pour le calcul des angles locaux consiste à générer la 
surface grande échelle, dans le but de déduire la valeur des pentes locales. Pour faire ce calcul, il est 
aussi possible d’obtenir des expressions analytiques des angles locaux en utilisant la densité de 
probabilité des pentes [Breuer 2003]. 
V.3.2 Calcul des coefficients de rétrodiffusion à l’intérieur des cellules de résolution 
La rétrodiffusion d’une surface rugueuse est maintenant calculée en utilisant le modèle à deux 
échelles de la surface. Les coefficients de rétrodiffusion polarimétriques sont calculés, pour chaque 
cellule de résolution, en utilisant le modèle IEM dont les expressions sont données en co-
polarisation et en polarisation croisée dans le chapitre II. 
 
Les paramètres d’entrée de ce modèle sont la constante diélectrique, la rugosité de la surface 
décrite par le spectre HF, ainsi que l’angle d’incidence local calculé à partir de la surface BF. Ce 
modèle de diffusion à deux échelles est hybride dans le sens où il combine une intégration 
cohérente au sein de la cellule de résolution à une sommation incohérente des réponses des 
différentes cellules de résolution. 
Dans le cas de l’approximation petites et moyennes pentes de l’IEM, le coefficient de 
rétrodiffusion s’écrit pour les composantes co-polarisées : 
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Le spectre intervient dans le terme de somme. La prise en compte de la fréquence de coupure 
s’effectue en omettant les termes pour lesquels  
 cL F2cos π<θ  (V.42) 
Pour le terme de polarisation croisée, l’expression du coefficient de rétrodiffusion est donnée 
par : 
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Les termes u et v représentent les composantes spectrales de la rugosité de surface. De même que 
pour les termes co-polarisés, les domaines d’intégration des variables u et v doivent tenir compte de 
la fréquence de coupure. 
 
Les différents coefficients de rétrodiffusion sont représentés sous la forme d’une matrice de 
cohérence , avec l’hypothèse de symétrie de réflexion en utilisant : )( LθT
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V.3.3 Perturbation de la matrice de cohérence par les pentes locales 
L’orientation de la cellule de résolution autour de l’axe de visée du radar est prise en compte par 
une rotation appliquée sur  [Cloude 1999] : )( LθT
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L’expression de la matrice de cohérence après rotation azimutale est : 
  (V.48) 
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A chaque cellule de résolution correspond une matrice de cohérence fonction des angles locaux.  
V.3.4 Calcul de la réponse polarimétrique de la scène 
Jusqu’ici nous nous sommes intéressés au calcul de la réponse polarimétrique de chaque cellule 
de rétrodiffusion. Or, l’information principale est la réponse globale de la surface. 
Pour chaque cellule de résolution, les paramètres polarimétriques α/H  sont calculés à partir de 
la matrice de cohérence. La réponse polarimétrique totale de la scène est calculée comme la 
moyenne des paramètres α/H  effectuée sur la totalité de l’image. 
Le synoptique de ce modèle de diffusion hybride est représenté sur la figure V.11. 
 
Lorsque la taille de la cellule est significativement plus grande que la longueur de corrélation, la 
fréquence de coupure est faible et l’écart-type des pentes de la surface BF est quasi-nul. L’influence 
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des angles locaux est donc négligeable et la réponse de la scène est calculée par le modèle présenté 
dans le chapitre IV. 
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Figure V.11 Synoptique du modèle de diffusion hybride à deux échelles 
ATTENTION : Ce modèle à deux échelles hybride est différent des modèles à deux échelles 
classiques souvent utilisés dans la littérature. Il ne considère pas l’aspect multi-échelles de la 
surface, mais tient compte de la taille de la résolution SAR en divisant le spectre de la surface en 
deux échelles. 
V.4 APPLICATION SUR DES DONNEES SAR 
V.4.1 Données SAR JRC 
Dans ce chapitre, les données SAR JRC multi-résolutions [Nesti 1998] acquises pour un angle 
d’incidence de 40° et une fréquence de 14 GHZ sont utilisées. Ces mesures ont été effectuées sur 
deux surfaces rugueuses qui possèdent une longueur de corrélation de 6 cm et des écarts-types de 
hauteurs de 0.4 cm pour la surface lisse et de 2.5 cm pour la surface rugueuse. En utilisant 
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respectivement (V.2) et (V.23), les rapports  ainsi que les écarts-types des hauteurs de la 
grande échelle sont calculés et donnés pour les différentes valeurs de résolutions dans le tableau 
V.5 : 
cL/R
 
Résolution (cm) 4.8 5.4 6 6.6 7.2 8.4 12 18 24 
R/Lc 0.8 0.9 1 1.1 1.2 1.4 2 3 4 
σGBF (cm) 
surface lisse 
0.399 0.397 0.395 0.391 0.387 0.377 0.342 0.294 0.26 
σGBF (cm) 
surface rugueuse 2.493 2.483 2.467 2.445 2.418 2.355 2.141 1.839 1.623 
Tableau V.5 Valeurs des rapports R/Lc et des écarts-types des hauteurs des données SAR JRC 
 
Sur les figures V.12 et V.13, les images JRC des coefficients de rétrodiffusion en polarisation 
horizontale sont représentées pour six valeurs de résolution différentes. Un changement de 
comportement est observé quand la résolution augmente, la répartition de la puissance rétrodiffusée 
devient de plus en plus homogène. De plus, il est aussi important de noter une différence d’allure 
entre la surface lisse et la surface rugueuse. Comme il a été montré dans la partie précédente, 
l’écart-type des hauteurs de la surface rugueuse étant plus important, la distribution des angles est 
plus étalée et donc la puissance rétrodiffusée, plus hétérogène. 
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Figure V.12 Images SAR  de la surface lisse pour différentes résolutions 
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Figure V.13 Images SAR de la surface rugueuse pour différentes résolutions 
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V.4.2 Validation du modèle hybride sur des mesures SAR multi-résolutions 
Une analyse des résultats modélisés et mesurés est menée sur les deux surfaces. 
V.4.2.1 Surface lisse 
Le modèle de rétrodiffusion à deux échelles est en premier lieu simulé pour la surface lisse. Les 
paramètres polarimétriques, H et α  ainsi obtenus sont représentés en fonction de la résolution sur 
les figures V.14 et V.15 en trait pointillé. Sur ces mêmes figures, sont tracés les descripteurs 
polarimétriques moyens mesurés. 
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Figure V.14 Valeur de H pour la surface lisse en fonction de la résolution 
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Figure V.15 Valeur de α  pour la surface lisse en fonction de la résolution 
L’entropie, calculée à partir du modèle hybride et des mesures, diminue légèrement avec la 
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résolution et tend vers une constante pour des grandes valeurs de résolution. Par contre, l’angle α  
simulé pour la surface lisse augmente légèrement et devient constant quand la résolution augmente. 
Ces deux paramètres ont des variations assez faibles avec la résolution et tendent vers une constante 
pour les images à basse résolution. Les résultats obtenus avec le modèle sont en adéquation avec les 
mesures. 
V.4.2.2 Surface rugueuse 
Une analyse similaire est entreprise avec la surface rugueuse pour laquelle les résultats sont 
montrés sur les figures V.16 et V.17. 
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Figure V.16 Valeur de H pour la surface rugueuse en fonction de la résolution 
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Figure V.17 Valeur de α  moyen de la surface rugueuse en fonction de la résolution 
Tout comme pour la surface lisse, les résultats obtenus avec le modèle sont proches des valeurs 
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des paramètres polarimétriques de l’image SAR. L’entropie décroît avec la résolution mais les 
variations observées sont beaucoup plus élevées que pour la surface lisse (∆H ≈ 0.2 pour la surface 
rugueuse et ∆H ≈ 0.03 pour la surface lisse). De même, l’angle α  correspondant à la surface 
rugueuse diminue fortement sur l’intervalle ]cm12;cm8.4[R ∈ . Il devient aussi constant pour des 
grandes valeurs de résolution. Les variations des paramètres polarimétriques sont beaucoup plus 
importantes sur la surface rugueuse que sur la surface lisse. 
V.5 CONCLUSION 
Ce chapitre traite de l’influence de la résolution SAR sur la réponse d’une surface rugueuse à 
une onde incidente radar. 
 
Pour ce faire, un modèle de diffusion de surface hybride tenant compte de la taille de la cellule 
de résolution est développé en décomposant le spectre de rugosité en deux parties qui caractérisent 
la petite et la grande échelle de la surface. Ce modèle de diffusion à deux échelles est hybride dans 
le sens où il combine une intégration cohérente au sein de la cellule de résolution à une sommation 
incohérente des réponses des différentes cellules de résolution. 
 
Les orientations des cellules de résolution sont calculées à partir de la surface grande échelle et 
sont utilisées en entrée du modèle IEM. Celui-ci calcule, en utilisant la rugosité de surface liée à la 
petite échelle, les coefficients de rétrodiffusion pour chaque cellule de résolution. Enfin, la réponse 
polarimétrique globale de la scène est obtenue par la moyenne sur la surface grande échelle 
paramètres α/H . 
 
Dans la dernière partie, les résultats obtenus avec le modèle à deux échelles sont validés avec les 
mesures SAR polarimétriques acquises au sein du Laboratoire de Signature Micro-onde Européen 
(EMSL) pour plusieurs valeurs de résolution. 
 
Trois conclusions majeures peuvent être déduites de cette étude : 
 
1. Les paramètres α/H  obtenus avec le modèle de rétrodiffusion ont le même 
comportement en fonction de la résolution spatiale que les mesures JRC et ceci pour 
les deux surfaces. Ceci signifie que notre modèle de rétrodiffusion hybride de 
surface à deux échelles reproduit correctement l’influence de la taille de la cellule de 
résolution sur des données SAR. 
 
2. Le deuxième point important est que les paramètres polarimétriques évoluent 
différemment avec la résolution pour des surfaces présentant des caractéristiques de 
rugosité distinctes. En effet, plus la surface est rugueuse, plus la variance de la 
distribution des angles locaux est grande et pour la surface rugueuse, l’effet de la 
pente est très important comparativement à la surface lisse. Par conséquent, de 
fortes variations des paramètres polarimétriques sur la surface rugueuse sont 
observées.  
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3. Le dernier résultat important de cette étude montre que l’effet d’inclinaison due 
aux pentes de la surface grande échelle est prépondérant pour les images à haute 
résolution tandis qu’il est négligeable pour les images radar à basse résolution 
comme cela a été montré dans la partie précédente. En effet, l’entropie ainsi que 
l’angle α  tendent pour les deux surfaces vers une valeur constante pour les grandes 
résolutions. Dans ce cas, la rétrodiffusion de surface devient indépendante de la 
résolution. 
 
 CONCLUSION 
Les deux objectifs principaux de cette thèse étaient : 
 
− Caractériser les surfaces rugueuses au moyen de données polarimétriques multi-
fréquentielles afin d’extraire ses paramètres bio- et géophysiques. 
− Modéliser l’influence de la résolution SAR sur la réponse électromagnétique d’une surface 
rugueuse. 
 
 
Le premier chapitre a permis de présenter les notions essentielles de la polarimétrie radar qui ont 
été utilisées pour l’analyse et l’interprétation de la diffusion polarimétrique par une surface 
rugueuse. Les représentations incohérentes de l’information polarimétrique ont été introduites sous 
la forme de la matrice de covariance et de cohérence. Nous avons exposé plus particulièrement le 
théorème de décomposition aux valeurs et vecteurs propres de la matrice de cohérence. Les valeurs 
et vecteurs propres nous ont permis de calculer différents descripteurs polarimétriques. Les trois 
principaux paramètres, l’entropie, l’anisotropie et α  permettent d’identifier les mécanismes de 
rétrodiffusion liés à la cible et ont été utilisés dans la suite pour la caractérisation de rétrodiffusion 
par une surface naturelle. 
Différentes propriétés de symétrie de cibles distribuées ont été présentées. Nous avons étudié le 
cas particulier de la symétrie de réflexion, spécifique des surfaces naturelles, et formulé les 
expressions des valeurs et vecteurs propres de la matrice de cohérence associée. 
Un nouveau paramètre polarimétrique défini comme la différence relative des valeurs propres, 
ERD, a été développé.  
 
 
Dans le but de caractériser les sols naturels au moyen de données polarimétriques multi-
fréquentielles, il convenait d’étudier la réponse électromagnétique d’un surface rugueuse à une onde 
polarisée incidente. 
Le sol naturel a été décrit par ses propriétés diélectriques ainsi que par sa rugosité. Cette 
dernière, assimilée à un processus stochastique, a été entièrement définie par la distribution 
gaussienne des hauteurs de la surface et sa fonction d’autocorrélation. Afin de caractériser le degré 
de rugosité de la surface observée par un système de mesure, les paramètres de rugosité que sont 
l’écart type des hauteurs et la longueur de corrélation ont été exprimés relativement à la longueur 
d’onde émise. 
Nous avons présenté trois modèles de diffusion : le SPM, le modèle de Kirchhoff et l’IEM, afin 
de modéliser la rétrodiffusion par une surface. Il a été observé que l’IEM présentait de certains 
avantages de par son large domaine de validité et la prise en compte des diffusions multiples. 
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Dans le troisième chapitre, les principes de mesure et de filtrage de données SAR 
polarimétriques ont été présentés. Il ressort de ces observations, des points importants pour la suite 
des travaux : 
− l’image SAR résulte d’une sommation cohérente de la densité de réflectivité de la scène 
observée. 
− le domaine d’intégration de la sommation cohérente mentionnée précédemment est restreint 
aux résolutions physiques de l’image SAR. Ceci implique que des mesures effectuées à des 
résolutions différentes résultent des caractéristiques de diffusion liées à des échelles de 
réflectivité différentes. 
L’opération de sommation cohérente lors de la mesure de données SAR entraîne l’apparition 
d’un bruit multiplicatif, appelé speckle, qui perturbe fortement les traitements des données radar 
ainsi que l’interprétation de leur résultat. Nous présentons un des filtres polarimétriques de speckle 
les plus performants à l’heure actuelle proposé par J. S. Lee. 
La dernière partie présente les mesures diffusiométriques et SAR acquises dans la chambre 
anéchoïde du laboratoire du Centre de Recherche Joint (JRC) pour différentes fréquences et 
différentes résolutions. Ces données seront utilisées dans les chapitres IV et V. 
 
 
Dans le quatrième chapitre, des données SAR polarimétriques et multi-fréquentielles ont été 
utilisées pour l’extraction des paramètres de surface. 
Des modèles d’inversion existant ont été exposés.  
D’après des mesures acquises au JRC par un diffusiomètre, il a été montré que ce modèle direct 
devait prendre en compte les diffusions d’ordre supérieur, comme le fait l’IEM. 
A partir de l’IEM, le comportement des descripteurs polarimétriques en fonction des différentes 
caractéristiques du sol a été analysé et trois paramètres, ERD//H 1α , ont été sélectionnés pour le 
modèle d’inversion. Ces trois paramètres présentent des comportements intéressant en fonction des 
paramètres de surface. Une relation particulière est observée entre le paramètre α1 et la constante 
diélectrique en haute-fréquence. Le calcul théorique permet de définir une relation linéaire entre ces 
deux paramètres. Une méthode d’inversion mono-fréquentielle, basée sur ces trois paramètres, a été 
développée.  
Une troisième partie propose deux algorithmes d’inversion multi-fréquentielle originaux. Le 
premier algorithme consiste à utiliser deux fréquences sensibles à la rugosité et à l’humidité. Il se 
base sur une méthode itérative qui consiste à éliminer les configurations de surface ne 
correspondant pas aux descripteurs polarimétriques mesurés. Le deuxième schéma d’inversion 
proposé est basé sur l’utilisation d’une basse et d’une haute fréquence. Cette dernière étant 
directement reliée au taux d’humidité. 
Les différents algorithmes d’inversion sont validés sur les jeu de données SAR acquises au JRC 
en bande S, C, X et Ku. Les résultats d’inversion obtenus avec les algorithmes multi-fréquentiels 
sont nettement meilleurs que ceux obtenus avec l’algorithme mono-fréquentiel pour différentes 
fréquences. 
 
Le chapitre V traite de l’influence de la résolution SAR sur la réponse d’une surface rugueuse à 
une onde incidente radar. 
Pour ce faire, un modèle de diffusion de surface hybride tenant compte de la taille de la cellule 
de résolution a été développé. Il consiste à décomposer le spectre de rugosité en deux parties qui 
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caractérisent la petite et la grande échelle de la surface. Les orientations des cellules de résolution 
déduites de la surface grande échelle et la rugosité de surface liée à la petite échelle sont utilisées en 
entrée de l’IEM qui calcule les coefficients de rétrodiffusion pour chaque cellule de résolution. La 
réponse polarimétrique globale de la scène est obtenue par la moyenne sur la surface grande échelle 
des paramètres α/H . Ce modèle de diffusion à deux échelles a été défini comme hybride dans le 
sens où il combine une intégration cohérente au sein de la cellule de résolution à une sommation 
incohérente des réponses des différentes cellules de résolution. 
Notre modèle de rétrodiffusion hybride de surface à deux échelles a été comparé avec les 
mesures SAR polarimétriques multi-résolutions acquises sur deux surfaces, une surface lisse et une 
surface rugueuse. Les paramètres α/H  calculés par ce modèle de diffusion hybride ont le même 
comportement en fonction de la résolution spatiale que les mesures JRC ce qui nous permet de 
déduire que notre modèle de diffusion hybride reproduit correctement l’influence de la taille de la 
cellule de résolution sur des données SAR 
Le deuxième point important de cette analyse concerne les paramètres polarimétriques : ils 
évoluent différemment avec la résolution pour des surfaces présentant des caractéristiques de 
rugosité distinctes. En effet, plus la surface est rugueuse, plus les variations des paramètres 
polarimétriques observées sont fortes. 
Enfin, l’effet d’inclinaison due aux pentes de la surface grande échelle est prépondérant pour les 
images à haute résolution tandis qu’il est négligeable pour les images radar à basse résolution En 
effet, l’entropie et α  tendent pour les deux surfaces vers une valeur constante pour les grandes 
résolutions. 
 
 
Les perspectives à ce travail sont nombreuses. Nous retenons les quatre axes de recherche 
principaux suivants. 
 
− Afin de valider sur des scènes naturelles nos algorithmes d’inversion, il serait intéressant de 
les appliquer sur des données SAR polarimétriques mesurées par un système aéroporté et 
acquises pour plusieurs fréquences. 
− Cette étude considère essentiellement des sols nus, or il est courant d’observer un petit 
couvert végétal sur les champs non cultivés. Il serait donc pertinent de tenir compte de ce 
couvert végétal dans les procédures d’inversion 
− Il a été montré dans cette thèse que pour des systèmes SAR haute résolution, la réponse 
électromagnétique de la surface dépendait de la résolution. Une question se pose alors :est-
il dans ce cas possible et pertinent d’utiliser les données radar pour la télédétection des les 
milieux naturels ? 
− De manière générale, les surfaces sont considérées stationnaires. Des travaux récents 
[Mattia 2003] [Davidson 2003] ont mis en avant le caractère multi-échelles des surfaces 
naturelles mesurées. Il serait ainsi intéressant d’étudier quantitativement l’influence de la 
définition de la surface pour l’inversion des paramètres radar et de déterminer l’influence 
d’une représentation fractale d’une surface pour l’extraction des paramètres de surface. 
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