Abstract-Ground penetrating radar (GPR) uses electromagnetic waves to image, locate, and identify changes in electric and magnetic properties in the ground. The received signal comprises not only the target echoes but also strong reflections from the rough, uneven ground surface, which impair subsurface inspections and visualization of buried objects. In this paper, a background clutter mitigation and target detection method using low-rank and sparse priors is proposed for GPR data. The radar signal is decomposed into the sum of a low-rank component and a sparse component, plus noise. The low-rank component captures the ground surface reflections and background clutter, whereas the sparse component contains the target reflections. The effectiveness of the proposed method is evaluated on real radar signals collected from buried landmines and improvised explosive devices. The experimental results show that the proposed method successfully removes the background clutter and estimates the target signals.
I. INTRODUCTION

G
ROUND penetrating radar (GPR) is a nonintrusive and nondestructive sensing modality, which has been used in many civilian and military applications, including mine detection [1] , bridge and tunnel assessment [2] , utility mapping [3] , ballast assessment [4] , and void detection [5] . For the detection of landmines and improvised explosive devices (IEDs), the GPR system transmits electromagnetic waves to sense electrical inhomogeneities exhibited by the buried targets. In addition to the target reflections, radar returns from the ground surface and subsurface soil layering are also received by the antenna array. The ground surface reflections, which are stronger than the target reflections, render target detection very difficult or even impossible. Therefore, a major research effort in GPR has been devoted to developing novel approaches for suppressing the background clutter, including the ground surface reflections, background scattering, and background noise [6] - [30] .
The approaches for removing background clutter in GPR data can be grouped into four different categories: time gating, filtering, parametric modeling, and subspace decomposition. Time gating is a technique to remove the portion of the signal before a certain time or range that comprises the strong clutter, since the direct return from the transmitter and the signal backscattered from the ground surface arrive much earlier than the target return [8] . When the target is buried near the ground surface, the target response overlaps with the strong ground reflections; therefore, it is very difficult to determine an appropriate time window that covers only the background clutter. Solimene et al. [9] employed statistical entropy to design the time window for removing the ground surface reflections and background noise. They firstly assumed that the background signal has similar characteristics across the antenna array, and the target signals consist of different delayed pulses. Then, the window is determined by identifying the time bin whose entropy is greater than a threshold, where the threshold is determined as a scale factor of the length of the radar trace. However, the entropy-based time gating method is effective only when the antenna array is placed parallel to the ground surface.
Several filtering methods have been developed for GPR clutter removal. One simple filtering technique is mean subtraction, where an estimate of the average signal trace is obtained by calculating the mean of a number of received signals. Median filtering was also considered in [10] to cope with noisy signal traces and outliers. These simple filtering techniques work well when there is not much overlapping between the target and the ground surface returns, and the ground surface is smooth. More sophisticated filtering methods were proposed to cope with these cases where overlap occurs. In [11] , a digital high-pass filter was developed based on the observations that the clutter and the buried objects appear, respectively, as horizontal bands and hyperbolas in the GPR data matrix, known as the B-scan. The cutoff frequency of the digital filter was determined from the spectrum of the clutter segment. In [12] , the symmetry filtering technique was proposed based on the assumption that the target response has a symmetric shape and the background reflections appear to be random and unsymmetric. Other filtering methods first transform the GPR data into another domain (e.g., wavelet or curvelet) and then remove the coefficients carrying the clutter. In [13] , the skewness statistic was used to determine the set of wavelet coefficients containing the background clutter, which was assumed to be white Gaussian. In [14] , the B-scan was converted into a set of curvelet coefficients. The coefficients in the coarsest layer and those corresponding to a zero slope curvelet were set to zeros. However, replacing the curvelet coefficients in the coarsest layer by zeros also removes some of the target reflections, particularly those having horizontal shape.
Instead of filtering out or gating the clutter signal, it can be modeled from the received signals. To this end, a number of model-based approaches have been proposed [15] - [17] . Brunzell [15] introduced a least-squares method to estimate the background signal. Merwe and Gupta [16] modeled the clutter signal as a superposition of damped complex exponentials and proposed an iterative technique to estimate their parameters. Chan et al. [17] developed a two-sided linear prediction technique to determine the background signal from the Bscan. These model-based methods, however, required a portion of the B-scan containing clutter only to estimate the model parameters. On the other hand, subspace approaches model the ground surface reflections as a low-rank subspace based on the observations that the ground surface reflections are stronger than the target reflections, and they are highly correlated among the signals received across the antenna array. Therefore, several subspace decomposition techniques, such as singular value decomposition (SVD) [18] - [21] , principal component analysis (PCA) [22] - [24] , and independent component analysis (ICA) [25] - [28] , have been employed to decompose the radar signal into three different components: clutter, target, and noise. The SVD-and PCA-based techniques assume that the clutter lies in a subspace spanned by the dominant eigencomponents, whereas the ICA-based approach considers the clutter to be captured by independent components having Gaussian characteristics. The drawback of these subspace decomposition methods is how to differentiate between the components spanning the clutter, target, and noise subspaces. Riaz and Ghafoor [20] assumed the first dominant component to span the clutter subspace and applied minimum description length or Akaike information criterion to separate the target and noise subspaces. However, the rank of the background clutter subspace can be greater than one in practical applications due to the inhomogeneity of the soil and roughness of the ground surface. Most recently, robust PCA (RPCA), which is an extension of the standard PCA to cope with grossly corrupted data, was employed for GPR anomaly detection [29] . In this technique, the radar signal undergoes a series of preprocessing steps, such as signal alignment, haircutting, and data transformation before signal decomposition. In [30] , different optimization algorithms for solving the RPCA problem were evaluated for removing clutter in GPR data. Among the tested optimization algorithms, the principal component pursuit by alternating directions and the 1 -norm filtering techniques were shown to achieve superior results.
This paper introduces a technique to estimate the background clutter and the target signal from GPR traces, using low-rank and sparse priors to decompose the received GPR signals into the sum of a low-rank matrix and a sparse matrix. A joint low-rank and sparse (JLRS) model is formulated to extract a low-rank representation (LRR) of the background clutter and a sparse representation of the target signal. The proposed model is solved using an optimization algorithm based on the alternating direction method of multipliers (ADMM). Unlike RPCA, which is concerned solely with recovering a low-rank structure of the input data, the proposed method employs additional sparsity constraints to estimate a sparse matrix containing the target reflections, in addition to a lowrank matrix for background clutter. Compared with the lowrank-based method described in [29] that preprocessed the GPR data before signal decomposition, the proposed JLRS method employs analysis or synthesis priors to determine the LRR and sparse representation. Moreover, the proposed JLRS model considers the noise of the GPR signal in the estimation of the low-rank and sparse components.
The remainder of this paper is organized as follows. Section II presents the formulation of the background clutter removal and target detection as a JLRS optimization problem, followed by existing low-rank and sparse matrix decomposition methods. Section III describes the proposed JLRS models, their optimization algorithms, and the target detection scheme. Section IV presents the experimental results and discussion, and Section V gives the conclusion. 
where E = [e 1 , . . . , e N ] is an error matrix containing noise. RPCA and LRR are the two common approaches for decomposing a data matrix into low-rank and sparse matrices. Their mathematical models are described in Sections II-A and II-B.
A. Robust Principal Component Analysis
RPCA was proposed to circumvent the drawback of classical PCA, which is sensitive to outliers. Its aim is to find a low-rank structure in high-dimensional data by solving the following optimization problem:
where || · || * denotes the nuclear norm of the matrix argument (i.e., the sum of its singular values), || · || 1 denotes the 1 -norm (i.e., the sum of the absolute values of matrix entries), and λ is a positive regularization parameter. Under certain noise sparsity and rank upper-bound assumptions, the matrix L can be exactly recovered from Y as long as S is sufficiently sparse [31] .
B. Low-Rank Representation
Contrary to RPCA, which performs matrix recovery under the assumption that the underlying data structure is a single low-rank subspace, the LRR method focuses on finding the lowest rank representation of the data by solving the following optimization problem [32] :
where
s i 2 is the mixed 2,1 -norm used to encourage the matrix S = [s 1 , . . . , s N ] to be column sparse, is a dictionary that linearly spans the data space, and Z denotes the lowest rank representation of the data Y with respect to the dictionary .
The RPCA and LRR models given in (2) and (3) mainly focus on estimating the low-rank matrix by minimizing the nuclear norm and performing error correction by minimizing the 1 -norm or 2,1 -norm. Section III presents the proposed JLRS model, which estimates not only a low-rank matrix but also a sparse matrix while considering the signal noise.
III. PROPOSED JOINT LOW-RANK AND SPARSE METHOD
This section presents two alternative JLRS signal representations, which are used to model the background clutter and the target signal in the B-scan. Then, optimization techniques based on ADMM and Bayesian theory are developed to solve the JLRS models and tune their regularization parameters. Finally, a constant false alarm rate (CFAR) detector is employed to detect and localize the target signals in the estimated sparse matrix.
In the following, two signal decomposition techniques are proposed for estimating the low-rank and sparse matrices: JLRS representation using synthesis prior (JLRS-SP) and JLRS representation using analysis prior (JLRS-AP). In LRR, the synthesis model is applied to determine the LRR Z from which the low-rank matrix is computed as L = Z . In the proposed JLRS-SP, on the other hand, the synthesis model is applied to both LRR and sparse representation, while considering the noise of the B-scan. The low-rank matrix is obtained similar to LRR, whereas the sparse matrix is computed as S = X, where is a sparse synthesis dictionary and X is the estimated sparse representation. Thus, the JLRS-SP model can be formulated as
where λ 1 and λ 2 are the regularization parameters and E is the noise in the B-scan signal. The JLRS-SP model employs both 1 -norm and mixed 2,1 -norm to promote sparsity and remove any columns that do not contain target information in the matrix S.
The second proposed method, JLRS-AP, is based on the analysis model, which is the counterpart of the synthesis model. Let denote the sparse analysis operator, which is the sparse analysis dictionary defined as = † , where † is the pseudoinverse operator, and let be the low-rank analysis operator, = † . In the analysis model, the matrix S is expected to be sparse and the matrix Z = L to be low rank. Using the analysis prior, the JLRS-AP model can be written as
Note that the JLRS-SP and JLRS-AP models are equivalent when the sparse synthesis dictionary is square and invertible, i.e., = −1 [33] . However, when the sparse synthesis dictionary is overcomplete or redundant, the two models produce different results.
In both models, the M rows of the noise matrix E, e m (m = 1, . . . , M), are assumed to be i.i.d. random vectors, following a multivariate normal distribution N (0, ), where is the covariance matrix. Let vec(·) denote the vectorization operator stacking the columns (or rows) of a matrix into a column (or row) vector. The distribution of the error vector, vec(E), is given by
where T is the transpose operator, ⊗ is the Kronecker product, = I M ⊗ , 1 M is the M-dimensional column vector of ones, and I M is the M × M identity matrix. The noise matrix E can be characterized by the matrix-variate one, i.e.,
where | · | is the determinant of a square matrix and tr(·) is the trace of a matrix. Given an estimation of the noise covariance matrix , the matrices L and S can be determined by maximizing the log-likelihood function
is the sum of squared errors. Maximizing the log likelihood is equivalent to minimizing the SSE. Therefore, in our case, the optimization problem to be solved can be stated as follows:
By combining the low-rank and sparse regularization terms given in (4) with (10), the JLRS-SP model can be reformulated as
Similarly, the JLRS-AP model can be rewritten as
. (12) Both (11) and (12) are constrained optimization problems with nonsmooth regularization terms. Therefore, the augmented Lagrangian multiplier (ALM) described in [34] , which is a variant of ADMM, is applied to solve these two problems.
A. Optimization Techniques for the Proposed JLRS Models
Several algorithms have been proposed to solve low-rank optimization problems, such as singular value thresholding [35] , accelerated proximal gradient [36] , split-Bregman method [37] , and ALM [34] . In particular, ALM has received considerable attention due to its simple form and decoupling of variables. It has been used in compressed sensing [38] , [39] , image restoration and reconstruction [40] , [41] , and matrix completion and recovery [34] , [42] . ALM is often used to solve convex, nonsmooth objective functions with linear constraints. It updates the variables alternately by minimizing the augmented Lagrangian function. Lin et al. [34] proposed two ALM algorithms: exact ALM and inexact ALM. These two algorithms are faster than the singular value thresholding and accelerated proximal gradient techniques and have Q-linear convergence speed [34] . The difference between them is that inexact ALM is less computationally intensive than the exact ALM, since it does not need to solve each subproblem exactly so long as each update of the variables converges to the optimal solution of the problem; proofs of their convergence are given in [34] and [43] . In this paper, two optimization methods based on the inexact ALM algorithm are proposed for solving Problems (11) and (12) .
1) JLRS-SP Optimization Technique:
By introducing two auxiliary variables F and G to make (11) separable, the JLRS-SP model can be formulated as a constrained optimization problem
Combining the above objective function with the constraints yields the following augmented Lagrangian function:
where ·, · denotes the inner product between two matrices, B and C are Lagrange multipliers, and μ > 0 is a penalty parameter. By simplifying the last four terms (see the Appendix for more details), the augmented Lagrangian function (14) can be concisely rewritten as
To solve for the variables F, Z , G, and X, the ALM algorithm updates each variable alternately by minimizing the augmented Lagrangian function, while keeping the other variables fixed. Therefore, Problem (15) can be decomposed into the following subproblems:
Subproblem (16) is a least-squares problem regularized by a nuclear norm penalty. It can be efficiently solved using singular value shrinkage [35] , [44] . Let T (a, β) denote the shrinkage operator
Such a shrinkage operator is applied entrywise to vectors as well as matrices. The minimization of Subproblem (16) can be performed by applying the shrinkage operator to the singular values as follows:
where U and V are unitary matrices, and D is a diagonal matrix of singular values. Subproblem (17) is a least-squares problem, which can be solved using a conjugate gradient method. Differentiating the right-hand side of (17) with respect to Z and setting the result equal to zero, the following Sylvester equation is obtained as:
Let mat(·) denote the operator reshaping a column vector of M N elements into an M × N matrix. The solution of Subproblem (25) is given by
where I is the identity matrix. Similarly, Subproblem (18) has the following solution:
Subproblem (19) can be solved using a generalized shrinkage operator [37] , defined columnwise by
where g i is the i th column of G, and γ 1 = λ 1 /μ k and γ 2 = λ 2 /μ k are threshold values. Let c i denote the i th column of C. Using the shrinkage operator given in (28), the update of the i th column of matrix G k+1 is expressed as
2) JLRS-AP Optimization Technique: To solve the JLRS-AP model given in (12) using the ALM algorithm, two auxiliary variables Q and R are introduced to the objective function, which can be expressed as
The augmented Lagrangian function can be written as
where B and C are Lagrange multipliers. Problem (31) can be divided into the following subproblems:
The solution to (32) , using the singular value shrinkage operator, can be determined as
The Sylvester equations obtained from solving Subproblems (33) and (34) are
and
Their solutions are given by
Subproblem (35) can be solved using the generalized shrinkage operator given in (28) , where the i th column of R k+1 can be expressed as
Finally, the Lagrange multipliers B and C are updated as follows:
The steps of the optimization methods for solving the JLRS-SP and JLRS-AP models are summarized, respectively, as Algorithms 1 and 2 in the Appendix. In both the algorithms, the variables L 0 , S 0 , Z 0 , and X 0 are initialized as follows. SVD is firstly applied to the transformed data Y or † Y , where † is the pseudoinverse of . Then, the K dominant singular vectors are determined by applying Otsu's threshold technique to the singular values, similar to [45] . 3) Computational Complexity: The proposed JLRS optimization methods solve several subproblems in order to estimate a low-rank matrix and a sparse matrix from the B-scan. The minimization of the nuclear norm and the solution of the Sylvester equation are the two most time-consuming steps. Suppose the number of atoms J in the dictionary is greater than the number of traces N in the B-scan of size M × N, i.e., M < N < J . The minimization of the nuclear norm involves an SVD step that has a computational complexity of O(J N 2 ). The solutions of the Sylvester equations given by (26) and (27) for JLRS-SP require a matrix inversion, which has a computational complexity of O((J N) 3 ). For JLRS-AP, the solutions of (40) and (41) N 3 ) for JLRS-SP when applying the Bartels-Stewart algorithm. On the other hand, both RPCA and LRR require an SVD step that has a computational complexity of O(J N 2 ) when using the inexact ALM optimization technique and a dictionary. Furthermore, LRR has an additional matrix inversion step, which is performed in the initialization stage. Therefore, the overall computational complexities of the JLRS-SP and JLRS-AP algorithms are
where t is the number of iterations. For RPCA, the overall computational complexity is O(t J N 2 ), whereas for LRR, it is O(t J N 2 + J 3 ). Even though the proposed algorithms are slightly more computationally expensive than RPCA and LRR, they have a more flexible model to determine the LRR and sparse representation of the radar signal.
B. Regularization Parameters' Tuning Using Bayesian Optimization
The JLRS-AP and JLRS-SP models have three regularization parameters that control the amount of target information and clutter in the estimated matrix S. Setting the regularization parameters of the proposed method to large values discards the background clutter at the expense of removing weak target reflections, and vice versa. Therefore, the regularization parameters need to tune so that the sparse matrix S captures most of the target signature while maintaining low levels of clutter. In RPCA [31] , the regularization parameter is defined as 1/ √ max(M, N). In [42] , the regularization parameter that links the mixed 2,1 -norm to the nuclear norm term is set to 3/(7 √ γ max (M, N) , where γ is a predefined constant. These two formulas may not be appropriate for the proposed method due to the difference in the mathematical formulation of the JLRS model. A cross-validation grid search can be employed to determine the regularization parameters, but it is a timeconsuming process when the searching boundary is large. Bayesian optimization, on the other hand, has been shown to obtain better results than grid search and random search [46] , [47] . In conjunction with the Gaussian process, Bayesian optimization has been used for tuning hyperparameters of machine learning methods, such as convolutional neural networks [48] , support vector machines [49] , and deep belief networks [50] , as it is well-suited for global optimization problem, where the objective function does not have an exact functional form and is computationally expensive to evaluate. Here, Bayesian optimization with Gaussian process is applied to determine the optimal regularization parameters for the JLRS-AP and JLRS-SP models.
Let f (λ) denote the objective function that produces the quality score of the sparse matrix S [here, it is defined as the target-to-clutter ratio (TCR)] obtained from the JLRS model with the set of regularization parameters λ = [λ 1 , λ 2 , λ 3 ] ∈ Y. Bayesian optimization aims to find the regularization parameters λ that globally maximize f , i.e.,
The Bayesian optimization algorithm requires a prior p( f ) over the function and an acquisition function a : Y → R + to determine what point in Y should be evaluated next using a proxy optimization λ * = arg max λ a(λ). To find the optimal regularization parameters, Bayesian optimization iterates the following three steps: 1) solve the proxy optimization λ t +1 = arg max λ∈Y a(λ); 2) evaluate the objective function
, which can be noisy and add the resulting data point (λ t +1 , y t +1 ) to the set of observations
j =1 ; and 3) update p( f |D t +1 ) and a( f |D t +1 ). A Gaussian process is a prominent choice for p( f ) due to its flexibility and tractability. It is specified by its mean function m(λ) and covariance function c(λ i , λ j ). Using the property of Gaussian distribution, the prior mean and covariance can be computed in a closed form. The prior mean function can be assumed to be zero in Gaussian process without any loss of generality; thereby, the Gaussian process can be fully defined by the covariance function. For hyperparameters, the ARD Matérn 5/2 kernel [51] is used as the covariance function and is given by
where d(λ i , λ j ) is the Mahalanobis distance and θ is the characteristic length scale. The characteristic length scale defines how far apart the input λ can be for the response value to become uncorrelated. Several acquisition functions have been proposed for Bayesian optimization, such as probability of improvement [52] , expected improvement [53] , and upper confidence bound [54] . Here, the expected improvement is used for acquisition function. Let us assume that the optimization problem is arg max λ f (λ) and the current best observation at iteration t is λ * = arg max λ i ∈Y 1:t f (λ). The improvement function is given by
The acquisition function is defined on the expected value of
The closed form of E J (λ) can be written as [53] 
is the standard deviation function associated with the Gaussian process, and η(·) and κ(·) are the cumulative distribution function and the probability density function of a standard normal distribution, respectively.
C. Target Detection Using Constant False Alarm Rate
The matrix S produced by the JLRS method is regarded as the target image, which comprises a certain number of nonzero columns. For target detection, a cell-averaged CFAR (CA-CFAR) detector is used to localize the nonzero columns containing the target responses. First, the matrix S is transformed into a saliency map M s by computing 2-D discrete Fourier transform (DFT) on local sliding windows
where FFT2 and W denote, respectively, 2-D fast Fourier transform and the 2-D local window centered at the location (m, n) in the matrix S. Then, the saliency map is converted into the spectral profile P, which is given by
The CA-CFAR detector is applied to the spectral profile to detect and localize the target signals. It is specified by the number of reference cells N c surrounding the cell under test (CUT), which is used to estimate the clutter power, and the number of guard cells N g on either side of the CUT. Let X j denote the index set of the N c reference cells surrounding the Fig. 1 . B-scans containing GPR traces collected along the downtrack direction in which the target is buried (a) close to ground surface and (b) at a certain operational depth. j th CUT. The j th column of the matrix S is detected as a target signal when the following condition is satisfied:
where T 0 is a predefined threshold.
IV. EXPERIMENTAL RESULTS
In this section, the proposed JLRS-AP and JLRS-SP methods are evaluated on real GPR data for background clutter removal and target detection. First, the experimental setup is described, followed by performance analysis in terms of dictionary type. Then, the JLRS methods are compared with other existing methods for background clutter mitigation and target detection.
A. Experimental Setup
An NIITEK GPR array system is used to acquire GPR signals reflected from IEDs and landmines buried at different operation depths under the ground in a mild temperate terrain in Australia. These targets have different sizes and different amounts of metal content. They are grouped into two categories: small targets of size less than 50 mm and large targets of size greater than 50 mm. The GPR signals are collected along the downtrack direction and arranged into B-scans (see Fig. 1 ). Each B-scan has a size of 180 × 301, i.e., 180 depth bins and 301 A-scans at an interspace of 0.05 m. Moreover, each B-scan has a single target positioned at the 150th column of the B-scan. Each A-scan is rescaled to the range [0, 1] and then centered by subtracting the mean. A database of 574 downtrack B-scans collected from 27 different types of IEDs and landmines is used to evaluate the proposed JLRS method for clutter removal and target detection. To tune the regularization parameters and compute the noise covariance matrix of the JLRS models, a validation set comprising 135 B-scans is generated using five B-scans per target type. The remaining 439 B-scans are reserved for the test set. The test set contains 328 large targets and 111 small targets.
The improvement factor (IF) in terms of the TCR is used to measure the quality of the target image produced by the background clutter removal method and is computed as
where TCR a and TCR b are, respectively, the TCRs of the B-scan after and before background clutter removal. The TCR 
where A t is the selected target region, A c is the clutter region defined as the entire image excluding the target region, and N c and N t are, respectively, the number of pixels in the clutter and target regions. For a set of K B-scans, the average IF IF av in decibel (dB) is computed as
Furthermore, the receiver operating characteristic (ROC) curve of the CFAR detector in conjunction with a background clutter removal method is computed to evaluate the detection accuracy. The ROC curve is a graphical representation of the accuracy of a detector and is created by plotting the probability of detection (PD) against the probability of false alarm (PFA). The PD is calculated as the ratio of the number of positive detections to the total number of targets. A positive detection is declared when the detected peak of the spectral profile is within the predefined target region. The PFA, on the other hand, is computed as the ratio of the number of detected signals outside the target region to the total number of nontarget signals, where radar signals outside the target region are considered as nontarget signals.
B. Effect of Dictionary Type on the Performance of JLRS-AP and JLRS-SP
Different types of dictionaries can be employed to determine the low-rank and sparse matrices. Here, three types of signal transforms are investigated for generating the dictionaries: DFT, dual-tree complex wavelet transform (DT-CWT), and wavelet packet decomposition (WPD). The rationale for using these signal transforms is as follows. DFT and DT-CWT produce signal coefficients, whose magnitudes are tolerant to shift variations. WPD can be used to represent a signal by a small number of nonzero coefficients. The DFT dictionary is square and comprises orthonormal atoms, whereas the WPD dictionary is an overcomplete set of wavelet atoms. Based on the preliminary analysis, the discrete approximation of Meyer wavelet was found to achieve the highest IF. Therefore, it is used to produce a WPD dictionary using four levels of decomposition. The same number of levels of decomposition is also used to generate a square DT-CWT dictionary. All three dictionaries, such as DFT, DT-CWT, and WPD, are then evaluated to determine the appropriate dictionaries for estimating the target signal representation. For each dictionary combination, the Bayesian optimization technique is used to tune the regularization parameters. The search intervals of the regularization parameters are set as follows: 0.001 ≤ λ 1 ≤ 0.9, 0.001 ≤ λ 2 ≤ 0.9, and 0.00001 ≤ λ 3 ≤ 0.1. The optimization technique is stopped when either the relative difference between two consecutive low-rank matrices is below the predefined threshold δ, i.e., L k+1 −L k F / Y F ≤ 0.01 or the number of iterations is equal to 100. The proposed JLRS methods with the optimal regularization parameters are then evaluated on the validation set. Table I presents the average IF (IF av ) of the JLRS-AP and JLRS-SP models for different combinations of the low-rank and sparsity dictionaries. Both models achieve the same IF av when using either DFT or DT-CWT dictionary for sparse representation. This is not surprising because the two models are equivalent when the dictionary is invertible ( = −1 ), which is the case for the DFT and DT-CWT dictionaries. However, the two models are not equivalent, if is an overcomplete dictionary (e.g., WPD) and = † . The analysis model achieves better IF av than the synthesis model. This is because JLRS-AP emphasizes the zero coefficients of the sparse representation and exploits the zero crossing of the wavelet transform, thereby requiring fewer wavelet packet atoms to represent the target signal, compared to JLRS-SP. The best dictionary combination for JLRS-AP is DT-CWT dictionary for low rank and WPD dictionary for sparsity. For JLRS-SP, the best combination is to use the WPD dictionary for both low rank and sparsity.
C. Comparison of Different Background Clutter Mitigation Methods
For comparison purposes, five baseline methods were implemented: SVD, PCA, ICA, RPCA, and LRR. They were all tested on the same test set. The rationale for comparing these baseline methods is that they adopt similar concept for background clutter removal, i.e., capturing the background clutter in a subspace. In the SVD and PCA methods, the number of components spanning the clutter subspace was manually varied from 1 to 10. In the ICA method [25] , SVD was firstly used to prewhiten the B-scan. Then, the FASTICA algorithm [55] was applied to determine the mixing matrix and the independent components. The normalized kurtosis was employed to identify the independent components spanning the target subspace. Contrary to [29] , which performed B-scan alignment and truncation of the ground surface clutter before low-rank and sparse signal decomposition, LRR and RPCA were applied directly to the B-scan. Moreover, different dictionaries, namely, DFT, DT-CWT, and WPD were used to determine the LRR and sparse representation. Optimization methods based on inexact ALM were implemented to solve the RPCA and LRR problems. [29] , where the GPR signals were transformed to the frequency domain. Among the three types of analysis dictionaries, WPD produces the best IF av of 18.03 dB for RPCA. LRR achieves an IF av of 6.12 dB when the input B-scan is used as the synthesis dictionary. However, using DT-CWT to form the synthesis dictionary for LRR improves IF av to 14.87 dB. Other dictionaries, such as WPD and DFT, produce slightly lower IF av values than DT-CWT. Among the six background clutter removal techniques, the proposed JLRS method achieves the highest IF av . JLRS-AP and JLRS-SP obtain IF av values of 19.31 and 13.41 dB, respectively. Fig. 3 shows the target B-scans produced by the standard subspace methods when applying to the input B-scan shown in Fig. 3(a) . In all three target B-scans shown in Fig. 3(b)-(d) , the strong ground reflections have been removed. However, the background noise and other scatterings are still present in the target B-scans. The target reflections in the B-scans obtained from ICA are stronger than those in the B-scans produced by SVD and PCA as well as the background clutter. Reducing the number of dominant components spanning the clutter subspace strengthens the target reflections at the expense of keeping more of the background clutter and noise. Fig. 4 shows the output B-scans of the JLRS methods. Fig. 4(a) and (b) shows the B-scans obtained using LRR and RPCA, whereas Fig. 4 (c) and (d) presents the B-scans produced by the proposed method. JLRS-AP and JLRS-SP, which employ both 1 -norm and mixed 2,1 -norm sparsity constraints, generate much clearer target B-scans than the standard subspace methods. They not only remove the background clutter but also preserve the target signature. Comparing the B-scans in Fig. 4(a) and (b) with those shown in Fig. 4(c) and (d) , we show that the JLRS-AP model is more effective than the RPCA and LRR models for background clutter removal. Since JLRS-AP is superior to JLRS-SP, it is used for target detection in the following experiments.
D. Detection Performance
For background clutter removal, the proposed JLRS-AP method outperforms the other baseline methods in terms of TCR. In this experiment, it is combined with a CA-CFAR detector for target detection. The parameters of the detector are set as follows. The size of the sliding window W is 5 × 5, the number of reference cells N c is 100, and the number of guards cell N g is 40. The diameters of the predefined regions for the positive detection of large and small targets are 2.05 and 1.05 m, respectively. The threshold T 0 is varied to generate different values of PD and PFA for plotting the ROC curve. The confidence interval of the PD is computed based on the assumption that the PDs are binomially distributed, as described in [56] . Fig. 5 shows the ROC curves of the CA-CFAR detector applied to the target B-scans generated by different background clutter removal techniques. Fig. 5(a) shows the ROC curves obtained from B-scans with large targets, and Fig. 5(b) shows those from B-scans with small targets. Tested on large buried targets at fixed PFA of 0.05, JLRS-AP achieves a PD of 0.988, followed by LRR with a PD of 0.963 and RPCA with a PD of 0.859. The subspace methods achieve a much lower PD (see Table III ). The PDs for small targets are 0.982 for JLRS-AP, 0.883 for LRR, 0.882 for RPCA, 0.459 for PCA, 0.450 for SVD, and 0.459 for ICA. The area under the ROC curve (AUC) is also computed to measure the detection accuracy of the proposed method. Table IV presents the AUCs and the 95% confidence intervals obtained from the different background clutter removal methods in conjunction with the CA-FAR detector. The AUC is computed using the trapezoidal integration technique and the confidence interval is obtained using the method developed by Hanley and McNeil [57] . JLRS-AP has the highest detection accuracy compared with other methods. JLRS-AP achieves the AUCs of 0.980 and 0.979 for large and small targets, respectively, followed by RPCA and LRR. Among the subspace methods, ICA obtains the lowest AUC.
V. CONCLUSION
In this paper, a JLRS signal decomposition method was proposed for background clutter removal and target detection. The proposed method is based on the observations that the background clutter resides in a low-rank subspace, and the target signals, which tend to be clustered in a few nonzero columns, form a sparse matrix. Thus, the background clutter mitigation and target detection is formulated as a joint lowrank and sparsity constrained optimization problem, which is solved using the inexact ALM method. Contrary to the mathematical models of the RPCA and LRR techniques, the proposed method adopts the analysis or synthesis prior to estimating the LRR and sparse representation. The use of these priors avoids the conversion of the B-scan into another domain before signal decomposition and provides the flexibility to use different dictionaries for low-rank and sparse signal decomposition. Furthermore, the proposed JLRS method considers the noise of the B-scan. Experiments were conducted using real GPR data collected from buried landmines and IEDs. Experimental results showed that the proposed method using analysis prior achieved better results than using synthesis prior and outperformed the existing standard subspace methods and JLRS methods, such as RPCA and LRR techniques.
APPENDIX
The last four terms on the right-hand side of the augmented Lagrangian function given in (14) can be simplified as follows: C k+1 = C k + μ k X k+1 − G k+1 ; 11: μ k+1 = min ρμ k , μ max ; 12: if (Z k+1 − Z k ) F / Y F ≤ δ then 13: Break; 14: end if 15 : end for
The main steps of the ALM-based optimization techniques for solving the JLRS-SP and JLRS-AP models are presented in Algorithms 1 and 2. 
10:
C k+1 = C k + μ k S k+1 − R k+1 ; 11: μ k+1 = min ρμ k , μ max ; 12: if L k+1 − L k F / Y F ≤ δ then 13: Break; 14: end if 15: end for
