Introduction 1
The analysis of plant structure at macroscopic scales is of major importance in forestry competition between trees for light or nutrient resources. 17 
A Gaussian hidden Markov chain (or Markov switching Gaussian model) (Ephraim and
1 these models to longitudinal data; see also (Rijmen et al., 2008) . Both Altman (2007) 2 and Rijmen et al. (2008) assumed that the individual random effect and its variance are 3 independent of the non-observable states. 4 A major drawback with hidden Markov models is the inflexibility in describing the time 5 spent in a given state which is assumed to be geometrically distributed. It is unlikely that 6 such a type of implicit state occupancy distribution is an appropriate model for tree growth Markov chain represent -in the corresponding growth phase-both the effect of time-varying 15 climatic covariates as fixed effects and inter-individual heterogeneity as random effects. In 16 this paper, we will consider two types of random effect: (i) an individual random effect 17 (common across states), and (ii) individual state-specific random effects. In both cases, we 18 assume that the random effect variance depends on the non-observable state. The objective 19 is both to characterize the tree population and analyse the behavior of each individual within 20 the population.
21
Since both the states of the underlying Markov (respectively semi-Markov) chain and 22 the random effects are non-observable, Markov (respectively semi-Markov) switching linear 23 mixed models involve two latent structures and remain difficult to estimate. Altman (2007) 
24
proposed a deterministic and a stochastic approximation method for estimating Markov 25 inria-00488100, version 1 -12 Aug 2013 switching generalized linear mixed models. The deterministic approximation approach com-1 bines numerical integration by Gaussian quadrature and quasi-Newton methods, and relies 2 on the fact that the hidden Markov model likelihood can be written as a product of matrices.
3
Since the hidden semi-Markov model likelihood cannot be written as a product of matrices, 4 this deterministic approximation method cannot be transposed to the semi-Markovian case.
5
Moreover, the deterministic approximation approach can only be applied in the case of a 
18
• initial probabilities π j = P (S 1 = j), j = 1, . . . , J with j π j = 1,
19
• transition probabilities p ij = P (S t = j|S t−1 = i), i, j = 1, . . . , J with j p ij = 1.
20
A J-state semi-Markov chain is defined by the following parameters:
21
22
• transition probabilities -nonabsorbing state i: for each j = i, p ij = P (S t = j|S t = i, S t−1 = i), with j =i p ij = 1 1 and p ii = 0, 2 -absorbing state i: p ii = P (S t = i|S t−1 = i) = 1 and for each j = i, p ij = 0.
3
• An explicit occupancy (or sojourn time) distribution is attached to each nonabsorbing 4 state:
where U j denotes the upper bound to the time spent in state j and
We define as possible parametric state occupancy distributions binomial distributions, for definitions of these parametric state occupancy distributions.
10
Since t = 1 is assumed to correspond to a state entering, the following relation is verified
Let Y a,t be the observation and S a,t be the non-observable state for individual a (a = • Individual random effect:
The individual status (compared to the average individual) within the population is com-2 mon to all the states. The random effect ξ a is thus common to all the states but the random 3 effect standard deviation τ sa,t depends on the state.
4
• Individual state-specific random effect:
The individual status is different in each state. The random effect ξ a,sa,t (with the attached 6 standard deviation τ sa,t ) depends thus on the state.
7
In these definitions, X a,t is the Q-dimensional row vector of covariates for individual a at 8 time t. Given the state S a,t = s a,t , β sa,t is the Q-dimensional fixed effect parameter vector 9 and σ 2 sa,t is the residual variance. The individuals are assumed to be independent.
10
In our context, the random effects ξ a or ξ a,sa,t are standardized (i.e. follow the standard Quaas (1995). In the individual state-specific random effect models, the random effects 14 for an individual a are assumed to be mutually independent (cov(ξ a,j , ξ a,j ) = 0; j = j ).
15
Including random effects in the output process removes the assumption that the successive 16 observations for an individual are conditionally independent given the non-observable states.
17
In the individual state-specific random effect models, observations in different states for
18
an individual a are assumed to be conditionally independent given states (for t = t , and σ 2 = (σ 2 j ; j = 1, . . . , J) of the J linear mixed models. In the following, we denote by 13 θ = (π, P , β, τ, σ 2 ) the set of parameters to be estimated.
14 Let ξ J a,1 = (ξ a,j ; j = 1, . . . , J) be the J-dimensional random effect vector for individual a.
15
The likelihood function of the observed data is given by
where s Ta a,1 means "sum over every possible state sequences of length T a for individual a".
17
Since both the states of the underlying Markov chain and the random effects are non- the complete-data log-likelihood where both the observed data y, the random effects ξ and the states s of the underlying Markov chain are observed:
log φ(ξ a,j ; 0, 1)
where φ(y; µ, σ 2 ) is the Gaussian density with mean µ and variance σ 2 , and I() is the indicator 2 function.
3
The E-step of the EM algorithm requires calculating the conditional expectation of 4 log f (s, ξ, y; θ) given the observed data y and the current value of θ. But the EM algorithm 5 for hidden Markov models cannot be applied because the successive observations for an 6 individual are not conditionally independent given the non-observable states; see Section 2. For the presentation of the estimation algorithm, we adopted the framework of restoration-13 maximization (RM) algorithms proposed by Qian and Titterington (1991 effects given the state sequences (and the observed data).
7
The proposed RM algorithm takes thus the following form:
Choose starting values θ (0) and ξ (0) for k = 0. Choose θ (k+1) that maximizes
d. Sample size increase step: to re-estimate the parameters immediately before performing the conditional R-step for the 12 other latent structure in order to speed up the convergence.
13
The forward-backward algorithm for sampling state sequences given the random effects can 14 be decomposed into two passes, a forward recursion which is similar to the forward recursion 3.1 Prediction of random effects given state sequences
19
The predicted vector for the random effects ξ 
where
• s Ta a,1 (m) is the mth state sequence sampled for individual a,
1
• Ω = diag(τ j ; j = 1, . . . , J) is the J × J random standard deviation matrix,
2
• U a (m) is the T a × J design matrix associated with state sequence s • diag(U a (m)σ 2 ) is the T a ×T a diagonal matrix with (u a,t (m)σ 2 ; t = 1, . . . , T a ) on its diagonal,
• X a is the T a × Q matrix of covariates. 
I s a,t (m) = j, s a,t−1 (m) = i log p
log φ(ξ a,j (m); 0, 1)
I s a,t (m) = j log φ(y a,t ; X a,t β
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At iteration k, the new values for the parameters of the Markov switching linear mixed For the parameters of the J linear mixed models, we obtain:
• random effect standard deviations
• residual variances
These reestimation formulas are thus similar to standard maximum likelihood estimators 11 for the different parameters. 
where τ = (τ 1 · · · τ J ) is the J-dimensional random effect standard deviation vector. In the 
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The quantity log Given state S a,t = j, y a,t = β j1 + β j2 X t + τ j ξ a,j + a,t ,
where y a,t is the length of the annual shoot for individual a at time t, β j1 is the intercept,
7
X t is the centered cumulative rainfall at time t (E(X t ) = 0), β j2 is the cumulative rainfall 8 parameter and ξ a,j is the random effect for individual a in state j. Because of the centering 9 of the climatic covariate, the intercept β j1 is directly interpretable as the average length of 10 successive annual shoots in state j.
11
[ Figure 2 about here.]
12
The MCEM-like algorithm was initialized with parameters π, P , d, β and σ 2 estimated 13 without taking the random effects into account (hence, ξ = 0). Once the random effects had 14 converged, the convergence of the algorithm was monitored by the difference between two 15 consecutive iterations of the observed data log-likelihood given the random effects (Equation is an a posteriori justification of the semi-Markovian modeling of the growth phases.
10
The state occupancy distributions estimated for a Gaussian hidden semi-Markov chain random effects was computed for each observed sequence using a Viterbi-like algorithm 22 (Guédon, 2003) . This restored state sequence can be viewed as the optimal segmentation of 23 the corresponding observed sequence into sub-sequences, each corresponding to a given state.
24
The optimal segmentations of the observed sequences were used, in particular, to compute the mean centered cumulative rainfall and the average cumulative rainfall effect in each state 1 (see below).
2
The marginal observation distribution of the linear mixed model attached to state j is the Table 1 . The fixed 9 part of the three linear mixed models (i.e. β j1 + β j2 X t for each state j) for 18-year-old and 10 23-year-old trees is shown in Figure 4 . This confirms that the states are well separated with 11 little overlap and correspond to a growth increase.
12
[ 
where σ ξ j is the empirical standard deviation of the predicted random effects for state j.
5
Of the 103 Corsican pines, 50 had a significant random effect in each state and of these 
Concluding remarks

14
In the proposed MCEM-like algorithm, the conditional restoration step for state sequences 15 given random effects relies on simulations while the conditional restoration step for random 16 effects given state sequences is deterministic. In this latter case, an alternative solution would 17 be to sample random effects applying a Metropolis-Hastings algorithm; see McCulloch (1997) .
18
The estimation algorithms proposed in this paper can be directly transposed to other Table 1 Comparison of the estimated Gaussian hidden semi-Markov chain (GHSMC) parameters (i.e. where the influence of covariates and the inter-individual heterogeneity are not taken into account) with the estimated semi-Markov switching linear mixed model (SMS-LMM) parameters (state occupancy distributions and marginal observation distributions). The regression parameters, the cumulative rainfall effect and the variability decomposition are given for each observation linear mixed model. Standard errors are given in brackets.
