Abstract-We present a ternary hypothesis test for the detection of stationary, moving, and uncovered-background pixels between two image frames in a noisy image sequence using the Bayes decision criterion. Unlike many uncovered-background detection schemes, our scheme does not require motion estimation for the differentiation between moving pixels and uncovered-background pixels. We formulate the Bayes decision rule using a single intensity-difference measurement at each pixel and using multiple intensity-difference measurements in the neighborhood of each pixel. We quantitatively evaluate our detection algorithm on an image sequence which we have generated and qualitatively on the Trevor White image sequence.
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I. INTRODUCTION
T HE INCREASING demand for video signal communication services and the tremendous quantity of digital data such transmissions produce have been the impetus behind a vast amount of research in the area of redundancy reduction coding. Motion-compensated interframe coding has emerged as one of the most effective methods for reducing the quantity of transmitted information. Motion-compensated interframe coding predicts a future frame in an image sequence from a previous (or reference) frame by estimating the motion present in the scene and performing motion compensation on the previous frame. The existence of newly introduced pixels, such as uncovered-background pixels, in an image frame degrade the quality of the motion-compensated reconstructed image frames. This degradation arises from the fact that motioncompensated interframe coding schemes do not, in general, provide for uncovered-background pixels. Therefore, a good coding scheme will use background prediction in addition to motion compensation for interframe coding.
Segmentation of an image frame in a sequence of images into regions of uncovered-background, moving, and stationary pixels is an essential part of uncovered-background prediction and motion compensation for image sequence coding [5] - [9] . Some authors have suggested methods for uncoveredbackground detection based on change detection [1] , but such methods are sensitive to noise. While other authors detect moving pixels in the presence of noise, they do not treat uncovered-background pixels [2] . In addition, most of the uncovered-background detection methods described in the literature use change detection for initial image segmentation and then use information provided by motion estimation to further segment the changed pixels into moving and uncoveredbackground pixels [1] , [4] .
In this paper, we present a method for segmenting an image into regions of pixels that correspond to those pixels which are displaced from the previous frame (i.e., moving pixels), those pixels which are the same as in the previous frame (i.e., stationary pixels), and those pixels which are newly introduced uncovered-background pixels (i.e., uncovered-background pixels). The basis of our method is ternary hypothesis testing using the Bayes decision criterion. Our method directly considers image noise and is thus more robust than change detection. In addition, our method does not require information provided by motion estimation. This is an advantage in that computationally expensive motion estimation is not needed for segmentation, and for coding purposes, the motion of only those pixel determined as moving needs to be estimated.
The paper is organized into four additional sections. In Section II, we present the mathematical formulation of the problem. Section III describes the test experiments and Section IV shows the results of the experiments. We summarize and conclude in Section V.
II. MATHEMATICAL FORMULATION

A. Formulation of the Likelihood Ratio Test
Consider two consecutive image frames in a sequence of image frames, and write the noisy intensity of the first (or previous) image frame as (1) where denotes the spatial location , , and integer, of a pixel in the image frame, and are the noisy and noise-free intensities of the pixel, respectively, and is zero-mean, additive, white, Gaussian noise (AWGN). Assuming no illumination changes, no camera motion, and no changes in image acquisition parameters (i.e., camera focus etc.), the noise-free intensity at each pixel in the second (or current) frame is either a displaced value from the previous 1057-7149/98$10.00 © 1998 IEEE frame (i.e., a moving pixel), the same value as in the previous frame (i.e., a stationary pixel), or an uncovered-background value (i.e., an uncovered-background pixel). Therefore, we write the following expression for the noisy intensity of the present frame in terms of the intensity of the previous frame and the background intensity: (2) where is a nonuniform-displacement vector with components and , is the noise-free intensity of the scene background, and , , and are regions of moving, stationary, and uncovered-background pixels, respectively. Defining and , and using the first-order approximation of , a valid approximation assuming the components of sufficiently small, we obtain expressions for the noisy intensity-difference image (3) and (4) where is the intensity-gradient vector of the previous frame at k, and denotes vector transposition. Given the measurement in (3) and (4), we formulate the following three hypotheses:
Under the hypotheses assignments of (5), we form the likelihood ratios (6) and (7) where denotes the conditional probability density function (pdf). The ternary hypothesis test using (6) and (7) is shown in (8) , at the bottom of the page, where is the a priori probability of a pixel belonging to the region corresponding to , and is the cost of deciding that a pixel belongs to the region corresponding to when the pixel actually belongs to the region corresponding to
B. Evaluating the Likelihood Ratios
Namazi et al., developed an expression for in [2] . We repeat their results here, and a detailed derivation and treatment can be found in the reference. They showed that (9) where (10) (11) (12) is the support of , is the noise variance, denotes determinant, and is the covariance matrix of the motion vector for any , and is of the form (13) where and are the variances of and , respectively, and is the cross-variance between and . Assuming that the motion variance is the same in both theand -directions and that the motion in the -and -directions are uncorrelated with each other and with , then (14) where denotes the Euclidean norm, and is the variance of the intensity-difference image. Namazi et al. approximate by . It remains to evaluate the likelihood ratio of (7). Begin by assuming the background and the object intensities are statistically independent. Define , and proceed as follows: (15) where is the support of , and is the intensity of the uncovered background, and refers to the region of uncovered background; thus, refers to the intensity of the scene pixels which have moved from one frame to the next uncovering the background. Therefore, is the intensity of the portions of the moving object, in particular, the pixels on the boundaries of the moving object, which uncover background as the object moves. We assume the statistics of the intensity of the scene background will sufficiently describe the statistics of the intensity of the uncovered background. Similarly, it is logical that the statistics of the intensity of the primary object in the scene will sufficiently describe the statistics of the intensity of the moving-object pixels.
We use the intensity histogram of the moving object and the intensity histogram of the background to estimate . In order to determine these histograms, we use an active contour model, under the assumption that a likely application for this type of detection is video-teleconferencing or videophone, to extract the contour of the moving object. From the contour, we form an image mask of the boundary pixels of the moving object for the histogram calculation. Given the videoteleconferencing or videophone assumption, it is reasonable that the moving object is a person and that the person is likely to be nearly centered in the video frame.
Active contour models (i.e., snakes) describe the boundary detection problem in terms of energy minimization. Internal energy functionals impose constraints on the flexibility and rigidity of the contour or snake, and external energy derived from the image attracts the contour to the salient image features. The literature contains many examples of applications and formulations of snakes [10] - [15] . Waite and Welsh use snakes to determine the head boundary in an image using a variational calculus approach [10] .
For the extraction of the boundary of the person in the image frame, we implemented Lai and Chin's snake formulation as described in detail in [12] . They use the minimax criterion to avoid explicitly selecting the local regularization parameters, and they formulate the energy functionals for robust, rotation invariant, boundary detection. In addition, they propose and show that the Hough transform is an appropriate initialization for the contours, therefore allowing automated initialization.
In order to speed up the contour extraction, we use a subsampled, slightly blurred version of the first frame in the image sequence for the boundary detection. This reduces the computations in both the Hough transform and each iteration of the snake algorithm. We use the Hough transform to determine the initial position of the snake elements. We use the highest peak in the parameter space to find the dominant line in the image. To obtain the initial snake position, we reflect the line from the Hough transform about the vertical line through the top endpoint. We extend the reflected line to the image boundary and close the contour formed by the line generated by the Hough transform and the reflection of this line. Fig. 1 shows the initial location of the snake superimposed on the image. In Fig. 2 we show the location of the snake at convergence.
We use the converged snake to form a mask to separate the object from the background, and we calculate the intensity histogram for each region. For , we use a strip of the boundary pixels from inside the contour (see Fig. 3 ), as these are the moving object pixels most likely to uncover the (17) (19) background pixels. We approximate the pdf of by the convolution of the normalized histogram of the background with the flipped normalized histogram of the object.
C. Single Measurements and Multiple Measurements
We perform the ternary hypothesis test using a single sample, the intensity-difference at the spatial location of the pixel we are classifying, or a vector of samples, the intensitydifferences in an ( and odd) neighborhood of pixels centered on the pixel we are classifying. Due to the statistical independence of the noise samples, and assuming independence of image intensity at different pixels, the joint pdf in the multiple measurements classification is the product of the individual pdf's; that is, (20)
III. PERFORMANCE EVALUATION
In order to evaluate the segmentation algorithm, we performed several sets of experiments. The experiments fall into two categories: i) experiments to quantitatively determine the performance of the ternary hypothesis test and ii) experiments to qualitatively determine the performance of the ternary hypothesis test. The results for each quantitative experiment are in the form of a confusion matrix which indicates the percentage of pixels of a given region that are classified in each of the three different regions. We qualitatively evaluated the method using a standard image sequence. We used several frames of the Trevor White sequence, and we show the resulting segmentations for visual inspection.
The gradient values used in the hypothesis test are estimated from the noisy reference frame, and AWGN is independently added to each frame. The noise variance of the difference image, , is therefore the sum of the noise variances of each frame. The noise variance of each frame is assumed known, and as in [2] , we approximate by .
A. Quantitative Evaluation
To quantitatively evaluate the ternary hypothesis test, we generated several test image sequences consisting of moving objects and different background scenes. For a range of signal-to-noise ratios (SNR's), we segmented the image frame using the ternary hypothesis test with single measurements for classifying each pixel and multiple measurements for classifying each pixel. We define SNR in dB as SNR (21) where is the average image variance. From the resulting segmentations, we calculate a confusion matrix.
The experiments to quantitatively evaluate the decision test were designed to measure the performance of the hypothesis testing in a controlled environment. For these tests, we assumed knowledge of the pdf's of and .
B. Qualitative Evaluation
We use two frames of the Trevor White image sequence to qualitatively test the performance of the detection algorithm. We test on two frames of the sequence that are sufficiently far apart to ensure regions of uncovered-background and moving pixels. We present the resulting segmentations for visual inspection. For these tests, we incorporate the application assumption of a person approximately centered in the image and use the snake algorithm as described in Section II-B1 to experimentally determine the pdf's of and .
C. A Priori Knowledge
In order to formulate the ternary hypothesis test, we must provide the a priori probabilities, , and the costs, . We represent this information in the form (22) where is the a priori probability that a pixel is moving between image frames, is the a priori probability that a pixel is stationary between image frames, and is the a priori probability that a pixel is a background pixel which is uncovered between image frames. We represent the a priori costs as a matrix of the form (23) where, for example, corresponds to the cost of classifying an uncovered-background pixel as a stationary pixel. We performed simulations using several different a priori probabilities and costs.
The cost values are application dependent and should reflect the tolerance for misclassification in the various regions. The a priori probabilities are image sequence dependent and should reflect a priori knowledge about the expected amount of motion in the image sequence. The results of the decision test will be influenced by the accuracy of this a priori information.
IV. RESULTS
A. Quantitative Performance Evaluation
We used the two image frames shown in Fig. 4 to quantitatively evaluate the ternary hypothesis test. Fig. 5 shows the true segmentation of the image frame with white representing moving pixels, black representing stationary pixels, and gray representing uncovered-background pixels. In Fig. 6 we show segmentations resulting from hypothesis testing for image frames with an SNR of 20 dB and for the two different cost matrices (24) and (25) and the probability matrix . The corresponding confusion matrices are shown in Tables I and II, respectively. In Fig. 7 we show the segmentations of the 20 dB SNR test sequence that result from using the true a priori probabilities and the two cost matrices and . The confusion matrices for these test cases are shown in Tables III and IV . (2) and P (true) . Black: stationary pixels.
White: moving pixels. Gray: uncovered-background pixels. dB USING SINGLE MEASUREMENTS, P , AND C (1) Using the cost matrix assigns no cost to a correct decision and the same cost to all incorrect decisions. Using however, makes it more costly to make an incorrect assignment of a pixel to the region of stationary pixels. The differences between Fig. 6(a) and (b) clearly demonstrate the effect of the cost matrix on the decision test. We see in Fig. 6 (b) the probability of detecting moving and uncovered- dB USING SINGLE MEASUREMENTS, P , AND C (2) background pixels is increased at the expense of many more false alarms in the stationary region. Fig. 8 shows segmentation results using single measurements and multiple measurements (3 3 neighborhood) and the cost matrix for image frames with an SNR of 5 dB. In this high noise situation, the use of measurements in the neighborhood of the pixel enhances the decision procedure. 
B. Qualitative Performance Evaluation
We used two frames of the Trevor White sequence to further examine the performance of the Bayes test. The two frames of the sequence that we used are shown in Fig. 9 . Between the two frames, the motion of Trevor White is up and to the right in the image. We therefore expect to see uncovered-background (2) pixels at his right arm and moving pixels at his left arm. In Fig. 10(a) and (b) we show the segmentation which results from the ternary hypothesis test using the cost matrix , the a priori probabilities , and single and multiple measurements (3 3 neighborhood), respectively, for the 20 dB SNR sequence. The segmentations using the White: moving pixels. Gray: uncovered-background pixels.
same parameters and the 5 dB SNR sequence are shown in Fig. 11 (a) and (b).
Visual inspection of these segmentations shows that the background pixels which are uncovered by the motion of the right arm are indeed detected even at an SNR of 5 dB, as are the moving pixels of the left arm. The uncovered-background pixels under the left arm are also detected, especially in the segmentations resulting from multiple measurements. Problems are evident however, in the region of Trevor White's tie. This misclassification is due to the similarity of the histograms of the tie and the background scene.
V. SUMMARY AND CONCLUSIONS
We have presented a ternary hypothesis test, based on Bayes decision criteria, for the detection of moving, stationary, and uncovered-background pixels in image sequences. The anticipated use of such a test is the improvement of motioncompensated, background-predictive video coding with application to video-teleconferencing and videophone. The ternary hypothesis test does not require prior motion estimation, and the test is robust to noise.
We have shown that the use of snakes for extracting the contour of a person in an image frame allows automated calculation of the pdf , and hence automation of the ternary hypothesis test for the application of video-teleconferencing and videophone.
In this paper, we have formulated and tested the performance of the ternary hypothesis test. We have presented segmentation results based only on the strength of the hypothesis test. In many uncovered-background detection schemes, other authors suggest further processing of the segmentation results to eliminate small isolated regions and to smooth region boundaries [1] . We do not consider further processing of the segmentation results from the ternary hypothesis test in this paper so as not to obscure the evaluation of the hypothesis test.
