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Abstract
An ML-matrix is a matrix where all off-diagonal elements are nonnegative. A simple in-
equality relating the Perron–Frobenius eigenvalues of two ML-matrices can be obtained by
performing a limiting operation on an inequality by Bapat [Amer. Math. Monthly 96 (1989)
137]. We derive the new inequality as a special case of a more general result which compares
the values of expressions x′Ay and λ′Bµ for ML-matrices A and B and nonnegative vectors
x, y, λ, µ.
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1. Introduction
The problem of bounding the Perron–Frobenius eigenvalue (PF-value) of a square
nonnegative matrix B = (bij ), r(B), is a classical one. Sometimes one is able to
approximate B by a nonnegative matrix A for which the PF-value is known, and it
is then of interest to have explicit results for the relation between r(B) and r(A). A
nice result of this kind is the following theorem by Bapat [2].
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Theorem 1 [2]. Let A and B be n× n nonnegative matrices. If r(A) > 0 and if x′ and
y are, respectively, left and right eigenvectors of A at the eigenvalue r(A) (called
PF-vectors) satisfying x′y = 1, then
r(B)
r(A)

n∏
i,j=1
(
bij
aij
)aij xiyj /r(A)
, (1)
where we define (z/0)0 = 1 for any z  0.
Here and in the rest of the paper we let vectors x = (xi) be column vectors with
components xi , and let x′ denote the transpose of x.
An elementary proof is given in [2], and we shall later see that the inequality is
a consequence of Theorem 4 in the present paper. The inequality (1) is useful as a
lower bound for r(B) when B can be approximated by a matrix A for which one
knows r(A) as well as the PF-vectors x′ and y. Note that the property x′y = 1 is
possible at least when A is irreducible. We refer to Remark 1 of Section 5 for a
further examination of this property.
The main purpose of the present paper is to show how one by an elementary
limiting operation on Bapat’s result (1) obtains a new relation (Theorem 2) between
r(B) and r(A), valid for ML-matrices, and which is sometimes sharper than (1) for
nonnegative matrices. The main results are presented and discussed in Section 2.
In Section 3 we state and prove two slightly more general results which imply
both Bapat’s inequality (1) and the new inequality (3). An application to absorb-
ing Markov chains is given in Section 4, while Section 5 contains some additional
remarks.
2. Main results
Recall from [8] that a square matrix M is called an ML-matrix if mij  0 for all
i /= j . We denote by r(M) the PF-value, which by [8] has the property that r(M) >
Re(λ) for any other eigenvalue λ of M and coincides with the PF-value for nonneg-
ative matrices.
Suppose now that A and B are n× n ML-matrices. Let c = min{aii , bii : i =
1, . . . n}, i.e. c is the minimal diagonal element of A and B. Then A+ sI and B + sI
are nonnegative for s  −c, and clearly
r(B + sI ) = r(B)+ s,
r(A+ sI ) = r(A)+ s.
Let x′ and y be left and right, respectively, PF-vectors of A+ sI for s  −c (these
are independent of s and will be called PF-vectors of A). Assume, furthermore, that
x′y = 1.
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Applying inequality (1) to the matricesB + sI andA+ sI for s  −c (or s > −c
if r(A) = c), we get
r(B)
 [r(A)+ s]
n∏
i=1
(
bii + s
aii + s
)(aii+s)xiyi/[r(A)+s]∏
i /=j
(
bij
aij
)aij xiyj /[r(A)+s]
− s
≡ γ (s). (2)
Thus we obtain a family of lower bounds γ (s) for r(B) by means of varying s.
Bapat’s bound (1) is γ (0), valid for nonnegative matrices A and B.
In particular, by letting s →∞ in the inequality r(B)  γ (s) we get:
Theorem 2. Let A and B be n× n ML-matrices, where A admits left and right
PF-vectors x′, y, respectively, with x′y = 1. Suppose further that bij = 0 implies
aij = 0 when xiyj > 0, i /= j . Then
r(B)  r(A)+
n∑
i=1
xiyi(bii − aii)+
∑
i /=j
aij xiyj ln
bij
aij
(≡ γ (∞)), (3)
where 0 ln(z/0) = 0 for all z  0.
The example below shows that none of the two inequalities (1) and (3) is generally
better than the other for nonnegative matrices A and B.
Example. Let
A =
(
1 3
3 1
)
, B =
(
2 b
4 3
)
,
where b > 0. Now r(A) = 4 and we may take x1 = x2 = 12 , y1 = y2 = 1. Direct
substitutions in (1) and (3) show that Bapat’s inequality (1) gives the best low-
er bound for r(B) if b  4.74 or b  .247, while (3) is the best one for b in
the interval (.247, 4.74). There exist, however, values of s for which the lower
bound γ (s) is better than both γ (0) and γ (∞). As an example, take b = 6. Then
γ (0) = 7.2288 and γ (∞) = 6.9713, while the maximum value of γ (s) is 7.3667
which occurs for s = 1.47. This is close to the correct value 7.4244 for r(B) in
this case.
The following theorem provides two simple criteria for comparing the lower
bounds γ (s) in particular cases. Part (i) implies in particular that if A and B are
nonnegative and coincide on the diagonal, then (1) is a better bound of r(B) than
(3), while part (ii) implies that if A and B are equal outside the diagonal, then (3)
gives the best bound.
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Theorem 3. Let A and B be as in Theorem 2.
(i) If bii = aii for all i, then γ (s) is either constant or strictly decreasing (and
convex) in s for s > −c.
(ii) If bij = aij for all i /= j and bii /= aii for at least one i, then γ (∞)  γ (s) for
all s > −c, with strict inequality provided ∑i /=j aij xiyj > 0 (which holds in
particular if A is irreducible).
Proof. To prove (i), note that in this case we can write
γ (s) = [r(A)+ s]k1/[r(A)+s] − s,
where
k =
∏
i /=j
(
bij
aij
)aij xiyj
is independent of s. If k = 1, then γ (s) = r(A) for all s. Suppose therefore k /= 1.
Differentiating γ twice it is seen that γ ′′(s) > 0 and lims→∞ γ ′(s) = 0. This proves
(i).
To prove (ii) we use the generalized arithmetic mean–geometric-mean inequality,
which states that if (αk) and (wk) are nonnegative vectors with
∑
k wk = 1, then∏
k α
wk
k 
∑
k wkαk , with equality if and only if the αk are all equal.
Using the fact that
∑
i,j aij xiyj = r(A), we get
γ (s) = [r(A)+ s]
n∏
i=1
(
bii + s
aii + s
)(aii+s)xiyi/[r(A)+s]∏
i /=j
1aij xiyj /[r(A)+s] − s
 [r(A)+ s]

 n∑
i=1
(aii + s)xiyi
r(A)+ s ·
bii + s
aii + s +
∑
i /=j
aij xiyj
r(A)+ s

− s
=
n∑
i=1
xiyi(bii + s)+
∑
i /=j
aij xiyj − s
= γ (∞).
Since the exponents of the 1’s are not all 0, equality holds above for any particular s
if and only if bii = aii for all i. This completes the proof. 
When A and B coincide outside the diagonal, the inequality (3) has the simple
form
r(B)  r(A)+
n∑
i=1
xiyi(bii − aii).
It is interesting to note that this inequality can be directly deduced from the Donsker–
Varadhan [3] characterization for the PF-value. Assume without loss of generality
that A and B are nonnegative, and consider for simplicity the case when A is irreduc-
ible.
B.H. Lindqvist / Linear Algebra and its Applications 353 (2002) 257–266 261
By the Donsker–Varadhan characterization we have
r(B) = sup
α
inf
µ>0
n∑
i=1
αi
(Bµ)i
µi
,
where the sup is over nonnegative n-vectors α with
∑n
i=1 αi = 1 and the inf is over
n-vectors µ with µi > 0 for all i. Thus we get, under the given conditions,
r(B) = sup
α
inf
µ>0
[
n∑
i=1
αi
(Aµ)i
µi
+
n∑
i=1
αi(bii − aii)
]
 inf
µ>0
[
n∑
i=1
xiyi
(Aµ)i
µi
]
+
n∑
i=1
xiyi(bii − aii)
= r(A)+
n∑
i=1
xiyi(bii − aii).
To see why the last equality holds, note that
r(A) = sup
α
inf
µ>0
n∑
i=1
αi
(Aµ)i
µi
,
where, by Corollary 3.1 of [4], the sup is uniquely attained for αi = xiyi for i =
1, . . . , n.
3. General results and proofs
The following result is the key to proving the main results of the paper. It gener-
alizes in a straightforward manner Theorem 3 in [1], the latter being the special case
corresponding to B = A.
Theorem 4. Let A and B be m× n nonnegative matrices. If x, λ are nonnegative
m-vectors and y, µ are nonnegative n-vectors, such that x′Ay > 0, λ′Bµ > 0, then
λ′Bµ  x′Ay ×
m∏
i=1
n∏
j=1
(
bij
aij
) aij xi yj
x′Ay ×
m∏
i=1
(
λi
xi
)∑n
j=1
aij xi yj
x′Ay
×
n∏
j=1
(
µj
yj
)∑m
i=1
aij xi yj
x′Ay
, (4)
where we define (z/0)0 = 1 for any z  0.
Proof. The theorem is proved in the same way as Theorem 3 in [1], by using the
information inequality,
∏
k p
pk
k 
∏
k q
pk
k , valid when (pk) and (qk) are nonnegative
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vectors, with
∑
k pk =
∑
k qk = 1. The result of the theorem is easily established
from this by letting the products run over k = (i, j) and put
p(i,j) = aij xiyj
x′Ay
, q(i,j) = bijλiµj
λ′Bµ
. 
Theorem 5. Let A and B be n× n ML-matrices. Let further x, y, λ, µ be nonneg-
ative n-vectors such that λiµi = xiyi for i = 1, . . . , n and x′y > 0. Suppose that
bijλiµj = 0 implies aij xiyj = 0 for all i /= j . Then
λ′Bµ  x′Ay +
n∑
i=1
xiyi(bii − aii)+
∑
i /=j
aij xiyj ln
bijλiµj
aij xiyj
, (5)
where we define 0 ln(z/0) = 0 for all z  0.
Proof. First, replace A and B in (4) by, respectively, A+ sI and B + sI for all
s > 0 sufficiently large. Then by taking the natural logarithm of each side of (4),
multiplying all terms by (x′Ay + sx′y) and simplifying, we get
(x′Ay + sx′y) ln λ
′Bµ+ sλ′µ
x′Ay + sx′y

n∑
i=1
(aii + s)xiyi ln bii + s
aii + s +
∑
i /=j
aij xiyj ln
bij
aij
+
n∑
i=1

∑
j :j /=i
aij xiyj + (aii + s)xiyi

 ln(λi/xi)
+
n∑
j=1

∑
i:i /=j
aij xiyj + (ajj + s)xj yj

 ln(µj/yj )
=
n∑
i=1
(aii + s)xiyi ln bii + s
aii + s +
∑
i /=j
aij xiyj ln
bijλiµj
aij xiyj
.
The inequality (5) follows from this by letting s →∞ and noting that lims→∞(α +
βs) ln ((γ + βs)/(α + βs)) = γ − α, whenever β > 0. 
We now show that the main results of Sections 1 and 2 are simple corollaries of
the results of the present section.
Proof of Theorems 1 and 2. Let A, B, x′ and y be as in Theorem 1. Then x′Ay =
r(A). Next, as in the original proof of [2], we assume that B is irreducible. The
general case follows by a limiting operation which we omit. Let µ be a right eigen-
vector of B at r(B) and put λi = xiyi/µi for i = 1, . . . , n. Then λ′Bµ = r(B).
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Theorem 1 then follows from Theorem 4 since
∑n
j=1 aij xiyj = r(A)xiyi ,∑n
i=1 aij xiyj = r(A)xjyj .
To see that Theorem 2 follows from Theorem 5 we need to show that∑
i /=j
aij xiyj ln
λiµj
xiyj
= 0.
This is straightforward. Finally, an examination of the proof of Theorem 5 indeed
shows that the right-hand side of (3) equals lims→∞ γ (s). 
4. Application: absorbing Markov chain
A continuous time Markov chain {X(t); t  0}with state space {1, 2, . . . , n+ 1}
determines an ML-matrix Q of instantaneous transition rates, with row sums all equal
to 0 [7, p. 326]. Suppose that state n+ 1 is absorbing. Then qn+1,j = 0 for j =
1, 2, . . . , n+ 1 and hence we can write
Q =
(
B r
0 0
)
,
where r /= 0 is a nonnegative n-vector and B is an n× n ML-matrix. We assume for
simplicity that B is irreducible, which in the Markov chain terminology means that
the states in S ≡ {1, 2, . . . , n} intercommunicate. Suppose that the Markov chain
is started in state i ∈ S with probability µi and let µ = (µi). Then if T = inf{t >
0 : X(t) = n+ 1} is the absorption time, we might be interested in the probability
Pµ(T > t) that absorption takes place after time t. By [7, p. 350] we can write
Pµ(T > t) = µ′ exp(tB)1, (6)
where 1 is a column vector with all components 1. Let the PF-value of B be −b
(b > 0) and let ρ′ be the left PF-vector of B with∑ni=1 ρi = 1. Then it follows from
(6) that
Pρ(T > t) = e−bt .
In Markov chain theory ρ is called the quasi-stationary distribution of the Markov
chain. It is the limiting probability distribution, as t →∞, of X(t), conditionally on
the event that absorption has not yet taken place at time t [5].
Lower bounds for the PF-value −b of B can be found by approximating B by
ML-matrices A with known PF-value and PF-vectors, and then using for example
the bounds γ (s) of (2). In the present application a natural candidate for A is the
matrix A = B + diag(r), where diag(r) is the n× n diagonal matrix with diagonal
r. Then A is an ML-matrix with all row sums equal to 0, so r(A) = 0. Moreover,
aij = bij for all i /= j so Theorem 3 (ii) applies and suggests the lower bound of
Theorem 2. Note that A corresponds to an irreducible Markov chain on S. Hence x′
can be taken to be its stationary distribution while we put y = 1.
In applications to system reliability, the Markov chain X(t) is typically stochas-
tically monotone [5], with state “1” corresponding to a perfectly working system.
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Then, letting the lower bound for −b from Theorem 2 be denoted −a (> 0), we
obtain the inequality P1(T > t)  Pρ(T > t)  e−at which is an easily computable
and often useful lower bound on system reliability.
5. Some remarks
Remark 1. We return to the assumption of Theorems 1 and 2 that for A there exist
left and right PF-vectors x′ and y, respectively, with x′y = 1. It is sufficient to con-
sider the case of nonnegative A. As noted already, the condition holds whenever A
is irreducible. The following simple example shows, however, that it may not hold
when A is reducible, even if r(A) > 0. Let namely
A =
(
1 0
1 1
)
. (7)
Then r(A) = 1, while any left PF-vector is of the form (x, 0) for x > 0 and any right
PF-vector is (0, y)′ for y > 0.
In order to give a necessary and sufficient condition for the existence of PF-vec-
tors as required, we need to consider the structure of a general (reducible) nonnega-
tive matrix A. Without loss of generality we can assume that A is written on so-called
Frobenius normal form
A =


A11 0 0 · · · 0
A21 A22 0 · · · 0
...
...
...
...
As1 As2 As3 · · · Ass

 ,
where A11, A22, . . . , Ass are irreducible with spectral radii, respectively, r1, . . . , rs .
Now r(A) = maxi ri . For j, k ∈ {1, 2, . . . , s}, j > k, we write j → k if there are
indices j ≡ k1 > k2 > · · · > kp ≡ k with Akiki+1 /= 0 for i = 1, . . . , p − 1. Then
it can be shown from Theorem 6.1 of Lindqvist [6] that PF-vectors with the de-
sired property exist if and only if for at least one block Ajj with rj = r(A) we have
rk < r(A) for all k such that j → k or k → j . (This condition is not satisfied for the
matrix A in (7), since we have r1 = r2 = 1, while 2 → 1).
Remark 2. By specializing Theorem 5 to the case A = B, we get the inequality
λ′Aµ  x′Ay +
∑
i /=j
aij xiyj ln
λiµj
xiyj
≡ x′Ay + c. (8)
On the other hand, under the same conditions, Theorem 4 gives an inequality which
after some simple manipulations can be written
λ′Aµ  x′Ay · ec/x′Ay (9)
with c defined in (8). Thus Theorem 4 gives a stronger inequality than Theorem 5 in
this case, since the right-hand side of (9) is >x′Ay + c whenever c /= 0.
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Another specialization of Theorem 5 would be to let λ = x, µ = y. Then both
Theorems 4 and 5 give lower bounds for λ′Bµ. As for the comparison between
Theorems 1 and 2 it turns out that none of the bounds is generally better than the
other.
Remark 3. Song [9] presents a class of lower bounds on the PF-value which turn
out to be consequences of (1) and in fact can be improved using (1). Let B be an
n× n nonnegative matrix and let x be a nonnegative n-vector with ∑ni=1 xi = 1.
Then let A be the matrix with n rows all equal to x′. It is clear that r(A) = 1 and that
x′ is a left PF-vector. Also, y = 1 is a right PF-vector and we have x′y = 1. Thus (1)
gives
r(B) 
n∏
i,j=1
(
bij
xj
)xixj
, (10)
where as before we can take (z/0)0 = 1.
Now by the generalized arithmetic mean-geometric-mean inequality we have
n∏
i,j=1
x
xixj
j 
n∑
i,j=1
xix
2
j =
n∑
i=1
xi

 n∑
j=1
x2j

 = n∑
j=1
x2j ,
so that (10) implies
r(B) 
∏n
i,j=1 b
xixj
ij∑n
j=1 x2j
, (11)
which is Theorem 1 of [9].
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