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Abstract
For dynamical systems that can be modelled as asymptotically stable linear
systems forced by Gaussian noise, this paper develops methods to infer or es-
timate their modes from observations in real time. The modes can be real or
complex. For a real mode, we wish to infer its damping rate and mode shape.
For a complex mode, we wish to infer its frequency, damping rate and (com-
plex) mode shape. Their amplitudes and correlations are encoded in a mode
covariance matrix. The work is motivated and illustrated by the problem of
detection of oscillations in power flow in AC electrical networks. Suggestions of
other applications are given.
Keywords: inference, linear stochastic process, mode, Gaussian process,
Kalman filter, AC power networks
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1. Introduction
In January 2015, National Grid asked if I could improve their methods for
detection of oscillations in power flow, to estimate frequency, damping constant,
mode shape and amplitude. Figure 1 shows an example where such a mode of
oscillation became clear, but National Grid want to detect them before they
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get excited enough to become clear, so that they can design and install suitable
controllers to limit them. This type of oscillation is called “inter-area”; for a
review of oscillations in electrical power flow, see [P].
 
Fig. 7.  Amplitude as a function of oscillation frequency and time. Voltage 
angle difference between North and Central England analyzed. 
 
a) Overview 
 
b) Expanded view showing the beginning of the oscillation 
 Fig. 8.  Voltage angle differences with the CE2 measurement as a reference. 
The 0.85Hz mode shape is shown for the measurement-based 
analysis and for the detailed PowerFactory model in Fig. 10 a) 
and b), respectively. Upon first inspection the measurement-
based and simulation-based mode shapes are somewhat 
different. However, more careful analysis reveals that the 
South East part of the system (SE and CE3, see Fig. 2) 
oscillates nearly in the same phase according to both the 
simulation and measurement. According to the simulation, the 
oscillations at other areas are nearly in opposite phase to the 
oscillations at South East part of the system. According to the 
measurement, as a whole, the oscillations at other parts of the 
system are also in opposite phase to the oscillations at South 
East part of the system. However, the spread in the oscillation 
angles at other areas is much larger in the measurement-based 
mode shape than in the simulation-based mode shape. As well 
as with the 0.5Hz mode shape, the oscillation amplitudes of the 
0.85Hz mode differ somewhat between the simulation and 
measurement. However, the amplitudes are affected by various 
factors in the power system, and therefore it is rather unrealistic 
to assume close consistence in the amplitudes. Especially in 
case of well-damped oscillation modes, amplitudes are small, 
leading to a poor signal-to-noise ratio and difficulties in a 
reliable analysis of measured PMU signals. 
5 Discussion 
Some differences were noted between the results of simulation-
based and measurement-based approaches of identifying the 
inter-area mode characteristics. There are several reasons for 
these differences. In the simulations, even in the case of the 
detailed model, uncertainties cannot be avoided due to the lack 
of data regarding the distribution level, including load models 
and embedded generation. Also on transmission level, the 
modeled operating points of power plants do not exactly match 
reality. This leads to slight differences in the power flow 
situation when comparing measurement and simulation results. 
In the measurement-based analysis, uncertainty of the results 
is caused to a large extent by the very small amplitude of 
oscillations during ambient conditions. When the amplitude is 
small, the oscillations are more likely to be affected by the 
underlying noise and other random excursions, leading to less 
accurate results.  
6 Conclusions and future work 
This paper presents and compares the measurement and 
simulation derived mode shapes and frequencies of the GB 
power system. The measurement-based identification of the 
modal characteristics is carried out under ambient conditions 
of the power system and the results can therefore be used to 
validate small-signal analysis results derived from dynamic 
simulation studies. 
There are always differences between the dynamic behavior of 
the real and the simulated power system. Normally, the 
simulation model is validated by comparing the transient 
behavior of the simulated and measured results. However, the 
opportunity of capturing significant system transients or 
conducting transient tests on the system is small. This paper 
focused especially on the frequency components and mode 
shapes estimated from the ambient measurements and from the 
detailed simulation model. The results indicate that more 
consistent mode characteristics between the simulation and 
measurement are achieved when the dominant mode is studied. 
For the other studied modes, there is less correlation between 
them mainly because of poor signal-to-noise ratio in the 
measurement of very small oscillation signals. 
An important future work area is to study how the 
measurement data can be used in tuning the dynamic grid 
model of the power system. A robust method with well-defined 
quality criteria for evaluating dynamic models by PMU 
measurements could be developed in addition to the subjective 
method of visual comparison of mode shapes.  
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Figure 1: Voltage angle at 7 locations in England relative to an 8th (CE2) as a function
of time. Reproduced with permission from [TR+]. Angle differences drive pow r flow, so
oscillations in angle differences indicate oscillations in power flow.
As my brother David, author of [M2], was expert in data analysis, I asked
him what he would recommend. He responded “Use a Gaussian process”. It
looked a good idea and this paper is the result, though I have specialised to the
class of linear stochastic processes, as I will explain.
A Gaussian process (GP) on a set T is a probability distribution for functions
F : T → R such that for all n ≥ 1 the marginal density P for the vector of values
f1, . . . fn = F (t1), . . . F (tn) at any finite sequence t1, . . . tn ∈ T is Gaussian.
Examples for the set T are R representing time, or the set V of vertices in a
graph representing spatial locations in a network, or R×V for time and vertices,
or R × V × I where I is a set of labels representing components of a vector of
values t each vertex and time.
A b sic theorem (e.g. [RW]) for a GP is that there is a “mean” function
M : T → R and a positive-definite “covariance” function C : T × T → R such
2
that
P (f1, . . . fn) = (2pi)
−n/2(det c)−1/2e−
1
2 (f−m)T c−1(f−m), (1)
where m is the vector with components mi = M(ti) and c is the matrix with
components cij = C(ti, tj). C being positive-definite means that for all n ≥ 1,
t1, . . . tn ∈ T and v1, . . . vn ∈ R not all zero then vT cv > 0.
It is convenient to extend the concept of GP to degenerate cases by allow-
ing C to be positive semi-definite (psd) (vT cv ≥ 0). In this case c may fail
to be invertible but the above formula for the density P can be understood
as the product of a delta-function on the null space of c and a Gaussian of
complementary dimension on the range of c, centred at m.
Given a GP and observations of a realisation of it at a subset T ′ ⊂ T , possibly
with an assumed Gaussian distribution for measurement error (essential if the
covariance is not positive-definite), then Bayesian inference produces a posterior
probability distribution for the realisation, and the calculation is just linear
algebra.
Given a family of GPs, labelled by one or more parameters, a prior probabil-
ity distribution on the parameter space, and observations of a realisation, then
Bayesian inference gives a posterior probability distribution over the joint space
of parameters and realisations. In particular, its marginal over the parameter
space gives a posterior probability over the parameter space. In general this can
not be computed explicitly, but search algorithms can find the parameter values
maximising the posterior likelihood. In this way, one can infer the parameters.
Computational methods can also give an idea of the posterior uncertainty in
the parameters.
There are many introductions to Gaussian processes, e.g. [M, RW, RR, RO+,
L+], and software packages to implement them and infer from them, e.g. GPML.
Much GP modelling, however, seems to me to be ad hoc. A family of co-
variance functions is chosen, for example to reflect assumed smoothness class
or periodicity, the mean function is often set to zero, and a best fit to the data
is obtained. Instead, it seems to me better to use known or assumed structure
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of the system under study to choose a sensible class of models. This strat-
egy is recognised under the names “hybrid modelling” or “latent force models”,
e.g. [ALL].
For time-dependent systems, in many contexts a natural class of models is an
asymptotically stable continuous-time linear system forced by Gaussian noise.
Furthermore, it is often natural to assume the linear system to be autonomous
(some say “time-invariant”) and the noise to be stationary, at least on short
time-scales. The noise is not necessarily white. I make the assumption that
it is the result of forcing some other autonomous asymptotically stable linear
system with white Gaussian noise. The noise model can be criticised but for
electricity networks, load appears to be very close to Gaussian [TR+], and it
is plausible that power imbalance is the result of first-order filtering Gaussian
white noise, as will be discussed in Section 7. The end-result of the assumption
on the noise is a skew-product asymptotically stable linear system (consisting
of the real system and the noise filter) forced by Gaussian white noise.
Another name for linear stochastic systems is continuous-time vector au-
toregressive (VAR) processes (see App. B.2.1 of [RW]). Classic books on the
discrete-time version of such models, including inference for them, are [Ca, WH].
In the latter, they are called Dynamic Linear Models.
Examples of this class of model are the Ornstein-Uhlenbeck process and
the linear Langevin process, which we recall shortly and can be found in many
books, e.g. [Ga, Pa, RW]. Linear stochastic process models have been used for
inference in various contexts, e.g. [HS, RG+, PMPR]. The point of the present
paper is to present general ways in which such models can be used for inference,
particularly in systems with many degrees of freedom, to infer their dominant
modes of oscillation and to run in streaming mode.
In addition to detecting oscillations in power flow in electricity networks, I
envisage the method to be useful in various other contexts, for example detecting
soft modes in civil engineering structures, helioseismology, and to study business
cycles. It could also be used for magnetic resonance imaging.
The paper starts by recalling some simple examples of linear stochastic sys-
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tem. It goes on to review the derivation of the covariance function for a general
linear stochastic system. After a review of probabilistic inference oriented to
such models, it comes to the main point, which is how to infer the dominant
modes from observations. A subsequent section describes a way to perform the
inference efficiently in real-time. Then a section on AC electricity networks
proposes how to fit them in this scheme. The paper closes with a discussion.
2. Simple examples
The simplest example of asymptotically stable linear system forced by Gaus-
sian noise is the Ornstein-Uhlenbeck (OU) process:
dx
dt
= −µx+ σξ, (2)
with x ∈ R, µ > 0, σ > 0 and ξ Gaussian white noise (which can be considered as
a highly degenerate Gaussian process on R with mean M(t) = 0 and covariance
C(t, t′) = δ(t− t′)). Then Duhamel’s formula
x(t) =
∫ t
−∞
e−µ(t−s)σξ(s) ds (3)
shows that x is a Gaussian process with mean zero and covariance
C(t, t′) = 〈x(t)x(t′)〉 = σ
2
2µ
e−µ|t−t
′|. (4)
A sample is shown in Figure 2. With probability one, samples are continuous
but nowhere differentiable [Ad].
Next we consider the linear Langevin process:
mx¨+ βx˙+ kx = σξ, (5)
with m,β, k, σ > 0 (cf. [Pa]). It follows that x is a GP on R with mean zero
and covariance
C(t, t′) =
σ2
2βk
e−α|τ |(cosωτ +
α
ω
sinω|τ |), (6)
5
0 0.5 1 1.5 2 2.5 3 3.5 4
-3
-2
-1
0
1
2
3
Figure 2: A sample from the OU process with µ = 1, σ =
√
2.
where τ = t−t′, α = β2m , ω = 1m
√
mk − β2/4. This formula is most appropriate
for the underdamped case β2/4 < mk. In the overdamped case β2/4 > mk, it
is more usefully written as
C(t, t′) =
σ2
4βkε
(λ+e
−λ−|τ | − λ−e−λ+|τ |), (7)
where ε = 1m
√
β2/4−mk and λ± = α ± ε. In the critically damped case
β2/4 = mk,
C(t, t′) =
σ2
2βk
e−α|τ |(1 + α|τ |). (8)
A sample for an underdamped case is shown in Figure 3. A sample for an
overdamped case will appear in Figure 7. With probability one, solutions of
the linear Langevin equation are differentiable but nowhere twice differentiable
[Ad].
The linear Langevin equation can be written as a system of two first-order
differential equations. This can be generalised to the 2D system
x˙ = Ax+ η (9)
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Figure 3: A sample for the underdamped linear Langevin process with σ2 = 2βk, α = 1/e,
ω = e (e being the base of natural logarithms).
where x ∈ R2, A a 2×2 matrix with tr A < 0, detA > 0, and η ∈ R2 with η being
2D Gaussian white noise with (psd) covariance matrix K (i.e. 〈ηi(s)ηj(t)〉 =
Kijδ(t − s)). Then x is a GP on {1, 2} × R, the first factor indicating the
component of x (for which we use subscript notation). It has zero mean. Its
covariance function, which we write as a matrix function on R2 is
C(t, t′) =
Σe
AT (t−t′) for t > t′
eA(t
′−t)Σ for t′ > t,
(10)
where
Σ =
∫ ∞
0
dσ eAσKeA
Tσ. (11)
Taking one component of the general 2D system produces a family of co-
variance functions that we advocate for purposes such as deciding if a system is
under- or over-damped [MP].
7
3. General linear stochastic system
In this section we review the calculation of the mean and covariance functions
for an asymptotically stable continuous-time forced linear system of arbitrary
dimension. Initially, we allow the system to be non-autonomous and we do not
restrict the forcing to be Gaussian. Thus we consider
x˙(t) = A(t)x(t) + η(t) (12)
with x, η ∈ Rn. The asymptotic stability assumption implies that the response
x to forcing η can be written as
x(t) =
∫ t
−∞
H(t, t′)η(t′) dt′, (13)
with H the impulse response (matrix-valued Green function), i.e. the matrix
solution of
∂H
∂t
= A(t)H(t, t′) (14)
for t > t′ with H(t′+, t′) = I. Note that for any t < t′ < t′′,
H(t, t′′) = H(t, t′)H(t′, t′′). (15)
If η is a Gaussian process on {1, . . . n} × R with mean function Mη and
covariance function Cη (so Cη(s, t) = 〈η(s)ηT (t)〉), then x is a GP on the same
set, with mean function
Mx(t) =
∫ t
−∞
H(t, t′)Mη(t′) dt′ (16)
and covariance function
Cx(s, t) =
∫ s
−∞
ds′
∫ t
−∞
dt′ H(s, s′)Cη(s′, t′)HT (t, t′). (17)
If the system is autonomous then H(s, s′) is a matrix-function h(σ) = eAσ of
just one variable σ = s−s′. If the forcing is stationary then Mη is constant and
Cη(s, t) is a matrix-function k(τ) of τ = t− s and k(−τ) = k(τ)T . So assuming
both and changing variables to σ and τ ′ = t′ − s′,
Mx =
(∫ ∞
0
h(σ) dσ
)
Mη = −A−1Mη, (18)
Cx(s, t) =
∫ ∞
0
dσ
∫ τ+σ
−∞
dτ ′ h(σ)k(τ ′)hT (τ + σ − τ ′). (19)
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Now we specialise further to forcing of zero-mean and white, i.e. k(τ) =
Kδ(τ) for some psd symmetric matrix K. A common way to write this is
η(t) = Bξ(t) for ξ a vector of independent unit Gaussian white noises and a
matrix B; then K = BBT . But B can be replaced by BO for any orthogonal
matrix without changing the probability distribution for η, so this description
contains useless redundancy and it is better to specify the noise η by just its
covariance matrix K.
In this case, x has zero mean and
Cx(τ) =
∫ ∞
0
dσ h(σ)KhT (τ + σ) for τ > 0. (20)
For τ < 0, Cx(τ) = Cx(−τ)T . Using h(τ +σ) = h(σ)h(τ) for σ, τ > 0 (a special
case of (15)), this boils down to
Cx(τ) =
Σh
T (τ) for τ > 0
h(−τ)Σ for τ < 0,
(21)
where the symmetric matrix
Σ =
∫ ∞
0
dσ h(σ)KhT (σ), (22)
giving the result that the covariance of the response of an asymptotically stable
autonomous linear system to Gaussian white noise is a matrix multiple of the
transpose of the impulse response function (for τ > 0) (e.g. p.105 of [Ga]).
Note that Σ satisfies the Sylvester equation [Ga] (actually its special case
due to Lyapunov):
AΣ + ΣAT = −K. (23)
The theory of Sylvester equations (e.g. [BR]) shows that it has a unique solution
for Σ because A has been assumed to have all its spectrum in the open left half
plane, so there are no pairs (λi, λj) of eigenvalues for A and A
T that sum to
zero. An interesting approach using (23) to infer A adn K from Σ in the AC
electricity context is presented in [WBT], where the model is called a vector OU
process.
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4. Inference
We review the standard approach to inference of a dynamical system from
observations. In our case, the system is modelled by
x˙ = Ax+ η, (24)
with 〈η(s)ηT (t)〉 = Kδ(t − s). This needs augmenting by a model for the
observations, e.g. vectors
yi = Cix(ti) + εi (25)
for some known sequence of times ti, known observation matrices Ci, and un-
known measurement error εi which could be assumed to be independent zero-
mean Gaussian vectors with unknown covariance matrices ki, but with ki = kj
if Ci = Cj ; the idea is that the matrices Ci specify which components (or
combinations of components) of x are measured.
Then the parameters of the model are the matrix elements of A and K and
of the ki (though we are less interested in the latter, so let us ignore them).
If x has dimension L, the parameters form a continuous space P of dimension
L2 +L(L+ 1)/2 = L(3L+ 1)/2 (though this may be reduced significantly if the
system has known structure). Let us denote the parameters in short by a vector
µ.
Previous knowledge about the system is encoded into a prior probability den-
sity P−(µ) for the parameters. After the observations Y , a posterior probability
density P+ is computed for the parameters by Bayes’ rule:
P+(µ|Y ) = Ps(Y |µ)P−(µ)/Z(Y ) (26)
where Ps is the probability density for the observations given the parameters,
which is specified by the model, and Z =
∫
Ps(Y |µ)P−(µ) dµ is a normalisation
factor.
If enough observations have been taken (depending on how tight the prior
P− was), then P+ will be tightly peaked around some value µˆ of the param-
eter vector. The maximum posterior likelihood value is the µˆ that maximises
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P+(µ|Y ) (assuming it is unique). Although the functional form for P+ is not in
general computable, numerical algorithms like gradient ascent can search for µˆ.
They can also compute a quadratic approximation to P+ around µˆ to give an
idea of the posterior uncertainty in the inference.
Once a best fit to A and K has been obtained, one could compute the modes
of A (frequency, damping, shape) and find the covariance matrix between their
amplitudes induced by the forcing K.
The main point of this paper, however, is that the above is overkill. If we
are interested only in the dominant modes we can infer them without inferring
A and K. We will show that to infer N modes (counting complex ones twice)
from M observation components requires a parameter space of dimension only
(N+1)(M+N/2). This is likely to be much less than the dimension L(3L+1)/2
of the space of A and K above, because both N and M are smaller than L.
A second point of the paper is that the inference can be run in streaming
mode, with the posterior probability and the maximum posterior likelihood
estimate of parameters being updated as each new observation arrives. It can
be done efficiently, with each new observation requiring the same time to process
regardless of how many previous observations have been made, whereas for a
general GP the computation time to infer from J observations scales like J3
and the time to add one new observation scales like J2.
5. Fitting dominant modes
Rather than attempting to fit the whole matrix A (and K) to observations,
we propose to fit just the dominant modes.
The system matrix A can always be put into a block-diagonal form D,
i.e. A = BDB−1 for some invertible matrix B, thus so can the impulse re-
sponse matrix function h(t) = BeDtB−1. So the covariance function for the
response can be written (for τ > 0) as
Cx(τ) = BSeD
T τBT , (27)
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with S =
∫∞
0
dσ eDσB−1KB−T eD
Tσ. In particular, if A has simple eigenvalues
then it can be put into such a form with the diagonal blocks of D being one-
or two-dimensional (we prefer to avoid complex coordinate changes). Each 1D
block is a real (negative) eigenvalue −λ of A. Each 2D block can be put into
the form  −α −ω
ω −α
 (28)
for complex conjugate pair of eigenvalues −α± iω. Thus the diagonal blocks of
eD
T τ are e−λτ for a 1D block and
ET (τ) = e−ατ
 cosωτ sinωτ
− sinωτ cosωτ
 (29)
for a 2D block.
So we make the ansatz that (for τ > 0)
Cxij(τ) =
∑
m,n
BimSmnE
T
n (τ)Bjn (30)
for some reduced set of modes m,n, with ETn of the form e
−λnτ for a real mode
n and ET above for a complex mode. For a real mode m, Bim is a column vector
indexed by components i of x. For a complex mode m, Bim is a pair of column
vectors. The columns of B specify the mode shapes. S is a psd covariance
matrix for the modes, whose diagonal elements give the squared amplitudes for
each mode and off-diagonal elements specify covariances between the modes.
There are some redundancies in this specification. Firstly, the order in which
the modes are labelled is irrelevant. One could eliminate this freedom by choos-
ing to label them in order of size of λ and α. Secondly, each mode vector can
be scaled by an arbitrary non-zero scalar (real for a real mode, complex for
a complex mode), subject to scaling S by the inverse square root. One could
eliminate this freedom by for each mode n selecting a “large” component in and
setting Binn = +1 for a real mode, [+1, 0] for a complex mode. But as one
explores parameter space, one may need to change these choices.
Also, we need to enforce that S is psd. One way to achieve this is to write
S = eR for R symmetric. There are efficient algorithms for exponentiating
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matrices. Another is to write S = LLT with L lower triangular (in some chosen
order on modes), but the diagonal elements of L should be chosen non-negative
to remove another redundancy of sign. Such a Cholesky decomposition is a
common step for efficient matrix computations so could essentially come for
free.
It might be that a complex mode is close to transition to a pair of real
modes, or vice versa. To allow parameter search in a uniform way near such a
transition, it would be better to generalise complex modes to allow pairs of real
modes, as in [MP], but we leave incorporating that refinement to the future.
The number of modes to attempt to fit can be decided by Bayesian model
comparison [M2]. This is an extension of maximum posterior likelihood search
to a setting with two or more models Mj , which each have their own continuous
parameter spaces Pj . For each model Mj , one can compute the posterior prob-
ability density P+(µ|Y,Mj) for µ ∈ Pj . By various methods, e.g. [AK+], one
can also compute the normalisation constant Z(Y |Mj), called Bayes’ factor for
the model. Then given prior probabilities P−(Mj) for the models (which can be
taken the same if one is agnostic about which model is best), one applies Bayes’
rule again to obtain posterior probabilities
P+(Mj |Y ) = Z(Y |Mj)P−(Mj)/Z(Y ) (31)
where Z(Y ) is a normalisation factor again, depending on Y and the chosen set
of models, but is not required for what follows. This formula can be used to
decide which model is the best explanation of the observations and to keep track
of near-competitors. For each model Mj , the method of Section 4 determines
best-fit parameters uˆj ∈ Pj . In our case the different models correspond to the
numbers NR and NC of real and complex modes to fit. The idea is that even
though a better fit is achievable with more modes, the increased dimension of
parameter space might not justify using it (Occam’s razor).
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6. Streaming data
In many circumstances it would be preferable to run the inference of modes
in real time rather than batch, and efficiently. There are papers on real-time
inference with GPs, e.g. [RR, RG+, HS, BNT], in particular using the Kalman
filter, but I didn’t find one that goes as far as I want.
I propose that a good way to infer the state of an autonomous continuous-
time linear system forced by white noise from real-time observations is the fol-
lowing version of the Kalman filter. We denote the state of the system at time
t ∈ R by x(t) ∈ Rn and we suppose it evolves by
x˙ = Ax+ η, (32)
with η ∈ Rn Gaussian white noise of covariance matrix Cη. We suppose obser-
vations are taken at an increasing sequence of times ti. In contrast to claims
in some of the literature, they do not need to be equally spaced and one can
observe different components of x at different times. So we let the observations
be
yi = Zixi +mi + ξi (33)
where yi,mi, ξi ∈ Rdi , xi = x(ti) and ξi is a zero-mean Gaussian measurement
noise which we suppose independent for different i.
Then for a sequence of vectors xi at the times ti, use the notation xi|i−1 =
〈xi|yi−1, . . . y1〉 and xi|i = 〈xi|yi, . . . y1〉. Similarly define yi|i−1 = 〈yi|yi−1, . . . y1〉.
Let
Pi|i−1 = 〈(xi − xi|i−1)(xi − xi|i−1)T 〉 (34)
and similarly Pi|i = 〈(xi − xi|i)(xi − xi|i)T 〉. Write τi = ti − ti−1. As a conse-
quence of the Duhamel formula
xi = e
Aτixi−1 +
∫ ti
ti−1
eA(ti−t)η(t) dt, (35)
we obtain
xi|i−1 = eAτixi−1|i−1 (36)
14
and
Pi|i−1 = eAτiPi−1|i−1eA
T τi +Gi, (37)
with
Gi =
∫ ti
ti−1
eA(ti−t)CηeA
T (ti−t) dt. (38)
Also
yi|i−1 = Zixi|i−1 +mi. (39)
Let
vi = yi − yi|i−1, (40)
Fi = 〈vivTi |yi−1, . . . y1〉. (41)
Then
Fi = ZiPi|i−1ZTi +Hi, (42)
where Hi is the covariance matrix of ξi. Finally, by conditioning on yi, we
obtain
xi|i = xi|i−1 +Kivi, (43)
Pi|i = (I −KiZi)Pi|i−1, (44)
where the “Kalman gain matrix”
Ki = Pi|i−1ZTi F
−1
i . (45)
The standard use of these equations is to provide an estimate xi|i of the
state xi. But they can also be used to provide the likelihood for parameters of
the model, given the observations, and this is our primary goal. To see this, the
likelihoods f for the observations given the parameter values satisfy
f(yi, . . . y1) = f(yi|yi−1, . . . y1)f(yi−1, . . . y1). (46)
So from (41), the evidence for the model, defined to be the log-likelihood of the
observations as a function of the parameters, updates by
Li = log f(yi, . . . y1) = Li−1 − 1
2
(vTi F
−1
i vi + log detFi + di log 2pi), (47)
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where we recall that di is the dimension of the observation vector yi at time ti.
This provides the total evidence for the given parameters (A,Cη, Zi,mi, Hi),
starting from the initial time. Despite the fact that for a general GP it takes
time O(N3) to compute the likelihood from N observations, the class of linear
stochastic processes with the above algorithm takes equal time per observation,
allowing the computation to be done in real-time.
One can similarly (albeit messily) work out how to update the derivative
of Li with respect to the parameters; use that the derivative (log detF )
′ =
tr(F−1F ′) where prime denotes derivative with respect to any parameter. Thus
one can make gradient steps to improve the estimate of the maximum-likelihood
parameters.
To adapt to the case where the parameters may in reality be slowly varying it
is better not to maximise the evidence for the whole time-interval of observation
but instead to maximise an exponentially weighted sum of the gains in evidence,
allowing one to forget past evidence because it is likely to become irrelevant.
Choose a rate constant λ for forgetting past evidence. The evidence gained at
time ti relative to ti−1 is
εi = −1
2
(vTi F
−1
i vi + log detFi + di log 2pi). (48)
An appropriate notion of the weighted sum of gains, that I call discounted
evidence rate, is
L˜i =
i∑
j=1
e−λ(ti−tj)εj , (49)
and it updates by
L˜i = e
−λτiL˜i−1 + εi. (50)
Again, derivative information can be updated and gradient steps made to track
maximum likelihood parameters.
In principle, one can begin by specifying a prior probability density on the
parameter space but its effect on the discounted evidence rate will go to zero
exponentially in the time since the start.
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If one wants to allow the number of modes to vary then one needs to do
Bayesian model comparison again, by running several different models alongside
each other and computing their Bayes’ factors.
7. AC electricity networks
We turn now to the motivating application.
The dynamics of an AC (alternating current) electricity network can be
modelled approximately by a connected graph with a node for each rotating
machine (synchronous generator or motor) [MBB] (this leaves open the question
of how to model DC/AC convertors, such as at wind farms, solar photovoltaic
farms and DC interconnector terminals). Let N be the number of nodes. As
described in [Rog] (another useful reference is [An]), one can model an AC
network at various levels of complexity. If one ignores aspects like the dynamics
of the voltages1, 3-phase imbalances, reactive power control and harmonics, the
state can be specified by a phase φl and frequency
2 fl = φ˙l at each node l, and
dynamics for the vector f of frequencies and phases φ are given by balancing
power (cf. (1) of [SMH] or (17) of [SM]):
Ilflf˙l = pl − Γlf2l −
∑
l′
VlVl′ (Bll′ sin(φl − φl′) +Gll′ cos(φl − φl′)) (51)
φ˙l = fl
where Il is an inertia, Γl a damping constant, Vl is the amplitude of the voltage
at l, Bll′ is a symmetric matrix of ideal admittances of the line between l and l
′
(Bll = 0), Gll′ is a symmetric psd matrix of conductances of the line between l
and l′ (which produces transmission losses) including self-conductances, and p
is a vector of power imbalances (generation minus consumption), which is to be
regarded as an external stochastic process (e.g. people switching loads on and
1This is relatively easy to incorporate, e.g. [TBP], but a full treatment would require
including voltage control, power system stabilisers, and excitor control
2As φl is in radians it might be better to denote fl by ωl, but I am already using ω for
mode frequencies
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off, wind farms producing varying power). For the moment, think of p as fixed.
For an example of more detailed modelling, see [JK].
Note that it is common in the electrical engineering literature to partially
linearise (51) about a reference frequency f0 (usually 100pi or 120pi sec
−1) by
writing ωl = fl− f0, δl = φl− f0t, and replace Ilf − lf˙l by Mlω˙l with Ml = Ilf0
(which is often called an inertia again) and Γlf
2
l by Dωl with D = 2Γlf0. I
shall completely linearise later in this section, but for the present retain the
fully nonlinear form (51) for discussion of its global phase symmetry and its
equilibria.
The system has the special feature of global phase-rotation invariance: if one
adds the same constant to all the phases then the dynamics produce the same
trajectory but with the constant added. One can quotient by this symmetry
group, which we denote by S.3 For example, choose a root node o and a spanning
tree in the graph, orient its edges e away from o (other choices are alright but
this is to make a definite choice), and let ∆e = φl′ − φl for each edge e = ll′ in
the spanning tree; there are N − 1 of these, and we denote the vector of phase
differences by ∆. Then the phase difference between any two nodes can be
expressed as a signed sum of the ∆e, and the equations φ˙l = fl can be replaced
by ∆˙e = fl′ − fl.
The quotient system has a manifold of equilibria in the space of all power
imbalance vectors p, frequency vectors f and phase difference vectors ∆. For
an equilibrium (mod S), each node has the same frequency and the phase dif-
ferences are constant. The manifold of equilibria is a graph over the space of
common frequency F ∈ R and phase differences ∆ ∈ (R/2piZ)N−1:
pl = ΓlF
2 +
∑
l′
VlVl′ (Bll′ sin(φl − φl′) +Gll′ cos(φl − φl′)) . (52)
3In reality, the system operator is required to keep the phases within some interval (of
about 100 cycles) around that for a reference rotor at the nominal frequency, so they exert
changes to p to achieve this, thereby breaking the phase rotation invariance, but we will ignore
that.
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Let us restrict attention to the part with F near a nominal reference frequency
F0 (50Hz in Europe, which means F0 = 100pi in radians/sec) and pl near
ΓlF
2
0 +
∑
l′ VlVl′Gll′ . Then there is a stable equilibrium with all phase dif-
ferences between linked nodes near zero. The stability can be established by
the energy method used in [TBP], modified to include the conductance matrix
G and ignore the voltage dynamics. It should be noted, however, that inclu-
sion of governors or power system stabilisers in the model can destabilise the
equilibrium and produce oscillations [Rog], presumably by a Hopf bifurcation.
The method of the present paper is not well adapted to detecting autonomous
oscillations as opposed to damped ones forced by noise.
Suppose the system is near the stable equilibrium for some p. As p moves
in time, the response roughly follows it on the manifold of equilibria, but de-
viations from equilibrium are in general excited and these would relax back to
equilibrium if p were to stop moving. For small movements of p about a mean
imbalance vector P with corresponding stable equilibrium (F,∆), it is appro-
priate to linearise the system. A reference for small-signal stability in power
systems is [GPV]. Write δfl, δ∆e, δpl for the deviations of fl, ∆e and pl from
the equilibrium. Write
Ml = IlF, γl = 2ΓlF, (53)
Tll′ = VlVl′(Bll′ cos(Φl − Φl′)−Gll′ sin(Φl − Φl′)). (54)
Then
Ml ˙δf l = δpl − γlδfl −
∑
l′
Tll′(δφl − δφl′) (55)
˙δ∆e = δfl′ − δfl
for e = ll′. Write this as
x˙ = Ax+ Cδp (56)
with x =
 δf
δ∆
 and C =
 diagM−1l
0
.
We choose to model the dynamics of the power imbalances by
δ˙p = −Jδp+ σξ (57)
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for some matrix J (with −J asymptotically stable) and (multidimensional)
Gaussian white noise σξ with covariance matrix K = σσT (later, J , P , T and
K may vary slowly in time). This is a somewhat crude representation, but cap-
tures the idea that p has random increments and reversion to a mean. There is
evidence that load distribution is close to Gaussian, e.g. fig.14 of [TT+], which
is consistent with this model, though that data says nothing about the tem-
poral correlations. It is common to neglect temporal correlations of the power
imbalance, e.g. [WBT], but there are automated and human responses to power
imbalance which have a filtering effect. One might argue that National Grid’s
balancing actions are based more on the deviations of the average frequency and
phase differences from nominal than the power imbalances, but on the manifold
of equilibria these are equivalent.
The resulting system (56, 57) for (x, δp) is of the form (12), but it has a
skew-product structure that we should exploit, namely δ˙p does not depend on
x (also the x-dynamics has structure in that it is only the frequencies that see
δp directly). In reality, perhaps δ˙p does depend a little on x, e.g. National Grid
balancing operations and frequency-sensitive generators and loads, but let us
continue with this model. One way to exploit the skew-product structure is
to derive the covariance function for δp using (21) and then insert this into the
formula (19) for the covariance function of x, but it leads to an integration whose
treatment is not simple. Alternatively, we can apply (21) to the joint system
(56, 57), exploit the skew-product form of the impulse response, and take the
xx-block of the covariance function. I chose the latter approach, subject to the
simplifying but generic assumption of simple eigenvalues for the full system.
The impulse response of (57) can be written in matrix exponential notation
as δp(t) = e−Jt. Similarly, the impulse response of (56) can be written as
x(t) = eAt. To compute the response of x to an impulse on p˙, it is convenient
to assume that A and −J have no eigenvalues in common, as is generically the
case. Then there exists a unique solution E to another Sylvester equation
AE + EJ = C, (58)
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and defining y = x + Ep we see that y˙ = Ay + Eξ. So the response of y to an
impulse on p˙ is eAtE. It follows that the response of x = y −Ep to an impulse
on p˙ is
x(t) = hxp(t) := e
AtE − Ee−Jt. (59)
Note that using (58), the time-derivative of hxp at t = 0 is just C. Thus the
impulse response of the full system has the block form
h(t) =
 e−Jt 0
eAtE − Ee−Jt eAt
 . (60)
Then the stationary covariance matrix Σ (22) of the joint process has the block
form
Σ =
∫ ∞
0
h(σ)
 K 0
0 0
hT (σ) dσ
=
∫ ∞
0
 e−JσKe−JTσ e−JσKhTxp(σ)
hxp(σ)Ke
−JTσ hxp(σ)KhTxp(σ)
 dσ. (61)
It follows from (21) that (for τ > 0)
Cx(τ) = Σxph
T
xp(τ) + Σxxe
AT τ (62)
=
(∫∞
0
hxp(σ)KE
T eA
Tσdσ
)
eA
T τ −
(∫∞
0
hxp(σ)Ke
−JTσdσ
)
e−J
T τET .
Thus the covariance of x = (δf, δ∆) is a linear combination of functions from
the impulse response of x to x˙ and of p to p˙.4
So now we can fit observations of (f,∆) at as many locations as available
(say, k) and as a function of time t to an autonomous GP with mean function
of the form (F1, ∆¯) for some F ∈ R and ∆¯ ∈ Rk−1 and covariance function of
the form (27). We make the obvious step of shrinking the spanning tree to one
for just the observed nodes.
4In the case of common eigenvalues λ to −J and A there would in general also be terms
of the form P (τ)eλτ with P a polynomial of degree higher than those which might already
result from multiplicity in −J or A.
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So the proposal is to fit an autonomous GP with mean function (F, ∆¯) and
covariance function of the form (27) to observations (fl,∆e) as functions of time
t, but with B truncated to have only a small number of columns, i.e. (30). The
observations can be deduced from phasor measurement units (PMUs), which
measure (among many things) the (voltage) phase relative to a notional 50Hz
reference and the instantaneous frequency at their location. For NR real modes
and NC complex modes and M observation components (fl for each PMU l and
∆e for the voltage phase difference along each edge e in the spanning tree of the
PMUs, so M = 2k − 1 where k is the number of PMUs), the parameter space
consists of NR decay rates λn for the real modes, NC frequencies ωm and decay
rates αm for the complex modes, NR vectors Bin of length M for the real mode
shapes normalised to have one component +1, NC pairs of vectors Bim of length
M for the complex modes normalised to have one component (+1, 0), N(N+1)/2
coefficients of the mode correlation matrix S (symmetric), whereN = NR+2NC ,
1 mean frequency F and k − 1 mean phase differences along the edges of the
spanning tree. This makes a total dimension N(2k + N−12 ) + k of parameter
space. This is slightly less than the dimension stated in Section 4, because for
the AC electricity system it is automatic that the time-mean frequencies at all
PMUs are the same. If one adds k−1, one obtains the dimension claimed there.
If one desires to fit many modes, this dimension could be quite large, but it
is still much smaller than the dimension of the parameter space for the whole
system.
As an example, if there are k = 10 PMUs and one wishes to fit 2 real modes
and 1 complex mode then N = 4 and the parameter space has dimension 53.
One might say one is not interested in real modes but they are probably the
dominant ones and to detect a complex mode one needs to fit the dominant
behaviour too.
There is the question of how many modes to allow, both real and complex.
This can be decided by the Bayesian comparison method already mentioned.
One could expect the most important mode behaviour to be an OU process
for fo, assuming o to be a central node for the network. Indeed, using GPML,
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I found that a 2-hour trace of frequency at 1-second intervals, Figure 4, which
was publicly available from National Grid [NG], fit reasonably well to an OU
process with a decay time of about 30 minutes and amplitude 0.045Hz. The
time constant is so long compared to the period (about 2 seconds) or decay time
(about 20 seconds) of typical inter-area oscillations that it is hardly relevant, and
one could just say that the basic behaviour of fo is a Wiener process (random
walk) rather than OU. The inferred decay time is a significant fraction of the
duration of the time series, so might not be determined very accurately.
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Figure 4: A frequency trace over 2 hours from National Grid [NG].
On shorter timescales, however, the data look differentiable (Figure 5). This
is my principal reason for rejecting the hypothesis (e.g. [WBT]) that power
imbalance is a white Gaussian noise, because that would make frequency a
nowhere differentiable function of time. Instead I propose that power imbalance
is a first-order filtered white Gaussian noise. Analysis of the power spectrum
of fluctuations in the frequency support this proposal. Figure 6 shows a loglog
plot of the power spectrum of the data of Figure 4 multiplied by a Hann window
function (sin2(pit/T ), where T = 7200 sec is the duration of the series) to
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Figure 5: The first 3 minutes 20 seconds of the frequency trace.
prevent the jump between the values at the two ends provoking high frequency
components. The main part of Figure 6 has a slope near −2, consistent with
frequency being an OU process. But for frequency larger than 0.04Hz (period
25 seconds) the slope steepens, plausibly to −4, until the inevitable fact that
the data was provided at only 1 second intervals causes a flattening off of the
power spectrum at the Nyquist frequency of 0.5Hz. National Grid have the data
at 1/50sec intervals, but that is confidential so I can’t use it here. Otherwise
we could see if the slope −4 extends to higher frequency.
A simple model for the data is a first-order filtered OU process (FOU). To
justify this, imagine the system is aggregated to a single node. Then we have
two equations of the form
M ˙δf = −γδf + δp (63)
δ˙p = −Jδp+ σξ.
It follows from the second equation that δp is OU with covariance function
k(τ) = σ
2
2J e
−J|τ |. Then applying (19) we see that δf is a GP with covariance
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Figure 6: Loglog plot of the power spectrum of the data of Figure 4 using a Hann window.
function
C(τ) =
∫ ∞
0
ds
∫ τ+s
−∞
dτ ′h(s)k(τ ′)h(τ + s− τ ′), (64)
where h is the impulse response for the first equation, viz. h(s) = 1M e
−Γs, with
Γ = γ/M . Computation of the integral (for the generic case Γ 6= J) yields
C(τ) =
σ2
2JMγ(Γ2 − J2) (Γe
−J|τ | − Je−Γ|τ |). (65)
A sample from the FOU process is shown in Figure 7. Note that the same
covariance function arises for the overdamped linear Langevin process, with −Γ
and −J being the two real eigenvalues.
Fitting an FOU to the 2 hours of data with GPML yields time constants 1/Γ
and 1/J around 11.1mins and 1.87secs, though one can not say from the data
analysis which is which (that is an interesting challenge). It is again awkward
that the data is not available at more frequent intervals than 1 second, as the
determined time constant 1.87 sec is close to this limit. A more thorough treat-
ment would evaluate the posterior uncertainty in the parameter fits and attempt
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Figure 7: A sample from the filtered OU process for Γ = 1/e, J = e2
to resolve the discrepancies between the previously estimated OU time constant
of 30 mins and the current one of 11.1 mins, and between the eyeball estimate
f = 0.04Hz from Fig 6 of where the slope changes, giving a time constant of
(2pif)−1 around 4 sec, and the current one of 1.87 sec.
Over long timescales, deviations from Gaussianity have been established
[SBAWT]. Nevertheless, I believe this does not invalidate Gaussian modelling
for short times.
To take this project further, we need next to tackle how a typical two-node
system behaves. This would be the simplest system that could show an inter-
area oscillation. It needs data for the phase difference between the two nodes
and their frequencies, and it needs the Kalman filter coding up for at least five
dimensions (2 frequencies, 1 phase difference, 2 power imbalances).
8. Discussion
I have presented a method to detect oscillations in systems with many com-
ponents. It is promising because it can integrate data from many locations
simultaneously to enhance the sensitivity of detection of modes of oscillation,
and it can run in real-time with constant computation time per observation.
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[GDB] consider the problem of calculating modes and mode shapes from
phasor measurement units (PMU) in an AC electrical network to have been
solved. They cite [PTD, ZTPM, MV, BPTM]. I am not so convinced. I think
it would be good to try the method of this paper on that problem.
Detection of modes of oscillation is important in many other contexts. One
example is to detect soft (i.e. lightly damped) modes for civil engineering struc-
tures such as buildings and bridges, e.g. Ch.13 of [HF]. Another is the identi-
fication of modes of oscillation in the sun (helioseismology), which enables to
deduce its temperature and rotation profiles [Ko]. A third is the analysis of
gene expression data, e.g. [PMPR]. A fourth is the analysis of business cy-
cles, e.g. Ch.4 of [Rom], which have been seen for a long time but are still not
understood.
Detection of oscillations is a very old subject, so we next give a brief review
of traditional methods.
A standard approach to detecting oscillations is to identify peaks in the
Fourier spectrum [HF] or variants [BZA]. For example, the response x of the
second-order system
mx¨+ βx˙+ kx = η (66)
to noise η with power spectrum P has power spectrum
|xˆ(Ω)|2 = P (Ω)
(k −mΩ2)2 + β2Ω2 (67)
as a function of frequency Ω. So if the noise is white (P is constant), then
the inverse quality factor Q−1 = β√
mk
is precisely the fullwidth at half max-
imum for the power spectrum Ω2|xˆ(Ω)|2 of the velocity x˙ (its maximum is
at Ωres =
√
k/m, known as the resonant frequency), and the damping ratio
ζ = 12Q
−1 is the halfwidth at half maximum. For P slowly varying on the
scale of β√
mk
, the results remain good approximations. This was given a sound
grounding in Bayesian analysis (see [Gre] for a survey and [B] for a pedagogical
presentation), but still suffers from issues like dealing with trends, choosing win-
dowing functions, missing data, failure to cater for slowly shifting phase, and
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poor theoretical justification for taking more than the largest peak if one wants
to infer more than one mode of oscillation.
Wavelet transforms are popular for resolving signals in both time and fre-
quency (up to the limits of the uncertainty principle), but I am not aware
whether they can give an estimate of damping rate.
Another approach is to study the effect of an impulse (the Prony method and
variants like MUSIC and ESPRIT, e.g. [PLH]), but many real-world systems
may not be subjectable to impulses. For a review of these and some other
methods (e.g. Hilbert transform), see [ZD].5 One defect of the approach is that
the forcing might not be Gaussian. For example, even a Poisson process with
independent Gaussian amplitude is not Gaussian. Indeed, a consequence of the
Gaussian assumption is that the covariance of the response is time-symmetric,
whereas this may not be true for real systems. As already mentioned, evidence
for Gaussian distribution of electrical load is given in Fig.14 of [TT+], but they
do not report on time-correlation. Load variations are likely to be independent,
however, which would make them Gaussian and white. On the other hand, wind
power is unlikely to be delta-correlated. There is considerable research on the
statistics of wind power, e.g. [DPP, TWD, WBCF].
Another defect of the approach is that it does not allow for nonlinearity.
Nevertheless, for small fluctuations around an equilibrium, linearising is a good
approach. It will fail to give a good approximation, however, if the eigenvalues
of any mode approach or cross the imaginary axis. A big question with power
flow oscillations, gene expression and business cycles is whether there is a limit
cycle of some underlying deterministic dynamics, or just lightly damped oscil-
lations around an equilibrium forced by noise. Figure 1 suggests to me that
there was a Hopf bifurcation, but the common wisdom in the power system
community is that it was just a large kick that set off a lightly damped mode of
5As yet another method, I learnt back in the mid-1980s that a good way to determine the
eigenvalues of an asymptotically stable system from the response to an impulse is to Laplace
transform the response numerically and then fit a Pade´ approximation and read off its poles.
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oscillation. For gene expression this has been addressed by [D+]. For business
cycles, most economists decided long ago that they are just a near unit root
process (meaning lightly damped oscillations forced by shocks) [Rom], though
Grandmont proposed deterministic models with a variety of forms of dynamics
[Gra]. [Sim] fitted a VAR model, but with perhaps too many free parameters.
Our approach would restrict to a small number of modes.
An interesting issue is that if the noise is considered to be the result of
filtering white noise then our method also finds the modes of the filter. Without
further information about the structure of the system or direct observations of
the forcing process, we see no way of distinguishing between modes of the filter
and modes of the system from observations of just the system. An example of
this was given in Section 7.
To detect periodic components, my brother David [M] proposed the family
of stationary covariance functions of the form
k(t) = σ2 exp
(
−2 sin
2(ωt/2)
λ2
)
, (68)
for which samples are exactly periodic with period 2pi/ω. A slight modification
was used in [L+] to remove the effect of its non-zero mean, namely
k(t) = σ2
exp(λ−2 cosωt)− I0(λ−2)
exp(λ−2)− I0(λ−2) , (69)
where I0 is a modified Bessel function of the first kind. It has the limiting form
k(t) = σ2 cos(ωt) (70)
as λ → ∞, called the Cos kernel, which has the property that it forces anti-
periodicity with anti-period pi/ω: f(t + pi/ω) = −f(t). Although these have
found valuable uses, and can be made less rigid by multiplication by a decaying
kernel such as exp(−α|t|) (which with the Cos kernel produces OUosc), it seems
to me highly preferable to start from the point of view of a linear system forced
by noise.
I conclude with a suggested improved approach to nuclear magnetic reso-
nance imaging. The present standard approach is to apply an electromagnetic
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pulse that simultaneously excites all the single-quantum NMR transitions. The
resulting time-domain signal is Fourier transformed to reveal NMR absorption
intensity against frequency. I suggest instead to apply electromagnetic noise
and from the resulting response to infer the frequencies and damping rates by
the Gaussian processes of this paper.
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