A mixed integer linear program is presented for deterministically scheduling departure aircraft at runways. The method addresses different schemes of managing the departure queuing area by treating it as first-in-first-out queues or as a simple parking area, where any available aircraft can take-off irrespective of its relative sequence with others. The method explicitly considers separation criteria between successive departures and also incorporates an optional prioritization scheme using time windows. Multiple objectives pertaining to throughput, system delay and maximum individual delay are used. Results indicate minimizing system delay alone improves throughput over a basic first-come-first-serve rule. Modifications for computational efficiency are also presented in the form of re-formulating certain constraints and defining additional inequalities for better bounds.
I. Introduction
There are numerous constraints to consider when scheduling departure times from an airport. These constraints include wake separation constraints for successive departures, miles-in-trail separation for aircraft bound for the same departure fixes, and time-window or prioritization constraints for individual flights. Further, emissions and fuel consumption are additional criteria that need to be addressed during scheduling. Runways have been identified as the main source of system-wide delay in existing literature 1 . Thus, addressing all the above constraints in a single framework while effectively using airport geometry for scheduling departures has been identified as a part of the Next Generation Air Transport System (NextGen) 2 concepts. A lot of the prior literature on scheduling at runways has been devoted to scheduling arrival aircraft. The aircraft landing problem has been treated as an example of the generic job-shop scheduling problem; a dynamic programming algorithm for single machine scheduling was developed and applied to aircraft landing 3 . Other papers also address the aircraft landing problem as a job-shop scheduling problem 4, 5, 6 using a mixed integer formulation. A shortcoming of this previous work is that scheduling between successive aircraft is based on a constant separation time rather than separation based on weight class. Constraint Position Shifting (CPS) has been proposed for the dynamic scheduling of arrival aircraft, along with heuristics to solve it 7 . The idea of CPS was further incorporated into a dynamic programming approach for scheduling aircraft landings 8 and was later extended to departure scheduling 9 . CPS reduces the solution space by limiting the number of positions an aircraft can occupy in the sequence, and thus would lead to sub-optimal solutions. The dynamic programming approach in Ref. 3 has been extended into a generalized dynamic program for solving the departure scheduling problem 10 . This method determines pareto-optimal solutions for multiple objectives, but does not assign aircraft to available "queues" (when the taxiway area next to a departure runway is operated as queues). The decision factors behind such pre-determined queues are not explicit, and could potentially be based on a subjective controller input. Although there is evidence of use of a first-come-first-serve rule being used at other parts of an airport 11 , there is no evidence to suggest a uniform rule for assigning aircraft to departure queues. Thus, determining runway queues for individual aircraft and scheduling departures within the same framework would potentially improve efficiency and throughput of overall surface operations at busy airports. This paper presents a mixed integer linear program (MILP) for the deterministic departure scheduling problem. The model is generic and can address various scenarios of departure queue handling. Constraints for wake vortex separation and departure fix restrictions are explicitly considered, and an optional prioritization scheme is defined
II. Approach
Depending on the airport layout, controller preferences and runway configuration, the staging area or taxiways leading to the departure runway are either managed as first-in-first-out (FIFO) queues or as a "parking" spot (where any available aircraft can take-off irrespective of its relative sequence with others). Thus, for the purpose of scheduling departures, the access to the runway can be modeled in three distinct methods as described below and illustrated in Figure 1 using runway 17R at DFW as an example:
1. Multiple queues with each maintaining a FIFO structure as shown in Figure 1a . Any departure aircraft can be assigned to any queue, and aircraft cannot switch queues after this assignment. 2. Multiple queues where taxi route dictates queue choice. In other words, the queue assignment for certain aircraft is an input constraint. An example of this is given in Figure 1b . The queues still follow a FIFO structure, and again aircraft cannot switch queues. 3. There are no queues with FIFO structure; any aircraft can use the runway at any time. For example, if the access area is comprised of three queuing lanes, this could be achieved by aligning the aircraft in the outer two lanes and the inner lane being kept vacant, as shown in Figure 1c . Any aircraft cleared for departure would then move to inner lane irrespective of its position in the outer lanes.
(a) (b) (c)
Figure 1: Example for runway 17R at DFW
The departure scheduling MILP developed here addresses all the above models, and thus the queuing structure is an input. The MILP further takes as input the incoming sequence of aircraft for departure for a runway, along with DFW their earliest take-off times and an optional prioritization scheme based on a time-window for take-off. The program then assigns these aircraft to the available departure queues (wherever applicable) and schedules runway departure times. Thus, departure scheduling is modeled as a double assignment problem: aircraft expected to depart within the planning horizon are assigned to a departure queue and are then assigned a departure time based on various separation constraints. The approach is generalized and can be used in a variety of situations and allows for aircraft prioritization based on operational considerations.
Besides the above three cases for modeling, scheduling can be directed towards three basic objectives (or any combination thereof): throughput, system delay and maximum delay. Throughput is linked to the capacity of the runway and for scheduling purposes can be defined as the assigned take-off time for the last aircraft being scheduled. System delay is linked to efficiency and is the total time spent by all aircraft while waiting to take-off. Maximum delay is linked to equity and is the maximum waiting time for any aircraft while waiting to take-off. The MILP can address each of these three objectives as described in the next section.
III. Mathematical Details

A. Basic Mathematical Formulation
This section details the basic mathematical formulation for the MILP. The formulation is detailed for the case when aircraft are assigned to departure queues, and the take-off times are assigned subsequently, as shown in Figure  1a . Following this, modifications to address the other two cases in Figure 1b and 1c are presented.
Consider a set of flights , which represents the aircraft expected to be at the departure queue area within the planning horizon to use the pertinent departure runway. Each member of the set will have an aircraft type and destination departure fix, which would govern the separation between preceding and succeeding aircraft. Each aircraft will have a time of earliest take-off based on when it enters the queuing area (un-impeded, or assuming no other aircraft is present). Let this time be for flight , and let the set be sorted in ascending order of . In other words, if then implies . Each aircraft may have a window of departure, and let us denote this with . This time window could be strict or a "hard constraint" (that the aircraft has to depart before ), in which case smaller values of could lead to infeasibility; the window could be lenient too, with a cost of violation. Here we present the formulation where the time window is modeled as a strict constraint, and the alteration to address "soft" time windows is presented at the end of this section . These windows can be used as a means of prioritizing some aircraft over the other, even when the queue entry times are far apart. Of course, this is optional, and the windows could be sufficiently large to avoid any prioritization. Let denote the set of positions these aircraft can occupy in the "departure sequence" from the runway. Thus, , or the number of such positions in the output sequence are equal to the input number of aircraft. Below, we first give a description of the notation, summarizing the above set of parameters and describing the variables. This is followed by the complete mathematical formulation of the MILP and an explanation of all the expressions.
Parameters
is the set of incoming flights, sorted in ascending order of earliest un-impeded departure time is the set of positions that flights can take in the departure sequence on the runway, is the set of all departure queues that the aircraft can be assigned to is the earliest un-impeded departure time for flight is the time window of departure for flight is the minimum separation in departure times of flight and , if flight follows flight . This depends on the weight class or type of aircraft for flight and , and also the departure fix for both the flights, and is the maximum of all the required minimum separation criteria between the pair. 
such that (4) (5)
(8)
As stated before, each aircraft is assigned a departure queue, and then a departure time. The departure time is determined by first assigning each aircraft a position in the output departure sequence, and then maintaining the separation between consecutive positions. The expressions (1) to (10) can be interpreted as follows:
Equations (1), (2) and (3) are the three objective functions labeled according to the pertinent objective. (1) is the system delay objective, and minimizes the total time spent by each aircraft in departure queue area beyond the earliest, unimpeded departure time. (2) is the throughput objective that minimizes the take-off time of the last position,
. (3) is the maximum delay objective, which minimizes the maximum time spent by any aircraft in the queue area.
Equation (4) guarantees that each aircraft will occupy just one position in the output sequence. (5) is similar to (4), and represents the fact that each position in the output sequence must be occupied by just one aircraft. In a similar vein, (6) ensures that each aircraft can occupy just one queue.
Constraints (7) and (8) ensure that if aircraft is assigned to position , then the departure time for position is within the time window of aircraft . (9) then ensures that the departure times for consecutive departure positions are sufficiently spaced out to ensure the separation criteria flights assigned to the positions. If flight is assigned to position and flight is assigned to position , then , otherwise the constraint is "inactive", or dominated by the constraint for the pair of aircraft that are assigned to these positions.
Constraint (10) ensures the FIFO structure of each queue. The two terms on the left hand side of the inequality give the difference in the position of aircraft and . If both aircraft are assigned to the same queue , then the difference in the positions should be at least one, with occupying a position later than since entered the queue later than .
American Institute of Aeronautics and Astronautics 5
The above formulation is valid if the separation between aircraft pairs follows the triangle inequality, i.e., if A follows B and B follows C, then the minimum required separation between A-C would be less than the sum of separation between A-B and B-C. This would not hold in the presence of additional flow constraints such as milesin-trail (MIT) restriction, where certain aircraft pairs have additional separation requirements since they take the same flight path to the en-route airspace. In such cases, additional constraints on and can be written in a manner similar to that in constraint (9) .
Besides the number of queues, the airport structure could limit the size of each queue. To address this, an additional constraint can be imposed to denote the maximum number of aircraft that can occupy a particular queue as follows: (11) It should be noted that any limitation on queue size should be time based: the number of aircraft in the queue cannot exceed the limit at any time. The above constraint, at best, serves as a approximation for this limit. This constraint needs to examined further in the future research for scheduling over larger time periods while addressing uncertainty in the time aircraft arrive at the departure queue.
To address scenarios with pre-determined queues (Figure 1b) , additional constraints can be included in the problem, such as for the relevant queue and flight. The rest of the formulation remains the same. In fact, for these scenarios, is no longer a variable but an input parameter, and thus the problem size is reduced. For scenarios with no FIFO queues (Figure 1c ), essentially there is no queuing structure. This can be modeled by eliminating the queuing variables and related constraints (6) and (10) from the formulation. The reduced problem has fewer variables and constraints, and it is possible that the reduced problem is computationally more efficient. However, this is dependent on the characteristics of the problem and needs to be studied more.
As stated before, the above formulation models the time window as a strict constraint. This formulation can be changed to accommodate "soft" time-windows by defining an additional linear variable and adding constraints and . Then can be multiplied by an appropriate cost of violating time windows, and added to the objective function.
B. Computational Improvements
For implementation in a decision support tool for controllers, the departure scheduling method should be computationally efficient and be capable of solving problems of reasonable size in seconds. The computational performance of the basic MILP in the previous section is not sufficient in this regard. To address this, certain methods to improve computational performance are presented in this section. This includes re-formulating some of the constraints as well as adding constraints that are not necessary but result in better bounds and faster solutions.
As a first step, two of the constraints in the basic MILP are re-formulated. Constraint (10) maintains the FIFO structure of each queue, and can be re-formulated as: (12) The above constraint states that if both aircraft and are assigned to the same queue and , then for any position either takes the position or greater than , or takes the position or a position less than . Since the above constraint does not include non-unitary coefficients for the binary variables, it gives better bounds than constraint (10) .
Constraint (9) can also be re-formulated as:
The above constraint is an aggregated form of constraint (9), and reduces the large number of separation constraints while retaining the same bounds. In addition to the above reformulation, various additional constraints can be defined for better computational performance. One such constraint is given below in inequality (14) , which says that successive positions for take-off must always be separated by the minimum required separation.
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Another such constraint for better lower bounds can be based on the "best" sequence if all aircraft are available for scheduling at the beginning of the planning horizon itself: Consider the case when . In the absence of any MIT, separation criteria in Table 1 states that the best sequence would be to first clear all the small aircraft, then all the large, then the B-757s and all the heavy aircraft in the end. This can be called the "best" or earliest achievable sequence. In the presence of some MIT restrictions, the separation matrix in Table 1 could be expanded to a matrix which includes all pair-wise separation. Assuming again, the earliest achievable sequence can then be evaluated. If denotes the time of position in this earliest sequence, each can then be bounded as: (15) It should be noted that the method for evaluating presented above is simplistic in nature and does not incorporate the values during evaluation. Better "best" sequences can be built using heuristics that incorporate the values, and this is part of future work in this research. Lastly, it can easily be seen that first departures can occur only after the first arrivals into the queuing area. This can be included as: (16) Besides the above constraints, certain objective-specific constraints can also be defined. For maximizing the throughput, the take-off time for the last position is minimized. If this be the objective, then the resulting throughput will always be equivalent or better than the FCFS throughput. In other words, the take-off time for the last position in the throughput-optimal solution can be bounded by last take-off from FCFS, as shown below in constraint (17): (17) It should be noted that the above constraint works for the throughput objective only, and using it with other objectives could possibly yield sub-optimal solutions. However, even though examples can be found where optimizing for system delay would yield worse-than-FCFS throughput, tests over 240 random problem sets as presented later (in Figure 5) found no such case.
Besides constraint (12), all the above modifications and additions work for any model in Figure 1 .
IV. Results
A. Benefits: Comparison of Departure Scheduling with First-come-first-serve
This section compares the results from the above departure scheduling problem with a basic first-come-firstserve (FCFS) rule to highlight the benefits of using such a scheme. The benefits are presented in terms of improvement over FCFS for any of the three objectives listed before. For the purpose of this comparison, randomlygenerated problems of varying size (described later) were used. The MILP was solved using the ILOG CPLEX 11.0 a , a commercially available optimization software package, and the MILP was solved for an optimality gap (% gap in lower and upper bound) of 1.0%. It should be noted that out of the three models presented in Figure 1 , results are provided only for the case with FIFO queues, where the queues assignment is not pre-determined (Figure 1a) . The benefits in the case without FIFO queues (Figure 1c ) would be more, since absence of queues would lead to more feasible sequences, leading to larger solution space and hence better objective values. The case with preassigned queues (Figure 1b ) is similar to problem described in Ref. 10 , where the authors present the benefits over a FCFS scheme. Based on operations at DFW, three queues are used in the analysis.
To generate the problems data was collected using the Surface Operations Data Analysis and Adaptation (SODAA) tool 12 . This tool analyzes the Surface Management System 13 (SMS) generated log files, which contain data from multiple sources, including air carriers, the Enhanced Traffic Management System (ETMS), and Airport Surface Detection Equipment, Model X (ASDE-X). Four aircraft weight classes were used for which FAA mandates minimum separation criteria based on wake vortex separation 14 . This separation is given in terms of distance, and a http://ilog.com/products/cplex/ American Institute of Aeronautics and Astronautics 7 was converted into time-based separation using average runway occupancy times, average horizontal and ascent speed for each aircraft weight class based on actual surface data at DFW airport. The resulting time-based separation matrix is given in Table 1 . Problem sizes of scheduling 15 to 20 aircraft within 15 minutes are considered, which represents highly congested flow conditions ( Table 1 shows that a runway can serve at most one departure per minute). It should be noted that although larger number of aircraft can be used in such a problem, it might be computationally prohibitive, especially if implementation in a decision-support tool is a possibility. Further, a 15 aircraft problem represents the operation of a single runway solely for departure for almost 15 to 18 minutes. Planning operations for a time horizon larger than this under taxi-time uncertainty might not yield desirable results. Addressing this uncertainty is part of the future work in this research.
The values are uniformly distributed, and the aircraft type is randomly assigned using a uniform distribution (resulting in approximately 25% aircraft of each weight class). Further we consider two separate cases for each problem size: one in which there are no miles-in-trail restriction and the other where all aircraft head towards one out of four departure fixes (with departure fixes assigned based on uniform distribution), with 120 seconds required separation between aircraft going to the same departure fix. The restrictions based on departure fix and other flow criteria would vary, and this represents a test scenario. Also, the values were set to infinity to allow for maximum re-sequencing. Setting a lower value would be equivalent to providing upper bounds to the maximum delay objective since is the maximum allowed delay. Figure 2 shows the improvement in objectives over FCFS for randomized problem sets of scheduling 15 to 20 aircraft with and without MIT restrictions. Each figure has 20 different problem sets for each aircraft number (20 problems sets of 15 aircraft, 20 with 16 aircraft and so on, totaling to 120 problem sets per figure) . The different graphs in the figure present the percentage improvement over FCFS for different objectives. Further, since the percentage gains alone do not show the magnitude of benefits, the maximum benefit of all cases in each objective is presented in the box in each graph. For example, Figure 1a shows that 180 seconds can be saved in serving all the aircraft in one of the cases, which means three more small aircraft can depart within the same time when using the MILP over FCFS. Similarly, Figure 1f shows that maximum waiting time for any aircraft is reduced by 421 seconds over FCFS for one of the cases.
The gains in throughput are relatively small as compared to the potential reduction in system delay. The difference between FCFS schedule and MILP schedule is more pronounced when departure fix restrictions are put in. It should be noted that a small percentage of the problems (~7%) were not solved to optimality within the computational time limit of 2 minutes (the 2 minute limit was chosen since computation times beyond this questions the use of the method in real time). In such cases, though, the benefits presented below are an under-estimate of the potential benefit.
The potential benefits in Figure 2 are for a uniformly distributed aircraft mix (i.e., approximately 25% each of the four classes defined in Table 1 ). Although it can be argued that the potential aircraft mix in the future would change, benefits on current aircraft mix need to be explored too. For this purpose, the data analysis from SODAA was used to get an approximate mix of aircraft at DFW: 2% small, 88% large, 5 % heavy and 5% B-757. Given the high proportion of large aircraft, the benefits in throughput without MIT are expected to be small since resequencing would have little effect. However, with the inclusion of MIT restrictions, the benefits in delay over FCFS are significant with uniform mix. In Figure 3 , the potential benefits for the current aircraft mix with MIT restrictions are provided. Again, these are for 15 to 20 aircraft, with 20 problem sets each for each problem size.
American Institute of Aeronautics and Astronautics The benefits in throughput are not as high as in uniform mix, but there are significant benefits in system delay and maximum delay reduction. But even for system delay and maximum delay, the benefits are less as compared to uniform mix. This is highlighted by the presence of "gaps" in the graphs, showing cases of no benefit over FCFS. Thus, the benefits of such a scheme are dependent on aircraft mix besides depending on existing separation criteria and traffic conditions. Evidently, the benefits would be less under very light demand scenarios since little sequencing would be possible or even required.
B. Objective Choice: Relative Effect of Choosing an Objective
In the previous section, potential benefits from scheduling directed towards one objective alone were presented. However, for implementation it is necessary to understand the relative effect of using one objective on the other objectives. Scheduling using just one objective can have adverse effects in the others and the associated physical quantities. For example, if scheduling is done based on the maximizing throughput, the optimal solution could result in five aircraft being made to wait till the end to let another aircraft take-off first for slightly better throughput, resulting in large delays and reduced efficiency. In this section, the relative merit of choosing system delay versus throughput is first compared, and then the choice of max delay as an objective is discussed. These comparisons are done based on a uniform aircraft mix, since the difference would be more noticeable in the cases with higher potential for benefit.
As before, random problem sets of 15 to 20 aircraft (20 problem sets each, totaling to 120) were generated, both with and without MIT restrictions, and the 3 FIFO queue model with non-assigned queues (Figure 1a ) was used. For each problem set, the maximum throughput and minimal system delay solutions were found and compared in terms of throughput as well as system delay. Figure 4 below shows the result of this comparison. Each dot on the figure represents one problem set. The horizontal axis signifies the percentage deviation from optimal throughput while minimizing system delay and the vertical axis indicates the percentage deviation from least system delay while optimizing throughput. In Figure 4b , the points lying to the right of the vertical "outlier" line represent problems that were not solved to 1% optimality within the prescribed time limit of two minutes. There are few other points towards the left of the outlier line which were not solved to optimality, but all points beyond the outlier line are indeed outliers. The figures show very small deviation in throughput when system delay is optimized, but a very large deviation in system delay for optimal throughput. This indicates that multiple throughput-optimal solutions are present, or multiple throughput maximizing solutions exist in the close vicinity of optimal solution. Searching for the least system delay solution in this neighborhood or using system delay as the objective itself might be more relevant from the point of view of future implementation in a decision support tool.
(a) (b)
Figure 4: Comparing system delay and throughput objectives
If system delay is used as the objective alone, it becomes necessary to see if there is any adverse effect on throughput. As shown in Figure 4 the throughput decreases, or in other words, there is a positive deviation from optimal throughput. However, it remains to be seen if the throughput decreases beyond the FCFS throughput. For this purpose, the difference in FCFS throughput and that obtained from optimizing system delay is presented in Figure 5 below. As can be seen from these figures, the resulting throughput is still always greater than FCFS. Plotting the results from optimizing maximum delay (shown below in Figure 6 ) does not show any consistent relationship with other objectives as in Figure 4 . As before, each point on the plot in Figure 6 represents results from a single problem set, and there are 240 points in total (120 without MIT and 120 with MIT). The figure shows that the deviation in system delay is larger than in throughput for most of the cases, since a lot of the points lie above the red line. This leads to the conclusion that system delay is more sensitive to the use of a particular objective as compared to throughput and maximum delay. If the goal is implementation (for example, in a decision support tool), a hybrid objective as a linear combination of throughput, system delay and maximum delay might be appropriate. The choice of such an objective would involve discussion with all the stakeholders including the airlines, controllers, airport authorities and FAA. One potential objective would be to minimize system delay alone, and using a cap on the maximum delay through finite values.
C. Computational Examination
In this section, the computational efficiency of the MILP was tested including the improvements presented in Section III-B. For testing the computational efficiency of the approach, the model with FIFO queues (Figure 1a) was used, since this has the most variables and constraints and would potentially have higher computational times.
Further, the tests were conducted on the throughput and system delay objective only. The usefulness of the maximum delay objective is not clear due to differing perspectives between different stakeholders. Further, a cap can be put on the max delay through values itself. Finite values would yield tighter bounds on binary variables and would reduce computational times. For this reason, only system delay and throughput were considered, with set to infinity. As before, 3 queues were used, and both system delay as well as throughput objective were tested. 200 random problem sets for scheduling 15 aircraft were solved, which included 100 without MIT restriction, and 100 with MIT restrictions. Figure 7 and Figure 8 present the results of the computational tests for system delay and throughput objective respectively. In both figures, part (a) is a histogram of optimality gap (percentage difference in lower bound and last good solution) at the end of 100 seconds; part (b) is a histogram of the time for 1% optimality gap.
The results indicate that solving for system delay is more efficient than for throughput. While solving for system delay, more than 75% of the problems were solved to within 2% optimality in 100 seconds, compared to less than 40% for throughput. Almost 25% of the problems were solved to optimality (1% gap) in under 10 seconds with system delay as the objective. However, it should be noted that the large solution time for throughput is primarily due to time spent in proving optimality by reducing the lower bound. Analysis of the eventual 1% optimal solution for throughput shows that the solution obtained in the first 10 seconds is actually the optimal in 90% of the cases; the rest of time is spent in improving the optimality gap by improving lower bounds. 
V. Conclusion
This paper presented a mixed integer linear program (MILP) for deterministic runway departure scheduling. The model is generic and can be used for a variety of cases with different methods of handling the queuing area. The MILP explicitly considers separation criteria along with additional constraints, and includes an optional prioritization scheme for relevant aircraft. Multiple objectives can be used and tests indicate substantial benefits over a basic first-come-first-serve rule. Results show that benefits are the most in reducing system delay, and system delay is the most sensitive objective compared to throughput and maximum delay. Minimizing system delay alone provides benefits in throughput too. Computational improvements to the basic MILP are also provided, and tests indicate that system delay minimization has faster solution times than throughput. However, in almost all cases the large solution times in throughput were due to poor bounds, i.e. the optimal solution was found fairly quickly and a lot of time was spent in proving optimality for this solution by changing the lower bounds.
Since the model solves the deterministic problem, the logical next step is to address uncertainty while solving for larger time periods. One way to do this would be to use rolling planning horizon methods, and the use of the above model in such a scheme needs to be studied. Further, it is common that queues of arrival aircraft are present next to the departure runway for crossing into the terminal area. Scheduling arrival crossings on the departure runway within the above framework is a relevant problem and is part of future work. Lastly, further improvement in computational times is ongoing research, to make the model more relevant for implementation in a decision support tool for controllers.
