For arbitrary planar convex domain, we compute the behavior of Christoffel function up to a constant factor using comparison with other simple reference domains. The lower bound is obtained by constructing an appropriate ellipse contained in the domain, while for the upper bound an appropriate parallelepiped containing the domain is constructed.
Introduction
Let D ⊂ R d be a compact set with non-empty interior, Π n,d be the space of real algebraic polynomials of total degree ≤ n in d variables. Equip D with Lebesgue measure and let A useful equivalent definition is
For the purposes of this work we restricted the definition of Christoffel function to the case of Lebesgue measure on D, which is also crucial for the methods used.
Christoffel function is instrumental in different areas of approximation theory, analysis, mathematics and other disciplines, see, e.g. [N] or [S1] . Typically, asymptotics of Christoffel function is established showing that for any fixed point x in the interior of D one has lim n→∞ n d λ n (x, D) = Ψ(x) for an explicit or estimated function Ψ(x), in which case the decay of Ψ(x) when x is close to the boundary of D is of particular interest. We establish behavior of Christoffel function, i.e., for any n and any x ∈ D we calculate λ n (D, x) up to a constant factor independent of n and x. This implies estimates of Ψ(x) (provided it exists) and is useful in applications where n is fixed while x varies. For example, it was shown in [DP] that the rate of growth of inf x∈D (λ n (D, x)) −1 as n → ∞ is determining for Nikol'skii type inequalities on D.
The quantity inf x∈D (λ n (D, x)) −1 is also important for discretization problems, see, e.g. [CDL] and [DPTT] . Pointwise behavior of λ n (x, D) with fixed n arises in [CM] , which is the weighted analog of [CDL] .
For specific domains, such as simplex, cube or ball, an orthonormal basis can be computed and (1.1) can be used to find Christoffel function, see, e.g. [X] . This is no longer feasible if D is a rather general multivariate domain. A different approach pioneered in [K3] is to use (1.2) and compare with other domains for which the behavior of Christoffel function is known.
In [K3] lower and upper estimates on Christoffel function on convex and starlike domains were obtained in terms of Minkowski functional of the body. In the context of application to Nikol'skii inequality (i.e. estimates of the quantity inf x∈D (λ n (D, x)) −1 ), the comparison method was used in [DP] , where it was shown that for convex D it suffices to compute the infimum over x in the boundary of D. In [P2] we obtained upper estimates on Christoffel function for convex domains in terms of few easy-to-measure geometric characteristics of the location of x inside D. The estimates were obtained comparing D with a parallelotop containing D. This was followed by the lower estimates in [PU] obtained by comparison with ellipsoids contained in D. In particular, in [PU] the behavior of Christoffel function was computed for
and it was suggested that the class of convex bodies for which the lower bounds of [PU] and upper bounds of [P2] match (up to a constant factor) is rather large.
In this work, we establish characterization of the behavior of Christoffel function on arbitrary planar convex domains using comparison with ellipses contained in the domain for the lower bound and comparison with parallelepipeds containing the domain for the upper bound. This is achieved by an appropriate refinement of the ideas of [P2] and [PU] . The core of the work is almost purely geometric result presented in Section 2. Then we compute Christoffel function for arbitrary planar convex domain and give relevant remarks about both the geometric and the analytic parts in Section 3. We conclude the work with Section 4 where existence of near optimal polynomial meshes on arbitrary planar convex domains is established as a consequence of the main result of the paper. For general planar convex domains this was recently proved in [K4] . Our proof is different and suggests another approach for the higher dimensions where the problem is still open.
Main geometric result
Let us begin with necessary notations. · is the Euclidean norm in 
. For our purposes, it will be convenient to say that f : . For further background on convexity and convex functions, the reader may refer to [RV] .
Let D ⊂ R 2 be a convex body, i.e. convex compact set with int(D) = ∅. For each x ∈ int(D),
Theorem 2.1. For any planar convex body D and any interior point
where c is an absolute constant.
Proof. Clearly U(Qx, QD) = U(x, D) and L(Qx, QD) = L(x, D) for any Q ∈ A, so due to John's theorem on inscribed ellipsoid of largest volume [S2, Th. 10.12.2, p. 588] , we can assume without loss of generality that
We need a convenient representation of D in relation to a fixed point x ∈ int(D) which is close to ∂D.
Lemma 2.2. Suppose x ∈ int(D), x = 0, and δ > 0 are such that 1] , and an affine transform Q ∈ A with det Q = 3 such that Qx = (0, δ),
Proof. At first we do not worry about the condition f ′ + (0) = 0 and construct Q ∈ A 1 andf satisfying similar requirements as Q and f except forf ′ + (0) = 0. Set z = x(1 + δ/ x ) and choose Q ∈ A 1 as the transform satisfying Q(z) = 0, ( Q(−x)) 1 = 0 and ( Q(−x)) 2 > 0. Note that Q is uniquely defined as the composition of the translation moving z to the origin and the rotation mapping the direction of −x to the direction of the positive y-axis. Clearly, Qx = (0, δ). With l := x 0 , due to B ⊂ D ⊂ 2B, we have 1 ≤ l ≤ 2, B + (0, l) ⊂ Q ⊂ 2B + (0, l), and there exists a convex functionf :
Evidently,f (0) = 0. We now estimatef ′ ± (0). By convexity,
and arguing similarly in the other direction, we obtain
For any x ∈ [−1/3, 1/3] we get in the same waỹ
It remains to apply an appropriate linear transform to ensure f ′ + (0) = 0 and the required range of f . Set
Simple verification shows f (0) = 0 and f ′
Further by (2.10) and (2.9)
Then the inequality f (x) ≤ y is equivalent tof (x) ≤ỹ and the corresponding equalities are equivalent as well. Also,ỹ ≤ l is equivalent to y ≤ l −f ′ + (0) x 3 , which by l ≥ 1 and (2.9) yields y ≤ 1 3 . We have y ≥ 0 due to (2.11). Taking the above into account, (2.5) and (2.6) follow from (2.7), (2.8) and the definition of Q.
Remark 2.3. Recalling (2.4), by the definition of Q from the proof of Lemma 2.2, one can easily see that QD ⊂ (2 + δ)B ⊂ 4B. Next, by (2.12) and (2.9)
so QD ⊂ 16B, which we will need later.
For f from Lemma 2.2, we will build a parabola bounding f from above while being below (0, δ) (see (2.13)), and two supporting lines to f which will be used to construct the required parallelogram: one is y = 0 and the other one will be given by ℓ (see (2.14)). The supporting lines need to be "close" to (0, δ), which is automatic for y = 0 and is quantified in (2.15) for ℓ.
. Then there exist k > 0 and a linear function ℓ(x) = αx − β, where |α|, β ∈ (0, 2], such that:
which is well defined due to δ 2 < f (−1) + f (1). By continuity, the infimum is attained and there
Using these inequalities, we now establish (2.15) as follows:
It only remains to show α, β ∈ (0, 2]. Since f (0) = f ′ + (0) = 0 and f (ξ) > 0, due to convexity, we have β > 0. Next, α = f ′ − (ξ) ≤ 2 by the hypothesis, and β < ξf ′ (ξ) ≤ 2.
We can finally deal with the actual proof of (2.3). There will be three cases that we need to consider.
Recalling (2.4) and taking U(·) = x + 8(· − ( 1 2 , 1 2 )) in (2.2), we obtain U(x, D) ≤ 32 and hence, (2.3).
If x + 1 8 B ⊂ D, then we apply Lemma 2.2 and use the notations of the lemma. Observe that δ < 1 4 . Indeed, otherwise t := x(1 + 1 4 x ) ∈ D, so by B ⊂ D of (2.4) and convexity,
This is a contradiction to
We can also establish a useful bound on U(Qx, QD) Case 2. x + 1 8 B ⊂ D and δ 2 ≥ f (−1) + f (1). In this case, using δ < 1 4 and (2.5), we see that
Consider L(x, y) = (x, 1 24 y + 5δ 6 + 1 24 ). Then LB ⊂ QD, L −1 Qx = L −1 (0, δ) = (0, −1 + δ 4 ), so by (2.1), we obtain L(Qx, QD) ≥ 1 48 √ δ. Using (2.17) in the other direction, (2.3) follows by affine-invariance of L and U.
Case 3. x + 1 8 B ⊂ D and δ 2 < f (−1) + f (1). We apply Lemma 2.4 and use the notations of that lemma. By symmetry, we can assume that α > 0 and ξ > 0.
It is immediate to verify that x 2 ≤ 1 − √ 1 − 2x 2 for any |x| ≤ 1 √ 2 , which means that for L(x, y) = ( 1 √ 2 x, y + 1) the ellipse LB is above the graph of y = x 2 touching at the origin. Hence, setting k ′ := max{k, 1}, we observe that for L(x, y) = ( 1 √ 2k ′ x, 1 12 (y + 1) + 2δ 3 ) the ellipse LB is above the graph of y = kx 2 + δ 2 . Moreover, the largest second coordinate of LB is 1 6 + 2δ 3 < 1 3 , so taking (2.5) and k ′ ≥ 1 into account, we see that LB ⊂ QD. We compute L −1 Qx = L −1 (0, δ) = (0, −1 + δ 4 ). Therefore, by (2.1) we get It is straightforward to verify that y = 0 is mapped to y = 0, y = 1 is mapped to y = 16, x = 0 is mapped to y = α x − β, while x = 1 is mapped to the line parallel to y = α x − β passing through the point (−16, 16) . In particular,
Therefore, by f (0) = f ′ + (0) = 0, (2.15), Remark 2.3 and convexity, we get D ⊂ US. As Qx = (0, δ), we compute
which belongs to 1 2 S due to δ < 1 4 and α, β ≤ 2. Noting that ((U −1 Qx) 1 (U −1 Qx) 2 ) 1/2 < 1 4 (δ + β)δ, by (2.2) and α, β ≤ 2, we get
This inequality, (2.18) and (2.15) imply (2.3).
Computation of Christoffel function
In this section we show how to use Theorem 2.1 to compute, up to a constant factor, Christoffel function on arbitrary planar convex domain at arbitrary point. Our main result is the following reduction of computation of Christoffel function to that of computation of the geometric quantities U and L defined in the previous section. We write c, c 1 , c 2 , . . . to denote positive absolute constants, possibly different despite the same notation used. Also we write F ≈ G if Therefore, the hypothesis B ⊂ D ⊂ 2B in Theorem 3.1 can be ensured by considering an appropriate affine image of arbitrary planar convex body. Note that under this hypothesis we were able to achieve that the constants in the equivalences are absolute and independent of the geometry of the set.
Remark 3.3. Certain special care is needed to formulate Theorem 3.1 for points close to the boundary when τ (x) = x. In fact, one can immediately see that it suffices to prove Theorem 3.1 only for x satisfying τ (x) = x due to the next lemma relying on Markov's inequality.
Lemma 3.4 ([P2, Proposition 1.4]). If D is a planar convex body with 0 ∈ D, then for any
Before proving Theorem 3.1, let us quickly establish the following corollary which will be crucial in the next section for existence of optimal polynomial meshes.
Corollary 3.5. For any planar convex domain D, x ∈ D and n ≥ 1
Proof. We can invoke the considerations of Remark 3.2 to assume B ⊂ D ⊂ 2B, so that Theorem 3.1 is applicable. If τ n (x) = x, then also τ 2n (x) = x, so (3.2) follows directly from (3.1). Otherwise, we have λ n (τ n (x), D) ≈ λ n (x, D) by Lemma 3.4. It is easy to observe that there exists a positive integer m independent of n satisfying
Therefore, iterating Lemma 3.4 at most m times, we obtain λ 2n (τ n (x), D) ≈ λ 2n (x, D), and (3.2) for x follows from already established (3.2) for τ n (x).
Proof of Theorem 3.1. By (1.2), for two domains satisfying
and for any T ∈ A
By Remark 3.3, it is sufficient to consider the case x ∈ (1 − 2 −4 n −2 )D. By Theorem 2.1, the equivalence (3.1) follows from
We begin with the lower bound. Let L be an affine transform such that
x ∈ LB ⊂ D and L(x, D) ≤ 2(1 − L −1 x ) 1/2 | det L|.
We will show that there exists an affine transform L satisfying
Represent L as L(·) = A(·) + y for some linear map A on R 2 and y ∈ R 2 . Now define
It is straightforward to check that L −1 x = (1 − 2 −7 n −2 )L −1 x which implies the last inequality in (3.6) and 1 − L −1 x ≤ 1 − L −1 x . Combining this with | det L| < | det L|, we obtain the upper bound on L(x, D) in (3.6). Using LB ⊂ D, x ∈ (1 − 2 −4 n −2 )D and y ∈ D, by
we arrive at LB ⊂ D. (Here we have also used convexity of D and 0 ∈ D.) Now (3.6) is completely verified.
It is known ( [P2, (2. 3)]) that
So by (3.3), (3.4), (3.7) and (3.6),
so the first inequality in (3.5) follows.
Now we turn to the upper bound in (2.3). Since (1 − 2 −4 n −2 ) −1 x ∈ D and B ⊂ D, by convexity (3.8)
Let U be an affine transform satisfying x ∈ U( 1 2 S), D ⊂ US and
We claim that (3.10) (U −1 x) i ≥ 2 −7 n −2 , i = 1, 2.
Let us prove this for i = 1, the case i = 2 is exactly the same. We can assume (U −1 x) 1 ≤ 1 4 . If D ⊂ U([0, 1] × [0, 1 2 ]) then considering U(x, y) := U(x, y 2 ) we get a contradiction with (3.9). We have that D ⊂ U([0, 1] × [0, 1 2 ]), D ⊂ US and D ⊂ 2B, so the distance h between the lines U(R × {0}) and U(R × {1}) satisfies h 2 ≤ 4. Next, by (3.8) the distance ρ from x to the line U(R × {0}) satisfies ρ ≥ 2 −4 n −2 . Since U ∈ A, we have (U −1 x) 1 = ρ h and (3.10) follows from the bounds on h and ρ.
[DP, Theorem 6.3] implies that
We complete the proof using (3.3), (3.4), (3.11) and (3.9) as follows:
Remark 3.6. It is possible to prove Theorem 2.1 and Theorem 3.1 simultaneously, but we chose to separate geometric and analytic arguments and show that Theorem 3.1 can be obtained from Theorem 2.1 by relatively short additional work establishing the required properties of the affine transforms nearly attaining the infimum/supremum in (2.1) and (2.2). We believe it was important to illustrate that the heart of the matter here is the geometric result Theorem 2.1 (or, more specifically, Lemma 2.2 and Lemma 2.4). In addition, there may be other applications of Theorem 2.1 not related to Christoffel functions as this result represents certain duality between near optimal ellipse and parallelogram. In particular, in an upcoming work we plan to show how Lemma 2.2 and Lemma 2.4 can be used to obtain sharp (up to a constant factor)
Bernstein-Markov type estimates on directional derivatives of algebraic polynomials at any fixed point in arbitrary planar convex set.
Remark 3.7. Let us give several comments regarding the proofs. As already mentioned in Section 1, both the ellipse and the parallelogram are obtained in a constructive manner. This allows to explicitly construct polynomials nearly attaining the minimum in (1.2). It is interesting that their structure is essentially "separable" as they are tensor products of two "good" univariate polynomials (constructed in [DP, Lemma 6.1]) after an affine change of variables.
The constructions of ellipses and parallelograms for Cases 1 and 2 in the proof of Theorem 2.1 are simple and have appeared in some form in our earlier papers. The construction of the ellipse in [PU] is, in fact, very close to the one we need in this paper. The key ingredient not discovered in [PU] is the assumption f ′ + (0) = 0 achieved in Lemma 2.2. Once settings of Lemma 2.2 are attained, the required ellipse is found directly through the "lowest" parabola whose leading coefficient is defined in (2.16). Two sides of the required parallelogram are the lines supporting to f at the origin and at the point of tangency of the parabola to f . This construction of parallelogram is different than the one in [P2] where too few measurements of the domain were used. One of the challenges we had to overcome was to realize that one may have to employ a non-symmetric parallelogram to address symmetric situations (when f is an even function).
Remark 3.8. It is easy to extend the definitions (2.1) and (2.2) to the higher dimensions, and we conjecture that corresponding generalizations of Theorems 2.1 and 3.1 are true. While Lemma 2.2 is not hard to generalize, Lemma 2.4 is for two dimensions only. One can observe that in the planar case (d = 2) there is only one parameter (k) to define the needed parabola (see (2.16)), while for d > 2 there will be d − 1 parameters which makes generalization of (2.16) and handling the resulting points of tangency much more difficult.
Application to optimal meshes
For a compact set D ⊂ R d with non-empty interior and a continuous function f on D, we denote f C(D) = max x∈D |f (x)|. If there exists a sequence {Y n } n≥1 of finite subsets of D such that the cardinality of Y n is at most µn d while
where µ, ν > 0 are constants depending only on D, then D possesses optimal polynomial meshes.
Note that the dimension of the space Π n,d is of order n d , which is the reason for calling such sets optimal meshes. It was conjectured by Kroo [K1] that any convex compact set possesses optimal polynomial meshes. Until recently, this was established only for various classes of domains, namely, for convex polytopes in [K1] , for C α star-like domains with α > 2 − 2 d in [K2] , for certain extension of C 2 domains in [P1] . Finally, in [K4] Kroo settled the conjecture in affirmative for d = 2 proving existence of optimal polynomial meshes for arbitrary planar convex domains using certain Bernstein tangential inequality. Here we show another proof of the conjecture for d = 2 using a different technique based on Christoffel functions and an application of Tchakaloff's theorem.
We will employ the connection between Christoffel functions, positive quadrature formulas and polynomial meshes established recently in a nice lemma by Bos and Vianello which we will now state in somewhat smaller generality and using our notations.
Lemma 4.1 ([BV, Lemma 2.2]). Suppose X 2n = {x (1) , . . . , x (s) } ⊂ D are the nodes of a positive quadrature formula precise for Π 2n,d , i.e. there exist weights w i > 0, i = 1, . . . , s, such that
Then for any ξ ∈ D
For completeness, let us provide a quick proof.
Proof. Fix ξ ∈ D. Let q ∈ Π n,d be a polynomial attaining the minimum in (1.2), i.e., w i p 2 (x (i) )q 2 (x (i) ) ≤ p 2 C(X 2n ) s i=1 w i q 2 (x (i) ) = p 2 C(X 2n ) λ n (ξ), which, in combination with (4.3), is the required inequality.
Existence of the required positive quadrature formula (4.1) with s ≤ dim(Π 2n,d ) is well-known.
For the Lebesgue measure, which is our settings, this was originally proved by Tchakaloff [T] .
The result has been generalized in various directions, see, for example [P] and [DPTT, Theo- This proposition in combination with Corollary 3.5 immediately implies Kroo's conjecture for d = 2.
Remark 4.3. Extending Corollary 3.5 to higher dimensions will confirm Kroo's conjecture for higher dimensions. Our proof of Corollary 3.5 from Theorem 3.1 readily transfers to higher dimensions. Therefore, generalization of Theorem 3.1 to higher dimensions (see Remark 3.8) would imply existence of optimal polynomial meshes for arbitrary convex bodies. However, it might be more accessible task to generalize only Corollary 3.5 which is a much weaker statement than Theorem 3.1.
Remark 4.4. We would also like to comment about similarities and differences of the proofs of existence of optimal polynomial meshes in arbitrary planar convex bodies from this work and from [K4] . A very important part of both proofs is consideration of certain parabolas inside the domain. In our proof we were able to "localize" the problem and work with a fixed interior point; "global" part of the argument was delegated to Tchakaloff's theorem and Lemma 4.1.
In [K4] , a maximal function was used to prove a "global" tangential Bernstein inequality. While smoothing of the boundary was needed in [K4] , we managed to avoid this due to Lemma 3.4.
