We describe a numerical study performed to appraise the ability of seismic amplitude data to infer the time evolution of pore pressure and fluid saturation due to hydrocarbon production. To this end, we construct a synthetic, spatially heterogeneous hydrocarbon reservoir model that is subject to numerical simulation of multiphase fluid flow. Hydrocarbon production is assumed in the form of one water-injection well and four oil-producing wells. The synthetic reservoir model exhibits average porosities of 20% and poses significant vertical resolution constraints to the usage of seismic amplitude data to ascertain variations of pore pressure and fluid saturation. We assume the availability of migrated prestack seismic amplitude and use one-dimensional models to simulate trace by trace the seismic amplitude data before and after the onset of production. One-dimensional seismic amplitude data are simulated in time-lapse mode making use of a rock physics model that includes the effect of differential compaction between sands and shales as a function of depth of burial. The sensitivity study presented in this paper is based on one-dimensional inversion and hence sheds light on the vertical resolution properties of noisy seismic amplitude data. Multiphase fluid-flow parameters have a measurable impact on fluid saturation and pore pressure and hence on the spatial distribution and time evolution of elastic parameters. However, the inverted spatial distributions of elastic parameters at best correlate with smooth spatial averages of the actual distributions of pore pressure and fluid saturation. Because for the case under consideration time-lapse seismic amplitude variations are of the order of 5%, such a correlation would be difficult, if not impossible, to ascertain without the use of one-dimensional inversion. We show that the elastic parameters inverted from prestack seismic amplitude data provide more degrees of freedom to discriminate between time variations of pore pressure and fluid saturation in the reservoir compared to distributions of acoustic impedance inverted from poststack seismic amplitude data.
Introduction
The purpose of hydrocarbon reservoir characterization is to construct geological models and their associated spatial distributions of petrophysical properties to match dynamic reservoir behaviour and to manage production forecast. Threedimensional seismic amplitude data are widely used to construct geometrical models of reservoir compartments (Dorn 1998 , Brown 1999 . Amplitude analysis of seismic data has also proved useful to infer lateral and vertical changes in some petrophysical parameters, notably lithology, porosity, fluid saturation and pore pressure. On the other hand, wireline logs and rock-core measurements are routinely used to provide an initial estimate of petrophysical parameters in the vicinity of existing wells. These estimates are subsequently extrapolated away from wells via geostatistical techniques and upscaling procedures that yield a cellular reservoir model amenable to numerical simulation of multiphase fluid flow. Extrapolation of petrophysical parameters away from wells in some instances can be performed with the use of static seismic amplitude data, as done with geostatistical inversion (Torres-Verdín et al 1999) . More recently, time-lapse seismic amplitude data have been acquired and interpreted to gain insight into the dynamic behaviour of producing hydrocarbon reservoirs (Al-Najjar et al 1999 , Cooper et al 1999 , Behrens et al 2001 , Merkel et al 2001 , Cominelli et al 2002 , MacBeth et al 2005 . The objective of this paper is to shed light on the spatial resolution of seismic amplitude data in the inference of static and dynamic properties of hydrocarbon reservoirs. We assume that prestack seismic gathers have been previously migrated with an algorithm that preserves amplitude fidelity. Moreover, we consider only primary PP reflection events. These assumptions justify the use of a one-dimensional (1D) model to simulate trace-by-trace seismic amplitude variations.
Measurements consist of prestack and poststack seismic amplitude data acquired in time-lapse mode as well as wireline logs acquired before and after the onset of production (if wireline logs were not acquired after the onset of production then it is assumed that the original wireline logs were corrected using fluid substitution laws to reflect accurate measurements after the onset of production). One-dimensional seismic amplitude data are simulated numerically from a synthetic reservoir model that exhibits a great deal of spatial variability in its associated petrophysical parameters. A waterfloodenhanced recovery process is hypothesized to drive the dynamic behaviour of the reservoir. Fluid production and pore pressure depletion are forecast using a multiphase reservoir simulator. Elastic properties are calculated from petrophysical parameters via rock physics/fluid substitution equations. Subsequently, seismic amplitude data are simulated assuming a Ricker wavelet and a local 1D distribution of elastic properties for a given source-receiver gather. The central contribution of this work is the estimation and appraisal of time-lapse reservoir changes by way of 1D prestack inversion.
Methodology
Interpretation of 3D seismic amplitude data often relies on the identification of anomalies that could be associated with petrophysical properties of hydrocarbon reservoirs. However, petrophysical interpretation directly from seismic amplitudes can be unreliable and inaccurate due to wavelet and tuning effects as well as deleterious measurement noise. A way to improve the vertical resolution of seismic amplitudes is to perform inversion (Sams et al 1999 , Whitcombe et al 2000 . The latter procedures can substantially reduce wavelet effects and deliver elastic parameters with a closer connection to petrophysical parameters than seismic amplitudes (Varela 2003) . In the case of poststack seismic amplitude data, 1D inversion yields estimates of compressional-wave acoustic impedance (i.e., the product of bulk density times compressional-wave velocity), whereas in the case of prestack seismic amplitude data, 1D inversion yields estimates of bulk density (ρ b ), compressional-wave velocity (v p ) and shear-wave velocity (v s ) or compressionalwave acoustic impedance (PAI) and shear-wave acoustic impedance (SAI). Below, a description is presented of the methodology used in this paper to generate and evaluate timelapse seismic amplitude data using as an example a waterfloodenhanced recovery process. The same methodology includes an analysis of the relative merits of 1D inversion to produce estimates of elastic parameters and indirectly of petrophysical properties. Vertical resolution is used to assess whether petrophysical changes in the reservoir resulting from fluid production can be uniquely identified from the measured timelapse seismic amplitude data. Figure 1 shows the synthetic geological model considered in this paper. It consists of two sand bodies embedded in a background shale layer. The upper sand body is water filled whereas the lower one is saturated with oil. Fine non-conformal sedimentary layering of fluvial-channel-like nature was enforced within the sands to subsequently populate petrophysical properties. Geometry and dimensions of the sand bodies were specifically designed to consider the case of low vertical seismic resolution. This subsurface model consists of approximately 30 million cells that were used to simulate seismic amplitude data. We used a subset of this model (i.e., oil sand) to generate time records of fluid production measurements. Dimensions of the subsurface model were also designed to allow for the generation of seismic source-receiver angles of up to 45
Geological model
• . A normal trend of increased mechanical compaction with depth was included in the background shale layer. Table 1 summarizes the geometrical dimensions, average elastic properties and seismic parameters associated with the hypothetical subsurface model.
Reservoir parameters and fluid-flow model
Petrophysical properties within the subsurface model were populated using geostatistical algorithms that enforced • lithology-dependent probability density functions and spatial semivariograms. The porosity field was assumed to be secondorder stationary, normally distributed (mean value = 20%) and to exhibit a spatial correlation described by a spherical semivariogram (see table 2 for additional details). A fluidflow numerical simulation grid was constructed to replicate a five-spot waterflood-enhanced recovery process (one injector and four producing wells) in the oil-saturated sand. Figure 2 is a 3D view of the porosity distribution in the oil-saturated sand together with a description of the geometry, dimensions, well spacing and well locations. Under the assumed conditions, seismic amplitude data are not strongly sensitive to the density contrast between water and oil. Therefore, a waterfloodenhanced recovery process embodies a challenging situation to assess the value of seismic amplitude data. The same grid dimensions used to simulate the seismic amplitude data were used to simulate fluid flow behaviour; hence, mathematical upscaling was not necessary. Relationships between porosity, permeability and water saturation were enforced using empirical correlations (Tiab and Donaldson 1996) based on field data. Subsequently, we used these correlations to determine the initial conditions of the reservoir under the assumptions that the reservoir is isothermal and that the permeability tensor is diagonal. Both Corey-type relative permeability curves associated with a water-wet medium (Lake 1989 ) and corresponding capillary pressure curves were used in the numerical simulation of the waterflood process. Vertical production wells were set to a constant bottom-hole pressure whereas the injector well was driven assuming a constant injection pressure. Fluid and rock properties and fluidflow simulation conditions associated with the waterfloodenhanced recovery process are described in table 2. The assumed waterflood production schedule was simulated for a time interval of 8 years. Snapshots of fluid and pore pressure distributions at times t 0 = 0, t 1 = 4 and t 2 = 8 years after the onset of production were considered for the evaluation of seismic amplitude measurements. Subsequently, distributions of petrophysical properties were entered into the rock physics/fluid substitution models described below to calculate the corresponding spatial distributions of elastic parameters.
Rock physics model and elastic parameters
There are a number of quantitative relationships published in the open technical literature to link elastic properties of rocks (i.e., v p and v s ) with their pore space, pore fluid, fluid saturation, pore pressure and rock composition. Many of these relationships are based on empirical correlations (Hamilton 1979 , Castagna et al 1985 . Other relationships stem from effective medium theory (Gassmann 1951 , Biot 1956a , 1956b , Geertsma 1961 , Duffy and Mindlin 1957 . There is no single rock physics model that provides a complete and general formulation. Appendix A describes the assumptions and operating conditions adopted by several theoretical rock physics models.
Duffy and Mindlin's (1957) model was selected among the various rock physics models to calculate elastic parameters associated with petrophysical variables. Such a model provided the most realistic correlation of elastic and petrophysical parameters in the presence of shale compaction. The same model has been invoked by related studies to incorporate compaction effects in the simulation of elastic properties (Stovas and Landro 2005) . Experimental evidence has shown that this model accurately reproduces a wide variety of velocities measured on rock samples (White 1983 ; see also appendix A).
Appendix A describes the set of relationships used in this paper to calculate the elastic parameters necessary to uniquely define the rock physics model. Table 3 describes common values obtained from the literature for the elastic parameters of various pure rock components. The need to provide specific values for these components follows from the subsequent objective to simulate numerically multiphase flow measurements and seismic amplitude data.
Reservoir simulation models operate in the depth domain whereas seismic amplitude data are displayed in the travel-time domain. A time-to-depth relationship was used to transform the data from one domain to another. Sonic logs, checkshots and stacking velocities are often used to perform such a transformation. In this paper, snapshots of properties were transformed from depth to seismic time by making use of the corresponding distribution of compressional-wave velocity at a specific time of reservoir production.
Seismic forward modelling
As indicated in figure 3(a), a convolutional model was used with a 35 Hz zero-phase Ricker wavelet to generate poststack seismic data at the production times t 0 , t 1 and t 2 . This convolutional model assumes that poststack seismic amplitude data are influenced only by AI. The simulation of poststack and prestack seismic amplitude data was performed assuming a time sampling interval of 2 ms and a local 1D subsurface model. On the other hand, prestack seismic amplitude data were simulated as partial stacks for three angle-stack intervals, namely near (0-15 • ), mid (15-30 • ) and far offsets (30-45 • ) at the same production times, t 0 , t 1 and t 2 . Simulation and inversion of full angle gathers were not attempted in this paper. The seismic wavelets associated with these three angle stacks are a simple modification of the poststack Ricker wavelet and are shown in figure 3(b). Simulation of prestack seismic amplitude data was performed using the Knott-Zoeppritz equations (Aki and Richards 1980) . Subsequently, random noise (i.e. 10% zero-mean uncorrelated Gaussian noise, where the noise percentage is measured in proportion to the global energy of the seismic data set) in the same frequency band of the seismic amplitude data (7-70 Hz) was added to the simulated poststack and prestack seismic amplitude data in an effort to account for practical levels of measurement and processing noise. Adding the same level of noise to both data sets implicitly assumes that stacking the angle stacks does not improve the signal-to-noise ratio.
Results and discussion
Production history Figure 4 shows plots of cumulative oil and water production simulated for the constructed reservoir model over a period of 8 years after the onset of production using a commercial reservoir simulator. These plots indicate that water breakthrough takes place at about 500 days after the onset of production and, consequently, oil production starts to deviate from a straight line after that time. For the purposes of this paper, the most important information yielded by the waterflood simulation process is the spatial distributions of fluid saturations (i.e., water and oil) and pore pressure. Snapshots of these distributions were 'captured' at the times t 0 , t 1 and t 2 after the onset of production. As shown in appendix A, the calculation of elastic parameters (i.e., bulk density, compressional-and shear-wave velocities or impedances) follows directly from the geostatistically simulated spatial distribution of porosity and from the computed distributions of fluid saturation and pore pressure.
Selection of rock physics model
We use the theoretical model advanced by Duffy and Mindlin (1957) in combination with equation (A.12) to compute a bulk modulus and, subsequently, to generate the input data necessary for 1D forward modelling of poststack and prestack seismic amplitude data as a function of reservoir production time (refer to appendix A for additional details on the rock physics model assumed in this paper). Figure 5 shows cross sections along the centre of the oil-saturated sand, and through the water-injection well (seismic line 100, the vertical axis is two-way seismic travel time), of the absolute values of compressional-and shear-wave velocities and bulk density at time t 1 after the onset of production. Comparison between petrophysical and elastic parameters indicate that, for this particular model, compressional-wave velocity remains sensitive to saturation and pressure changes whereas shear-wave velocity is affected mainly by pressure changes. Because the density contrast between oil and water is small, the PAI and SAI have similar behaviour to that of compressional-and shear-wave velocities, respectively. Histograms of petrophysical variables and of elastic parameters were sampled from the reservoir simulations described above in order to explore and quantify a relationship between the two sets of variables.
Sensitivity of elastic parameters to variations of petrophysical properties
These normalized histograms, shown in figure 6, were sampled along vertical well 2 intersecting the oil-saturated sand at three different times (i.e., t 0 , t 1 and t 2 ) after the onset of production. Pore pressure changes between t 0 and t 1 are significant, whereas those between t 1 and t 2 are negligible. In fact, pore pressure at time t 2 along this hypothetical well is greater than pore pressure at time t 1 as a consequence of water injection. Also, despite the fact that changes of water saturation are substantial, bulk density does not exhibit significant changes. Such an unfavourable situation occurs because of the small difference between the densities of oil and water. Consequently, the observed changes in compressional-and shear-wave velocities are predominantly due to changes of pore pressure and water saturation.
Sensitivity of seismic measurements to variations of petrophysical parameters
The simulated time-lapse prestack and poststack seismic amplitude data were examined to evaluate the sensitivity of the seismic response to changes of petrophysical properties caused by dynamic reservoir behaviour. Figure 7 shows cross sections taken close to the centre of the oil-saturated sand (seismic line 90, the vertical axis is two-way seismic travel time) of the near-, mid-and far-angle stack seismic amplitude data at different production times. Panel (a) of this figure illustrates the near-, mid-and far-angle stack seismic data at time t 1 after the onset of production, panel (b) shows the same angle stacks at time t 2 after the onset of production and panel (c) illustrates the absolute value of the relative time difference of these seismic responses. From the plots shown in figure 7, it is found that seismic amplitude data exhibit a 4-6% difference between times t 1 and t 2 . Amplitude differences between two volumes of time-lapse seismic amplitude data are important for the present study because seismic amplitude data are the primary input to the inversion algorithm. •Well 3
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Line 134 Figure 8. Poststack inversion results. Cross sections close to the centre of the oil-saturated sand (seismic line 90, the vertical axis is two-way seismic travel time and the width of the sand is 1524 m) of the absolute time differences of (a) water saturation, (b) actual compressional-wave acoustic impedance and (c) inverted compressional-wave acoustic impedance, calculated from two time snapshots in the production life of the reservoir (t 2 − t 1 , where t 1 is 4 years and t 2 is 8 years after the onset of production).
Poststack seismic inversion
Poststack seismic inversion transforms seismic amplitude variations into time-domain variations of PAI. A sparsespike inversion algorithm (Oldenburg et al 1983) was used to estimate 1D distributions of PAI from poststack seismic amplitude data contaminated with 10% zero-mean Gaussian noise. Equation (B.1) describes the objective function used in the inversion of poststack seismic amplitude data. Lowfrequency (0-8 Hz) information about PAI is missing in the seismic amplitude data and hence in the inverted PAIs. Such information is reconstructed by merging low-frequency PAI data from well logs with the inverted PAIs. Figure 8 shows cross sections of forward and inverted PAIs close to the centre of the oil-saturated sand (seismic line 90, the vertical axis is two-way seismic travel time). In order to emphasize the role played by production time, the cross sections shown in figure 8 were constructed from the absolute difference of PAI at the production times t 1 and t 2 . For comparison purposes, panel (a) of figure 8 displays a plot of the absolute value of the time difference between distributions of water saturation along the same cross section. Panel (b) is a cross section of the absolute difference of the actual distribution of PAI, whereas panel (c) is a cross section of the corresponding absolute difference of the inverted distribution of PAI. Inverted results show pull-up/push-down effects due to the time-to-depth conversion. Clearly, the inverted spatial distribution of PAI is a rather smooth version of the actual distribution. This behaviour is indicative of the vertical resolution of the seismic amplitude data and is due to both the presence of noise in the inverted poststack seismic amplitude data and the limited frequency band of the Ricker wavelet. Qualitatively, however, it becomes evident from the plots shown in figure 8 that PAIs bear no clear and definite resemblance to the actual spatial distribution of water saturation. A similar analysis shows that PAI does not have a clear and definite resemblance to the spatial distribution of pore pressure either.
Prestack seismic inversion
As a second step of the sensitivity study, angle-stack seismic inversions were performed on the simulated prestack seismic amplitude data contaminated with zero-mean Gaussian noise. In principle, prestack amplitude data provide considerably more degrees of freedom than poststack amplitude data to estimate petrophysical parameters. This is due to fact that prestack seismic amplitudes are sensitive to bulk density, PAI and SAI, whereas poststack seismic amplitude data are sensitive only to PAI under the 1D forward modelling assumptions (e.g., a convolution model). It is expected, of course, that such an improved sensitivity would translate into better resolving and appraisal properties to infer distributions of petrophysical parameters. The study described in this section is intended to shed light on the vertical resolution of prestack seismic amplitude data. As in the case of the study of poststack seismic amplitude data in the previous section, the assessment of vertical resolution is approached via inversion.
Prestack seismic amplitude data were inverted using a sparse-spike algorithm that simultaneously makes use of near, mid and far offsets to estimate bulk density, PAI and SAI. The 1D inversions described here were performed using as input the simulated prestack seismic amplitude data contaminated with 10% zero-mean Gaussian noise. Moreover, the inversions were performed with the same offset-dependent wavelets used in the forward simulations (see figure 3(b)) and were constrained by trend data sampled along the existing five wells. Equation (B.2) describes the objective function used in the 1D inversion of prestack seismic amplitude data. Figure 9 is a graphical summary of the computed (actual) spatial distributions of pore pressure, water saturation and elastic parameters at reservoir production times t 0 , t 1 and t 2 . These distributions are shown in the form of cross sections taken close to the centre of the oil-saturated sand (seismic line 90, the vertical axis is two-way seismic travel time). The corresponding cross sections of 1D inverted elastic parameters are shown in figure 10 .
In order to emphasize the role played by reservoir production time, figure 11 shows cross sections of the absolute differences of forward and inverted bulk densities, PAIs and SAIs taken close to the centre of the oil-saturated sand (seismic line 90, the vertical axis is two-way seismic travel time). These cross sections were constructed from the absolute difference of bulk density, PAI and SAI at the production times t 1 and t 2 . For comparison purposes, panel (a) of figure 11 displays plots of the absolute value of the time difference between spatial distributions of water saturation and pore pressure along the same cross section. Panel (b) shows cross sections of the absolute difference of the actual distributions of bulk density, PAI and SAI, whereas panel (c) displays the corresponding absolute difference of the inverted distributions of bulk density, PAI and SAI. Clearly, the spatial distribution of absolute difference of inverted bulk density exhibits a poor resemblance to the actual distribution. This behaviour is due to the limited sensitivity of noisy, narrow-band prestack seismic amplitude data and, more importantly, to relatively small time-lapse variations in bulk density. A similar analysis shows that the spatial distributions of reservoir-time differences of PAI and SAI exhibit a high degree of resemblance to the spatial distributions of reservoir-time differences in water saturation and pore pressure, respectively. However, the distributions of absolute SAI differences constructed with the inverted distributions of SAI are only marginally suggestive of the corresponding absolute differences in pressure and bear no resemblance to the distribution of absolute difference in water saturation. On the other hand, the distributions of absolute PAI difference constructed with the inverted distributions of PAI are highly suggestive of the corresponding absolute differences in water saturation. This exercise also showed that, in general, compared to poststack seismic amplitude data, a more focused and distinguishable image of the saturation and pore pressure distributions could be inferred from the inverted distributions of elastic parameters. The inverted spatial distributions of SAI provided a means to discriminate between pore pressure and fluid saturation effects otherwise undistinguishable with PAI alone. Similar plots to those shown in figure 11 were constructed for differences in the distributions of elastic parameters between the production times t 0 and t 1 and between the production times t 0 and t 2 . Conclusions stemming from such plots remain the same as those outlined earlier on the basis of figure 11 .
An analysis similar to that summarized in figures 9-11 was performed using the parametric transformations proposed by Berryman et al (2000) on the basis of Lamé's elastic parameters and bulk density. The idea behind these simple transformations is the possibility of discriminating between fluid, lithology and porosity effects on the seismic response of rocks using appropriate products and quotients of Lamé's parameters and bulk density. However, because of the small bulk density contrast between oil-and water-saturated sands considered in this paper, it was found that the transformations Figure 9 . Cross sections close to the centre of the oil-saturated sand (seismic line 90, the vertical axis is two-way seismic travel time and the width of the sand is 1524 m) of the actual elastic and petrophysical parameters at times (a) t 0 , (b) t 1 and (c) t 2 after the onset of production.
of Berryman et al (2000) did not shed any more light on time-lapse reservoir behaviour than the standard interpretation based on impedances and bulk density.
The numerical examples considered in this paper did not yield a high point-by-point correlation between saturation and pore pressure and elastic parameters. Because of this, the inversions could not be posed to deterministically estimate spatial distributions of pore pressure and saturation from prestack seismic amplitude data. Work reported by Johnston et al (2000) , Landro (2001) and Lumley (2001) showed that it is often difficult to deterministically and uniquely relate time-lapse 3D seismic amplitude variations with time- Figure 10 . Prestack inversion results. Cross sections close to the centre of the oil-saturated sand (seismic line 90, the vertical axis is two-way seismic travel time and the width of the sand is 1524 m) of the inverted elastic parameters at times (a) t 0 , (b) t 1 and (c) t 2 after the onset of production estimated from prestack seismic amplitude data. lapse variations of either pore pressure or saturation. Timelapse field studies are commonly riddled with uncertainties to the petrophysical cause of time-lapse seismic amplitude variations. Substantial variations in seismic amplitudes can originate from differences in data acquisition and processing of individual time-lapse seismic surveys. Uncertainty in the petrophysical interpretation of time-lapse seismic amplitude data is also compounded by inadequate assumptions made in the construction of pre-production reservoir models as well as poor conditioning of thermodynamic fluid behaviour. The work presented in this paper strongly suggests that 1D inversion of single-time prestack seismic amplitude data could be used to benchmark and interpret seismic amplitude variations in time in terms of dynamic reservoir changes due to production. Inversion provides a unique framework to assess (a) the quality and reliability of seismic amplitude data and (b) the sensitivity of changes in petrophysical parameters due to changes in elastic parameters.
Summary and conclusions
We have introduced a methodology to assess the vertical resolution of 1D seismic amplitude data to detect and identify time variations of petrophysical properties resulting from hydrocarbon production.
This methodology was illustrated with the example of a synthetic reservoir model constrained by geometrical boundaries and thin layering. We performed numerical simulation of multiphase immiscible flow to describe the time evolution of pore pressure and fluid saturation due to production. The synthetic reservoir model focused on the relatively difficult seismic detection case of water displacing oil in low-porosity rock formations. Such a situation is commonly encountered in onshore reservoir development projects. We assumed that prestack seismic gathers acquired before and after the onset of reservoir production were migrated with an algorithm that preserved amplitude fidelity. This assumption justified the use of a 1D model to describe the trace-by-trace variations of seismic amplitudes.
In addition, we assumed seismic amplitude measurements contaminated with practical amounts of acquisition and processing noise.
We advocate that 1D inversion is a good quantitative method to appraise the resolving power of time-lapse seismic amplitude data to detect specific petrophysical and fluid property changes due to production. It was found that 1D inversion does provide an increase in vertical resolution to detect and interpret time variations of pore pressure and fluid saturation compared to the interpretation of time variations of Figure 11 . Reservoir production-time differences of prestack inversion results. The panels show cross sections close to the centre of the oil-saturated sand (seismic line 90, the vertical axis is two-way seismic travel time and the width of the sand is 1524 m) of the absolute time differences of (a) water saturation and pore pressure, (b) actual bulk density, PAI and SAI, and (c) inverted bulk density, PAI and SAI, calculated from two time snapshots in the production life of the reservoir (t 2 − t 1 , where t 1 is 4 years and t 2 is 8 years after the onset of production).
seismic amplitude. Moreover, as opposed to seismic amplitude variations, which are sensitivity to layer interface properties, inversion provides a direct quantitative link to layer properties, and hence to petrophysical parameters. The study presented in this paper emphasized that the vertical resolution properties of seismic amplitude data yield a smooth representation of the actual spatial distribution of petrophysical properties. Problems in identifying pore pressure and saturation variations with production time arise in thinly bedded reservoirs where seismic amplitude data are sensitive only to a rough vertical average of the actual distribution of petrophysical properties. Excessively smooth spatial distributions of elastic parameters cannot uniquely distinguish between time variations of pore pressure and fluid saturation. In addition, the numerical experiments considered in this paper suggest that 1D prestack seismic amplitude data do embody more degrees of freedom than 1D poststack seismic amplitude data to differentiate the time-varying behaviour of pore pressure and fluid saturation in producing hydrocarbon reservoirs. Spatial distributions of elastic parameters estimated from prestack seismic amplitude data provided a more focused and clearer indication of saturation and pore pressure distributions than the spatial distributions of acoustic impedance estimated from poststack seismic amplitude data. We suggest that quantitative sensitivity studies of time-lapse seismic amplitude data be carried out directly in the inverted elastic-property domain rather than in the seismic amplitude domain. low frequencies. Relative motion between the fluid and the rock's skeleton causes energy loss due to the viscosity of the fluid. The Biot-Gassmann theory does not provide a way to evaluate the attenuation effect due to relative motion between the fluid and the rock's skeleton (White 1983) . However, Biot's theory does cover the complete frequency range (Biot 1956a (Biot , 1956b . Geertsma (1961) where v p is the compressional-wave velocity, v s is the shearwave velocity, k b is the bulk modulus, µ b is the bulk shear (rigidity) modulus, k s is the rock's dry bulk modulus, k f is the fluid modulus, ρ b is the bulk density, ρ f is the fluid density, φ is the porosity and κ is the mass coupling factor which varies from 1 (no fluid-solid coupling) to infinity (perfect coupling). For the case of perfect fluid-solid coupling, these equations reduce to the zero-frequency case and the velocities become frequency independent.
Duffy and Mindlin
Duffy and Mindlin (1957) (A.4) where the subscripted C variables are given by .5) and
Equations (A.7)-(A.9) summarize the basic definitions of the mechanical parameters used in the Duffy and Mindlin's model. Poisson's ratio, ν, can be written as
where k b is the bulk modulus and µ b is the bulk shear (rigidity) modulus. Young's modulus, E, is given by (A.9) where p is the pressure and the subscript 'e' stands for effective.
Additional relationships for elastic properties
Bulk density (ρ b ) becomes a simple linear weighted average of the pure component density (ρ i ) with weights given by the volume fraction of each component (α i ), namely (A.10) where i denotes the component index and N is the total number of components. In the case of a system with two lithologies (i.e., sand and shale) and two fluids (i.e., oil and water), equation (A.10) becomes
where φ is the porosity, V sh is the shale volume as a fraction of the rock volume, S w is the water saturation and ρ is the density. Subscripts 'sh', 'ss', 'w' and 'o' stand for shale, sand, water and oil, respectively. The bulk modulus (k b ) is defined with an empirical relation between the rock's dry bulk modulus (k s ) and porosity (φ), given by Geertsma and Smit (1961) , namely
Hamilton (1971) and Hamilton et al (1982) also established empirical relationships between the matrix bulk modulus, rock's dry bulk modulus and porosity. A simple formula applicable to clastic sediments is given by
The fluid modulus (k f ) was calculated as the harmonic average of each of the components weighted by their respective volume fractions, i.e.,
where S i is the saturation of the ith fluid and N is the total number of fluid components. A central assumption made when estimating elastic parameters of rocks is that the interstitial fluid does not interact with the matrix. This assumption causes the shear modulus (µ b ) of the fluid-saturated rock to be equivalent to that of the dry rock (µ s ), i.e., Figure A1 . Comparison of the simulated 1D distributions of elastic properties using four different types of rock physics models, namely 1 = Hamilton, 2 = Biot-Gassmann-Geertsma (κ = ∞), 3 = Biot-Gassmann-Geertsma (κ = 1) and 4 = Duffy and Mindlin (used in this paper). Panels (a) and (b) show the calculated elastic properties using equations (A.12) and (A.13), respectively.
Selection of rock physics model
Time-lapse seismic analysis considers the dynamic change of elastic parameters of rocks due to reservoir production. A quantitative study of time-lapse seismic data requires the accurate estimation of elastic parameters of rocks by means of experimental or theoretical relationships that relate them to pore space, pore fluid, fluid saturation, pore pressure and rock composition. The experimental formulation of Hamilton (1979) requires knowledge of depth and lithology to calculate elastic parameters. This approach provides a consistent burial trend for the elastic velocities, but it is independent of fluid content, rock porosity and effective pressure. Another drawback of this formulation is related to the assumption of no lateral variations: two points with the same lithology and depth will exhibit the same velocity. Number 1 in the legend of figure A1 identifies such a model. On the other hand, Castagna et al's (1985) rock physics relationships require specific values of porosity, volume of clay and lithology for the case of a pure rock system. This approach calculates elastic velocities by taking into account only porosity; lateral and vertical variations of elastic velocities are related to lateral and vertical changes of porosity. Geertsma's (1961) and Duffy and Mindlin's (1957) models were evaluated for the two empirical relationships of bulk modulus. Figure A1 shows a vertical profile of elastic parameters obtained with the application of equations (A.12) and (A.13). Such profiles are identified with the letters A and B, respectively. Biot-Gassmann-Geertsma's theoretical model was tested for limiting values of the mass coupling factor, κ, equal to infinity (perfect coupling) and 1 (no fluid-solid coupling) (see numbers 2 and 3 in the legend of figure A1 , respectively). Even though this model takes into account porosity changes and fluid content, the burial trend for elastic velocity is not always consistent with nominal burial trends. However, Duffy and Mindlin's (1957) formulation does take into account the presence and variation of effective pressure. Vertical profiles of elastic parameters obtained from this model are identified with the number 4 in figure A1 and remain consistent with elastic velocity trends and burialrelated behaviour (Varela et al 2001) . There are no significant differences between simulated elastic properties when making use of any of the two approaches to calculate bulk modulus (i.e., equations (A.12) and (A.13)). Duffy and Mindlin's (1957) model allows one to calculate elastic velocities that include the most important effects (e.g., porosity, fluid content and mechanical compaction). Figure B1 . Quality control of 1D poststack seismic amplitude inversion along well 2 (see figure 2) at reservoir production time t 2 = 8 years after the onset of production. Panel (a) shows the noisy poststack seismic amplitude data (contaminated with 10% zero-mean Gaussian noise) and compressional-wave velocity well log. Panel (b) shows the inverted and well-log compressional-wave acoustic impedance. Panel (c) shows a cross plot of the actual and inverted compressional-wave acoustic impedances within the reservoir sand.
inferred from well logs. The objective function (OF) used for the 1D inversion of poststack seismic amplitude data is given by
The first additive term ( 1 -norm) of this objective function biases the estimation of acoustic impedances towards sparse time sequences of reflectivity coefficients, whereas the second additive term ( 2 -norm) enforces a desired degree of data misfit. In equation (B.1), i is the sample index, R is the value of the reflection coefficient, S data and S est are the measured and estimated seismic amplitude data, respectively, and γ is a parameter that controls the relative influence between a low value of data misfit and the sparsity of the estimated reflection coefficients (Oldenburg et al 1983) . The minimization of the objective function given by equation (B.1) is performed directly in acoustic impedance domain rather than in reflectivity domain.
For the inversion of prestack seismic amplitude data, the algorithm works in a similar fashion as that of poststack inversion. One difference is that the prestack inversion algorithm simultaneously considers multiple angle-stacked seismic amplitude data and simultaneously enforces valuerange constraints on compressional-and shear-wave velocities and bulk density (or compressional-and shear-wave acoustic impedances and bulk density) inferred from well logs. The objective function used in the 1D inversion of prestack seismic amplitude data is given by
where j denotes the various partial angle stacks of prestack seismic amplitude data and the variable R ij identifies angledependent reflectivity coefficients. For this particular case, the inversion is performed directly in impedance-density domain. The plots shown in figure B1 are intended to provide a measure of the vertical resolution of the inverted PAI along a time interval of CMP poststack traces in the vicinity of well 2 at time t 2 after the onset of production. Panel (a) shows a cross section of the noisy poststack seismic amplitude data together with a compressional-wave velocity well log. Figure B2 . Quality control of 1D prestack seismic amplitude inversion along well 2 (see figure 2) at reservoir production time t 2 = 8 years after the onset of production. Panel (a) shows the three noisy angle stacks (near, middle and far contaminated with 10% zero-mean Gaussian noise) and bulk density, PAI and SAI well logs. Panel (b) shows the inverted and well-log bulk density, PAI and SAI. Panel (c) shows a cross plot of the actual and inverted bulk densities within the reservoir sand.
Panel (b) shows a cross section of the inverted PAI and the actual PAI well log, whereas panel (c) is a cross plot that compares the actual and inverted PAIs at this well within the sand. In an ideal case, all data in this cross plot should fall along a straight line of slope unity. As a whole, the two sets of acoustic impedance correlate very well, thereby lending credence to the 1D inversion. A similar comparison cross plot was constructed for a time interval of seismic traces along the background shale. This cross plot indicated that the inverted PAIs within the shale section were in closer agreement with the actual PAIs compared to the inverted PAIs within the sand section. Similar results were obtained when evaluating PAIs inverted from poststack seismic amplitude data at times t 0 and t 1 after the onset of production. The plots shown in figure B2 are intended to provide a qualitative measure of the vertical resolution of the elastic parameters inverted from prestack seismic amplitude data along a time interval of CMP gathers in the vicinity of well 2 at time t 2 after the onset of production. Panel (a) shows a cross section of the noisy angle-stack seismic amplitude data (near, middle and far) together with bulk density, PAI and SAI well logs, respectively. Panel (b) shows a cross section of the inverted distributions of bulk density, PAI and SAI together with the actual well-log data and panel (c) is a cross plot that compares the actual and inverted values of bulk density along well 2 and within the oil-saturated sand. In an ideal case, all data in this cross plot should fall along a straight line of slope unity. Among the elastic parameters estimated by the 1D inversion of prestack seismic amplitude data, bulk density exhibits the lowest correlation with its actual distribution. Similar comparison cross plots were constructed between actual and inverted PAIs and SAIs within both the oilsaturated sand and the background shale. These cross plots indicate that the reliability of the inverted spatial distributions of PAI and SAI is higher than that of bulk density. The vertical resolution of the inverted variables was also higher across the background shale segments than across the sand segments. Similar results were obtained when evaluating the spatial distributions of PAI, SAI and bulk density inverted from prestack seismic amplitude data at times t 0 and t 1 . On this subject, Varela et al (2002) found slightly inferior vertical resolution for the inverted elastic parameters when performing the inversion in the elastic velocity domain.
