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ON THE FLOW-LEVEL STABILITY OF DATA NETWORKS
WITHOUT CONGESTION CONTROL: THE CASE OF LINEAR
NETWORKS AND UPSTREAM TREES
MATHIEU FEUILLET
Abstract. In this paper, flow models of networks without congestion control
are considered. Users generate data transfers according to some Poisson pro-
cesses and transmit corresponding packet at a fixed rate equal to their access
rate until the entire document is received at the destination; some erasure
codes are used to make the transmission robust to packet losses. We study the
stability of the stochastic process representing the number of active flows in
two particular cases: linear networks and upstream trees. For the case of linear
networks, we notably use fluid limits and an interesting phenomenon of “time
scale separation” occurs. Bounds on the stability region of linear networks are
given. For the case of upstream trees, underlying monotonic properties are
used. Finally, the asymptotic stability of those processes is analyzed when the
access rate of the users decreases to 0. An appropriate scaling is introduced
and used to prove that the stability region of those networks is asymptotically
maximized.
1. Introduction
Most Internet traffic derives from the transfer of stored documents, correspond-
ing to texts, music and movies. This traffic is elastic in the sense that the transmis-
sion rate varies depending on current network congestion. Each document transfer
is a flow of packets whose rate is usually regulated by the Transmission Control
Protocol (TCP). The rate is allowed to increase linearly until a packet loss is ob-
served. The rate is then divided by two. These two mechanisms ensure that network
bandwidth is shared approximately fairly between the varying number of flows in
progress at any time. TCP also ensures that lost packets are retransmitted.
There is, however, no constraint on users to actually implement TCP algorithm
and a more aggressive, greedy congestion control would be individually more prof-
itable. Indeed, new, more aggressive versions of TCP are emerging to better exploit
increasing link capacity [9, 13, 25]. Some have suggested that the packet retrans-
mission function of TCP could be replaced by forward error correction in the form
of source coding [20]. It consists in the use of erasure codes in order to encode
files before sending them into the network. As a consequence, if the file has been
divided in K packets, the destination is able to rebuild the data with (1 + ε)K
packets. A typical class of erasure codes which is adapted to source coding are the
Digital fountains [18]. The use of source coding enables the relaxation of control
requirements and facilitates aggressive packet transmission policies.
If the congestion avoidance of TCP is no longer universally used, there is a danger
that the Internet may again experience the congestion collapse observed in its early
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days [19]. Packets dropped downstream and therefore retransmitted needlessly
encumber upstream links, amplifying and spreading congestion. The consequence
may be that the rate realized by concurrent flows is much less than the optimum
(in terms of utility maximization) and may even tend to zero. The capacity of a
network can be defined as the demand, flow arrival rate × mean flow size, that
can be sustained. It depends on the way bandwidth is shared. It is important to
understand what happens to capacity when the assumption that users compliantly
implement TCP is relaxed. This is our objective in the present paper.
In this paper, we assume users are greedy and do not implement congestion
control. They send data at the greatest possible rate determined by an external
constraint that we assimilate to an access rate. Bandwidth sharing is determined
by this behavior. We consider a flow-level model, as decribed in [16], where the
bandwidth allocation changes instantly as new flows arrive or existing flows termi-
nate. Tail dropping is interpreted in this model such that, at each link, the output
rate of flows is proportional to their input rate to the link in question. This is
consistent with the assumption that packets are all equally likely to be dropped.
The drop rate is such that the overall output rate is bounded by the link capacity.
Flows are categorized into classes defined by their route and their access rate. We
assume flows arrive according to a Poisson process and have an exponentially dis-
tributed size. The stochastic process describing the number of flows in each class is
a Markov process. We say that the network is stable when this process is recurrent
positive and unstable otherwise.
To illustrate the realized bandwidth sharing without congestion control, consider
the linear network depicted in Figure 2 with two links 1, 2 of capacity C1 and C2,
respectively, n0 class-0 flows going through links 1 and 2, n1 class-1 flows going
through link 1 and n2 class-2 flows going through link 2. The access rate for class-k
flows is denoted by ak. The aggregate input rates of classes 0 and 1 at the first link
are respectively n0a0 and n1a1 and the total input rate at link 1 is R1 = n0a0+n1a1.
If R1 > C1, then the first link is saturated and the aggregate output rates of classes
0 and 1 are respectively
θ10 = C1
n0a0
n0a0 + n1a1
and θ11 = C1
n1a1
n0a0 + n1a1
.
If R1 ≤ C1 then the first link is not saturated and θ
1
0 = n0a0 and θ
1
1 = n1a1. The
aggregate input rate of class 0 at link 2 is θ10 and the aggregate input rate of class
2 is n2a2. As above, we derive the respective aggregate output rates of class 0 and
2 after link 2:
θ20 = θ
1
0min
(
1,
C2
θ10 + n2a2
)
and θ22 = n2a2min
(
1,
C2
θ10 + n2a2
)
.
1 2
3
Figure 1. A cyclic network Figure 2. A linear network
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The question of the capacity of networks without congestion control has already
been addressed in [4]. It was shown that congestion collapse does occur in cyclic
networks like that depicted in Figure 1 where the system is unstable for any positive
demand. In acyclic networks, however, capacity is not reduced to 0 and this perfor-
mance degradation is significantly mitigated by the access rates. It was conjectured
in [4] that capacity in acyclic networks increases as access rates tend to 0 and, in
the limit, is determined only by the optimal per-link stability conditions. In this
paper, we prove that the conjecture is indeed true for two particular acyclic topolo-
gies, linear networks and upstream trees. For linear networks, we derive bounds on
stability conditions for arbitrary access rates.
Averaging phenomenon. We evaluate stability conditions by applying fluid limit
techniques. The end-to-end class in a linear network plays a particular role. In the
fluid limit, all other flow classes are shown to empty in finite time for any initial
conditions. When all these classes are empty, a phenomenon of averaging occurs
and allow us to prove that the end-to-end class also empties in finite time. In that
situation, the rate at which this class evolves depends on the stochastic evolution
of the remaining local classes which in turn depends on the current fluid state
of the end-to-end class. This dependence is decoupled by a time scale separation
argument. The rate at which the fluid component (the end-to-end flow) evolves
is infinitely slower than the rate at which the stochastic components evolve. It
is therefore possible to apply a quasi-stationary model through which the average
impact of the local traffic can be evaluated.
This is a non-trivial example of a local equilibrium of fluid limits. A simpler
example of such a phenomenon can be found in [21, 9.6, p271]. Averaging in
fluid limits has also been considered in the context of wireless networks (see [2]
and subsequent papers [24] and [10]). The main difference here is that the local
equilibrium depends on the state of the fluid limit. Note that this is somewhat
related to the averaging phenomenon considered for loss networks [12].
To evaluate the impact of access rates on capacity, we introduce an ad-hoc scal-
ing. Scaled processes are shown to converge to a simple deterministic process.
Generally speaking, the convergence of processes does not imply the convergence
of stationary distributions. However, in our case, we can prove this is true in two
specific cases exhibiting an interesting example of limit inversion for stochastic pro-
cesses. We use the same technique as in [7] to prove this inversion. We use the
convergence of stationary distributions combined with the averaging phenomenon
to prove the asymptotic optimality of linear networks. For upstream trees, we use
convergence and monotonicity.
The paper is structured as follows. In Section 2, we give a complete descrip-
tion of the considered model. In Section 3, we study the stability conditions of
linear networks with general access rates. In Section 4, we study the stability of
linear networks and upstream trees when access rates decrease to 0 and prove their
capacity is asymptotically optimal.
2. Flow-level model
2.1. Bandwidth allocation. Consider a network of L links. Denote by Cl the
capacity of link l. A number of flows compete to share the capacity of these links.
The flows are categorized into a set ofK classes. Each class-k flow has an access rate
to the network denoted by ak and follows a route of length dk defined as an ordered
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set of distinct links rk = {rk(1), rk(2), . . . , rk(dk)}. Let x = (x1, . . . , xK) be the
vector of input rates of all classes, ψk(x) the aggregate throughput of class-k flows.
We refer to the vector ψ(x) = (ψ1(x), . . . , ψK(x)) as the bandwidth allocation.
Here, we consider allocations that result when users are greedy and transmit at
their maximum input rate in the network without any congestion control. There
can be losses on each link of the network and we need to describe the evolution of
the rate of each flow going through the network. Specifically, we assume that class-
k flows initially transmit at full rate θ0k(x) = xk = nkak where nk is the number
of class-k active flows and we denote by θik(x) the class-k rate at the output of the
i-th link on its route rk, for i = 1, 2, . . . , dk. The actual throughput ψk(x) of class
k corresponds to the aggregate throughput of class-k flows at the output of the last
link on their route, ψk(x) = θ
dk
k (x). Due to potential loss at each link, we have
(1) ψk(x) = θ
dk
k (x) ≤ θ
dk−1
k (x) ≤ . . . ≤ θ
1
k(x) ≤ θ
0
k(x) = xk = nkak.
In particular, θi−1k (x)− θ
i
k(x) is the loss for class k occurring at the i-th link on its
route.
The total rate at the output of each link cannot exceed the capacity of this link,
so that
(2) ∀l,
∑
k,i:rk(i)=l
θik(x) ≤ Cl.
In order to characterize the allocation achieved in the absence of congestion
control, it remains to determine how output rates depend on input rates at each
link. This depends on the buffer management policy. In the considered fluid model,
losses occur on saturated links only when the total input rate exceeds the capacity;
the total output rate is then assumed to be equal to the capacity. In the following,
we consider a single buffer management policy, Tail Dropping, which simply consists
in dropping each incoming packet when the buffer is full. We deduce that, at the
flow level, the output rate of classes from the link is proportional to the input rate
of classes to the link.
Specifically, let Rl(x) be the total input rate of link l:
Rl(x) =
∑
k,i:rk(i+1)=l
θik(x).
If Rl(x) ≤ Cl then link l is not saturated and there are no losses; the output rate
is equal to the input rate for each class. If Rl(x) > Cl, then the link is saturated
and there are losses proportional to the input rate. The output rate of any class k
then satisfies for all i = 1, 2, 3, . . . , dk,
(3) θik(x) = θ
i−1
k (x)min
(
Cl
Rl(x)
, 1
)
where l = rk(i).
When there is no ambiguity and when the access rates are fixed, the bandwidth
allocation is determined by the number of flows in each class. We denote by n =
(n1, . . . , nK) the vector of the numbers of flows in progress and by the vector φ(n) =
(φ1(n), . . . , φK(n)) the bandwidth allocation where, for each k, φk(n) = ψk(a⊙ n)
where ⊙ denote the componentwise product.
For example, we can consider a linear network under tail dropping (see Section
3) with two links of capacity 1 with access rates all equal to 1 and 1 flow in each
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class. We get the following bandwidth allocation:
φ0(1, 1, 1) =
1
3
, φ1(1, 1, 1) =
1
2
, φ2(1, 1, 1) =
2
3
.
It is not obvious that (3) defines a unique allocation for all networks. The defini-
tion is clearly non-ambiguous for acyclic networks, i.e., if links can be numbered in
such a way that each route consists of an increasing sequence of link indexes. The
allocation then directly follows from applying (3) to all l = 1, . . . , L, successively.
For general networks, the allocation is still well-defined and unique as proved in [4].
In this paper, we consider only acyclic networks.
2.2. Flow dynamics. We assume that class-k flows are generated according to
a Poisson process of intensity λk and have independent, exponentially distributed
sizes with mean 1/µk. We define the traffic intensity of class-k flows as ρk = λk/µk.
Under the above assumptions, let N(t) denote the number of flows at time t,
(N(t), t ∈ R+) defines a Markov process with transition rates λk from state n to
state n+ ek and φk(n)µk from state n to state n− ek, where ek denotes the vector
with 1 in the k-th component and 0 elsewhere. We say that the network is stable
when this Markov process is ergodic. There is a well-known necessary stability
condition (see [3]) which is that the traffic intensity is less than the capacity for all
links:
(4) ∀l,
∑
k:l∈rk
ρk < Cl.
An allocation will be called optimal if this condition is also sufficient. In the rest
of this paper, this condition will be further referred to as the optimal stability
condition.
In the following, we study stability conditions for two specific classes of networks.
In Section 3, we consider linear networks. In Section 4, we study the behavior of
stability conditions when the access rates are small for linear networks and upstream
trees.
3. Stability conditions for a linear network
3.1. Linear networks. We consider a linear network with L links as depicted in
Figure 2. For the sake of simplicity, we assume that the capacity of all links is 1
but all the results are true in the general case and can be obtained by adapting
the notation. The linear network has K = L + 1 different classes of flows. Class-0
flows go through all links. We label the links of the network from 1 to L. Link l
is the l-th link on the route of class-0 flows. Class-l flows go through link l only.
Equation (3) can be rewritten as follows for a given state n and for 1 ≤ k ≤ L:
θk0 (x) = min
(
θk−10 (x),
θk−10 (x)
θk−10 (x) + xk
)
,
θ1k(x) = min
(
xk,
xk
θk−10 (x) + xk
)
.
To simplify the presentation, we suppose that a0 = 1 and a1 = 1. In that case,
a single flow of class 0 or 1 is enough to saturate the first link and we have
θ10(n⊙ a) =
n0
n1 + n0
and θ11(n⊙ a) =
n1
n0 + n1
.
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All the results presented here remain true without this assumption. Only the proof
of Proposition 6 has to be adapted.
In the rest of this section, we study the stability conditions of the stochastic
process resulting from this linear network. The optimal stability conditions (4) are:
(5) ρ0 + ρk < 1 for 1 ≤ k ≤ L.
3.2. General fluid limits. We show that classes 2, . . . , L are favored compared
to classes 0 and 1 in the sense that the ergodicity conditions of classes 2, . . . , L do
not depend on classes 0 and 1 but the contrary is not true.
In order to study the ergodicity of the system, we need to define fluid limits.
In the following, we consider the norm such that for x ∈ RK , ‖x‖ =
∑K
i=1 |xi|.
Let (mi, i ∈ N) be a sequence of NK such that limi→∞ ‖m
i‖ = ∞. Define for all
m ∈ NK , the process (Nm(t)) describing the system evolution under tail dropping
when starting at Nm(0) = m. A fluid limit Z¯ of the system is defined as an
accumulation point of the laws of the processes in the set
C =
{
(Nm
i
(‖mi‖t)/‖mi‖, t ≥ 0), i ∈ N
}
which is regarded as a subset of the space DRN+ ([0,∞)) with Skorohod topology
(see [1]). It can be proved, as in [21, Prop 9.3 p 246], that the set C is relatively
compact and that all the fluid limits Z¯ are continuous.
In order to prove ergodicity of the process (N(t)), we just have to prove that
there exists a time T such that for any initial condition of (Z¯(t)), for all t ≥ T ,
Z¯(t) = 0 (see [6]). On the contrary, in order to prove transience, we have to prove
that there exists a time T such that after T , any fluid limit (Z¯(t)) increases linearly
(see [17]). For that purpose, we have to characterize the fluid limits.
First, we consider fluid limits such that there exists 2 ≤ k0 ≤ L with Z¯k0(0) > 0.
At the stochastic level, for each k ≥ 2, class k can use an arbitrarily large part of
link k leaving almost nothing to class 0; for any ε > 0, since θk−10 (n⊙ a) ≤ 1, if nk
is large enough, we have
φk(n) ≥ 1− ε, and θ
k
0 (n⊙ a) ≤ ε.
Thus, at fluid level, the throughput for (Z¯k(t)) is always 1 if Z¯k(t) > 0. On the
contrary, the throughput for (Z¯0(t)) is 0 as long as there exists k0 with Z¯k0(t) > 0.
We can prove, as in [21, Prop 9.4, p247], the following proposition.
Proposition 1. If (Z¯(t)) is a fluid limit of the system and there exists some time
interval [0, t0] such that for any t ∈ [0, t0], there is some k0 in {2, . . . , L} such that
Z¯k0(t) > 0 then, almost surely, (Z¯(t)) is differentiable on [0, t0] and satisfies for all
t ∈ [0, t0],
˙¯Z0(t) = λ0,(6)
˙¯Z1(t) = λ1 − µ1
Z¯1(t)
Z¯0(t) + Z¯1(t)
,(7)
˙¯Zk(t) = (λk − µk)1{Z¯k(t)>0} for 2 ≤ k ≤ L.(8)
For 2 ≤ k ≤ L, Z¯k(t) thus decreases linearly to 0 if ρk < 1. Note also that
(Z¯k(t)) for 2 ≤ k ≤ L does not depend on classes 0 and 1. This illustrates the
STABILITY OF NETWORKS WITHOUT CONGESTION CONTROL 7
strong asymmetry between classes 0 and 1 on one hand and classes 2, . . . , L on the
other hand.
If there exists 2 ≤ k0 ≤ L such that ρk0 > 1 then it is clear that the fluid
limit will increase linearly to infinity and the process (N(t)) is transient. On the
contrary, if ρk0 < 1 for all 2 ≤ k ≤ L then there exists a time T such that for t ≤ T
and 2 ≤ k ≤ L, Z¯k(t) = 0. In order to study ergodicity and transience of (N(t)) we
then have to characterize the fluid limits such that Z¯k(0) = 0 for 2 ≤ k ≤ L. This
is the purpose of the next subsection.
3.3. Quasi-stationary fluid limits. Before studying fluid limits, we need to de-
fine the average throughput of class 0 in the quasi-stationary case. This corresponds
to the case where the number of flows in classes 0 and 1 is fixed and the number of
flows in classes 2, . . . , L varies. In the following, we denote by x2:L = (x2, . . . , xL)
the input rates of classes 2, . . . , L. Fixing the number of flows in classes 0 and 1 is
equivalent to considering a fixed rate α for class 0 after link 1. Since link 1 is of
capacity 1, α ∈ [0, 1]. Define θ˜10(α, x2:L) = α and, for 2 ≤ k ≤ L,
θ˜k0 (α, x2:L) = min
(
θ˜k−10 (α, x2:L),
θ˜k−10 (α, x2:L)
θ˜k−10 (α, x2:L) + xk
)
,(9)
ψ˜k(α, x2:L) = min
(
xk,
xk
θ˜k−10 (α, x2:L) + xk
)
.(10)
The quantity θ˜k0 (α, x2:L) is the output rate of class 0 after link k and the throughput
of class 0 is ψ˜0(α, x2:L) = θ˜
L
0 (α, x2:L). Moreover, ψ˜k(α, x2:L) is the throughput of
class k. For 0 ≤ k ≤ L and for n2:L ∈ N
K−2, we define φ˜k(α, n2:L) = ψ˜k(α, n2:L⊙a).
Denote by (N˜α2:L(t)) the Markov process describing the evolution of classes
2, . . . , L in the quasi-stationary case. It is defined on NK−2 and its transition
rates are, for 2 ≤ k ≤ L,
nk → nk + 1 : λk,
nk → nk − 1 : µkφ˜k(α, n2:L).
Proposition 2. Consider a linear network with L links of capacity 1 in the quasi-
stationary case, i.e., when the number of flows in classes 0 and 1 is fixed and the
rate of class 0 after link 1 is α.
The Markov process (N˜α2:L(t)) describing the evolution of classes 2, . . . , L is er-
godic if, for 2 ≤ k ≤ L, ρk < 1. It is transient if there exists k0 in {2, . . . , L} such
that ρk0 > 1.
Proof. It is enough to see that for 2 ≤ k ≤ L,
min (nkak, Ck) ≥ φ˜k(α, n2:L) ≥
nkak
Ck−1 + nkak
.
Since Ck = 1, if ρk < 1 for all k, there exists ε > 0 and η in N such that for all
n2:L in N
K−2 \ {0, . . . , η}K−2 and for 2 ≤ k ≤ L such that nk ≥ η,
λk − µkφ˜k(α, n2:L) ≤ −ε
and (N˜α2:L(t)) is therefore ergodic.
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Conversely, if there exists k0 such that ρk0 > 1, then there exists ε > 0 and η
such that for all n2:L with nk0 > η,
λk0 − µk0 φ˜k0 (α, n2:L) ≥ ε
and (N˜α2:L(t)) is therefore transient. 
When (N˜α2:L(t)) is ergodic, denote its unique stationary distribution by p˜i
α. The
average throughput of class 0 in the quasi-stationary case is then defined as follows:
(11) ∀α ∈ [0, 1] φ¯0(α) = Ep˜iα(φ˜0(α, .)) =
∑
n2:L∈NK−2
p˜iα(n2:L)φ˜0(α, n2:L).
The average φ¯0 depends on the traffic intensities and access rates of classes
2, . . . , L. In order to establish ergodicity and transience conditions for the linear
network in Theorems 1 and 2 below, we need the continuity of the function φ¯0 with
respect to α.
Subsequent developments rely on the following notion of stochastic domination.
Definition 1. Let X and Y be two random variables in a partially ordered measur-
able space. We denote X ≤st Y and say that Y stochastically dominates X if, for
any positive non-decreasing measurable function f , we have E[f(X)] ≤ E[f(Y )].
On Rn, we use the usual coordinate-wise partial orders. If x and y are in Rn,
x ≤ y if xk ≤ yk for all k. On the space D(R+,R
n), we say that x ≤ y if
xk(t) ≤ yk(t) for all k and t.
For any two random variables X and Y with respective distributions piX and piY
and such that X ≤st Y , we say that piY dominates piX .
In particular, if (X(t)) and (Y (t)) are two Markov processes on Nn such that
(X(t)) ≤st (Y (t)) and (X(t)) is irreducible, the ergodicity of (Y (t)) implies the
ergodicity of (X(t)) and the transience of (X(t)) implies the transience of (Y (t)).
If (Y (t)) and (X(t)) are ergodic andX(∞) and Y (∞) are random variables with the
stationary distributions of (X(t)) and (Y (t)) as distributions then X(∞) ≤st Y (∞).
For more details on stochastic domination, see [15].
Lemma 1. Consider a linear network with L links of capacity 1 in the quasi-
stationary case and assume that ρk < 1 for 2 ≤ k ≤ L, the function φ¯0 defined by
Equation (11) is continuous with respect to α on [0, 1].
Proof. First, we prove that α 7→ φ˜k(α, n2:L) is 1-Lipschitz for all n2:L and k.
By definition, α 7→ θ˜10(α, n2:L) is 1-Lipschitz. According to (9) and (10), α 7→
θ˜20(α, n2:L) and α 7→ φ˜2(α, n2:L) are defined as the minimum of two 1-Lipschitz
functions and are then 1-Lipschitz functions. The result follows by recursion.
In particular, this is true for α 7→ φ˜0(α, n2:L). In order to prove the continuity
of φ¯0, we just have to prove that if a sequence (αi) of [0, 1] converges to α∞, then
N˜αi2:L(∞) converges in distribution to N˜
α∞
2:L (∞) and these random variables have
p˜iαi and p˜iα∞ as respective distributions.
We first prove that {p˜iα, α ∈ [0, 1]} is tight. Note that for 2 ≤ k ≤ L and α in
[0, 1],
(12) φ˜k(α, n2:L) ≥
nkak
1 + nkak
.
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Define the process (Nˆ2:L(t)) with the following transition rates for 2 ≤ k ≤ L:
nk 7→ nk + 1 : λk,
nk 7→ nk − 1 : µk
nkak
1 + nkak
.
and such that Nˆ2:L(0) = N˜
α
2:L(0). The components of (Nˆ2:L(t)) are independent.
For 2 ≤ k ≤ L, we have ρk < 1 and there exist ε > 0 and η such that, for nk ≥ η,
we have
λk − µk
nkak
1 + nkak
< −ε,
which implies that (Nˆk(t)) is ergodic; the ergodicity of (Nˆ2:L(t)) follows. Using
Equation (12) and a standard coupling argument, see for instance [5, Lemma 1],
we can prove that, for α in [0, 1] and 2 ≤ k ≤ L, (Nˆk(t)) stochastically dominates
(N˜αk (t)). It implies that (Nˆ2:L(t)) stochastically dominates (N˜
α
2:L(t)) for any α ∈
[0, 1]. This implies that the stationary distribution pˆi of (Nˆ2:L(t)) dominates any
distribution p˜iα. In particular, we have
∀α ∈ [0, 1], ∀κ ∈ R, p˜iα(NK−2\[0, κ]K−2) ≤ pˆi(NK−2\[0, κ]K−2).
Thus, the set {p˜iα, α ∈ [0, 1]} is tight on NK−2 with the usual topology.
By tightness, we can suppose that the sequence (p˜iαi)i∈N is convergent. We call
p˜i∞ its limit. All we have to do now is to characterize this limit and prove its
uniqueness.
Let f be a bounded function on NK−2. For any α in [0, 1], let Ω˜α denote the
infinitesimal generator of (N˜α2:L(t)). For all n2:L ∈ N
K−2,
Ω˜α(f)(n2:L) =
L∑
k=2
λk(f(n2:L + ek)− f(n2:L))
−
L∑
k=2
µkφ˜k(α, n2:L)(f(n2:L − ek)− f(n2:L)).
Since α 7→ φ˜k(α, n2:L) is 1-Lipschitz for all n2:L and k and f is bounded, there
exists η such that
(13) ∀i ∈ N, ∀n2:L ∈ N
K−2, |Ω˜α∞(f)(n2:L)− Ω˜
αi(f)(n2:L)| ≤ η|α∞ − αi|.
Because (p˜iαi) is tight, for any ε, there exists κ > 0 such that
(14) ∀i ∈ N, p˜iαi([0, κ]K−2) ≥ 1− ε.
Using equations (13)) and (14), we have
lim
i→∞
∫
NK−2
Ω˜αi(f)(n2:L)p˜i
αi (dn2:L) =
∫
NK−2
Ω˜α∞(f)(n2:L)p˜i∞(dn2:L) = 0.
We deduce that p˜i∞ is an invariant distribution of (N˜
α∞
2:L (t)) and by uniqueness, we
have p˜i∞ = p˜i
α∞ . Finally, we have
lim
i→∞
φ¯0(αi) = φ¯0(α∞).

We are now able to characterize the fluid limits (Z¯(t)) such that Zk(0) = 0 for
2 ≤ k ≤ L. The next proposition is proved in the appendix.
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Proposition 3. Consider a linear network of L links of capacity 1 and assume
that a0 = 1 and a1 = 1.
If (Z¯(t)) is a fluid limit of the system such that Z¯k(0) = 0 for 2 ≤ k ≤ L, then
almost surely
˙¯Z0(t) = λ0 − µ0φ¯0
(
Z¯0(t)
Z¯1(t) + Z¯0(t)
)
,(15)
˙¯Z1(t) = λ1 − µ1
Z¯1(t)
Z¯1(t) + Z¯0(t)
,(16)
˙¯Zk(t) = 0 for 2 ≤ k ≤ L(17)
hold for all t ∈ R+ where φ¯0 is the average throughput of class 0 in the quasi-
stationary case defined by Equation (11).
This proposition shows that, at the fluid time scale, there is a separation of time
scales between classes 0 and 1 and 2, . . . , L. From the point of view of classes 0
and 1, classes 2, . . . , L are quasi-stationary and there is an averaging because they
evolve infinitely faster. From the point of view of classes 2, . . . , L, the ratio of
classes 0 and 1 is constant. This is a further illustration of the asymmetry between
classes 0, 1 on the one hand and classes 2, . . . , L on the other hand.
3.4. Stability of a linear network. Now that we have characterized the fluid
limits of the system, we can study the stability conditions of the linear network.
Theorem 1 gives a sufficient condition for stability and Theorem 2 gives a sufficient
condition for transience of (N(t)).
Theorem 1. Consider a linear network of L links of capacity 1.
If ρk < 1 for 2 ≤ k ≤ L and
ρ0 < inf
1−ρ1≤x≤1
φ¯0(x)
then the network is stable, i.e., (N(t)) is ergodic.
Proof. In order to prove ergodicity, we just have to prove that there exists a time
T such that for any initial condition of (Z¯(t)), for all t ≥ T , Z¯(t) = 0 (see [6]).
We consider a general fluid limit (Z¯(t)). As proved in Proposition 1, as long as
there exists k0 such that Z¯k0(t) > 0, (Z¯(t)) satisfied Equations (6), (7) and (8).
Since ρk < 1 for 2 ≤ k ≤ L, there exists a finite time T0 such that, for all k ≥ 0 and
t ≥ T0, Z¯k(t) = 0. According to the strong Markov property, the study is reduced
to the case where the initial state of the fluid limit verifies Z¯0(0) + Z¯1(0) = 1 and
Z¯k(0) = 0 for 2 ≤ k ≤ L. According to Proposition 3, (Z¯(t)) satisfies (15), (16)
and (17). In particular, for all t ≥ 0 and 2 ≤ k ≤ L, we have Z¯k(t) = 0, we then
just have to study the behavior of (Z¯0(t), Z¯1(t)).
We define the following function:
∀α ∈ [0, 1], f(α) = inf
α≤x≤1
φ¯0(x)
STABILITY OF NETWORKS WITHOUT CONGESTION CONTROL 11
This function is continuous, non-decreasing and satisfies f(α) ≤ φ¯0(α) for all α ∈
[0, 1]. We define (F (t)) such that F0(0) = Z¯0(0), F1(0) = Z¯1(0) and for all t ≥ 0,
F˙0(t) = λ0 − µ0f
(
F0(t)
F0(t) + F1(t)
)
,(18)
F˙1(t) = λ1 − µ1
F1(t)
F0(t) + F1(t)
.(19)
Since we have φ¯0(α) ≥ f(α), we can deduce for all t ≥ 0, Z¯0(t) ≤ F0(t) and
Z¯1(t) ≤ F1(t). This follows from the following.
• If Z¯0(t) = F0(t) and Z¯1(t) = F1(t) then
˙¯Z0(t) ≤ F˙0(t) and
˙¯Z1(t) ≤ F˙1(t);
• if Z¯0(t) < F0(t) and Z¯1(t) = F1(t) then
˙¯Z1(t) ≤ F˙1(t);
• if Z¯0(t) = F0(t) and Z¯1(t) < F1(t) then
˙¯Z0(t) ≤ F˙0(t).
To prove the stability of (Z¯(t)), it is enough to prove that (F (t)) will return to
0 in finite time. Let α(t) = F0(t)/(F0(t) + F1(t)). We have
(20) α˙(t) =
1
F0(t) + F1(t)
[
(λ0 − µ0f(α(t))) (1−α(t))− (λ1 − µ1(1− α(t)))α(t)
]
.
Let β(t) = (λ0 − µ0f(α(t))) (1− α(t)) − (λ1 − µ1(1− α(t)))α(t). So that
(21) α˙(t) =
β(t)
F0(t) + F1(t)
.
We also define α0 = max{α ∈ [0, 1], f(α) = ρ0}. Since ρ0 < f(1 − ρ1), we have
α0 < 1− ρ1. Further, for t0 such that α(t) = α0 and t1 such that α(t1) = 1− ρ1,
β(t0) = α0(µ1(1− α0)− λ1) > 0,
β(t1) = ρ1(λ0 − µ0f(1− ρ1)) < 0.
Since f is continuous and non-decreasing, there exists κ > 0 and η > 0 such that if
α(t) ≤ α0 + η, then β(t) ≥ κ and if α(t) ≥ 1− ρ1 − η, then β(t) ≤ −κ.
As a consequence, we deduce from Equation (21) that
α˙(t) ≥
κ
F0(t) + F1(t)
if α(t) ≤ α0 + η,
α˙(t) ≤ −
κ
F0(t) + F1(t)
if α(t) ≥ 1− ρ1 − η.
Thus, if α(0) ∈ [α0 + η, 1− ρ1 − η], α(t) ∈ [α0 + η, 1− ρ1 − η] for all t > 0.
For all t ≥ 0, we have
F0(t) + F1(t) ≤ F0(0) + F1(0) + (λ0 + λ1)t,
≤ 1 + (λ0 + λ1)t,
and we deduce that if α(0) is in [0, α0 + η] and as long as α(t) stays in [0, α0 + η],
we have
α(t) ≥
∫ t
0
κds
1 + (λ0 + λ1)s
≥
κ
λ0 + λ1
log (1 + (λ0 + λ1)t) .
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0
z1
z0
z0
z0+z1
= α0
z0
z0+z1
= 1− ρ1
Figure 3. Dynamics of (F0(t), F1(t))
Similarly, if α(0) is in [1− ρ1 − η, 1] and α(t) stays in [1− ρ1 − η, 1], we have
α(t) ≤ 1−
∫ t
0
κds
1 + (λ0 + λ1)s
≤ 1−
κ
λ0 + λ1
log (1 + (λ0 + λ1)t) .
We then define
T1 =
1
λ0 + λ1
exp
(
max(α0 + η, ρ1 + η)(λ0 + λ1)
κ
)
and if α(0) ∈ [0, α0 + η] ∪ [1− ρ1 − η, 1] then α(T1) ∈ [α0 + η, 1− ρ1 − η]. Finally,
for all t ≥ T1, α(t) ∈ [α0 + η, 1 − ρ1 − η].
Now, we know that α(t) will reach [α0+η, 1−ρ1−η] in finite time and stay in that
interval; we just have to study the behavior of F when α(0) is in [α0+η, 1−ρ1−η].
Using equations (18) and (19), we have that, if α(0) ∈ [α0+ η, 1− ρ1− η], then, for
all t ≥ 0,
F˙0(t) ≤ −µ0 (f(α0 + η)− ρ0) < 0,
F˙1(t) ≤ −µ1η
and the two components decrease at least linearly to 0 in finite time. There exists
T2 such that for any fluid limit, for all t ≥ T2, F (t) = 0 and thus Z¯(t) = 0. 
The dynamics of (F0(t), F1(t)) described in this proof is represented in Figure
3. Theorem 1 gives a sufficient condition for stability. The next theorem gives a
sufficient condition for transience. The arguments of the proof are very similar.
Theorem 2. Consider a linear network of L links of capacity 1. If there exists k0
in {0, . . . , L} such that ρk0 > 1 or, if for all k in {0, . . . , L}, ρk < 1 and
ρ0 > sup
0≤x≤1−ρ1
φ¯0(x),
then the network is unstable, i.e., (N(t)) is transient.
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Proof. In order to prove the transience of the process, we just have to prove that
there exists a time T such that after T , any fluid limit (Z¯(t)) increases linearly (see
[17]).
We consider a fluid limit (Z¯(t)). If there is a k0 such that Z¯k0(0) > 0 then
Equations (6), (7) and (8) are valid. It is obvious that, if there exists k0 such that
ρk0 > 1 then (Z¯k(t)) increases linearly and the process (N(t)) is transient.
We suppose now that ρk < 1 for all k in {0, . . . , L}. In that case, there is a time
T0 such that, for all k in {2, . . . , L} and t ≥ T0, Z¯k(t) = 0. According to the strong
Markov property, we just have to study the fluid limits such that Z¯k(0) = 0 for
2 ≤ k ≤ L. In that case, Z¯k(t) = 0 for 2 ≤ k ≤ L and we just have to study the
dynamics of (Z¯0(t), Z¯1(t)).
We define the following function
g(α) = sup
0≤x≤α
φ¯0(x).
This function is continuous, non-decreasing and, for any α in [0, 1] satisfies g(α) ≥
φ¯0(α). We also define the process (G(t)) such that G(0) = Z¯(0) and
G˙0(t) = λ0 − µ0g
(
G0(t)
G0(t) +G1(t)
)
,(22)
G˙1(t) = λ1 − µ1
G0(t)
G0(t) +G1(t)
.(23)
As previously, we can prove that, for all t ≥ 0, G0(t) ≤ Z¯0(t) and G1(t) ≤ Z¯1(t).
So, we just have to prove that the process (G(t)) increases linearly to infinity in
order to prove the transience of (N(t)).
We define α0 = min{α ∈ [0, 1], g(α) = ρ0}. Since ρ0 > g(1 − ρ1), we have
α0 > 1− ρ1. Define α(t) = G0(t)/(G0(t) +G1(t)).
As in the proof of Theorem 1, we can show that there exists η > 0 such that,
for any initial state α(0), after some finite time T1, α(t) reaches and stays in [1 −
ρ1 + η, α0 − η]. We then just have to study the dynamics of G when α(0) is in
[1− ρ1 + η, α0 − η].
Using equations (22) and (23), we have that, if α(t) ∈ [1− ρ1 + η, α0 − η], then
G˙0(t) ≥ µ0 (ρ0 − g(α0 − η)) > 0,
G˙1(t) ≥ µ1η.
Thus, for any initial conditions, for all t ≥ T1, G(t) increases linearly to infinity
and the theorem is proved. 
The dynamics of (G0(t), G1(t)) described in this proof is represented in Figure 4.
In particular, we can remark that when the network is unstable, there is always a
time after which both classes 0 and 1 of the fluid limit increase linearly to infinity.
Remark 1. The stability region of the network is not reduced to {0} since inf1−ρ1≤x≤1 φ¯0(x) >
0 when ρ1 < 1 and it is strictly included in the optimal stability region since
sup0≤x≤1−ρ1 φ¯0(x) < mink(1− ρk).
Corollary 1. Consider a linear network with two links of capacity 1.
This network is stable if ρk < 1 for all 0 ≤ k ≤ 2 and ρ0 < φ¯0(1− ρ1).
This network is unstable if there exists k0 in {0, 1, 2} such that ρk0 > 1 or if
ρk < 1 for 0 ≤ k ≤ 2 and ρ0 > φ¯0(1− ρ1).
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0
z1
z0
z0
z0+z1
= 1− ρ1
z0
z0+z1
= α0
Figure 4. Dynamics of (G0(t), G1(t))
Proof. All that we have to prove is that the function φ¯0 is strictly increasing.
Consider the functions φ˜0, φ˜2, the processes (N˜
α
2 (t)) and their stationary distri-
bution p˜iα as defined in section 3.3. We assume that ρ2 < 1.
The process (N˜α2 (t)) is one-dimensional and for α1 ≤ α2, for all n2, φ˜k(α1, n2) ≥
φ˜k(α2, n2). This implies (N˜
α2
2 (t)) ≥st (N˜
α1
2 (t)) and p˜i
α2 dominates p˜iα1 .
For any α ∈ [0, 1] and any n2 ∈ N,
φ˜0(α, n2) + φ˜2(α, n2) = min(n2a2 + α, 1).
The function n2 7→ φ˜0(α, n2) + φ˜2(α, n2) is therefore non-decreasing.
Applying the definition of stochastic domination, we have
Ep˜iα1 (φ˜0(α1, .) + φ˜2(α1, .)) ≤ Ep˜iα2 (φ˜0(α1, .) + φ˜2(α1, .)).
For any n2 ∈ N, we have φ˜0(α2, n2)+ φ˜2(α2, n2) ≥ φ˜0(α1, n2)+ φ˜2(α1, n2). Since
α1 < α2 ≤ 1, we have φ0(α2, 0) > φ0(α1, 0) and we can conclude
Ep˜iα1 (φ˜0(α1, .) + φ˜2(α1, .)) < Ep˜iα2 (φ˜0(α2, .) + φ˜2(α2, .)).
Using the fact that Ep˜iα(φ˜2(α, .)) = ρ2, we can conclude that if α1 < α2, then
φ¯0(α1) < φ¯0(α2). 
4. Asymptotic stability
From the results of the previous section, we know that ergodicity conditions in
general depend on the access rates ak. In this section, we qualify this dependence as
the access rates become asymptotically small. In the next subsection, we introduce
a scaling on the access rates in order to understand the qualitative behavior of
networks when the access rates become small. In subsection 4.2, we use this scaling
to determine the limit of φ¯0 when the access rates tend to 0 and then deduce that
linear networks are asymptotically optimal. In subsection 4.3, we use the same
scaling to determine the asymptotic optimality of upstream trees. Subsections 4.2
and 4.3 are independent.
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4.1. Scaling over the access rates and flow sizes. We fix all network param-
eters except the arrival rates, the mean size of flows and the access rates. For each
β ∈ N, define the process (Nβ(t)) describing the evolution of the number of flows
in each class in a network where the access rate of each class k becomes ak/β, the
arrival rate becomes λkβ and the inverse of the mean size βµk.
In this proof and in the proof in the appendix, we will need the definition of an
increasing process of a martingale. If (M(t)) is a square-integrable martingale on R
null at 0, (〈M〉t) is the (essentially unique) increasing process such that (M
2(t) −
〈M〉t) is a martingale. If (M(t)) and (N(t)) are two square-integrable martingales
on R null at 0, (〈M,N〉t) is the (essentially unique) increasing process such that
(M(t)N(t) − 〈M,N〉t) is a martingale. For more information on martingales and
increasing processes, see [22].
Theorem 3. Consider an acyclic network with L links and K classes.
If
lim
β→∞
1
β
a⊙Nβ(0) = X¯(0),
then (β−1a ⊙ Nβ(t)) converges in probability uniformly on compact sets to (X¯(t))
such that
(24) ˙¯Xk(t) = akλkt− akµkψk(X¯(t)), for 1 ≤ k ≤ K.
The convergence mentioned in this theorem is the uniform convergence in prob-
ability on compact sets for the space DRN+ ([0,∞)) with Skorohod topology (see [1]).
Proof. We define the process (Mβ(t)) such that
(25) Mβ,k(t) = ak
(
Nβ,k(t)
β
−
Nβ,k(0)
β
− λkt+ µk
∫ t
0
ψk
(
1
β
a⊙Nβ(s)
)
ds
)
,
for 1 ≤ k ≤ K. The martingale characterization (see [23]) of the Markov jump pro-
cess (β−1a⊙Nβ(t)) shows that (Mβ(t)) is a martingale and its increasing processes
are given by, for 1 ≤ k, l ≤ L and k 6= l,
〈Mβ,k〉t =
ak
β
(
λkt+ µk
∫ t
0
ψk
(
1
β
a⊙Nβ(s)
)
ds
)
,(26)
〈Mβ,k,Mβ,j〉t = 0.(27)
Since ψk is bounded by a constant C, we have 〈Mβ,k〉t ≤ ak(λk + Cµk)t/β, for
t ≥ 0.
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As (Mβ(t)) is a martingale, we can use Doob’s inequality. For any t > 0 and
ε > 0,
P
(
sup
0≤s≤t
‖Mβ‖∞(s) ≥ ε
)
≤
K∑
k=1
P
(
sup
0≤s≤t
‖Mβ,k‖∞(s) ≥ ε
)
≤
K
ε2
max
k
E
(
Mβ,k
2(t)
)
,
≤
K
ε2
max
k
〈Mβ,k〉t,
≤
Kt
ε2β
max
k
ak(λk + Cµk).
Thus, (Mβ(t)) converges to 0 in probability uniformly on any compact when β →
+∞.
We now consider the random variable sup0≤s≤t
∥∥β−1a⊙Nβ(t)− X¯(t)∥∥∞ and
show that it converges in distribution to 0. Define Zβ(t) = β
−1a ⊙Nβ(t) − X¯(t).
Using (25),
Zβ,k(t) =
1
β
a⊙Nβ,k(0)− X¯k(0) +Mβ,k(t)
− µk
∫ t
0
(
ψk
(
1
β
a⊙Nβ(s)
)
− ψk(X¯(s))
)
ds, for 1 ≤ k ≤ K.
The ψk are all κ-Lipschitz for some κ > 0 and, for 1 ≤ k ≤ K,
sup
0≤s≤t
|Zβ,k(s)| ≤
∣∣∣∣akβ Nβ,k(0)− X¯k(0)
∣∣∣∣+ sup
0≤s≤t
|Mβ,k(s)|
+ κµk
∫ t
0
sup
0≤u≤s
|Zβ(u)| ds.
(28)
Define the function
fβ(t) = E
(
sup
0≤s≤t
‖Zβ(s)‖∞
)
.
Using (28), (26) and (27), we deduce the inequality for all s < t,
fβ(s) ≤
∥∥∥∥ 1β a⊙Nβ(0)− X¯(0)
∥∥∥∥
∞
+
aˆ
β
(
λˆ+ µˆ
)
s+ µˆ
∫ s
0
fβ(u) du
where aˆ = maxk ak, λˆ = maxk λk and µˆ = maxk µk.
Applying Gronwall’s lemma (see [11]),
fβ(t) ≤
(∥∥∥∥ 1β a⊙Nβ(0)− X¯(0)
∥∥∥∥
∞
+
aˆ
β
(
λˆ+ µˆ
)
t
)
eµˆt.
Thus, fβ → 0 as β → +∞ and sup0≤s≤t
∥∥∥ 1βa⊙Nβ(s)− X¯(s)
∥∥∥
∞
converges in
distribution to 0. In particular, for ε > 0,
lim
β→+∞
P
(
sup
0≤s≤t
∥∥∥∥ 1β a⊙Nβ(s)− X¯(s)
∥∥∥∥
∞
≥ ε
)
= 0.
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Hence, (β−1a⊙Nβ(t)) converges to (X¯(t)) in probability uniformly on compact
sets. 
The processes (β−1a⊙Nβ(t)) converge in distribution, as β tends to infinity, to
a process (X¯(t)) which is completely deterministic. This process has a fixed point
if and only if there exists x ∈ RK+ such that
(29) λk − µkψk(x) = 0 for 1 ≤ k ≤ K.
Proposition 4. Consider an acyclic network with L links and K classes.
(X¯(t)) admits a unique fixed point if the optimal stability conditions (4) are
satisfied: ∑
k:l∈rk
ρk < Cl for 1 ≤ l ≤ L.
Conversely, if there exists a link l0 such that∑
k:l0∈rk
ρk > Cl0
then (X¯(t)) does not admit a fixed point.
Proof.
By definition of acyclic networks, we suppose that the links are numbered in a
such a way that the links on a route of any class are an increasing sequence. By
definition, any fixed point x = (x1, . . . , xK) satisfies
ψk(x) = ρk, for 1 ≤ k ≤ K.
We first suppose that the optimal stability conditions (4) are satisfied. First,
note that if x = (x1, . . . , xK) satisfies the optimal stability conditions, then for all
k, ψk(x) = xk. The traffic intensities (ρ1, . . . , ρK) are then a fixed point and this
is the only fixed point which statisfies the optimal stability conditions.
On the contrary, if x is such that there exists l0 with∑
k:l0∈rk
xk ≥ Cl0 ,
then, there exists l1 which is saturated i.e.∑
k:l1∈rk
θl1k (x) = Cl1 .
Since the network is acyclic, without loss of generality, we can assume that l1 is
such that, for all l > l1, link l is not saturated i.e.∑
k:l∈rk
θlk(x) < Cl.
In that case, for all class k such that l ∈ rk, we have ψk(x) = θ
l1
k (x) and∑
k:l1∈rk
ψk(x) = Cl1
>
∑
k:l1∈rk
ρk.
The vector x cannot be a fixed point and the uniqueness of the fixed point is proved.
18 MATHIEU FEUILLET
We now suppose that there exists a link l0 such that∑
k:l0∈rk
ρk > Cl0
In that case, it is enough to remark that, for all x = (x1, . . . , xK),∑
k:l0∈rk
ψk(x) ≤ Cl0
<
∑
k:l0∈rk
ρk.
There is no fixed point. 
This proposition brings the intuition that the stability conditions for any acyclic
network can be arbitrarily close to the optimal ones if the access rates are small
enough. In the remainder of this section, we prove that this intuition is true in the
case of linear networks and upstream trees.
4.2. Asymptotic stability of linear networks. We return here to the linear
networks discussed in Section 3. Theorems 1 and 2 show that stability conditions
depend on the function φ¯0 and consequently on stationary distributions (p˜i
α). In
order to characterize the ergodicity conditions, we have to study the evolution of
these distributions when the access rates decrease to 0.
Consider the process (N˜α2:L(t)) introduced in Section 3.3 for α ∈ [0, 1] under
the scaling defined in Section 4.1. We call (N˜α2:L,β(t)) the scaled process whose
transition rates are given by, for 2 ≤ k ≤ L,
nk → nk + 1 : βλk,
nk → nk − 1 : βµkψ˜k(n⊙ β
−1a)
where the functions ψ˜k are defined by Equation (10). We suppose that the ergod-
icity conditions of this process are fulfilled, i.e., ρk < 1 for 2 ≤ k ≤ L, and denote
by p˜iαβ the stationary distribution of (β
−1a2:L ⊙ N˜
α
2:L,β(t)).
As in Section 4.1, when β tends to infinity, the processes (β−1a2:L ⊙ N˜
α
2:L,β(t))
converge in distribution to a deterministic limit that we call (X¯α(t)). This process
has a unique fixed point that we call γ(α) which is the solution of the following
equations:
λk − µkψ˜k(α, x2:L) = 0 for 2 ≤ k ≤ L.
Using the definition of ψ˜k, γ(α) can be built recursively yielding:
(30) γk(α) = max
(
ρk,
ρk
1− ρk
min
(
α, min
2≤j≤k−1
(1− ρj)
))
for 2 ≤ k ≤ L.
The next proposition states the convergence of the stationary distributions p˜iαβ
to the Dirac measure at γ(α) for all α ∈ [0, 1] and the convergence of φ¯0.
Proposition 5. Consider a linear network with L links in the quasi stationary
regime. The set {p˜iαβ , α ∈ [0, 1], β ∈ N} is tight. For any α ∈ [0, 1], the stationary
distribution (p˜iαβ ) converges to δγ(α) when β → +∞.
If φ¯0,β is the function such that
(31) φ¯0,β(α) =
∫
RL−1
ψ˜0(α, x2:L)p˜i
α
β (dx2:L), for α ∈ [0, 1],
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then φ¯0,β converges pointwise on [0, 1] to
(32) φ¯0,∞ : α 7→ min
(
α, min
2≤k≤L
(1− ρk)
)
, when β → +∞.
Moreover, for all α ∈ [0, 1],
lim
β→+∞
inf
α≤u≤1
φ¯0,β(u) = φ¯0,∞(α).
The tightness and the convergence mentioned in this proposition is the conver-
gence of probability distributions on RK−2+ with the usual topology. Proof. First,
we have to prove that the set {p˜iαβ , α ∈ [0, 1], β ∈ N} is tight.
Note that for α ∈ [0, 1] and for k ≥ 2,
ψ˜k(α, βx2:L) ≥
nkak
β + nkak
.
Define the Markov processes (Nˆ2:L,β(t)) with transition rates:
nk → nk + 1 : λkβ,
nk → nk − 1 : µkβ
nkak
β + nkak
.
We assume that Nˆ2:L,β(0) = N˜
α
2:L,β(0). We then have (β
−1a2:L ⊙ Nˆ2:L,β(t)) ≥st
(β−1a2:L ⊙ N˜
α
2:L,β(t)). In order to prove that the set {p˜i
α
β , α ∈ [0, 1], β ∈ N} is
relatively compact, it is enough to prove that {pˆiβ , β ∈ N} is tight where pˆiβ is the
invariant measure of (β−1a2:L ⊙ Nˆ2:L,β(t)). These are birth-death processes whose
components are independent. Their invariant measures thus have a product form
and it is sufficient to study the one-dimensional case:
pˆiβ(n2βa2) = (1− ρ2)
βa−12 +1ρn22
Γ
(
β
a2
+ 1 + n2
)
Γ
(
β
a2
+ 1
)
n2!
where Γ is the usual gamma function
Γ(z) =
∫ +∞
0
tz−1e−t dt, for z > 0.
pˆiβ is a negative binomial distribution and we have
pˆiβ([A,+∞[) =
∫ 1
ρ2
tβa
−1
2 (1− t)⌊βA/a2⌋ dt∫ 1
0
tβa
−1
2 (1− t)⌊βA/a2⌋ dt
.
Thus, if A > ρ2/(1− ρ2),
(33) lim
β→+∞
pˆiβ([A,+∞[) = 0.
Fix ε > 0 and A > ρ2/(1 − ρ2). According to (33), there exists β0 ∈ N such that
for all β ≥ β0, pˆiβ([0, A]) ≥ 1− ε. Additionally, there exists a compact Γ1 ⊂ R such
that for β < β0, pˆiβ(Γ1) ≥ 1−ε. By choosing Γ = [0, A]∪Γ1, we have pˆiβ(Γ) ≥ 1−ε
for all β ∈ N and the set {pˆiβ , β ∈ N} is tight on R+ with the usual topology.
Finally, the set {p˜iαβ , α ∈ [0, 1], β ∈ N} is tight and, thus, relatively compact.
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We now prove the convergence of the invariant measures. The infinitesimal
generator Ω˜αβ of (β
−1a2:L ⊙ N˜
α
2:L,β(t)) is defined by
Ω˜αβ(f)(x2:L) =
L∑
k=2
βλk
(
f
(
x2:L +
ak
β
ek
)
− f (x2:L)
)
+
L∑
k=2
βµkψ˜k(α, x2:L)
(
f
(
x2:L −
ak
β
ek
)
− f (x2:L)
)
.
The “infinitesimal generator” Ω¯α of (X¯α(t)) is defined by
Ω¯α(f)(x2:L) =
L∑
k=2
λk
∂f
∂xk
(x2:L)−
L∑
k=2
µkψ˜k(α, x2:L)
∂f
∂xk
(x2:L).
Let f be a bounded smooth function with a bounded derivative. Since {p˜iβ , β ∈
]0, 1], α ∈ [0, 1]} is tight, for any ε > 0, there exists a compact set Γ ⊂ RK−2 such
that for all β in N and α in [0, 1],
(34)
∫
R
K−2
+ \Γ
f(x2:L)p˜i
α
β (dx2:L) ≤ ε.
Since f and its derivative are bounded and the ψ˜k are γ-Lipschitz for some γ,
there exists η such that for x in Γ,
(35) |Ω˜αβ(f)(x2:L)− Ω¯
α(f)(x2:L)| ≤
η
β
.
The equilibrium equations give, for all α,
(36)
∫
R
K−2
+
Ω˜αβ(f)(x2:L)p˜i
α
β (dx2:L) = 0.
Since {p˜iαβ , β ∈ N, α ∈ [0, 1]} is relatively compact, we can extract a convergent
subsequence (p˜iαiβi ) such that αi → α and βi → +∞. Thanks to relations (34), (35),
(36) and the continuity of f and its derivative, we can write that
lim
i→+∞
∫
R
K−2
+
Ω˜αiβi (f)(x2:L)p˜i
αi
βi
(dx2:L) =
∫
R
K−2
+
Ω¯α(f)(x2:L)p¯i
α(dx2:L).
Finally, (piαiβ ) converges to p¯i
α when β → +∞.
The convergence pointwise of φ¯0,β follows by choosing αi = α.
Finally, for the last part of the proposition, we consider a sequence (αi, βi) such
that αi → α∞, βi → +∞ when i→∞ and, for all i, φ¯0,βi(ui) = infα≤u≤1 φ¯0,βi(u).
We have that
lim
i→∞
φ¯0,βi(αi) = φ¯0,∞(α∞).
By construction of αi, we also have
lim
i→∞
φ¯0,βi(αi) ≤ inf
α≤u≤1
φ¯0,∞(u).
Since φ¯0,0 is a non-decreasing function, its implies that
lim
i→∞
φ¯0,βi(αi) = φ¯0,∞(α).

We finally deduce the following theorem which is a consequence of Theorem 1
and Proposition 5.
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Theorem 4. In a linear network with L links, for any traffic intensities (ρ0, . . . , ρL)
satisfying the optimal stability conditions (5), if the access rates (a0, . . . , aL) are
small enough, the resulting stochastic process is ergodic.
Proof. We consider the scaled version of the process introduced in Subsection 4.1
(Nβ(t)). According to Theorem 1, a sufficient condition of stability is
ρk < 1, for 0 ≤ k ≤ L,
ρ0 < inf
1−ρ1≤α≤1
φ¯0,β(α).
Since traffic intensities (ρ0, . . . , ρL) satisfy optimal stability conditions (5), there
exists ε > 0 such that
ρk < 1, for 0 ≤ k ≤ L,
ρ0 < min
1≤k≤L
(1− ρk)− ε.
According to Proposition 5, there exists β0 such that for all β ≥ β0, we have
inf
1−ρ1≤α≤1
φ¯0,β(α) ≥ min
1≤k≤L
(1 − ρk)− ε/2.
This implies that, for all β ≥ β0, the process (Nβ(t)) is ergodic.
Finally, to conclude, it is enough to remark that the process with transition rates
nk → nk + 1 : λk,
nk → nk − 1 : µkψk(n⊙ β
−1a)
admits the same stationary measures as (Nβ(t)) and is then ergodic if and only if
(Nβ(t)) is ergodic. 
This result means that the Tail Dropping policy is asymptotically optimal in
linear networks. Figures 5 and 6 represent the stability region for classes 0 and 1,
obtained by simulation, for two particular networks and illustrate this result.
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4.3. Asymptotic stability of upstream trees. Upstream trees are a specific
class of networks because they are monotonic and this will allow us to use stochastic
domination to establish the asymptotic stability of upstream trees. Thanks to the
monotonicity, the worst case, in the sense of stochastic domination, for a given
class is when there is an infinity of flows in all other classes. When the optimal
stability conditions are satisfied, we can prove that there exists a class k0 which
can get enough bandwidth to be stable even if there is an infinity of flows in all
other classes. Thanks to the same scaling that we use in subsections 4.1 and 4.2,
we are able to quantify the bandwidth used by the class k0 when the access rates
are decreasing to 0 and to prove that there exists a class k1 which is stable when
the access rates are small enough even if there is an infinity of flows in all classes
except k0 and k1. We conclude by using a recursion.
In upstream trees, when two different classes go through the same link, they
share the same path until they exit the network. The last link on the path of all
classes is the same and it is called the root. Formally, upstream trees are defined
as follows:
(i): a common root link, say 1, so that rk(dk) = 1 for all classes k;
(ii): for any two classes j and k, there exists m such that they only have their
last m links in common; i.e, for i in {0, . . . ,m− 1}, rj(dj − i) = rk(dk − i)
and for ik in {0, . . . , dk −m} and ij in {0, . . . , dj −m}, rj(ij) 6= rk(ik).
Two examples of upstream trees are given in Figure 7. In [4], two very specific
examples were shown not to be ergodic under optimal stability conditions except
when the access rates tend to 0. We generalize this result.
Figure 7. Examples of upstream trees
For any link l, let Sl denote the set of children of l, the links just before l on the
path of some class:
Sl =
{
j ∈ {1, . . . , L}, ∃k ∈ {1, . . . ,K}, ∃i, rk(i) = j, rk(i+ 1) = l
}
.
In particular, S1 is the set of links which are the links just before the root link on
the path of all classes with a route of length longer than 1.
We suppose that there are no two classes with exactly the same path. We also
suppose without loss of generality that all the links of the network can be saturated.
For any link l, this implies that there is a class kl directly entering in the network
through that link, i.e., rkl(1) = l or
∑
j∈Sl
Cj > Cl. If a link l0 cannot be saturated
then the bandwidth allocation is the same with or without l0 and we can remove
it.
Upstream trees are monotonic in the sense that if n ∈ NK and m ∈ NK and
mk = nk for a given k and mj ≥ nj for j 6= k then φk(m) ≤ φk(n). Thanks to this
monotonicity property, the processes we study fit into the framework of [5]. We
suppose that the traffic intensities satisfy the optimal stability conditions (4).
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Because of the monotonicity of this network, we know that the worst case for
class k0 is when the numbers of flows in all other classes increase to infinity. We
define the following allocation:
(37) ∀xk0 ∈ R+, ψ˘
1
k0(xk0 ) = limη→∞
inf
y:yk0=xk0 ,
k 6=k0,yk>η
ψk0(y)
and φ˘1k0 is such that φ˘
1
k0
(nk0) = ψ˘
1
k0
(ak0nk0) for all nk0 ∈ N. We then define the
Markov process (N˘1k0(t)) such that N˘
1
k0
(0) = Nk0(0) with the transition rates
nk0 → nk0 + 1 : λk0 ,
nk0 → nk0 − 1 : µk0 φ˘
1
k0(nk0).
Because of the monotonicity of the considered allocations, we have that the process
(N˘1k0(t)) stochastically dominates (Nk0(t)) (see [5]).
In the sense of the stochastic domination, this process represents the worst case
for class k0. The next lemma shows that there is a class which is stable even in the
worst case.
Lemma 2. Consider an upstream tree and suppose the traffic intensities of this
network respect the optimal stability conditions (4). There exists a class k0 such
that the Markov process (N˘1k0(t)) is ergodic.
Proof. Because of the monotonicity of the network all that we have to prove is
that there exists a class k0 such that
(38) lim
η→+∞
inf
n1≥η,...,nK≥η
φk0 (n) > ρk0 .
If k0 satisfies (38) then there exists ε > 0 and η0 such that, for all nk0 ≥ η0,
λk0 − µk0 φ˘
1
k0(nk0) ≤ −ε.
This implies the ergodicity of (N˘1k0(t)). We proceed by recursion on the depth of
the tree.
If the depth is 1 then there is a single class and a single link and condition (38)
is obviously true.
We suppose now that the depth of the tree is d ≥ 2. If there is a class k0 such
that rk0(1) = 1 then the root link is the entry point of k0 which is the only one
entering the network through 1. The worst case for class k0 is when all links in S1
are saturated; we have for all n ∈ NK ,
φk0(n) ≥ min
(
ak0nk0 , C1
ak0nk0∑
l∈S1
Cl + ak0nk0
)
.
Because the optimal conditions are satisfied, we have ρk0 < C1 and there exist
δ > 0 and η0 such that for all n ∈ N
K with nk0 ≥ η0, we have
φk0(n) ≥ ρk0 + δ
which is enough to conclude.
We now suppose that there is no class directly connected to the root, i.e. there
is no class k with a path of length 1. This implies that S1 is not empty. Since
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the root link can be saturated, we have
∑
l∈S1
Cl > C1. Due to optimal stability
conditions, we have
K∑
k=1
ρk < C1
and we can deduce that there is a link l0 in S1 such that∑
k:rk(dk−1)=l0
ρk <
Cl0∑
j∈S1
Cj
C1.
Since the link l0 can be saturated, there is a constant η0 such that, if for any class
k going through l0 (i.e. satisfying rk(dk − 1) = l0), we have nk > η0, we have∑
k:rk(dk−1)=l0
θdk−1k (n⊙ a) = Cl0 .
Using the monotonicity of upstream trees, we can deduce that the worst case for
classes going through l0 is when all the other links in S1 are saturated. We deduce
immediately that when nk > η0 for all k going through l0, we have
φk(n) ≥
C1∑
j∈S1
Cj
θdk−1k (n⊙ a).
It remains to consider the case where all the links in S1 are saturated corresponding
to the case of equality in the previous equation. With these conditions, the subtree
whose root link is l0 is equivalent to an upstream tree where the capacity of link l0
is replaced by C1Cl0/(
∑
j∈S1
Cj).
If there is a class k0 such that dk0 = l0 then, as previously, we have
lim
η→∞
inf
n:nk≥η
φk0(n) ≥
C1Cl0∑
j∈S1
Cj
> ρk0
and k0 satisfies (38).
If there is no class k0 such that dk0 = l0 then Sl0 is not empty and, as previously,
we can find l1 such that∑
k:rk(dk−2)=l1
ρk < Cl1
Cl0∑
j∈Sl0
Cj
C1∑
j∈S1
Cj
.
Using a recursion, we finally find k0 satisfying (38). In addition, the links on the
path of k0 satisfy
(39) ∀i ∈ {1, . . . , dk0 − 1},
∑
k:rk0 (i)∈rk
ρk < Crk0 (i)
dk0∏
j=i+1
Crk0 (j)∑
l∈Srk0 (j)
Cl
.

We now perform the scaling of Section 4.1 on the process (N˘1k0(t)) and call the
scaled process (N˘1k0,β(t)). We deduce from the above lemma that the scaled process
is ergodic for all β ∈ N. For each β, we call p˘i1k0,β the stationary distribution of
(β−1ak0N˘
1
k0,β
(t)). As in Section 4.1, the process (β−1ak0N˘
1
k0,β
(t)) converges in
probability uniformly on compact sets to a deterministic process (X˘1k0(t)). The
next lemma shows that there is also convergence for the stationary distribution.
The proof of this lemma is similar to that of Proposition 5 and is omitted. The
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tightness and convergence in distribution mentioned in this lemma are on the space
R+ with its usual topology.
Lemma 3. Consider an upstream tree and suppose that the optimal stability con-
ditions (4) are satisfied by the traffic intensities. Consider k0 such that (N˘
1
k0
(t)) is
ergodic. The set {p˘i1k0,β , β ∈ N} is tight and p˘i
1
k0,β
converges to δα1
k0
where α1k0 is
the unique solution of the following equation
(40) λk0 − µk0ψ˘
1
k0(α
1
k0 ) = 0.
The function ψ˘1k0 is defined by Equation (37).
Now, we proceed by recursion. First, we exhibit a class k1 which is also stable
when the access rates of classes k0 and k1 are small enough whatever the state of
other classes. For any classes k0 and k1, define the following allocation
(41) ∀(xk0 , xk1) ∈ R
2
+, ψ˘
2
k0(xk0 , xk1) = limη→∞
inf
y:yk0=xk0
yk1=xk1
k 6=ki,yk≥η
ψk0(x)
and ψ˘2k1 is defined similarly. Now define φ˘
2
k0
and φ˘2k1 such that φ˘
2
ki
(nk0 , nk1) =
ψ˘2ki(ak0nk0 , nk1nk1) for all (nk0 , nk1) in N
2. Let (N˘2k0(t), N˘
2
k1
(t)) be the Markov
process with the transition rates for i = 0, 1:
nki → nki + 1 : λki ,
nki → nki − 1 : µki φ˘
2
ki(nk0 , nk1),
and such that (N˘2k0(0), N˘
2
k1
(0)) = (Nk0(0), Nk1(0)). Using the monotonicity of
the considered allocations, we know that process (N˘2k0(t), N˘
2
k1
(t)) stochastically
dominates (Nk0(t), Nk1(t)). Again, let (N˘
2
k0,β
(t), N˘2k1,β(t)) denote the scaled version
of (N˘2k0(t), N˘
2
k1
(t)).
Lemma 4. Consider an upstream tree and assume that the optimal stability con-
ditions (4) are satisfied by the traffic intensities of this tree. Consider k0 as defined
in Lemmas 2 and 3.
There exist k1 and β1 ∈ N such that, for all β ≥ β1, the Markov process
(N˘2k0,β(t), N˘
2
k1,β
(t)) is ergodic. When β ≥ β1, the Markov process
(β−1ak0N˘
2
k0,β(t), β
−1ak1N˘
2
k1,β(t))
has a unique stationary distribution that we denote by p˘i2k0,k1,β. The set{
p˘i2k0,k1,β , β ∈ N
}
is tight and the stationary distribution p˘i2K0,k1,β converges to δ(α2k0 ,α
2
k1
) where (α
2
k0
, α2k1)
is the unique solution of the equations
(42)
{
λk0 − µk0 ψ˘
2
k0
(
α2k0 , α
2
k1
)
= 0,
λk1 − µk1 ψ˘
2
k1
(
α2k0 , α
2
k1
)
= 0.
The functions ψ˘2k0 and ψ˘
2
k1
are defined by Equation (41).
The tightness and convergence in distribution mentioned in this lemma are on
the space R2+ with its usual topology.
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Proof. First, we prove that there exists k1 such that
(43) lim
xk1→∞
ψ˘2k1(α
1
k0 , xk1 ) > ρk1
where α1k0 is the unique solution of (40).
For all i in {1, . . . , dk0}, We define
τ˘ ik0 (xk0) = limη→∞
inf
y:yk0=xk0
k 6=k0,yk≥η
θik0(y).
Using Lemma 3, we can prove
σi = τ˘
i
k0
(
α1k0
)
= lim
β→+∞
Ep˘i1
k0,β
(
τ˘ ik0
(
β−1ak0N˘
1
k0,β
))
The quantity σi is the bandwidth used asymptotically by class k0 in link rk0(i)
when all the other classes are saturated and when the access rate ak0 decreases
to 0. We want to prove that when ak0 is small enough, class k0 leaves enough
bandwidth for other classes. First, we have the following result which states that
the optimal stability conditions are met by all classes except k0 when we remove
the bandwidth asymptotically used by class k0 in the saturated case:
∀i ∈ {1, . . . , dk0},
∑
k:rk0 (i)∈rk
ρk < Crk0 (i) − σi.
Indeed, for link 1, note that σdk0 = ρk0 because α
1
k0
is the solution of Equation
(40) and the previous inequality is obviously true for link 1. If the route of k0 is of
length 1 the lemma is proved.
Suppose that the route of k0 is at least of length 2. By construction of k0, there
is no class entering the network through rk0(i) for i in {2, . . . , dk0}. Since any link
can be saturated, this implies
∀i ∈ {2, . . . , dk0}, Crk0 (i) <
∑
l∈Srk0 (i)
Cl.
Moreover, we can prove that
∀i ∈ {1, . . . , dk0 − 1}, σi =
dk0∏
j=i+1
∑
l∈Srk0 (j)
Cl
Crk0 (j)
ρk0 .
Using these last two equations and Equation (39), we deduce
∀i ∈ {1, . . . , dk0 − 1},
∑
k:rk0 (i)∈rk
ρk < Crk0 (i) − σi.
Considering, for all k 6= k0, the allocation
(x0, . . . , xk0−1, xk0+1, . . . , xK) 7→ ψk
(
x0, . . . , α
1
k0 , . . . , xK
)
and using the same procedure used to find k0, we can find k1 such that
lim
η→∞
inf
k 6=k0xk≥η
xk0=α
1
k0
ψk1(x) > ρk1
which is equivalent to Equation (43).
We are now able to prove that there exists β1 ∈ N such that for all β ≥ β1, the
Markov process (N˘2k0,β(t), N˘
2
k1,β
(t)) is ergodic. By construction of (N˘1k0,β(t)) and
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(N˘2k0,β(t), N˘
2
k1,β
(t)), according to Theorem 2 of [5], we just have to prove that there
exists β1 ∈ N such that, for all β ≥ β1,
(44) ρk1 < Ep˘i1
k0,β
(
lim inf
xk1→∞
ψ˘2k1
(
β−1ak0N˘
1
k0,β(0), xk1
))
.
We deduce from (43) that there exists b > α1k0 , ς > 0 and η0 such that
(45) ∀xk0 ≤ b, ∀xk1 ≥ η0, ψ˘
2
k1 (xk0 , xk1) ≥ ρk1 + ς.
We know that p˘i1k0,β converges to δα1k0
when β → +∞. Thus, there exists β1 ∈ N,
such that, for all β ≥ β1,
(46) p˘i1k0,β ([b,∞[) ≤
ς
2(ρk1 + ς)
.
Finally, we have that, for all β ≥ β1, Equation (44) is satisfied and the process
(N˘2k0,β(t), N˘
2
k1,β
(t)) is ergodic.
We now prove tightness. By construction, we have (N˘1k0,β(t)) ≥st (N˘
2
k0,β
(t)) and
we deduce immediately that
(47) ∀c ∈ R, p˘i2k0,k1,β([c,∞[×R) ≤ p˘i
1
k0,β([c,∞[).
Moreover, according to Equations (45) and (46), for all β ≥ β1, there exists a
process (Yβ(t)) such that (Yβ(t)) ≥st (N˘
2
k1,β
(t)) with the following transition rates
nk1 → nk1 + 1 : βλk1 ,
nk1 → nk1 + 1 : β
(
λk1 +
ς
3
µk1
)
1{Yβ(t)≥η0β}.
(Yβ(t)) has the transition rates of a M/M/1 queue with ⌊η0β⌋ permanent clients.
Let piY,β denote the stationary distribution of (β
−1Yβ(t)) and we obtain immedi-
ately that
∀β ≥ β1, ∀η ≥ η0, piY,β([η,∞[) ≤
(
λk1
λk1 +
ς
3µk1
)⌊(η−η0)β⌋
≤
(
λk1
λk1 +
ς
3µk1
)⌊(η−η0)β1⌋
We deduce from the previous equation that
(48) ∀β ≥ β1, ∀η ≥ η0, p˘i
2
k0,k1,β(R× [c,∞]) ≤
(
λk1
λk1 +
ς
3µk1
)⌊(η−η0)β1⌋
The tightness of {p˘i2k0,k1,β , β ≥ β1} follows from Equations (47) and (48) and
the tightness of {p˘i1k0,β, β ∈ N}.
We can remark that existence and uniqueness of the solution of Equation (42)
come from the monotonicity of (ψ˘2k0 , ψ˘
2
k1
) and from Equations (38) and (43).
The proof of convergence is similar to that used in the proof of Proposition 5. 
Using a recursion we can easily generalize the previous lemma. The principle is
still the same: little by little, we decrease the access rates and the classes become
stable one by one. In particular, there exists βK−1 ∈ N such that for all β ≥ βK−1,
the process (Nβ(t)) is ergodic where (Nβ(t)) is the scaled version of (N(t)). We
can therefore state the following.
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Theorem 5. In an upstream tree, for any traffic intensities satisfying the optimal
stability conditions (4), there exist positive access rates small enough such that the
resulting stochastic process is ergodic.
Appendix
Appendix A. Proof of Proposition 3
We first give a sketch of the proof. The technical details are proved in the lemmas
which follow.
We consider the process (N¯(m, t)) = ((N¯0(m, t), N¯1(m, t), . . . , N¯k(m, t))) such
that, for all 0 ≤ k ≤ L,
N¯k(m, 0) =
mk
‖m‖
and N¯k(m, t) =
1
‖m‖
Nk(‖m‖t), for t ≥ 0.
We consider a sequence (mi, i ∈ N) such that
(49)
lim
i→+∞
‖mi‖ = +∞, lim
i→+∞
mi0
‖mi‖
= α,
lim
i→+∞
mi1
‖mi‖
= 1− α, lim
i→+∞
mik
‖mi‖
= 0, for 2 ≤ k ≤ L.
We want to prove that the sequence of processes (N¯(mi, t)) converge and to char-
acterize the limit. For that purpose, we write them as the sum of a martingale term
and a continuous term and we define the process (M¯(m, t)) such that for t ≥ 0 and
0 ≤ k ≤ L, we have
M¯k(m, t) =N¯k(m, t)−
mk
‖m‖
− λkt
+ µk
∫ t
0
φk
(
N¯0(m, s), N¯1(m, s), N2(‖m‖s), . . . , NL(‖m‖s)
)
ds.
(50)
Because the access rates a0 and a1 are equal to 1, we have
∀n ∈ NK , γ ∈ R, φk (γn0, γn1, n2, . . . , nL) = φk (n0, n1, n2, . . . , nL)
If a0 and a1 are not equal to 1, the previous expression is true outside a compact
set and it is possible to prove all the results in this section without this assumption
because, at a fluid level, the first link is always saturated.
In Lemma 5, we prove that the set
C =
{
(N¯(mi, t)), i ∈ N
}
is relatively compact and its limiting points are continuous. We can now extract a
converging subsequence and we suppose that (mi) is such that (N¯(mi, t)) converges
in distribution to a limit that we denote (Z¯(t)) = (Z¯0(t), Z¯1(t), . . . , Z¯L(t)) and
which is continuous. In lemma 6, we characterize (Z¯2(t), . . . , Z¯L(t)) by proving
that, for 2 ≤ k ≤ L and t ≥ 0, Z¯k(t) = 0.
Proposition 6 is the key result in order to understand the time scale separation
between classes 0 and 1 and classes 2, . . . , L. We deduce from this lemma that(∫ t
0
φk
(
N¯0(m
i, s), N¯1(m
i, s), N2(‖m
i‖s), . . . , NL(‖m
i‖s)
)
ds, k = 0, 1
)
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converges in distribution to(∫ t
0
φ¯0
(
Z¯0(s)
Z¯0(s) + Z¯1(s)
)
ds,
∫ t
0
Z¯1(s)
Z¯0(s) + Z¯1(s)
ds
)
where φ¯0 characterizes the average throughput of class 0 in the quasi-stationary
case as defined by Equation (11).
We can deduce from that and the fact that (M¯(mi, t)) converges to 0 in distri-
bution that (N¯0(m
i, t), N¯1(m
i, t)) converges in distribution to(
Z¯0(0) + λ0t− µ0
∫ t
0
φ¯0
(
Z¯0(s)
Z¯0(s) + Z¯1(s)
)
ds, Z¯1(0) + λ1t− µ1
∫ t
0
Z¯1(s)
Z¯0(s) + Z¯1(s)
ds
)
and we conclude that, almost surely,
Z¯0(t) = Z¯0(0) + λ0t− µ0
∫ t
0
φ¯0
(
Z¯0(s)
Z¯1(s) + Z¯0(s)
)
ds,
Z¯1(t) = Z¯1(0) + λ1t− µ0
∫ t
0
Z¯1(s)
Z¯1(s) + Z¯0(s)
ds,
Z¯k(t) = 0, for 2 ≤ k ≤ L
holds for all t in R+.
Lemma 5.
C =
{
(N¯(mi, t)), i ∈ N
}
is relatively compact and its limiting points are continuous processes.
Proof. The method used here is also standard. We define wh the modulus of
continuity for any function h defined on [0, T ]:
wh(δ) = sup
s,t≤T ; |t−s|<δ
|h(s)− h(t)|.
As in the proof of Theorem 3, we can prove that (M¯(m, t)) is a martingale and
its increasing processes are given by, for 0 ≤ k, l ≤ K with k 6= l,
〈M¯k(m, t)〉 =
λkt
‖m‖
+
µkt
‖m‖
∫ t
0
φk(N¯0(m, s), N¯1(m, s), N2(‖m‖s), . . . , NL(‖m‖s)) ds,
〈M¯k(m, t), M¯l(m, t)〉 = 0.
Since the functions φk are bounded by 1, we deduce that
〈M¯k(m, t)〉 ≤
(λk + µk)t
‖m‖
.
By using Doob’s inequality, we have that, for ε > 0,
P
(
sup
0≤s≤t
‖M¯(m, s)‖ ≥ ε
)
≤
L∑
k=0
P
(
sup
0≤s≤t
|M¯k(m, s)| ≥
ε
L
)
,
≤
L2t
∑L
k=0 λk + µk
ε2‖m‖
We deduce that if (mi) is a sequence satisfying Equation (49) then (M¯(mi, t))
converges in probability to 0 uniformly on compact sets when i tends to infinity;
30 MATHIEU FEUILLET
for any T ≤ 0 and any ε > 0,
lim
i→∞
P
(
sup
0≤t≤T
‖M¯(mi, t)‖ ≥ ε
)
= 0.
Using Equation (50) and the previous equation, we can prove that for any ε > 0
and η > 0, there exist δ > 0 and A such that for all i ≥ A,
P
(
wN¯k(mi,.)(δ) > η
)
≤ ε.
The conditions of [1, 7.2 p81] are then fulfilled and the set C is relatively compact
and its limiting points are continuous processes. 
We are now able to characterize (Z¯2, . . . , Z¯L(t)).
Lemma 6. We consider a sequence (mi) satisfying Equation (49) and such that
(N(mi, t)) converges in distribution to (Z¯(t)). Then the process (Z¯(t)) verifies
Z¯k(t) = 0 for 2 ≤ k ≤ L and t ≥ 0.
Proof. Define the process (Nˆ2:L(t)) with the following transition rates for 2 ≤
k ≤ L:
nk 7→ nk + 1 : λk,
nk 7→ nk − 1 : µk
nkak
1 + nkak
.
and such that Nˆ2:L(0) ≥ N˜
α
2:L(0). Clearly, (Nˆ2:L(t)) is ergodic and stochastically
dominates (N2:L(t). Moreover, the components evolve independently. If we call
(Zˆ2:L(t)) a fluid limit of (Nˆ2:L(t)), we can prove, as in [21, Prop 5.16 p125], that it
satisfies
Zˆk(t) = (Zˆk(0) + (λk − µk)t)+, for t ≥ 0 and 2 ≤ k ≤ L.
Moreover, by stochastic domination, we have Z¯k(t) ≤ Zˆk(t) for all t ≥ 0 and
2 ≤ k ≤ L. Since (mi) satisfies Equation (49), we have that Z¯k(0) = 0, for
2 ≤ k ≤ L and we conclude that Z¯k(t) = 0 for all t ≥ 0 and 2 ≤ k ≤ L. 
We define N¯ = N ∪ {+∞} and we consider N¯K−2. We endow N¯K−2 with the
metric induced from the L1-norm on R
K−2 by the mapping (x2, . . . , xL) 7→ (1/(x2+
1), . . . , 1/(xL+1)). We can note that, in particular, N¯
K−2 is compact. In the same
way as in [12], we then define a family of random measures on [0,∞)× N¯K−2, for
any m ∈ N2, any Γ ⊂ N¯K−2 and t ≥ 0,
νm((0, t)× Γ) =
∫ t
0
1{(N2(‖m‖s),...,NL(‖m‖s))∈Γ} ds.
We then consider L0(N¯
K−2), the set of measures γ defined on [0, t] × N¯K−2 and
such that γ([0, t)× N¯K−2) = t for all t ≥ 0. Under the topology induced by weak
convergence on every compact and since N¯K−2 is compact, L0(N¯
K−2) is compact.
The next lemma shows that a random measure in L0(N¯
K−2) can be expressed as
the sum of probability measures of N¯K−2 indexed by s in R+.
Lemma 7. We consider a sequence (mi, i ∈ N) satisfying Equation (49). The set{
((N¯ (mi, t)), νmi), i ∈ N
}
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is relatively compact. If ((Z¯(t)), ν) is a limit process then there exists a process ϑ
such that for all t, ϑ(t, .) is a random probability measure on N¯K−2 and
∀t ≥ 0, ∀Γ ⊂ N¯K−2, ν([0, t)× Γ) =
∫ t
0
ϑ(s,Γ) ds.
Proof. One can find a related result in a slightly different context in [14] and [12].
In order to prove the relative compactness of
{
((N¯ (mi, t)), νmi)
}
, we just need
to prove that
{
(N¯(mi, t)), i ∈ N
}
and {νmi , i ∈ N} are relatively compact. We have
already proved the relative compactness of the first one in lemma 5. L0(N¯
K−2) is
compact then the second one is relatively compact.
We consider a convergent sequence ((N¯ (mi, t)), νmi) and its limit process ((Z¯(t), ν).
Let (Ω,F ,P) be the probability space on which they are defined. We call {Ft} the
natural filtration of ((Z¯(t), ν).
We then define γ such that
∀B ∈ F , ∀C ∈ B([0,∞))⊗ B(N¯K−2) γ(B × C) = E(1Bν(C)).
According to [8, appendix 8], γ can be extended to a measure on F⊗B([0,∞))⊗
B(N¯K−2) and there exists ϑ such that for all t, ϑ(t, .) is a random probability
measure on N¯K−2 and for any B ∈ B(N¯K−2), (ϑ(t, B), t ≥ 0) is {Ft}-adapted and
for any C ∈ F ⊗ B([0,∞)),
γ(C ×B) = E
(∫ +∞
0
1C(s)ϑ(s,B) ds
)
.
We define
MB(t) = ν([0, t]×B)−
∫ t
0
ϑ(s,B) ds.
((MB(t)) is {Ft}-adapted and continuous. We consider D ∈ Ft. We define
1C(ω, s) = 1D(ω)1[t,+∞)(s) and we have
E (1Dν([t,+∞)×B)) = γ(C ×B),
= E
(
1D
∫ +∞
t
ϑ(s,B) ds
)
.
It follows that
E (ν([t,+∞)× B)|Ft) = E
(∫ +∞
t
ϑ(s,B) ds|Ft
)
.
Then, (MB(t)) is a continuous {Ft}-martingale. It has finite sample paths and then
is almost surely identically null. Almost surely, the following equation holds for all
t,
∀B ⊂ N¯K−2, ν([0, t)×B) =
∫ t
0
ϑ(s,B) ds.

The previous lemma gives a convenient way to express the integral of linear
combinations of indicator functions against a limit measure of (νm). We will use
this technical lemma in the next one to characterize the limit of (νm). This is
the most important part of the theorem and we exhibit the time scale separation
between classes 0 and 1 and 2, . . . , L here.
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Proposition 6. We consider a sequence (mi, i ∈ N) satisfying Equation (49) and
such that ((N¯(mi, t)), νmi) is a converging sequence and h a continuous function
on [0, 1]2 × N¯K−2. Then, we have that(∫ t
0
h(N¯0(m
i, s), N¯1(m
i, s), N2(‖m
i‖s), . . . , NL(‖m
i‖s)) ds
)
converges in distribution to
∫ t
0
∑
y∈N¯K−2
h
(
Z¯0(s), Z¯1(s), y
)
p˜iα(s)(y) ds


with
∀t ∈ R+, α(t) =
Z¯0(t)
Z¯0(t) + Z¯1(t)
and where, p˜iα(t) is the stationary distribution of the process (N˜
α(t)
2:L (s)) defined in
Section 3.3.
In particular, the function
(x0, x1, n2, . . . , nL) 7→ ψ0(x0, x1, n2a2, . . . , nLaL)
is continuous on [0, 1]2 × N¯K−2 and(∫ t
0
φ0(N¯0(m
i, s), N¯1(m
i, s), N2(‖m
i‖s), . . . , NL(‖m
i‖s)) ds
)
converges in distribution to (∫ t
0
φ¯0 (α(s)) ds
)
Proof. The functions which are continuous on [0, 1]2 × N¯K−2 for the topology
induced by the natural topology on [0, 1]2 and the topology induced by the mapping
(x2, . . . , xL) 7→ (1/(x2 + 1), . . . , 1/(xL + 1)) are the bounded functions h which
are continuous on [0, 1]2 × NK−2 for the natural topology and such that for each
x ∈ [0, 1]2, y 7→ h(x, y) admits a unique limit h(x,∞) in all directions such that
‖y‖ → ∞ and the function x 7→ h(x,∞) has to be continuous on [0, 1]2. We can
remark that, for all (x0, x1) ∈ [0, 1]
2 ψ0(x0, x1, n2:L⊙a2:L)→ 0 when ‖n2:L‖ → +∞
and the function
(x0, x1, n2, . . . , nL) 7→ ψ0(x0, x1, n2a2, . . . , nLaL)
is then continuous on [0, 1]2 × N¯K−2.
We consider h a continuous function on [0, 1]2 × N¯K−2, since the space [0, 1]2 ×
N¯
K−2 is compact, Lemma 7 implies directly that(∫ t
0
h(N¯0(m
i, s), N¯1(m
i, s), N2(‖m
i‖s), . . . , NL(‖m
i‖s)) ds
)
converges in distribution to
∫ t
0
∑
y∈N¯K−2
h
(
Z¯0(s), Z¯1(s), y
)
ϑ(s, y) ds

 .
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We are now able to fully characterize the random measures (ϑ(., t)). For any
continuous bounded function f on N¯K−2 and any m ∈ NK−2, we define,
M¯f(m, t) =
1
‖m‖
(
f(N2(‖m‖t), . . . , NL(‖m‖t))− f(0)
)
−
L∑
k=2
λk
∫ t
0
(
f((N2(‖m‖s), . . . , NL(‖m‖s)) + ek)− f(N2(‖m‖s), . . . , NL(‖m‖s))
)
ds
−
L∑
k=2
µk
∫ t
0
((
f((N2(‖m‖s), . . . , NL(‖m‖s))− ek)− f(N2(‖m‖s), . . . , NL(‖m‖s))
)
φk(N¯0(m, s), N¯1(m, s), N2(‖m‖s), . . . , NL(‖m‖s))
)
ds.
As (M¯(m, t)) defined by equation (50) is a martingale, (M¯f (m, t)) is a martin-
gale. We consider a convergent sequence ((N¯ (mi, t)), νmi). We have that (M¯f (m
i, t))
converges in distribution to 0. ‖mi‖−1(f(N2(‖m
i‖t), . . . , NL(‖m
i‖t)) − f(0)) also
converges to 0 because f is bounded. As a consequence, the following term
L∑
k=2
λk
∫ t
0
(
f((N2(‖m
i‖s), . . . , NL(‖m
i‖s)) + ek)− f(N2(‖m
i‖s), . . . , NL(‖m
i‖s))
)
ds
−
L∑
k=2
µk
∫ t
0
( (
f((N2(‖m
i‖s), . . . , NL(‖m
i‖s))− ek)− f(N2(‖m
i‖s), . . . , NL(‖m
i‖s))
)
φk(N¯0(m
i, s), N¯1(m
i, s), N2(‖m
i‖s), . . . , NL(‖m
i‖s))
)
ds
also converges in distribution to 0. But, by the continuous mapping theorem and
Lemma 7, it converges in distribution to∫ t
0
L∑
k=2
(
λk
∑
y∈N¯K−2
f(y + ek)− f(y)
+ µk
∑
y∈N¯K−2
(f(y − ek)− f(y))ϕk(Z¯0(s), Z¯1(s), y)
)
ϑ(s, y) ds.
Consequently, this is null almost surely for all t and we have then, for Lebesgue-
almost every t,
L∑
k=2
(
λk
∑
y∈N¯K−2
f(y + ek)− f(y)+
µk
∑
y∈N¯K−2
(f(y − ek)− f(y))ϕk(Z¯0(t), Z¯1(t), y)
)
ϑ(t, y) = 0.
We deduce immediately that∫
NK−2
Ω˜α(t)(f)(y)ϑ(t, dy) = 0
where α(t) = Z¯0(t)/(Z¯0(t) + Z¯1(t)) and Ω˜
α(t) is the infinitesimal generator of
(N˜
α(t)
2:L (s)), defined in Section 3.3. This proves exactly that ϑ(t, .) is invariant for
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(N˜
α(t)
2:L (s)). By uniqueness of the invariant distribution of such a process, we have
that
ϑ(t, .) = p˜iα(t).

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