Abstract-There exist many zero quantized discrete cosine transform (QDCT) coefficients in transform domain for video compression standards, such as H.264/AVC. Besides, the modification, i.e., increasing or decreasing by 1 on zero QDCT coefficients of high frequency area, has an insignificant effect on visual quality of H.264/AVC video. Thus, in this paper, we propose a novel video-based reversible data hiding method by using a mapping rule and zero QDCT coefficient-pairs from high frequency. The proposed method can obtain high embedding capacity and low distortion in terms of Peak-signal-noise-to-ratio (PSNR). Experimental results have demonstrated the payloaddistortion performance of the proposed reversible data hiding method. The proposed scheme indeed has an advantage in the embedding capacity when compared with the related schemes.
I. INTRODUCTION
In the past two decades, reversible data hiding (RDH), also called lossless or invertible data hiding, has attracted a great deal of research interest because of the ability to reconstruct the original medium after data extraction [1] . Generally speaking, data hiding (DH) can be used in many application scenarios, such as law enforcement, copyright protection, authentication and so on, by embedding some notational information into the multimedia carriers. However, there exists a drawback in the DH technology after the embedded data is extracted from the marked content. Thus, this may lead to a significant distortion in terms of visual quality after extracting the embedded data from the marked content. The RDH technology is a successful way to solve this issue and restore the original cover.
Up to now, the RDH technology has been successfully exploited for error concealment [2] - [4] , digital watermarking [5] , [6] , content authentication and privacy protection [7] - [11] . In [12] , Chen and Leung propose a circular embedding scheme for improving intra-frame concealment. However, it suffers from the quality degradation problem and cannot restore the original video as soon as possible when some macroblocks are corrupted. To solve the problem, Chung et al. propose another circular embedding scheme, in which a minimal set of Quantized Discrete Cosine Transform (QDCT) coefficients based on zig-zag scanning order is constructed for reducing computational load and realizing reversibility, combined with Flexible Macroblock Ordering (FMO) [2] . Compared with the scheme in [2] , the schemes of [3] , [4] obtain much better visual quality in terms of marked videos. In [3] , Xu et al. do not only fully exploit the number of coefficients which need to be modified for reversibly hiding data but also consider many extra nonzero residual blocks produced by data hiding. Furthermore, Xu et al. take the distribution of the motion vector data and the characteristic of histogram shifting into account for the specific two-dimensional RDH scheme in [4] . Consequently, the two schemes can obtain much better visual quality in terms of marked videos. However, the embedding capacities in [2] - [4] are fixed at 1188 bits per intra-frame (QCIF format: 176 × 144 pixels). In addition, these schemes in [5] - [9] are reversible image data hiding.
Usually, many DH methods in common images, e.g., gray images which are not compressed, can be extended and used for DH in JPEG (Joint Picture Experts Group [13] ) images and videos according to some properties of JPEG images and videos. For instance, Zhang and Wang proposed an image DH method by exploiting modification direction (EMD) in 2006 [14] . The main idea of the EMD method is that each secret digit in a (2n + 1)-ary notational system is carried by n cover pixels, where n is a system parameter, and at most only one pixel is increased or decreased by 1. Hence, the EMD method can obtain a good visual quality by reducing the modifications. After that, Kuo et al. proposed a RDH scheme for JPEG images, which is based on the EMD method [15] . In this scheme, the authors made use of an adaptive weighting EMD method combined with JPEG compression technology to approach the adaptive RDH method in JPEG compression domain. Based on computing a remainder and a shifting distance, which are derived from [15] , the scheme can recover the original lossy JPEG image completely. Recently, Yang and Li propose an efficient information hiding method based on original EMD algorithm for H.265/High Efficiency Video Coding (HEVC) [16] . H.265/HEVC exploits transform unit, prediction unit and coding unit to replace the macroblock in H.264/AVC. What's more, H.265/HEVC introduces merge mode for motion estimation in prediction units. Thus, the original EMD cannot be directly exploited in H.265/HEVC. Yang and Li define motion vector space encoding combined with the original EMD for embedding data into H.265/HEVC videos. We will focus on reversible video data hiding in this paper. In 2010, Ma et al. proposed a video DH scheme without intra-frame distortion drift [17] . In this scheme, they exploited several coefficient-pairs combined with intra-frame predictions for averting intra-frame distortion drift. Thus, this scheme can achieve a good visual quality and small bitrate variation of marked videos. Recently, Fallahpour et al. made use of the parity of the location of last nonzero QDCT in H.264/AVC video stream for data hiding [18] . This scheme can also achieve good visual quality and low bitrate growth. Furthermore, based on the work done by Ma et al., Liu et al. utilized the secret sharing scheme [19] to propose a reversible video data hiding scheme with robustness and low bitrate growth [20] . However, many video DH schemes, e.g., the schemes in [20] , [21] , with robustness do not show the enough details to realise the robustness. For example, Shamir's (t,n)-threshold secret sharing is used to distribute the to-beembedded data into n sub-secrets with a matrix equation for the scheme in [20] . But the detailed procedure of hiding the n sub-secrets into videos is not given in [20] . In addition, the authors in [21] took advantage of a secret sharing scheme, error-correcting code and grey relational analysis to propose a video DH algorithm. Although the scheme can obtain better robustness against frame loss, it does not address in detail how to embed the same number of bits into relative frames. Therefore, the robustness of the proposed scheme will not be evaluated in this paper. In [22] , the authors rank the paired-coefficients according to the minimum error propagation to the adjacent blocks. Namely, the distortions caused by data hiding in different positions (zig-zag scanning order in 4 × 4 block, shown in Fig. 1 ) are different. The distortion caused by embedding data into one high frequency coefficient is less than that by embedding data into one middle frequency or low frequency coefficient. In other words, the additional data is embedded into the coefficient AC 15 that results in the least distortion in current 4 × 4 luminance block. Based on this analysis, the zero QDCT coefficients are utilized for embedding data and the non-zero QDCT coefficients are shifted for reversibility (corresponding to the shadow in Fig. 1 ) . Since we exploit only the coefficient AC 15 for operation to embedding data into when there exists at least one nonzero coefficient in the current 4 × 4 luminance block. The modification caused by embedding data has no significant visual quality in terms of marked videos. Moreover, the proposed method can obtain a higher embedding capacity when compared with related schemes.
The remainder of this paper is organized as follows. In Section II, the reversible video data hiding scheme is presented. Experimental results and comparisons are given in Section III. Finally we draw the conclusions in Section IV. [23] . In their scheme, at most 3 bits can be embedded into two given embeddable pixels. Namely, the two embeddable pixels can carry 2 or 3 bits, which depends on the relationship of two prediction error of each embeddable pixel. If 3 bits are always embedded into the two embeddable pixels, the embedded bits cannot be extracted correctly according to Tsai et al.'s scheme. In our proposed scheme, however, a zero QDCT coefficient-pair can always carry 3 bits. Additionally, Hu et al. exploited two embedding directions combined with difference expansion to propose a RDH scheme in [24] . In Hu et al.'s scheme, the inner region is used for hiding data and the outer region is shifted for extracting the embedded data correctly and recover the original images completely. For the inner region [-T -1, T ], it will be changed to [-2T -2, 2T + 1] after the to-embedded-data is embedded into the differences of the inner region. For instance, the inner region will change from [-1, 0] to [-2, 1] when T = 0. For a zero QDCT coefficient in our proposed scheme, it will change from 0 to either -1 or 1. Thus, the change range of Hu et al.s scheme is greater than our proposed scheme that may lead to more distortion caused by data hiding. In [25] , although Li et al. make full use of the modification direction for RDH, they cannot make full use of modification statuses because their scheme is based on prediction error and it need to perform the procedure of prediction two times to obtain a difference-pair (
can have four modification direction which leads to four modification statuses, i.e., (
For our scheme, a zero QDCT coefficient-pair (0, 0) can obtain eight modification statuses, i.e., (-1, 0), (0, -1), (1, 0), (0, 1), (-1, 1), (1, -1), (1, 1) and (-1, -1). Namely, a zero QDCT coefficient-pair can carry 3 bits in our proposed scheme, but a two-dimensional difference-pair can only carry 2 bits for Li et al.s scheme. Totally, the proposed work compared with those previous methods in [23] - [25] does not only make full use of the modification direction but also the modification statuses.
In the proposed scheme, the additional data is embedded into high frequency coefficients, which are modified and have less impact on visual quality of marked videos. Actually, here, the high frequency coefficients are the set of all the coefficients .... AC 15 (shown as Fig. 1 ) in a 4 × 4 luminance block. The zero QDCT coefficients are used for data embedding and nonzero QDCT coefficients are shifted to the left side or the right side (corresponding to the bins with negative integers or positive integers shown in Fig. 2 (a), respectively.) for vacating room to realize the proposed RDH scheme. Data embedding and data extraction are described in detail as follows.
A. Data embedding
In general, difference expansion (DE) [1] , [5] , [26] and histogram shifting (HS) [1] , [27] are two commonly used approaches to realize reversibility of data hiding. In the proposed RDH method, we exploit improved HS to realize the reversibility.
For each zero QDCT coefficient, it has three states (shown as Fig. 3 ) by keeping unchanged, increasing or decreasing by 1. We choose AC 15 for embedding data only if AC 15 = 0 and there exists at least one nonzero coefficient in all coefficients shown in Fig. 1 . Therefore, we first need to obtain carrier coefficients by scanning 16 blocks sized 4 × 4 in macroblocks. We use Fig. 2 (a) to show how the distribution of all coefficients AC 15 in an original macroblock looks like as an example. In the embedding process, when AC 15 = 0, it will be modified by
In other words, Eq. (1) is used to shift all bins with nonzero (positive/negative) QDCT coefficients to the right position and the left position, respectively. Fig. 2 (b) is exploited to show the distribution of all coefficients after shifting all bins with nonzero QDCT coefficients. When AC 15 = 0, it is treated as a carrier coefficient. However, one carrier coefficient can only be embedded 1 information bit into. To improve the embedding capacity, we use two carrier coefficients as an embedding unit for data hiding. Thus, any 8 states of the two carrier coefficients can be used to carry 3 information bits, which have 8 states. Without loss of generality, we give a mapping rule shown as Table I for an example to embed data in each embedding unit. All states of the two carrier coefficients and its corresponding binary codes are shown in Table I . In the given mapping rule, the 8 states is enough to be exploited to carry 3 to-beembedded information bits so that the state (-1, -1) is left and [18] . (d) and (h) are embedded additional data into by the scheme in [20] . (e) and (i) are embedded additional data into by the scheme in [17] . (f) and (j) are embedded additional data into by the proposed scheme.
not used. To describe the embedding process in more detail, we will give an example as follows.
We can obtain three pairs of zero QDCT coefficients to hide information into according to Fig. 2(a-b) . Let us have 9 tobe-embedded information bits "010 110 111", the three pairs of zero QDCT coefficients will be changed to (-1, 1), (1, -1) and (1, 0) according to the mapping rule shown in Table I , respectively. We utilize Fig. 2(c) to illustrate the distribution of all coefficients after embedding data into zero QDCT coefficient-pairs. Combined with Fig. 2(a-c) , all bins, which are with positive/negative QDCT coefficients, keep unchanged except that the bin with zero QDCT coefficients. For the current embedding unit, the embedding process is determined.
B. Data extraction and video recovery
At the decoder side, the data extraction and the cover video recovery are performed after entropy decoding. In the decoding process, the QDCT coefficients, which are made of all coefficients AC 15 in macroblocks of intra-frames, are divided into two groups containing the QDCT extracting coefficients and the QDCT recovery coefficients. The QDCT extracting coefficients are used to extract the embedded data and recover the original video. The QDCT recovery coefficients are used to recover the original video. The process of the data extraction and the video recovery are depicted as follows.
For the QDCT extracting coefficients in a macroblock, each two consecutive coefficients are combined to extract the embedded data according to the mapping rule shown in Table I . After that, all values corresponding to the QDCT extracting coefficients are set to 0. The QDCT recovery coefficients, besides the QDCT extracting coefficients, can also be exploited to recover the original video for the reversibility of the proposed scheme. Eq. (2) is utilized to recover the shifted bin after extracting data. In other words, the QDCT recovery coefficients are modified by Eq. (2). The modification mentioned above will make the distribution of the coefficients shown in Fig. 2 (c) recover to the original distribution of that shown in Fig. 2(a) .
III. EXPERIMENTAL RESULTS AND COMPARISONS
The proposed method has been implemented in the H.264/AVC reference software JM12.0 [28] . To evaluate the performance of the proposed method objectively, the 8 video sequences, i.e., Akiyo, Foreman, Mobile, Container, City, Crew, Harbour and Soccer, are used to be test samples. The resolution of these video sequences (also called as Frame Size in this paper) will be discussed in subsections III-A and III-B and the parameter RateControlEnable is set to "0" in subsection III-A and discussed in subsection III-B. In addition, the parameter Bitrate is also discussed in subsection III-B. Some configuration parameters are given in Table II and other configuration parameters, which are not referred to in this paper, retain their default values. The standard video sequences are encoded into 300 or 150 frames at 15 frames per second. For the encoded video sequences with 300 frames, there are only 10 intra frames between them. Furthermore, there are only 5 intra frames in the encoded video sequence with 150 frames. The group of picture (GOP) is IBPBPBPBPBPBPBPBPBPBPBPBPBPBP. The capacitydistortion performance between the schemes [17] , [18] , [20] and the proposed scheme is illustrated in subsection III-A. In addition, other performance comparison between the four schemes are illustrated in section III-B. It is noted that the value of Threshold in [18] is set to 10 and the two coefficientpairs { Y 30 , Y 32 } and { Y 23 , Y 03 } are exploited to hide data when | Y 00 | > 0 in [17] . For the scheme in [20] , we make the same setting and use the identical coefficients for DH under the same conditions. In addition, the current 4 × 4 luminance block with intra 4 × 4 prediction modes in intra-frames is selected for embedding or extracting data when there exists at least one nonzero coefficient in the current 4 × 4 luminance block for the proposed scheme.
A. Embedding capacity and video quality
Under such case that the configuration parameters are set as Table II and the resolution of video sequences is shown  as Tables III-V , to evaluate the video quality of the proposed method subjectively, some original, compressed/decompressed and marked video frames on Foreman are shown as Fig. 4 . For the video sequence Foreman, it has two kinds of Frame Size, i.e., 176 × 144 and 352 × 288. Actually, each of the above-mentioned video sequences has two kinds of Frame Size (shown as Tables III-V) . Therefore, since there exists limited room to show the video frames in this paper and it is impossible for us to show all video frames used for embedding addition data by using the relative four schemes. Here, we just give some video frames, i.e., 150 th frame of Foreman, used for embedding additional data to show the visual quality. Obviously, there is no perceptible quality degradation that is observed from these marked video frames. Furthermore, to measure the video quality objectively, we use peak signalnoise-to-ratio (PSNR) to compare the transparency [29] between the proposed method and the methods in [17] , [18] , [20] . The PSNR value "PSNR1" in this paper is calculated between the original frames and the compressed/decompressed frames. The PSNR value "PSNR2", which is calculated between the original frames and the compressed/decompressed frames with embedded data, is demonstrated in Table III . In addition, the embedding capacity [30] in each video encoded with QP = 28 is also given as Table IV. Since the maximum embedding capacities of the proposed method are greater than that of the schemes in [17] , [18] , [20] . In Table IV , we do not only give the maximum embedding capacities of the methods in [17] , [18] , [20] and the proposed method but also the controlled embedding payloads, which are very close to the maximum embedding capacities of the method in [17] and shown as column "Fixed", of the proposed method. Namely, we adopt the embedding payloads of the proposed method and make them close to that of the scheme in [17] . The comparisons in terms of PSNR in Table III correspond to the comparisons in terms of the embedding capacities in Table IV , respectively. Akyio  176×144  300  1235  2213  1459  9579  2316  352×288  300  2395  5820  2942  24195  5820  Foreman  176×144  300  2108  2705  1618  15057  2826  352×288  300  5982  8178  5008  47271  8211  Mobile  176×144  300  9904  4263  1722  18357  4311  352×288  300  32338 15489  7179  72333  15594  Container  176×144  300  2742  2362  1367  9792  2409  352×288  300  8178  9127  5191  43185  9210  City  352×288  300  7731  14867 11467  71823  14910  704×576  300  9700  56058 Clearly, the maximum embedding capacities of the proposed scheme are greater than that of the other schemes in [17] , [18] , [20] , respectively. The values of fixed PSNR2 in Table III are corresponding to the values of the fixed embedding capacities in Table IV . In other words, the values of PSNR2 in Table III are obtained when we fix the embedding capacities as Table  IV .
As shown in Table III , the maximum value of the original PSNR1 is 40.71 dB on video test sequence Akiyo sized 352 × 288. Meanwhile, the maximum values of PSNR2 corresponding to the schemes in [17] , [18] , [20] and the proposed scheme are 39.43, 40.12, 40.54 and 36.73 dB, respectively. However, the minimum value of the original PSNR1 is 34.22 dB on video test sequence Mobile sized 176 × 144. Clearly, using the schemes in [17] , [18] , [20] can obtain the minimum values of the PSNR2 on Mobile, whose size is also 176 × 144, and their minimum values are 30.50, 34.00 and 34.12 dB, respectively. We can obtain the minimum value of the PSNR2 on Harbour sized 704 × 576 by the proposed scheme and the minimum value is 27.72 dB. That is to say both the maximum value and the minimum value of the proposed scheme are less than that of the schemes in [17] , [18] , [20] , respectively. Furthermore, the average values corresponding to the original PSNR1 and PSNR2 of the three schemes in [17] , [18] , [20] and the proposed scheme are 37.02, 35.11, 36.57, 36.74 and 32.48 dB, respectively. In other words, the average value of PSNR2 of the proposed scheme is less than above-mentioned all average values, respectively. However, it is unfair for the proposed scheme to compare the performance of distortion with the three schemes in [17] , [18] , [20] only according to Table III . Therefore, we give Table IV combined with Table III to evaluate the distortion-capacity performance of the proposed scheme and compare them between the proposed scheme and the three schemes in [17] , [18] , [20] . Table IV shows the maximum embedding capacities, which are demonstrated as the columns [18] , [17] , [20] and "Proposed", corresponding to the schemes in [17] , [18] , [20] and the proposed scheme. We can know that the minimum values of the maximum embedding capacities corresponding to the schemes in [17] , [18] , [20] and the proposed scheme are respectively 937, 2213, 1367 and 9579 bits. However, the maximum values of the maximum embedding capacities corresponding to the four schemes are respectively 32338, 78385, 45569 and 310032 bits. For the scheme proposed by Fallahpour et al. in [18] , the maximum value and the minimum value of the maximum embedding capacity are respectively obtained on video sequences Mobile sized 352 × 288 and Crew sized 352 × 288. However, for the scheme presented by Ma et al. in [17] , the maximum value and the minimum value of the maximum embedding capacity are respectively obtained on video sequences Harbour with the size of 704 × 576 and Akiyo with the size of 176 × 144. With the scheme proposed by Liu et al., the maximum value and the minimum value of the maximum embedding capacity are obtained on video sequences Harbour sized 704 × 576 and Container sized 176 × 144. Similarly, the maximum value and the minimum value of the maximum embedding capacity using the proposed scheme are obtained on video sequences Harbour with the size of 704 × 576 and Akiyo with the size of 176 × 144. Obviously, the maximum value and the minimum value of the maximum embedding capacity using the proposed scheme are far greater than that of the maximum embedding capacity using the schemes in [17] , [18] , [20] , respectively. Here, the average values of the maximum embedding capacities for the four schemes are 6636, 18960, 12223 and 86645 bits, respectively. Clearly, the average value of the maximum embedding capacities obtained by the proposed scheme are also far greater than that of the maximum embedding capacities obtained by the three schemes [17] , [18] , [20] .
Even though there is a higher average value of the maximum embedding capacity while using the proposed scheme, the degradation in terms of visual quality, i.e., PSNR, is the most significant compared with the three schemes [17] , [18] , [20] . Thus, we will evaluate the capacity-distortion performance by combining the maximum embedding capacities with the PSNR values. Moreover, we control the embedding capacities of the proposed scheme and make them very close to the maximum embedding capacities of the scheme proposed by Ma et al. [17] , corresponding to the 8 video sequences, respectively. Actually, the embedding capacities of the proposed scheme are greater than the maximum embedding capacities of the schemes [17] , [18] , [20] except that the maximum embedding capacity of the scheme proposed by Ma et al. is greater than the controlled embedding capacity of the proposed scheme on video sequence Mobile sized 352 × 288. After that, we obtain the controlled embedding capacities of the proposed scheme shown as the column "Fixed" in Table IV . Certainly, the corresponding values of PSNR2 can be obtained and shown as the column "Fixed" in Table III . In Table III , the average PSNR2 value under the controlled embedding capacities of the proposed scheme is greater than that of the scheme in [18] and less than that of the schemes in [17] , [20] , but it is close to them. Generally speaking, the quality of marked videos caused by the DH technology is better than that caused by the RDH technology. Besides, the method proposed by Ma et al. considers the prevention of the intra-frame distortion drift. However, the coefficient-pairs in [17] are utilized for data embedding that are also mainly located in the upper-left corner of the selected 4 × 4 block. In [18] , the authors take advantage of the last nonzero QDCT coefficient in the zig-zag scanning order (shown as Fig. 1 ) to hide data. Likewise, the last nonzero coefficient is mainly located in the low frequency area and the middle frequency area (the upper-left corner). In general, the modification on the coefficient of the upper-left corner has a more significant effect than that on the coefficient of the bottom-right corner.
For each selected 4 × 4 block, we only make use of the coefficient AC 15 (in the bottom-right corner) for data hiding. Thereby, the distortion caused by the method of [18] is more significant than that caused by the proposed method. Since the no-intra-frame distortion drift schemes [17] , [20] consider to prevent the distortion caused by embedding data into the current block from propagating to its adjacent blocks. The distortion caused using the proposed scheme is close to that cased by the two schemes [17] , [20] . Clearly, compared with [18] , the quality of marked videos using the proposed method is better while keeping the controlled embedding capacity. That further verifies that the modification on the bottom-right corner has more insignificant effects than that on the upper-left corner. Moreover, the proposed scheme obtain reversibility and can recover the compressed/decompressed video. Based on the analysis mentioned above, the modification on the coefficient AC 15 indeed has no significant effect on the visual quality of videos while keeping the controlled embedding capacities.
B. Comparisons of bit-rate variation
In this section, we will give the variation of bit rate using the proposed method and compare it with the schemes in [17] , [18] , [20] . Generally, more nonzero coefficients means more bit stream to need for encoding [31] . In the proposed method, we utilize zero QDCT coefficients for embedding data. So it is necessary to evaluate the variation of the bit-rate in the proposed method and compare it with related methods. To evaluate and compare the bit-rate increase ratio (BIR) [32] , [33] values of the proposed method, the experimental results with setting as Table II are shown in Table V . Obviously, the bit-rate generated by data embedding encoder has been changed due to the embedded data. Their bit-rate values are greater than that generated by the original encoder. As shown in Table V , the minimum value of the original bit-rate generated by the encoder is 19.77 kbps on video sequence Akiyo with the size of 176 × 144. Clearly, the minimum values of the bit-rate generated by the data embedding encoder, i.e., using the proposed method and the methods in [17] , [18] , [20] , are also obtained on video sequence Akiyo sized 176 × 144 and their values are 19.78, 20.30, 19 .86 and 22.06 kbps, respectively. Furthermore, the original and the maximum values of the bit-rate are 2559.47, 2558.57, 2580.65, 2565.12 and 2630.54 kbps, respectively. Obviously, the value of bitrate generated by the proposed method is greater than that generated by the method mentioned above. However, we can know the values of bit-rate generated by these schemes mentioned above are very close to the value of bit-rate generated by the original encoder according to the average values shown as Table V .
Since the bit-rate increase is dependent on the embedded payload, in order to further perform a fair comparison and evaluation, we make use of the BIR [32] , [33] as the percentage of bit-rate increase per embedded bit.
where BR(Marked) is the bit rate generated by data hiding encoder, and BR(Original) is the bit rate generate by the original encoder. EmbeddedCapacity represents the maximum embedding capacity of marked video. According to Eq.(3) combined with Table IV , we give the curves of BIR about the proposed method and the two methods in [17] , [20] , which are shown as Fig. 5 . Since the parity of locations of the last nonzero coefficient in [17] is used for embedding data that possibly results in reducing the values of bit-rate. For instance, the value of bit-rate using the method in [18] is less than the original value of bit-rate on video sequence Crew sized 704 × 576 and their values are 1418.39 and 1417.76 kbps, respectively. Therefore, we do not give the curve of BIR using the method in [18] . In addition, we only give the curves of aforementioned video sequences, whose size is 352 × 288. According to Fig. 5 [20] , it is less than the BIR value of [17] . In fact, the BIR values between the three schemes are very close.
To further evaluate the coding efficiency of H.264/AVC embedding coder, we give a comparison of the rate-distortion curve (shown as Figs. 6 and 7) , including payload-distortion and bitrate-distortion curves, between our proposed scheme and the scheme in [18] on four video sequences, i.e., Akiyo, Foreman, Mobile and Container with resolution 176 × 144. For the Figs. 6 and 7, the parameter RateControlEnable is respectively set to "0" and "1" and Bitrate is set to 30, 40, 50, 60 and 70 kbps shown as Fig. 7 . As shown in Fig. 6 , with the embedding payload increasing, the PSNR2 values are decreasing. Obviously, the payload-distortion curve of [18] decreases most significantly and the payload-distortion curve of our proposed scheme is very close to them while comparing Ma et al.'s and Liu et al.'s schemes. Instead, the PSNR2 values are increasing with Bitrate increasing in Fig. 7 . Here, the embedding payloads on four video sequences are set to 1000 bits. Likewise, we can observe the bitrate-distortion curves of the proposed scheme and the scheme in [18] are close in Fig. 7(a) and the bitrate-distortion curves of the four schemes are close in Fig. 7(b-d) . Totally, the distortion performance is very close while comparing with the three schemes under the embedding payloads or Bitrate is fixed at the same value or meanwhile. Moreover, our proposed scheme indeed has advantage in the maximum embedding capacities. Due to the prevention of the intra-frame distortion drift considered in [17] , [20] , the distortion performance of our scheme can only be close to them. Thus, the prevention of the intra-frame distortion drift will be considered in our future research.
IV. CONCLUSIONS
The distortion caused by the last QDCT coefficient is the least while making identical modification on these QDCT coefficients. Thus, in this paper, we propose a RDH scheme using the last zero QDCT coefficient according to zig-zag scanning order in the 4 × 4 luminance block. The proposed method takes advantage of an improved histogram modification mechanism combined with a mapping rule for realising higher embedding capacity. Therefore, although we do not take intra-and inter-frame distortion drift into account, the quality of marked videos by the proposed method is close to Ma et al.'s method, in which they consider the intra-frame distortion drift, while keeping the embedding capacity close. Furthermore, the proposed scheme has reversibility that can recover the marked videos to the compressed/decompresed videos after the embedded data is extracted out. 
