This work discusses a snowfall detection approach for high-latitude regions that is based on a combination of passive sensors to discriminate between snowing and nonsnowing areas. Two different techniques have been developed to compute the probability of detecting a snowing event. The first technique is based on a logistic distribution to represent the probability of snowfall given the predictors; the second is a Bayesian technique not requiring any hypothesis as to the shape of the probabilistic model. The spaceborne Advanced Microwave Sounding Units A and B (on NOAA-16) and the Moderate Resolution Imaging Spectroradiometer (on Aqua) have been collocated and used for the estimation. Products from the spaceborne cloud-profiling radar on CloudSat are used as truth to calibrate and validate the proposed approaches. A comparison with a wellknown rain-rate model, developed by the Remote Sensing and Estimation Group of the Massachusetts Institute of Technology, is also presented, showing that both proposed methods discriminate snowing and nonsnowing condition over the polar regions, reducing by at least 30% the false alarms while considerably increasing the probability of detection.
Introduction
At high latitudes, a substantial portion of precipitation falls in the form of snow. Measuring such precipitation has many applications, such as forecasting hazardous weather, understanding the hydrological water budget, and obtaining accurate estimates of precipitation on a global scale. The yearly precipitation average over the earth is about 690 mm (Mugnai et al. 2007) , about 5% of which is in the form of snowfall. Although snowfall can be a significant portion of the total precipitation at highlatitude continental regions and is thus the main driver of the regional water cycle process, an accurate large-scale estimation of the snowfall is not yet available. Groundbased measurements are difficult to make because of strong wind effects on snow gauges, and observation sites are very sparse in remote regions. Therefore, polarorbiting satellite measurements could be a fundamental tool for snowfall observation for high-latitude regions because they observe both polar regions every 90 min and provide an accurate radiometric mapping of those areas. Although satellite data have been extensively used in many rainfall studies, existing satellite remote sensing techniques are not able to provide accurate snowfall retrievals-in particular, on ice-and snow-covered surfaces. Observation of snowfall from satellites is in fact hampered by the lack of contrast between the spectral signature of snowfall and of the surface, and for this reason snowfall retrievals over land or sea ice still represent a challenge. Numerous recent studies (Liu and Curry 1997; Staelin and Chen 2000; Katsumata et al. 2000; Ferraro et al. 2000; Ferraro and Grody 2001; Bennartz and Petty 2001; Wang et al. 2001; Liu and Katsumata 2002) have demonstrated the potential for more accurate precipitation retrievals, including snowfall, using higher-frequency microwave channels. The latter are in fact less susceptible to the high variability in land surface emissivity while still responding to the scattering signatures due to precipitation (e.g., Skofronick-Jackson et al. 2002) .
The global precipitation retrieval algorithm (hereinafter referred to as SSA) (Surussavadee and Staelin 2006 , 2008 Surussavadee et al. 2007; Staelin and Surussavadee 2007 ) that is based on National Oceanographic and Atmospheric Administration (NOAA) Advanced Microwave Sounding Unit (AMSU) A and B channels from 23 to 191 GHz provides an estimate of the following output parameters: surface precipitation rate, peak vertical wind, and water paths for rainwater, snow, graupel, cloud water, and cloud ice over non-icy land and ocean. A complete description of the SSA method is contained in the quoted references; however, a concise summary of the main features of SSA that are relevant to this study is provided in what follows. Given the nonlinear, and still imperfectly known, relationship between precipitation and satellite brightness temperatures, SSA employs an artificial neural network (ANN) algorithm to retrieve the output parameters. The estimates of surface precipitation rates and hydrometeor water paths are trained using simulations of 106 representative storms obtained using the fifth-generation Pennsylvania State University-National Center for Atmospheric Research Mesoscale Model (MM5; http:// www.mmm.ucar.edu/mm5/), initialized with National Centers for Environmental Prediction analyses. The corresponding brightness temperatures are simulated using a radiative transfer model (Rosenkranz 2002 ) and an electromagnetic model for icy hydrometeors at AMSU frequencies. Only the MM5-generated storms that approximately match the simultaneous AMSU observations near 183 GHz are used for the training. The verification stage of the ANN shows that the algorithm, when evaluated against MM5 precipitation forecasts, performs reasonably well at low and midlatitudes for all types of precipitation but not at higher latitudes-in particular, over snow and ice. In fact, all of the methods referenced above have not been tested over the polar regions because of the lack of radar or heated rain gauge observations, with a negative impact on the evolution of specific algorithm for those areas. One of the authors (GT) had the possibility to use SSA globally during an extended visit at the Remote Sensing and Estimation Group of the Massachusetts Institute of Technology (MIT) and to test its performance in high-latitude conditions against model precipitation forecasts. This work takes its motivation from the relatively large false-alarm rate produced by the SSA in the polar regions with the aim of proposing new detection algorithms that discriminate between snowing and nonsnowing conditions at high latitudes over snow and ice surfaces that could be used as the preprocessing stage for rain estimators like the SSA.
With the launch in 2006 of the CloudSat satellite, part of the A-Train constellation, the availability of the cloud-profiling radar (CPR) represents a possible answer to the need to improve snowfall estimation algorithms. In fact, the CPR provides global cloud classification data and precipitation indices that were not available previously.
The new approach requires nearly collocated and simultaneous microwave observations from 23-191-GHz and Moderate Resolution Imaging Spectroradiometer (MODIS) infrared data. Two methods are proposed for the detection step, which is considered by the authors to be essential to a proper estimation of the rain rate over snow and ice surfaces. The first is based on a logistic distribution to represent the probability of snow given the predictors; the second is a fully Bayesian technique not requiring any hypothesis as to the shape of the probabilistic model but only the estimation of brightness temperature thresholds. Both techniques have been calibrated and validated using products derived from the CPR observations.
Combining different measurements and models to improve predictability
Prior to discussing predictability, it is necessary to clarify the distinction between ''prediction,'' which is the action that allows one to estimate an unknown quantity at time t (the ''predictand'') while knowing other quantities up to time t (''the predictors''), and the ''forecast,'' which is the action that allows one to estimate the predictand at time t 1 kDt into the future while knowing the predictors up to time t. The scope of prediction or of forecast is the reduction of the uncertainty associated with the estimation of an unknown quantity. To assess this predictive (or forecasting) uncertainty, one generally starts from a prior belief. For instance, one can use the climatological distribution of rain occurrence to describe the prior belief as to the possibility of rain. In general, the prior probability density function is very flat and is not sufficiently dense around some specific value to allow for a safe decision as to, for instance, whether or not it will rain. Therefore it is necessary to gather additional information, such as additional measurements or the output from one or more models. There is no substantial difference between a measurement and a modeled quantity apart from the type of errors affecting them. Indirect measurements must incorporate both measurement errors and model errors, as modeled quantities do. Models become essential forecasting tools because at any future time no measurements are available and one can only use modeled quantities to increase insight into the future. Given that (apart from the time of issue) there is no substantial difference between prediction and forecast when the measurements and/or the modeled quantities are available, only the term ''prediction'' will be used hereinafter for the sake of clarity. The prediction problem can be tackled with two different perspectives, depending on the nature of the decision problem to be solved. The first approach relates to continuous processes, which require the estimation of the entire predictive probability function.
The second approach relates to cases in which only the integral above or below a threshold of the predictive density is needed. This is the case, for instance, when one has to decide whether it rains or it does not on the basis of one or more sensors or models. All of these latter cases, characterized by a threshold type of problem, can be described in discrete probability terms, as will be discussed later.
a. Discrete probability problems: The binary response models
When handling discrete probability problems, the predictive problem is generally simpler when both the predictand and the predictors are binary functions such as rain/no rain or quantities above/below a threshold. However, several problems, generally referred to as binary response, have binary predictands but continuous predictors. In this case the problem can be complex because of the need to convert the continuous values into binary functions. Let us consider a binary response variable, the predictand y, taking values of 1 or 0, and a single predictor x. The most commonly used statistical models for this type of data are the generalized linear models:
where p i 5 P(y i 5 1) is the probability of positive response, that is, of y i taking the value 1 when the x value is x i ; g is the link function (McCullagh and Nelder 1989; Nelder and Wedderburn 1972) . The logistic function is defined as
Alternative link functions can be found in the literature, but the logistic function is the most widely used for its flexibility. Regardless of the link function used, the parameters of the model of Eq. (1) (b 0 and b 1 ) are usually estimated by the maximum likelihood approach through an iteratively reweighted least squares method. Thus, the probability of positive response in a logistic regression is defined as
Equation (3) represents the cumulative density function of a logistic density. The parameters of the logistic model can be obtained by maximizing the probability of a hit (an event forecast to occur that actually did occur) given the model. Given a set of n observations, with i 5 1, . . . , n, this conditional probability of a hit (e.g., the actual occurrence of precipitation), with the model probability of success forecast p, is proportional to the joint probability:
where r i 5 1 for a hit and r i 5 0 for an event forecast to occur that did not occur (a miss). Several authors suggest that the maximization with respect to the parameters of the joint probability density of Eq. (4) cannot be analytically obtained (Kemp and Alliss 2005) and propose the use of a weighted iterative least squares solution (Miller 1992 ). Our solution is based on a Newton-Raphson approach, capitalizing on the fact that the joint probability density of Eq. (4) is twice differentiable. From now on our logistic approach will be denoted as LOG.
b. The proposed probabilistic approach
The alternative approach is essentially based on the Bayes theorem and does not require a structural link model, but only the estimation of a threshold in the predictor space. The need for a discrete binary response model lies in the fact that although the predictand is a binary quantity (no rain 5 0; rain 5 1) the predictors are in general represented by continuous variables within a certain range. This is why a first step in the proposed model is required to convert the conditioning variables (the predictors) into binary quantities (below a threshold 5 0; above a threshold 5 1). It is necessary at this point to clarify that the thresholds with which one must compare the predictors to generate a binary variable are not necessarily the same threshold used for the predictand. Usually the predictand is a real quantity that is compared with a specific real threshold: for instance, the rain/no-rain event or a water level in a river that is above/below a warning level or a dike height. On the contrary, the predictors must be considered as virtual reality representations not only when they are the output of a model but also when the predictor is an errorcorrupted direct or indirect measure of the predictand. With this in mind, we can easily understand that the thresholds with we must compare the predictors are not the real threshold but rather are virtual thresholds in the virtual space of the predictors. In other words, if, for instance, we want to estimate the probability of a real water level being above a warning level conditional to our modeled water level being above a threshold, this latter threshold will not necessarily be the same real warning level but rather a specific virtual warning level consistent with the virtual world in which our model operates.
c. The single predictor case: Bayesian univariate binary predictor
The proposed binary response approach is first derived for a single predictor. The extension of the approach to multiple predictors will be addressed in the next section. The real threshold y* is given as part of the problem, and the a priori unknown virtual threshold x* must be estimated from the observations. The binary variables r (real) and y (virtual) are defined as follows: r 5 0 8 y # y* r 5 1 8 y . y* and
The four components of the joint probability mass function can be easily computed from observations conditionally to the knowledge of the threshold value x*: P r50,y50 [ P y#y*, x#x* 5 n 00 n P r50,y51 [ P y#y*, x.x* 5 n 01 n P r51,y50 [ P y.y*, x#x* 5 n 10 n P r51,y51 [ P y.y*, x.x* 5 n 11 n
where n is the total number of observations, n 00 is the number of observations for which r 5 0 and y 5 0 (or y # y* and x , x*), n 01 is the number of observations for which r 5 0 and y 5 1 (or y # y* and x . x*), n 10 is the number of observations for which r 5 1 and y 5 0 (or y . y* and x , x*), and n 11 is the number of observations for which r 5 1 and y 5 1 (or y . y* and x . x*). Similarly one can compute the marginal probabilities:
P r50 [ P y#y* 5 n 00 1 n 01 n 5 n 0 n P r51 [ P y.y* 5 n 10 1 n 11 n 5 n 1 n P y50 [ P x#x* 5 n 00 1 n 10 n P y51 [ P x.x* 5 n 01 1 n 11 n :
The probabilities of the predictor conditional on the observations can be derived by means of the Bayes theorem:
P y#y*, x#x* P y#y*, x#x* 1 P y#y*, x.x* 5 n 00 n 00 1 n 01
P y#y*, x.x* P y#y*, x#x* 1 P y#y*, x.x* 5 n 01 n 00 1 n 01 P y50 r51 j 5 P y.y*, x#x* P y.y*, x#x* 1 P y.y*, x.x* 5 n 10 n 10 1 n 11 P y51 r51 j 5 P y.y*, x.x* P y.y*, x#x* 1 P y.y*, x.x* 5 n 11 n 10 1 n 11
This representation does not require a link model. The calibration, that is, the estimation of the virtual threshold x*, can be successfully achieved by maximizing the following function that expresses the probability of successes given the threshold and the observations:
n 00 (x*)n 11 (x*) n 0 n 1 (9) while, at the same time, minimizing the probability of failures:
This can be formulated as follows:
À n 01 (x*)n 10 (x*)]. (11) Once the threshold value is found, it is now easy to perform a prediction. In this case, as opposed to what was done to calibrate the threshold, the conditionality is no more on the observations, which, being in a predictive mode, are now assumed to be unknown. The conditional probabilities to be used are instead those of the real event conditional upon the occurrence of the virtual one, as follows:
P y#y*, x#x* P y#y*, x#x* 1 P y.y*, x#x* 5 n 00 n 00 1 n 10 P r50 y51 j 5 P y#y*, x.x* P y#y*, x.x* 1 P y.y*, x.x* 5 n 01 n 01 1 n 11 P r51 y50 j 5 P y.y*, x#x* P y#y*, x#x* 1 P y.y*, x#x* 5 n 10 n 00 1 n 10 P r51 y51 j 5 P y.y*, x.x* P y#y*, x.x* 1 P y.y*, x.x* 5 n 11 n 01 1 n 11
Using the predictive probability P y.y*jx (only one of the two is needed because P y#y*jx 5 1 2 P y.y*jx ), one can decide whether y . y* or y # y* according to y . y* 8 P y.y* x j .
1 2
d. The multipredictor case: Bayesian multivariate binary predictor (BMBP)
When multiple predictors are used, the problem can still be solved after transforming the ensemble of predictors into empirical orthogonal functions, also known as principal components, by means of an orthonormal
transformation (Hannachi et al. 2007; Press et al. 1992 ). This transformation allows us to reach two objectives. The first one is that all of the predictors are independent from one another, and the relevant thresholds for each component are derived independently from the others using the single component technique. The second objective is to possibly reduce the number of effective predictors when the original ones are highly correlated among them. This can be done by looking at the sorted eigenvalues and retaining only the dominant components. Because all of the components (viz., the eigenvectors obtained by the orthonormal transformation of the original predictors) are independent, as mentioned earlier, the thresholds can now be derived following the procedure described in the previous section. Once all of the thresholds have been derived, one must compute the overall conditional probabilities. The interesting thing is that, because the transformed predictors are independent, the conditional probability of the 2 m possible 0-1 states of the m components can be obtained as the product of the individual conditional probabilities: 
where 
and the symbolX denotes the vector of new predictors obtained using the orthonormal transformation above, having zero mean and unit variance. Once the overall conditional probabilities have been obtained, using the Bayes theorem one can estimate the required probabilities of a real event conditional upon the state of all predictors:
P y#y*jx 5 Px jy#y* P y#y* Px jy#y* P y#y* 1 Px jy.y* P y.y* P y.y*jx 5 Px jy.y* P y.y* Px jy#y* P y#y* 1 Px jy.y* P y.y*
Using the obtained predictive probability P y.y*jx (only one of the two is needed because P y#y*jx 5 1 À P y.y*jx ), one can decide whether y . y* or y # y* according to y . y* 8 P y.y*x j .
1 2 y # y* 8 P y.y*x j # 1 2
The case studies
The technique requires the use of collocated CPR data on CloudSat, MODIS data on Aqua, and AMSU-A and -B data. The CloudSat satellite flies in a sun-synchronous orbit at an 898 inclination angle and a nominal altitude of 705 km. CPR is a 94-GHz nadir-looking radar that measures the power backscattered by atmospheric layers as a function of distance from the radar. A CPR profile is generated every 1.1 km along track, each profile consisting of 125 vertical layers, each approximately 240 m thick. The footprint for a single profile is approximately 1.4 km (across track) by 2.5 km (along track). For each orbit, the CloudSat Data Processing Center produces eight level-1B standard data products plus two ancillary datasets. For this work the 2B-CLDCLASS-lidar and the MODIS-AUX products have been used. The 2B-CLDCLASS-lidar gives, for each bin, the cloud classification, information on precipitation and its type, and a quality flag. (Full product information can be found at http://cloudsat.atmos.colostate.edu/ data). The MODIS-AUX dataset is an intermediate product, provided by the Goddard Earth Sciences Distributed Active Archive Center, that contains a subset of MODIS radiance and cloud-mask data that overlaps and surrounds each CPR footprint. The swath is 11 km wide, centered on the CloudSat ground track. For this study, only a limited set of MODIS channels is used: channel 26 (1375 nm) and channels 27-36 (from 6.72 to 14.24 mm).
The failure of the essential Humidity Sounder for Brazil (HSB) sensor on board Aqua has necessitated the use of microwave data from NOAA spacecraft to complement MODIS and CPR data, which has narrowed down the area of the globe over which a collocation in space and time among all of these sensors is possible. Fig. 1 ). Only FOVs with at least 10 CPR observations have been selected so as to guarantee a representative cross section.
The spatial and temporal collocation has been found for 223 days; the data obtained after the preprocessing consist of 6521 AMSU-B FOVs within latitudes 798-818N and 798-818S (see Fig. 2 ). The dataset has been divided into eight groups according to latitude [Northern Hemisphere (NH) or Southern Hemisphere (SH)], season (summer or winter), and surface (land or ocean). The seasonal subdivision has been defined with just two periods, each of 6 months in duration: Northern Hemisphere winter/Southern Hemisphere summer from 21 December to 21 June and Northern Hemisphere summer/Southern Hemisphere winter from 21 June to 21 December. This choice was made to represent the sea ice extent variability, which attains seasonal maximum during the winter around the middle of the selected periods. In the whole dataset the precipitation was detected by CPR as solid, and therefore FOVs will be hereinafter classified as snowing or nonsnowing with the following criteria: snowing (s) if at least one of the CPR FOVs is precipitating and not snowing (ns) if all of the CPR FOVs are nonprecipitating. Note that the former is an extremely demanding criterion. Table 1 provides the dataset names and number of cases after the subdivision.
The BMBP and the method based on the logistic regression (LOG) are applied on six of the eight datasets because the South Pole over-ocean cases have too few data to be processed. Half of the data (the even-numbered sequence after the full dataset is ordered in time sequence) are used for calibration, and the remaining set (the odd sequence) is used for validation. For each subset, the LOG and BMBP models are compared using some of the quality indices that are used for dichotomous (yes/no) forecasts (see the World Weather Research Programme/Working Group on Numerical Experimentation Joint Working Group on Verification Web page online at: http://www.bom.gov.au/bmrc/wefor/staff/eee/ verif/verif_web_page.html): the probability of detection (POD) and the false-alarm ratio (FAR), defined as POD 5 hits hits 1 misses and FAR 5 false alarms hits 1 false alarms ,
where a hit is an event that was forecast to occur and did occur and a false alarm is an event that was forecast to occur but did not occur. In our case, the application of the definition leads to the following relationships:
POD ns 5 n 00 n 00 1 n 01 , POD s 5 n 11 n 10 1 n 11 , FAR ns 5 n 10 n 10 1 n 00 , and
where POD ns is the probability of correct detection of nonsnowing cases, POD s is the probability of correct detection of snowing cases, FAR ns is the probability of nonsnowing ''false alarms'' (the model said it would not snow but in fact it snowed), and FAR s is the probability of snowing false alarms (the model said it would snow but in fact it did not). The SSA method is evaluated on the same datasets used to validate the BMBP and the LOG models. The AMSU-B FOV is considered to indicate snowing when the SSA estimated rain rate is higher than zero.
Results and discussion
The total number of predictands is 31 (15 AMSU-A channels, 5 AMSU-B channels, and 11 MODIS channels). Because BMBP relies on the EOF analysis, its performance versus the number of principal components has been analyzed. Only results for one case, the Northern Hemisphere land summer (NLS) case, are shown in Fig. 3 because the results for all selected cases were similar. Figure 3 shows the values of POD and FAR for the snowing case obtained using an increasing number of EOF components. Although the variance of the predictand is almost entirely explained using the first eight EOF components, Fig. 3 shows that there is some improvement of the selected indices with the increase of the number of components. This should not be astonishing because the explained variance using the EOF components only relates to a linear dependence, whereas in the case of the approach presented here the problem involves a highly nonlinear threshold-type relation. Therefore, POD and FAR provide useful a posteriori estimates of skill because the problem we are dealing with is a threshold problem. The best result is the one obtained with all components because the higher components, although they describe only a minute portion of the total variance, are still important for the discrimination. In other words, this result could be a measure of the difficulty of the addressed problem. All of the results shown for the BMBP method have been obtained with the full 31-predictor set. Figure 4 presents the full set of results for the six case studies, both for the calibration stage (left panels) and for the validation stage (right panels). The set names are defined in Table 1 .
First of all, it is important to compare the results obtained in calibration and validation mode by the BMBP FIG. 3 . Values of (left) POD s and (right) FAR s for the NLS case obtained using an increasing number of EOF components. and the LOG methods to understand the robustness of the algorithms. The LOG method shows a better agreement between the calibration and validation stages in all of the cases analyzed, producing always coherent results. The BMBP method, in contrast, shows a good agreement between calibration and validation only in three (NLS, NLW, SLS) of the six cases. If we switch the calibration and validation datasets, we obtain differences in the selected quality indices (POD and FAR) that are larger for the BMBP method, which indicates a greater sensitivity of the method to the data selection procedure. The results presented in Fig. 4 show that both models discriminate correctly more than 70% of the nonsnowing cases, with a percentage of wrong detection smaller than 30% in the Northern Hemisphere and smaller than 10% in the Southern Hemisphere. Performances for the snowing cases, although not as good as those for the nonsnowing cases, attest to a significant improvement when compared with the SSA skill. The LOG method always gives the best results, but both models reduce the SSA's false-alarm rate and considerably increase the probability of detection.
Conclusions
This work discusses a new snowfall detection approach for high-latitude regions over snow and ice surfaces, based on a combination of passive sensors spanning the infrared spectral range and the microwave spectral range from 23 to 183 GHz. The detection problem is solved using a logistic multivariate regression approach and a novel Bayesian multivariate binary predictor approach. These algorithms allow one to combine measurements from different types of sensors (in this case, AMSU-A, AMSU-B, and infrared MODIS channels), making use of the physical information present in each type of data, and they do not require any complex selection procedure or the use of specific frequency channels for their application. The problem of prediction is clearly divided into the calibration and validation stages with the appropriate equations applied in each stage. The novel BMBP approach contains an EOF analysis to derive predictors that are independent of one another, so that the relevant thresholds for each component are derived independently using the single component technique described in the paper. Moreover, the overall conditional probability is obtained as the product of the individual conditional probabilities because the predictors are independent. Another advantage of an EOF analysis is the possibility of reducing the number of predictors when the original ones are highly correlated among them, but a reduction in dimensionality has not proven convenient in the current study. The performance of the two methods is also compared with the SSA method, which relies on model-generated parameters for its calibration and validation stages. The methods are tested against products provided by the CPR on board the CloudSat satellite. The comparison demonstrates that the BMBP and LOG methods are able to discriminate, with relatively good performance, snowing and nonsnowing condition over the polar regions. The LOG method appears to be more robust than the BMBP method, which reveals a higher sensitivity to the dataset used. The paper shows the importance of treating the problem of rain-rate estimations in two separate stages. The two proposed methods could be used as the basic preprocessing filter to enhance the percentage of detections and reduce the false-alarm rate. Conditional on the fact that precipitation will be nonnull, it is then possible to estimate its intensity with appropriate algorithms, such as the SSA, which is well known and already widely utilized for rain-rate estimation in non-Arctic conditions.
An important issue stemming from this work is the need for experimental data to be used as ground truth. The SSA method is trained on model forecasts, and the use of meteorological models may produce biased and inefficient algorithms when used in forecasting mode. The comparison with measured data (CPR on CloudSat) makes evident that the performance of SSA at high latitude needs to be improved (e.g., by using a precipitation detection step prior to attempting to estimate its intensity) to make SSA a valuable tool. The availability of a new generation of satellites with lidar and cloud radar onboard represents an essential tool for calibrating precipitating-cloud detection algorithms. The future launch of the European Space Agency's Earth Clouds, Aerosols and Radiation Explorer (EarthCARE) satellite, a single platform with a payload of two active sounders (lidar and radar) and two complementary passive instruments (multispectral imager and a broadband radiometer), will represent an important step forward also for the family of problems presented in this work.
