Abstract-A computationally efficient method for phase aberration correction in ultrasound imaging is presented. The method is based on time delay estimation via minimization of the sum of absolute differences between radio frequency samples of adjacent array elements. Effects of averaging estimated aberration patterns over scan angles, and truncation to a single bit wordlength are examined. Phase distortions due to near-field inhomogeneities are simulated using silicone rubber aberrators. Performance of the method is tested using experimental data. Simulation studies addressing different factors affecting efficiency of the method, such as the number of iterations, window length, and the number of scan angles used for averaging, are presented. Images of a standard resolution phantom are reconstructed and used for qualitative testing.
I. INTRODUCTION
HASED array ultrasound sector images are reconstructed P by employing beamforming operations both in transmit and receive modes. Timing considerations for beamforming are usually based on the assumption of a constant velocity. However, this assumption is not valid in general since the sound velocity varies in different tissues. Changes in sound velocity, especially in the near field, cause significant phase errors in beamforming. These phase errors result in increased sidelobes, degradation in resolution, and geometrical distortion [I] .
To insure optimal imaging, phase errors must be estimated and corrected adaptively in real-time. Use of a beacon signal for phase estimation, a conventional method in many coherent imaging systems, may not be possible in noninvasive medical imaging applications. A practical method must obtain accurate estimates of phase errors using the signals from line targets and/or diffuse scatterers.
Phase aberration correction methods have been reported for a nonuniform aberrating layer with a deterministic target [2] , for a uniform aberrating layer with a priori information about the layer thickness [3] , and for nonuniform aberrating structures with random reflector distributions [4] - [7] . Recently, two-dimensional studies have been reported [SI- [ IO] . Also, there exist time delay estimation techniques 1111 which Manuscript received October 7, 1992 involve extensive computations, and hence, are more suitable for off-line phase correction. For real-time ultrasound imaging, however, the computational efficiency of the correction algorithm is crucial.
In this paper, we present an alternative phase aberration correction technique with low computational complexity. The relative phase errors of adjacent array channels are estimated effectively through minimization of the sum of absolute differences (SAD) between two radio frequency (RF) samples. In order to increase the accuracy and convergence performance of the S A D technique, we employ weighted averaging of estimated patterns over a number of scan angles. The weighting coefficient for each angle is chosen as the average magnitude of the echo signal received at this angle. To further increase the computational efficiency of the technique, the wordlength is truncated to 1 b.
In the next section, the phase aberration correction method based on SAD and its derivatives are described. Performance analysis of the proposed method is presented in Section 111. Efficiency of the aberration correction schemes are discussed in Section IV by means of additional simulation studies. The results and conclusions are outlined in Section V.
METHOD
The SAD is used as a cost function in minimization problems because of its low computational complexity [12] 
where T, is the sampling period, and 7: is the relative focusing delay. The aberration delay time, TA for the nth 0885-3010/93$03.00 0 1993 IEEE element at the ith scan angle is the cumulative summation of the relative aberration delays:
Time delay estimation using simple SAD minimization can be used to measure phase distortions due to nonuniform aberrating layers. However, scatterers in the direction of sidelobes may also contribute to phase errors, which are referred to as phase aberration due to the "multipath and scattering" [ 151. Depending on the scatterer distribution over the isoplanatic patch where the phase estimation is carried out, the effect of multipath and scattering may not cancel out, resulting in focusing errors. Such phase errors may affect the accuracy and convergence performance of the aberration estimation. In order to reduce these errors, the estimation can be performed over a lateral window as well as over a time (axial) window. This can be achieved by minimizing of the SAD over a two-dimensional window. Another possibility is to minimize the SAD and average the weighted estimates over a number of scan angles. Computer simulations show that the performance of these schemes is equivalent [16] , while the latter requires a relatively small number of arithmetic operations.
Because the echo signal is not uniform over angles, averaging of the estimated aberration delays over a two-dimensional window needs proper weighting. The weight coefficient of the nth array element, w:, for the zth scan angle is defined as the average magnitude of the echo signal received from this element, i.e.:
Either a unique weighting for each element or a single weighting bound on the average magnitude over all elements can be used. This weighting scheme biases the estimation to scan angles where relatively strong reflections are detected. Also, it requires a simple computation based on addition. The weighted average of the estimated aberration delays is expressed as
where K is the number of scan angles used for averaging, and To test the performance of different phase aberration correction techniques, computer simulations are performed using actual RF data sets acquired from a standard graphite-gel AIUM resolution phantom with and without aberrators present. This phantom simulates tissue while providing thin wire reflectors emulating a beacon. All data were acquired with a conventional @-element phased array transducer operating at 3.3 MHz [4] , [17] . The RF A-scans were recorded for every possible combination of transmitter and receiver elements. Each A-scan was digitized after appropriate time gain compensation at a sampling rate of 17.76 MHz with 10-b analog-to-digital conversion. Three data sets were obtained using three plates, made of RTV silicone rubber, placed between the transducer array and the phantom. The first plate produces only a very small defocusing, and hence, is used as the control plate. This defocusing effect is minor and can be neglected [ 171. The second plate causes phase distortions less than n-, whereas the phase distortion imposed by the third plate varies within 27r. In the rest of this paper, we refer to these plates as Plate 0, Plate 1, and Plate 2, respectively. Image reconstruction and performance evaluation studies are carried out by digitally processing the recorded data to emulate the operation of a real-time digital imaging system.
Performance of the SAD method is quantitatively tested and compared with the cross correlation technique [4] . For this purpose, the rms error between the estimated and the actual aberration patterns are obtained for different parameters affecting the performance of the correction method, such as the number of iterations, the window length used for SAD computation, and the number of scan angles used for averaging. RMS error computations are carried out as follows:
where N is the number of array elements, and, r, and 7,"
denote the estimated and the actual aberration delays for nth element, respectively. Phase aberration patterns estimated from the beacon signals using full word cross correlation represent the gold standard and are assumed to be the actual patterns [ 171. In measurement of the actual patterns, the transmit focus and the estimation window are fixed at 80 mm which corresponds to the location of the beacon. The original rms phase errors of Plate 0, Plate 1, profile is estimated from scan angles nearly normal to the array face. The transmit focal length is fixed to 80 mm, and the window used for cross correlation and SAD is located 60 mm away from the array. This region of the phantom consists of diffuse scatterers only. The sampling rate of each RF data set is increased by 8 times using bandpass interpolation. Hence, phase aberration correction and beamforming operations are performed with about a 142-MHz sampling rate, which corresponds to a phase accuracy of about 271-143.
To compare techniques at different aberration levels, and to investigate their convergence characteristics, the residual rms error after correction versus the number of iterations was obtained for each data set (see Fig. 1 ). Each iteration cycle consists of transmit beamforming with corrected delays, and aberration estimation. Since all RF A-scans were recorded for every possible combination of transmitter and receiver elements, transmit beamforming with updated phase correction is emulated at every iteration step. Transmit beamforming is achieved by summing the contributions of all transmit elements. The RF signal at each receive element is the sum of 64 transmitter signals delayed with corresponding transmit focusing delays. The aberration estimation is carried out on these received RF signals. At each iteration step, transmit focusing delays are updated using the aberration delays estimated in the previous iteration. In the first iteration cycle, the aberration delay of each element is assumed to be zero.
In Fig. 1 , five different estimation schemes are presented. The first one uses normalized cross correlation of RF samples between the adjacent channels. Computations of the normalized correlation used in our simulations are carried out as follows:
where S i and are the mean values of si(.) and si-l(.), respectively, computed over the corresponding window. The other parameters are the same as those used in the SAD expression given in (1). The other four correction schemes are applications of SAD with different parameters as indicated in the figures. Fig. 1 shows that phase errors can be corrected iteratively. Three iteration cycles are sufficient for reasonably accurate estimation of phase errors. The residual rms errors, after three correction cycles, for aberration patterns associated with the Plate 0, Plate 1, and Plate 2 are about 2.5, 4, and 10 % of a wavelength, respectively. These values correspond to about 1, 2, and 4 units of phase delay (1 unit = 2n/43). The simple SAD minimization with full word has some convergence problems. The convergence performance of 1 -b SAD is even worse. Averaging, however, eliminates the convergence problem. It should be noted that averaging causes greater phase errors in the first iteration. The full word SAD with weighted averaging shows a better performance compared to other correction schemes. Overall performance of the I-b SAD scheme with averaging is comparable to that of the full word cross correlation and full word SAD. Fig. 2 depicts the sensitivity of the phase correction schemes to window size. The figure indicates, as expected, that the residual rms phase error decreases as the window size increases. It is observed that averaged estimators perform better than cross correlation at small window sizes. Furthermore, the window size requirements of I-b SAD estimators are comparable to that of full word estimators. For example, their accuracy is comparable for a 20 mm window.
Proper selection of the number of angles for averaging is critical. It must be large enough to obtain a stable estimate in a few iterations. On the other hand, it must be small enough to confine the region to the vicinity of particular reflecting structures and avoid the effects of other scatterers. Also, it must be small enough to maintain computational efficiency. To choose a proper value for the number of angles to average, the full word SAD with weighted averaging and I-b SAD with simple averaging are tested for different numbers of scan angles (see Fig. 3 ). The angular separation of two scan lines is about 0.7 deg which corresponds to 128 scan lines per 90-deg sector. This combination is typical in real-time ultrasonic scanners.
It is observed from Fig. 3 that the residual phase error decreases as the number of scan angles used in averaging increases from one to eight. The figure also depicts that significant improvements are not obtained for more than five scan angles. Therefore, for practical implementation reasons, SAD analysis can be restricted to only five scan angles without significant reduction in the quality of phase error estimation.
To test overall image quality, sector images of the phantom are reconstructed using both cross correlation and SAD correction schemes. Fig. 4 depicts the control, aberrated and the corrected images displayed on a purely logarithmic scale over a 50-dB dynamic range. A section of the sector image of the phantom is shown in the figure. This section includes a point reflector, a cyst-like structure, and speckle patterns, and hence, is a small sized image suitable for qualitative testing. Each image has 116 by 116 pixels corresponding to about a 26 mm by 26 mm spatial region. In reconstruction of the images, 128 For each corrected image, the transmit and receive focus delays are updated using the phase aberration pattern estimated in three iterations from diffuse scatterers over scan angles nearly normal to the aperture face. The window length used for cross correlation and SAD are 20 mm. It is observed from the images shown in Fig. 4 that the performance of the full word SAD with weighted averaging of estimates over five scan angles, compares favorably to that of the cross correlation method. In addition, image quality of the SAD with I-b wordlength and averaging of estimates over five scan angles is as good as full word SAD and full word cross correlation.
Comparison of the control image with its corrected versions indicates that no artificial distortion is generated. However, it is observed that corrected versions of aberrated images are not the same as the control image. This is because the RTV plates also produce amplitude distortions across the array, in addition to simple phase aberrations [ 171. Amplitude variations degrade beam quality, and hence, decrease the covariance of RF signals. The decrease in covariance limits the accuracy of phase estimation. Furthermore, aberration correction even with perfect phase compensation cannot produce an image which is an exact replica of the control image due to these amplitude distortions.
IV. DISCUSSION
The best performance of both SAD-and correlation-based aberration correction techniques can be obtained by estimating the phase from beacon signals or signals reflected by a point reflector, with the transmit focus placed at the center of the estimation window. The simulation studies presented in the previous section depicts the typical performance of methods since aberration estimation is performed on RF signals reflected by diffuse scatterers, and also, the transmit focus (at 80 mm) and the estimation window location (at 60 mm) do not coincide.
To illustrate the accuracy and convergence performance of aberration correction methods for different speckle data and different focusing schemes, the mean and standard deviation of residual rms phase error over ten trials are presented in Fig. 5. (a) and (b) , respectively. The aberrated RF data set associated with Plate 1 is used to obtain these results. The mean and standard deviations are given in separate figures for the sake of clarity. Five of these trials are obtained on five different, nonadjacent scan lines with transmit focus at 80 mm and estimation window at 60 mm, and the other five trials are obtained on the same scan lines of the previous five trials, with transmit focus at 60 mm and estimation window at 60 mm. Therefore, the repeated ten trials involves five different speckle data and two different combinations of transmit focus and window location.
The simulation results shown Fig. 1. (b) and the residual rms error for each estimation scheme is less than 1 % of a wavelength after two iterations. The standard deviations of the averaged SAD estimators are less than that of the others. The 1-b SAD estimator has the highest standard deviation, in accordance with the instability also observed in Fig. 1 . These simulation results of repeated trials with different parameters further implies that the results of the previous section are more general than the specific experimental cases presented. The performance of aberration correction methods using time delay estimation on RF signals critically depends on the spatial covariance measured across the array. The estimation accuracy decreases as the covariance decreases. The van Cittert-Zernike theorem applied to pulse echo ultrasound implies that the spatial covariance measured by correlation varies linearly across the array [18] . To compare the performance of correlation and SAD techniques, the correlation and SAD functions across the array are calculated using the spatially separated RF signals of Plate 0 and Plate 1 (see Fig. 6 ). The maximum value of the correlation function is achieved at zero separation whereas the maximum for SAD is obtained at 63 elements difference. Therefore, SAD values for pairs are not directly comparable to their correlation counter parts in quantitative terms. However, the value of the SAD function for adjacent elements (1 element difference) forms a good basis for comparison purposes. Fig. 6 depicts the results for zero to 32 element separation corresponding to one half of the aperture. The figure shows that the correlation function varies linearly across the array as the van Cittert-Zernike theorem implies [18] . It can be observed that incremental changes in both functions are quite similar for element differences more than one. The figure indicates that the dependence of both functions on phase aberration is also comparable. The figure also shows that the difference in full word SAD and 1-b SAD functions is minor. Since aberration correction using SAD and correlation is based on estimation of relative phase errors, degradation in performance due to inactive elements is expected to be similar [8] . It is observed from Fig. 6 that the SAD of RF signals spatially separated up to 6 elements is sufficiently low for phase estimation. Hence, SAD technique can be used for phase correction in the presence of inactive, neighboring elements up to about 10% of overall array elements. This correction can be achieved by estimating relative phase aberration between the nearest active elements, and interpolating relative aberration of inactive elements between them [19]. Thus degradation in estimation performance due to inactive elements can be reduced.
In SAD-based aberration correction, each relative phase estimation is independently performed, and the aberration pattern across the array is obtained by cumulative summation of these relative measurements as expressed in Eq. 3. This results in accumulation of errors in relative phase measurements across the array. Large errors can be imposed by the reduced covariance between RF signal pairs due to significant degradation in transmit beamforming performance. This is the main reason for iterations required in phase estimation, and for instability of the 1-b SAD estimator. The improved performance of averaged SAD estimators over others is simply the result of reduced estimation errors from averaging.
Truncation of wordlength to 1 b reduces the absolute difference operation to a bitwise EXCLUSIVE-OR logic operation. This significantly decreases computations required in SAD. Noting that 1-b multiplication is equivalent to a bitwise AND logic operation, the unnormalized correlation function can be represented by the sum of AND operations of I-b RF samples whereas such a simple relation cannot be obtained for the 1-b normalized correlation because of the normalization process.
v. RESULTS AND CONCLUSIONS
A new phase aberration correction scheme based on SAD is presented for phased array ultrasound imaging. Performance of the proposed method has been tested with experimental data. The method can be used for estimation of the aberration pattern from echo signals reflected by line targets and/or diffuse scatterers. Computational complexity of the SAD method is relatively low since it involves only additions, and the overhead due to averaging is insignificant. The computational efficiency is further improved using a single bit wordlength. Dead elements in the array can decrease the accuracy of phase estimation using SAD minimization, and the degradation in the estimation performance is expected to be similar to that for cross correlation [8] .
The SAD method involves sampling of RF echo signals received from all array channels, where the accuracy of the estimation is limited by the sampling rate. This is a major drawback in all digital, real-time phase correction schemes as well as the one discussed in this paper. The sampling rate can be increased using an interpolation technique, prior to phase estimation. Since timing accuracy in phase estimation is more critical than amplitude accuracy, a simple interpolation scheme such as bandpass linear interpolation can be a cost effective, real-time solution.
Finally, we conclude that phase aberration correction using SAD minimization with a single bit wordlength and averaging estimated phase patterns over a number of scan angles compares favorably to computationally more complex methods, whereas it lends itself to real-time implementation through a simple architecture. 
