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図1．確率分布の空間の幾何学的関係．σが真の分布，グが経験分布，力＊が最適な分布，力が
   実際の推定，risk（σ，力（・））＝亙｛D（σ，力）｝，TIC（グ，力（・））＝D（グ，力）十（1／m）trG＊∬＊一1．






























              γ｛△TIC｝＝γ｛e＊（κ）｝／m＋0（m－2）
である．ただし，e＊（κ）＝a（κ，併）一a（κ，妨）とおく．
 系1・γ｛ε（κ）｝／mは，γ｛△TIC｝の推定量であり，漸近的に，
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   場合，△risk＜Oであり，モデル1の方がモ
   デル2より良い．ところが，△TIC＞0であ
   り，TIC最小化法では，実際と逆の結論が
   得られる．この場合，△TICの分散は比較
   的大きいと予想される．本稿の方法では，
   このような場合，モデル1とモデル2の良



























          1   γ／△T1C／－2。・（・・G湖＊一1GチH＊■’十t・僻破一’僻碓■’




             亙｛γ｛ε｝／m｝＝2γ｛△TIC｝十0（m’2‘5）

























































（・・）    ・・1蝶ゴ職・1く・！一・一α
Gupta流の場合は，各ダ∈Mについて，











































                 model space
図4．モデル空間を平面で表しTICを高さで表した．この図の場合，3つのモデルがあり，
   TICl＜TIC・＜TIC・である．しかし，モデル2はモデル1に非常に近いので，τ・1〉T・1
   となる．したがって，TukeyのP一値は，モデル3の方がモデル2より大きくなる．














                 γ｛e＊｝＝1一（σ許／σチ）2
となる．
 以下の節で述べる数値例では，（3．1）によってγ｛△TIC｝を推定した．また，TukeyのP一値
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一1．O    －O．5
データセットBABYのモデル地図．
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図13． データセットHALDのクラスタ分析． 図14．
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図ユ5．データセットBOSTONにおけるGupta
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図19．データセットBOSTONのモデル地図
   （4個までの説明変数）．
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図20．データセットBOSTONのクラスタ分析



























































       △TIC＝TIC（グ，力1（・））一TIC（グ，力2（・））
          ＝亙｛e＊（κ）｝一（1／2）（tr H詐△θ1△θf－tr珊△θ2△θ4）
            十（1／m）（trGチ∬三＊一1－trGチ月穿■1）十0（11△θ1，△θ2113）
ただし，0（ll△θ1，△θ。l13）は△θ1と△θ。に関して3次以上のオーダの項とする．これより，
     △TIC一亙｛△TIC｝＝亙｛e＊（κ）｝＿亙｛e＊（κ）｝十0（l1△θ1，△θ2112）十0（mI1）
従って，亙｛0（ll△θ1，△θ。l13）｝＝0（グ2）より，
となる．系1は，
     モデルの信頼集合と地図によるモデル探索
     γ｛△TIC｝＝γ｛亙｛e＊（κ）｝｝十0（m■2）




      1og力（κ1α）＝（1＿α1＿α2）1ogσ（κ）十α11og材（κ）十吻1og雄（κ）一。（α）
この時，ガ＝力（1，0），妨＝力（0，1），σ＝力（0，0）である．さて，1og力を7で表し，力∂。7＝∂φに注
意すると，
      Z、＝ゐ十Σ（∂泌）α｛十0（llα112），   力。＝力。（1＋Σ（∂必）α｛）十0（llα112）
とかける．これより直ちに，





          γ／い／一∫力・（ん一み）・赦十・（l1仏βll・）
               一∫φ・（Σ11ゐ（αrβ1））・赦・・（ll・βll・）




    ひ、＝TIC，一TIC、一〇、而「   亙、ナ＝｛α、一（r1skrr1sk、）く0｝
これより確率変数ひと事象凪を
               σFmaXσ。， 亙F∩み
                 5幸ゴ             Jキゴ
で定義する．この時すぐわかるように，
            ひ≦；0⇔＆≦；α，  凪⇔max Zむくα
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有意水準になっていることがわかる．また，Tukeyの方法ではPr｛ダ＊⊂ダ｝≧Pr｛∩后∈〆払｝≧
Pr｛∩たM川＝1一αに注意すれば良い．
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A Mode1Search Technique Based on Conidence Set
              and Map of Mode1s
              Hidetoshi Shimodaira
      （Department of Mathematica1Engineering and
       Information Physics，University of Tokyo）
    This paper describes a procedure for choosing a set of“good”mode1s from competing
candidates using mu1tip1e comparison techniques．Furthermore，a map of mode1s is
introduced by deining a distance ofmodels in order to examine the se1ected“good”mode1s．
    Since the1og－1ike1ihood，which is the first term of Akaike’s information criterion
（AIC），has1arge variance，we choose severa1mode1s which have re1ative1y sma11va1ues of
AIC，instead of choosing on1y one mode1which minimizes AIC．First，we construct an
estimator of the variance of the difference between the AIC va1ues of any two mode1s．
Then，using the variance estimator，we choose a conidence set of mode1s which inc1udes
the best mode1，at a given conidence coe茄。ient．The resu1t of the procedure wi11be shown
in nomina1“P－va1ue”for each mode1，where the P－va1ue is the1argest signiicance1eve1for
which that mode1is inc1uded in the conidence set of mode1s．
    Tbe conidence set wi11be very1arge when the number of candidate mode1s is1arge
compared to that of the data samp1es．In such a case，it is important to ind a pattem in
the mode1s in the con丘dence set．A geometrica1interpretation of the se1ected mode1s
seems a1ike1y means for obtaining such a prob1em．Here the distance of two mode1s is
de丘ned as the square root of variance of the difference between their AIC va1ues．This
distance is approximate1y proportiona1to the square root of the Ku11back－Leib1er diver－
gence of the estimated distributions of the two mode1s．The map of mode1s is drawn using
the c1assica1mu1ti－dimensiona1sca1ing method with the distance deined．
    The mode1map gives us a1ot of information conceming the mode1se1ection．It wi11
show the1ocation of the true distribution re1ative to candidate mode1s．Since simi1ar
mode1s are c1ose each other on the map，a pattem of mode1structures in the confidence set
can be found．A diagnosis on some prob1ems，such as muIti－co11inearity，can be made．
   The variab1e se1ection prob1em in mu1tip1e regression ana1ysis is an example of modeI
se1ection．Some numerica1examp1es wi11be shown to i11ustrate our procedure．
Key words：AIC，mode1seIection，mode1search，con丘dence set，multiple comparison，subset
selection，mode1map，mu1tiple regression，variab1e selection．
