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Self-consistency in relativistic theory of infinite statistics fields
Chao Cao,∗ Yi-Xin Chen,† and Jian-Long Li‡
Zhejiang Institute of Modern Physics, Zhejiang University, Hangzhou 310027, China
Infinite statistics in which all representations of the symmetric group can occur is known as a
special case of quon theory. Our previous work has built a relativistic quantum field theory which
allows interactions involving infinite statistics particles. In this paper, a more detailed analysis
of this theory is available. Topics discussed include cluster decomposition, CPT symmetry and
renormalization.
PACS numbers: 05.30.-d, 03.70.+k, 11.10.Gh, 11.30.Er
I. INTRODUCTION
Most conventional quantum theories are based on
Bose-Einstein statistics and/or Fermi-Dirac statistics, i.e.
only two 1-dimensional representations of the permu-
tation group are allowed. However the general princi-
ples of quantum theory do not have this requirement [1],
and Bose (Fermi) statistics can be violated by a small
amount. One famous approach of such violation is quon
theory, in which the basic algebra can be obtained as the
convex sum of Bose and Fermi statistics [2]. Especially
when the sum is the average of these two algebras, we
can get a special statistics called infinite statistics [3].
The basic algebra of infinite statistics is aka
†
l = δkl,
which involves no commutation relation between annihi-
lation and creation operators. The quantum states are
orthogonal under any permutation of the identical par-
ticles. So it allows all representations of the symmetric
group to occur. Furthermore, the loss of local commu-
tativity also implies violation of locality, which is an im-
portant characteristic of quantum gravity. By virtue of
these properties, infinite statistics has been applied to
many subjects, such as black hole statistics [4–6], dark
energy quanta [7–11], large N matrix theory [12–14] and
holography principle [15, 16]. Many of these applications
involve discussions in relativistic case.
However there are some difficulties for infinite statis-
tics to have a consistent relativistic theory. Due to the
lack of local commutativity, Lorentz invariance of the S-
matrix is unapparent in the Dyson formula [2, 3]. And
the conservation of statistics also acquires some special
form the the interaction Hamiltonian [17]. Our previous
work [18] constructs a relativistic quantum field theory
obeying infinite statistics by solving the two difficulties
above.
In the present work we keep on investigating the self-
consistency of this theory. Greenberg has showed that
cluster decomposition and the CPT theorem hold for
free fields [2]. In this paper, we show that the cluster-
ing still holds for interacting theory, but CPT symme-
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try violates in vector-spinor interactions. We also dis-
cuss the renormalizability of this theory by using non-
perturbative methods.
This paper is organized as follows. In Sec. II we in-
troduce the elementary ingredients of infinite statistics
and main results of our previous work. In Sec. III we
prove the cluster decomposition for our new theory. In
Sec. IV we discuss the CPT symmetry. In Sec. V we
discuss the renormalizability of infinite statistics theory.
General conclusions are given in Sec. VI. We also in-
troduce a non-perturbative method for infinite statistics
field theory in Appendix.
II. INFINITE STATISTICS
The quon algebra is the convex sum of Bose and Fermi
statistics
1 + q
2
[ak, a
†
l ] +
1− q
2
[ak, a
†
l ]+ = δkl, (1)
convexity requires 0 ≤ q ≤ 1. When q = +1 (q = −1),
this becomes Bose (Fermi) statistics. The quon statistics
interpolates smoothly between Bose and Fermi statistics
when q transfers from +1 to −1. Especially when q = 0
each statistics has equal weight and all representations
of the symmetric group can occur. We call it infinite
statistics, in which the basic algebra is
aka
†
l = δkl. (2)
We can get a Fock-state representation by defining a
unique vacuum state annihilated by all the annihilators
ak|0〉 = 0. (3)
The m-particle state is constructed as
|φm〉 = (a†k1)m1(a
†
k2
)m2 ...(a†kj )
mj |0〉 (4)
with m1+m2+ ...+mj = m, where we have a
†
ki
6= a†ki+1 .
Such states have positive norms and the normalization
factor equals one. Since there is no commutation rela-
tion between two annihilation or creation operators, the
states created by any permutations of creation operators
2are orthogonal. That’s why it is also called quantum
Boltzmann statistics.
One can define a set of number operators nˆi such that
[nˆi, aj ] = −δijaj . (5)
Then the total number operator is N =
∑
i
nˆi, and the
energy operator is given by E =
∑
i
ǫinˆi, where ǫi is the
single particle energy. The explicit form of nˆi is
nˆi = a
†
iai +
∑
k
a†ka
†
iaiak +
∑
k1,k2
a†k1a
†
k2
a†iaiak2ak1 + · · ·
+
∑
k1,k2,...,ks
a†k1a
†
k2
· · · a†ksa
†
iaiaks · · · ak2ak1 + · · · ,
(6)
which is obviously a non-local operator. One can directly
use relation (2) to check that this definition obeys Eq.
(5).
All the above discussion is under non-relativistic case.
It’s not difficult to extend these to the relativistic field
theory. We can construct infinite statistics field that
transform irreducibly under the Lorentz group in the
same way of conventional Bose (Fermi) fields construc-
tion. By using the general transformation rules of par-
ticle states and the Fourier transform, the annihilation
field ψ+l (x) and creation field ψ
−
l (x) with mass m in mo-
mentum space are
ψ
+(n)
l (x) =
∑
σn
(2π)−3/2
∫
d3p u
(n)
l (p, σ)e
ip·xa(n)p (σ),
(7)
ψ
−(n)
l (x) =
∑
σn
(2π)−3/2
∫
d3p v
(n)
l (p, σ)e
−ip·xa†(n)p (σ),
(8)
Here we have chosen relativistic four-vector notation
pµ = (p0,p) (p0 ≡
√
p2 +m2), σ labels spin z-
components (or helicity for massless particles), and the
superscript (n) labels particle species
a(n)p (σ)a
†(n′)
p′ (σ
′) = δ(nn′)δ(σσ′)δ3(p− p′). (9)
In a theory based on infinite statistics the local commu-
tativity ([ψ(x), ψ†(y)]∓ = 0 for x− y spacelike) does not
hold, so we can’t uniquely determine a linear combina-
tion field ψ(x) = κψ+(x) + λψ−c(x), so the basic field in
this theory should be ψ+(x) and ψ−(x).
For a relativistic field theory, the S-matrix should be
Lorentz invariant,
S = T {exp(−i
∫ ∞
−∞
dtV (t))}
= 1 +
∞∑
N=1
(−i)N
N !
∫
d4x1 · · · d4xNT {H (x1) · · ·H (xN )},
(10)
In which V (t) =
∫
d3xH (x) is the interaction term
H = H0+V and T { } denotes the time-ordered product.
It’s not difficult to construct scalar interaction density
H (x) out of creation and annihilation operators (7) and
(8). The problem arises from the time-ordering of the
operator product. A direct way is to require H (x) all
commute at spacelike separations
[H (x),H (x′)] = 0 for (x− x′)2 ≥ 0. (11)
However this condition is to strong for infinite statistics
fields. In our previous work [18] we proved that the rela-
tion (9) leads to a weaker locality condition
∫
d3y x [H (x, 0),H (y, 0)] = 0. (12)
Since the weakest sufficient condition for Lorentz in-
variance of the S-matrix is given in [19] that 0 =∫
d3x
∫
d3y x [H (x, 0),H (y, 0)], we conclude that the
interaction field theory based on infinite statistics is
Lorentz invariant. It’s worth noticing that this invari-
ance is only valid for whole structure of S-matrix, and
the perturbative terms in Dyson series (10) (from sec-
ond order to higher) do not hold such invariance. This
is not strange to us, because infinite statistics theory is
non-local, and we can not limit the number of interaction
points, so each order of S-matrix can not solely describe
a real physical process. However, we can analyze the
perturbative graphs as an analogy tool, as we will see in
Sec.V.
Another problem for relativistic theory of infinite
statistics fields comes from the condition that the en-
ergy of widely spacelike separated subsystems should be
additive
[H (x), ψ(x′)]→ 0, as x− x′ →∞ spacelike. (13)
We figured out this problem by introducing a general op-
erator definition O → A(O) (this new definition also sat-
isfies the weak locality condition (12)) in infinite statistics
theory
A(O) ≡
∞∑
m=0
∑
n1,...,nm,
∑
σ1,··· ,σm
∫
d3k1 · · · d3km
a
†(n1)
k1
(σ1) · · · a†(nm)km (σm)O a
(nm)
km
(σm) · · · a(n1)k1 (σ1)
(14)
and requiring that H in interaction density A(H (x))
should have at least one annihilation infinite statistics
field and one creation infinite statistics field. Then we
can get
[A(H (x)), ψ(x′)]→ 0, as x− x′ →∞ spacelike. (15)
We also showed this condition imposes conservation of
statistics rules, i.e. there must be infinite statistics par-
ticles both in the initial and final states when an inter-
action involves infinite statistics particles.
3III. CLUSTER DECOMPOSITION
Cluster decomposition is one of the fundamental prin-
ciples of physics, which indicates that widely spacelike
separated experiments have unrelated results. This is the
foundation that we can make predictions about experi-
ments. Greenberg [2, 3] has showed that an arbitrary
vacuum matrix element of a product of infinite statis-
tics fields is a sum of products of two-point functions,
which means cluster decomposition principle holds for
free propagating fields.
In general scattering theory, this principle states that
for distant processes α1 → β1, α2 → β2, · · · , αn → βn,
the overall S-matrix element can be factorized
Sβ1β2···βn,α1α2···αn → Sβ1α1Sβ2α2 · · ·Sβnαn , (16)
or more generally
Sβα =
∑
PART
(±)SCβ1α1SCβ2α2 · · · . (17)
The sum is over all clusters α1, α2, · · · (likewise β1, β2,
· · · )in the state α (likewise β). The term SCβα with super-
script C is the connected part of the S-matrix. In con-
ventional theory the minus sign denotes permutations of
odd fermions, however as we will see in the next section,
due to CPT symmetry, such sign also involves in infinite
statistics spinor interactions.
In order to prove clustering, we can take two steps.
First, factorize the particles in the state α, β into dif-
ferent products. Then prove that every term includ-
ing spatially distant processes vanishes. It’s not dif-
ficult to realize these in infinite statistics field theory.
As we showed in [18], due to the non-local operator
form A(H ), the fields in H can always be trans-
ported by the creation or annihilation operators a, a†
in
∫
d3pi · · · a†pi · · ·H (x) · · · api · · · (the creation fields
move to the left, and the annihilation fields move to the
right). On the other hand, the conservation of statistics
rules require that each H has at least one creation and
annihilation fields. So one H (x) in interaction Hamil-
tonian density A(H (x)) at coordinate x can always in-
teract with another H (x′) at coordinate x′. This is our
first step. We have also showed that in infinite statistics
ψ+(n)(x)ψ−(m)(x′) ∼ δ(nm)∆+(x−x′)→ 0 as x−x′ →
∞ spacelike. Since the connection of two H s comes from
the contraction between creation and annihilation fields,
we can see that the correlations among very distant ex-
periments vanish. So the cluster decomposition principle
is also valid in our new theory.
IV. CPT SYMMETRY
As we have seen in Sec. II, the construction of free
infinite statistics fields is in the same way as we do in
conventional field theory. The only difference is the basic
fields here are just creation and annihilation fields. So
the CPT transformations of infinite statistics fields are
similar to boson (fermion) fields. For a scalar, vector, or
spinor field the transformation rule is [19]
[CPT]φ±(x)[CPT]−1 = φ±c(−x), (18)
[CPT]φ±µ(x)[CPT]−1 = −φ±µc(−x), (19)
[CPT]ψ±(x)[CPT]−1 = −γ5ψ∓c∗(−x), (20)
in which γ5 ≡ −iγ0γ1γ2γ3 =
[
1 0
0 −1
]
, γ0 =
−i
[
0 1
1 0
]
,γ = −i
[
0 σ
−σ 0
]
, the components of σ are the
usual Pauli matrices. Since a scalar interaction density
A(H (x)) must be formed from tensors with an even total
number of spacetime indices, the minus sign in Eq. (19)
has no effect on CPT symmetry of A(H (x)). For scalar
and vector fields if every term in H has a corresponding
antiparticle part (e.g. if there is one term φ−φ+cφ+, then
there must also exists another term φ−cφ+φ+c), we have
[CPT]A(H (x))[CPT]−1 = A(H (−x)). (21)
From Eq. (10) we can see that CPT commutes with
the S-matrix, i.e. the CPT theorem holds for scalar and
vector fields if we take a natural limit (the particle and
antiparticle terms appear symmetrically) on H (x) in in-
teraction density A(H (x)).
The case is a bit more complicated for spinor fields.
In order to construct scalar interaction densities out of
spinor fields, we have to use the bilinear combination
ψ¯1(x)Mψ2(x), in which ψ¯
± ≡ ψ±†β, β ≡ iγ0, the sub-
scripts 1, 2 include indices such as annihilation/creation
index ± and particle/antiparticle index c. When the ma-
trixM takes 1, γµ, J µν ≡ − 14 [γµ, γν], γ5γµ, or γ5, such
bilinear transfers as a scalar, vector, tensor, axial vector,
and pseudoscalar respectively. By applying Eq. (21) we
can get
[CPT] [ψ¯1(x)Mψ2(x)][CPT]
−1
=ψ
(−)(c)T
1 (−x)γ5βM∗γ5ψ(−)(c)∗2 (−x)
=− ψ(−)(c)T1 (−x)β(γ5M∗γ5)ψ(−)(c)∗2 (−x),
(22)
in which the superscript (−) denotes the interchange be-
tween creation field and annihilation field, the superscript
(c) denotes the interchange between particle and antipar-
ticle. The complex conjugate of M in the right hand
side of Eq. (22) comes from the antiunitary of CPT. It’s
worth noticing that γ5Mγ5 = (−1)nM , where n is the
tensor rank of ψ¯1(x)Mψ2(x), since the interaction den-
sity should be scalar, the sign (−1)n does not affect CPT
symmetry. Especially, whenM takes unit matrix 1 or γ5,
we have M∗ = M , then by using Eq. (22) and consid-
ering the hermiticity of interaction density, the general
4form of H to keep CPT invariance is
C1(ψ
+†βMψ+ − ψ−cTβMψ−c∗)
+C2(ψ
+†βMψ−c − ψ−cTβMψ+∗)
+C3(ψ
−c†βMψ+ − ψ+TβMψ−c∗)
+C4(ψ
+†βMψ+∗ − ψ−cTβMψ−c)
+C5(ψ
+TβMψ+ − ψ−c∗TβMψ−c∗),
(23)
in which C1, · · · , C5 are coefficients, the minus sign ap-
pears in such interactions, just like conventional fermion
field theories.
When M takes γµ, J µν or γ5γµ, we have M∗ 6= M
and ψ¯1(x)M
∗ψ2(x) does not satisfy the Lorentz transfor-
mation rules. So the Lorentz invariance indicates CPT
violation in such kinds of interactions. This is different
with conventional Dirac fields, in which the anticommu-
tation of fermionic operators gives
ψT1 (−x)γ5βM∗γ5ψ∗2(−x) = [ψ¯1(−x)γ5Mγ5ψ2(−x)]†,
(24)
then the hermiticity ensures CPT invariance. However
Eq. (24) does not hold for infinite statistics fields without
commutation relation. Noting that term ψ¯1(x)γ
µψ2(x)
is necessary in vector-spinor couplings, we conclude the
“electromagnetic” interactions for infinite statistics field
theory have violated CPT symmetry.
V. RENORMALIZATION
In quantum field theory, the normalizability is usually
related to the superficial degree of divergenceD, which is
the actual degree of divergence of the integration over the
region of momentum space in which the momenta of all
internal lines go to infinity together. By considering the
structure of Feynman diagrams (or dimensional analysis)
[19], we can get
D = 4−
∑
f
Ef (sf + 1)−
∑
i
Ni∆i, (25)
where Ef denotes the number of external lines of field
type f , sf denotes the spin of field type f , Ni denotes
the number of vertices of interaction type i. ∆i is a
parameter characterizing interactions of type i (i.e. the
dimensionality of coupling coefficient), ∆i ≡ 4 − di −∑
f
nif (sf +1), in which di denotes the number of deriva-
tives in each interaction of type i, nif denotes the number
of fields of type f in interactions of type i.
Since the term 4 −∑
f
Ef (sf + 1) is fixed for a spe-
cific physical process, the divergence is mainly depended
on ∆i. If ∆i ≥ 0, then D has a upper bound D ≤
4 −∑
f
Ef (sf + 1). In this case only a finite number of
divergences can exists, we can removed such divergences
by a renormalization of fields, so we call such theories
renormalizable. If ∆i < 0, the superficial degree of di-
vergence will become larger when more vertices involves,
we need an infinite number of couplings to absorb such
divergence. Such theories are called non-renormalizable.
As we have shown in [18], the external line term in infi-
nite statistics theory has the same form as in conventional
theory, while the internal line term has a non-covariant
form [20]
∆F (q) ≡ (2π)−4 −P
(L)
lm (q)
2
√
q2 +m2(q0 −
√
q2 +m2 + iǫ)
= (2π)−4(
1
2
+
q0
2
√
q2 +m2
)
P
(L)
lm (q)
q2 +m2 − iǫ .
(26)
Noting that the propagator has the same dimensionality
as conventional theory, especially it has the same behav-
ior near its pole as for a boson/fermion field, so we can
use the traditional dimensional analysis method to cal-
culate D and ∆i for infinite statistics field theory.
We can deal with the finite number of divergences
by non-perturbative methods (see Appendix for details).
For example, consider a vector particle self-energy pro-
cess, with two vector external lines and without any
spinor external lines. It has D = 2, the divergent part
is a second-order polynomial in q. The complete propa-
gator is given by a sum of one-particle-irreducible (OPI)
subgraphs,
∆′µν(q) = ∆µν(q) + ∆µρ(q)Π
ρσ(q)∆σν (q)
+ ∆µρ(q)Π
ρσ(q)∆σα(q)Π
αβ(q)∆βν(q) + · · ·
= [∆(q)−1 − Π(q)]−1µν ,
(27)
in which ∆µν(q) = (
1
2 +
q0
2
√
q2
)
(P
(L)
lm
(q))µν
q2−iǫ is the bare
vector field propagator, Πµν(q) is the OPI contribution.
As we have proved, ∆′µν(q) is Lorentz covariant, while
∆µν(q) and Π
µν(q) is non-covariant. However, we can
do a transformation
∆∗µν(q) ≡
(P
(L)
lm (q))µν
q2 − iǫ , (28)
Π∗µν(q) ≡ Πµν(q) + ∆∗µν(q)−1 −∆µν(q)−1
= Πµν(q)− (
√
q2 − q0)2[(P (L)lm (q))µν ]−1,
(29)
then
∆′µν(q) = [∆(q)
−1 −Π(q)]−1µν = [∆∗(q)−1 −Π∗(q)]−1µν .
(30)
Now both ∆∗µν(q) and Π
∗µν(q) are Lorentz covariant, and
we can use this property and qµΠ
∗µν = 0 to write the
form of Π(q)
Πµν(q) =(ηµνq2 − qµqν)(π(q2))
− (
√
q2 − q0)2[(P (L)lm (q))−1]µν ,
(31)
5The non-covariant term is finite and become zero on
the mass-shell. Since the introducing of OPI should
not change the structure of the pole at q2 = 0, so
π(0) = 0. Now we can renormalize the vector field
Aµ → Z−1/2Aµ, then π(q2) = 1 − Z + πLOOP(q2) and
we can get Z = 1 + πLOOP(0).
We see that the divergence in such vector-spinor inter-
action graph is absorbed by coupling constant Z. One
can easily check that the self-energy process in scalar
electrodynamics (in which CPT theorem holds) can also
be renormalized in a similar way.
VI. CONCLUSIONS
Quantum field theory based on infinite statistics is a
valid relativistic theory. In this paper, we analyze the
self-consistency of such theory. Although this is a non-
local theory, it obeys cluster decomposition principle. If
we take a limit that the particle and antiparticle terms
appear symmetrically in the interaction density, the CPT
theorem also holds when we realize infinite statistics the-
ory by scalar fields, vector fields or scalar (pseudoscalar)
spinor-pairs ψ¯1ψ2 (ψ¯1γ5ψ2). However, Lorentz invariance
indicates CPT violation in interactions involving vector
(axial vector, tensor) spinor-pairs ψ¯1γ
µψ2 (ψ¯1γ5γ
µψ2,
ψ¯1J
µνψ2), which means that the “electromagnetic” in-
teractions have violated CPT symmetry. We also showed
that this theory is renormalizable through dimension
analysis and non-perturbative methods.
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Appendix: Non-Perturbative Methods
In this Appendix, we give a non-perturbative method
which will be useful in deriving results valid to whole
S-matrix (beyond perturbation theory). The analysis is
analog to Chap. 10 in [19], however one should keep in
mind the difference between infinite statistics theory and
conventional field theory.
Consider a momentum-space amplitude
G(q1 · · · qn) ≡
∫
d4x1 · · · d4xne−iq1·x1 · · · e−iqn·xn
〈T {A1(x1) · · ·An(xn)}〉0,
(A.1)
where As are Heisenberg-picture operators and 〈· · · 〉0 de-
notes the expectation value in the true vacuum. By us-
ing Fourier representation of the step function θ(τ) =
− 12πi
∫∞
∞
dω exp−iωτ
ω+iǫ and spacetime translational invari-
ance, we can show that near the pole (see Chap. 10 in
[19] for details)
G→−2i
√
q2 +m2
q2 +m2 − iǫ (2π)
7δ4(q1 + · · ·+ qn)
∑
σ
M0|q,σ(q2 · · · qr)Mq,σ|0(qr+2 · · · qn) + OT,
(A.2)
where
q ≡ q1+· · ·+qr = −qr+1−· · ·−qn, 1 ≤ r ≤ n−1, (A.3)
∫
d4x1 · · · d4xre−iq1·x1 · · · e−iqr ·xr
× (Ψ0, T {A1(x1) · · ·Ar(xr)}Ψp,σ)
=(2π)4δ4(q1 + · · ·+ qr − p)M0|p,σ(q2 · · · qr),∫
d4xr+1 · · · d4xne−iqr+1·xr+1 · · · e−iqn·xn
× (Ψp,σ, T {Ar+1(xr+1) · · ·An(xn)}Ψ0)
=(2π)4δ4(qr+1 + · · ·+ qn − p)Mp,σ|0(qr+2 · · · qn).
(A.4)
‘OT’ denotes other terms that exhibit different poles.
This calculation is irrelative to the kind of particle statis-
tics, and the pole structure of G is quite like the pole in a
Feynman diagram with a single internal line. In conven-
tional theory, M0|p,σ(q2 · · · qr) is explained as r external
lines (with the factor (2π)−2/3ul stripped away). Since
A(x) need not be some elementary particle field, it may
be also a bound state, so the pole arises not from single
Feynman diagrams andG can be seen as a contribution of
infinite sums of diagram. While in infinite statistics the-
ory, the time-ordered product inM is usually not Lorentz
covariant, so we can not directly explain it as the exter-
nal line term. However we can further reduce Eq. (A.2)
to
G→ δ4(q1 + · · ·+ qn)
×
∑
σ1,··· ,σn−1
(Ψ0, A1(0)Ψq1,σ1)(Ψq1,σ1 , A2(0)Ψq1+q2,σ1) · · ·
× (Ψq1+···+qn−1,σn−1 , An(0)Ψ0)
× −2i
√
q1
2 +m21
q21 +m
2
1 − iǫ
· −2i
√
(q1 + q2)
2 +m22
(q1 + q2)2 +m22 − iǫ
· · ·
×
−2i
√
(q1 + · · ·+ qn−1)2 +m2n−1
(q1 + · · · qn−1)2 +m2n−1 − iǫ
+OT,
(A.5)
in which every matrix element contains only one opera-
tor and should be Lorentz covariant. So Eq. (A.5) can
be seen as a tree level non-perturbative diagram with n
external lines.
6First we see the n = 2 case. Eq. (A.5) becomes
∫
d4x1d
4x2e
−iq1·x1e−iq2·x2(Ψ0, T {Ol(x1)O†l′ (x2)}Ψ0)
q01=
√
q21+m
2
−−−−−−−−→ (2π)7−2i
√
q
2
1 +m
2
q21 +m
2 − iǫ
×
∑
σ
(Ψ0,Ol(0)Ψq1,σ)(Ψq1,σ,O†l′(0)Ψ0)δ4(q1 + q2)
=
−2i|N |2
√
q
2
1 +m
2
q21 +m
2 − iǫ
∑
σ
ul(q1, σ)u
∗
l′(q1, σ)(2π)
4δ4(q1 + q2),
(A.6)
in which O(x) is a Heisenberg-picture operator with the
same Lorentz transformation properties as some sort of
free field ψl, so we can write matrix element
(Ψ0,Ol(0)Ψq,σ) = (2π)−3/2Nul(q, σ). (A.7)
Eq. (A.6) is just the usual behavior of a propagator near
its pole except for the factor |N |2, and we can redefine a
normalized field to absorb this factor
(Ψ0, ψl(0)Ψq,σ) = (2π)
−3/2ul(q, σ). (A.8)
This normalized field is called a renormalized field. On
the other hand the mass m in the pole also need not
to correspond to a elementary field, so we call m the
renormalized mass, which is defined by the position of
the pole.
Here we take a theory of scalar field for example, the
free field is ΨB, with mass mB. By introducing a renor-
malized field Φ ≡ Z−1/2ΦB and mass m2 ≡ m2B + δm2,
we can rewrite the Lagrangian density as
L = L0 +L1,
L0 = −∂µΦ−∂µΦ+ −m2Φ−Φ+
L1 = −(Z − 1)[∂µΦ−∂µΦ+ +m2Φ−Φ+]
+ Zδm2Φ−Φ+ − V (Φ).
(A.9)
Now we can use OPI to calculate the full propagator
∆′(q) =[−2
√
q2 +m2(q0 −
√
q2 +m2 + iǫ)]−1
+ [−2
√
q2 +m2(q0 −
√
q2 +m2 + iǫ)]−1Π(q)
× [−2
√
q2 +m2(q0 −
√
q2 +m2 + iǫ)]−1 + · · ·
=[−2
√
q2 +m2(q0 −
√
q2 +m2 + iǫ)−Π(q)]−1.
(A.10)
In calculating OPI graph Π, we encounter a vertices con-
tribution arising from L1, plus a loop term ΠLOOP
Π(q) = −(Z − 1)(q2+m2)+Zδm2+ΠLOOP(q). (A.11)
We can rewrite Eq. (A10) by Lorentz covariant terms
∆∗(q) = (q2 +m2 − iǫ) and Π∗(q2)
∆′(q) = [q2 +m2 −Π∗(q2)− iǫ]−1, (A.12)
where
Π∗(q2) =− (Z − 1)(q2 +m2) + Zδm2 +ΠLOOP(q)
− (
√
q2 +m2 − q0)2.
(A.13)
The non-covariant term −(
√
q2 +m2− q0)2 do not con-
tribute near the pole. In order to make the pole of the
propagator be at q2 = −m2 and has a unit residue, we
must have
Π∗(−m2) = 0,
[
d
dq2
Π∗(q2)]q2=−m2 = 0,
(A.14)
which leads to
Zδm2 = −[ΠLOOP(q)]q0=√q2+m2 ,
Z = 1 + [
d
dq0
ΠLOOP(q)]q0=
√
q2+m2
.
(A.15)
Similar analyses can also be applied to particles of arbi-
trary spin.
Then we see the n = 3 case, one typical example is
vertex correction. We can define the vertex function Γµ
of the charged particle by∫
d4xd4yd4ze−ip·xe−ik·ye+il·z(Ψ0, T {Jµ(x)Ψ+n (y)Ψ¯+m(z)}Ψ0)
→ −i(2π)4qS′nn′(k)Γµn′m′(k, l)S′m′m(l)δ4(p+ k − l),
(A.16)
in which q is charge and S′ is the complete spinor prop-
agator
− i(2π)4S′nm(k)δ4(k − l)
←
∫
d4yd4z(Ψ0, T {Ψ+n (y)Ψ¯+m(z)}Ψ0)e−ik·ye+il·z.
(A.17)
We can see that Γµ is the sum of vertex graphs with one
incoming spinor line, one outgoing spinor line and one
vector line (with the external line coefficients stripped
away), in the limit of no interactions this becomes γµ.
In conventional field theory, we can give a relation be-
tween Γµ and S′ through Ward identity. Here we will
show that a similar relation also exists in infinite statis-
tics theory. First we have
∂
∂xµ
T {Jµ(x)Ψ+n (y)Ψ¯+m(z)} = T {∂µJµ(x)Ψ+n (y)Ψ¯+m(z)}
+ δ(x0 − y0)T {[J0(x),Ψ+n (y)]Ψ¯+m(z)}
+ δ(x0 − z0)T {Ψ+n (y)[J0(x), Ψ¯+m(z)]},
(A.18)
where the delta functions arise from time-derivatives of
step functions. The first term of the right hand side
vanishes by the conservation condition ∂µJ
µ = 0. From
Eqs. (A.16) and (A.17) we can see that the real part in
Jµ that gives contributions is −iqΨ¯+ΓµΨ+, so[
J0(x, t),Ψ+n (y, t)
]
=− qΨ+†(x, t)Ψ+(x, t)Ψ+n (y, t)
+ qΨ+n (y, t)Ψ
+†(x, t)Ψ+(x, t),
(A.19)
7The first term will be annihilated by the vacuum state
when substituted into Eqs. (A.18) and (A.16), while the
second term becomes −qΨn(y, t)δ3(x − y) on the mass
shell, so we can get
[
J0(x, t),Ψ+n (y, t)
]→ −qΨ+n (y, t)δ3(x− y),[
J0(x, t), Ψ¯+n (y, t)
]→ qΨ¯+n (y, t)δ3(x− y). (A.20)
Substituting this into Eq. (A.18) gives
∂
∂xµ
T {Jµ(x)Ψ+n (y)Ψ¯+m(z)} → −qδ4(x− y)T {Ψ+n (y)Ψ¯+m(z)}
+ qδ4(x− z)T {Ψ+n (y)Ψ¯+m(z)}.
(A.21)
From Fourier transform (A.16) we have Ward identity
(l − k)µΓµ(k, l) = iS′−1(k)− iS′−1(l). (A.22)
In the l→ k limit, this gives
Γµ(k, k) = −i ∂
∂kµ
S′
−1
(k). (A.23)
As we discussed above, S′ can be written as a Lorentz
covariant form
S′
−1
= i∂k/+m− Σ∗(k/), (A.24)
in which k/ = kµγµ, then Eq. (A.23) becomes
Γµ(k, k) = γµ + i
∂
∂kµ
Σ∗(k/). (A.25)
The condition that the pole of S′ has a unit residue re-
quires Σ
∗(k/)
∂k/ |k/=im = 0, so on the mass shell we have
u¯′kΓ
µ(k, k)uk = u¯
′
kγ
µuk, (A.26)
in which [iγµk
µ +m]uk = [iγµk
µ +m]u′k = 0.
For the vector particle self-energy graph, there is a bit
different. In conventional field theory, we can introduce
Mµν(q) =
∫
d4xd4ye−iq·xe−iq
′·y(Ψ0, T {Jµ(x)Jν(y)}Ψ0)
(A.27)
to construct the complete propagator ∆′
∆′µν(q) = ∆µν +∆µρ(q)M
ρσ(q)∆σν
= ∆µν +∆µρ(q)Π
ρσ(q)∆′σν .
(A.28)
From current conservation and local commutativity, we
can get qµMµν(q) = 0, then from the specific form of
∆µν , we have q
µ∆′µν(q) = q
µ∆µν(q), which leads to
qρΠ
ρσ(q) = 0. While in infinite statistics theory, we
can not solve the problem in the same way because of
the lake of locality. However, since the Lorentz covariant
part in each order of Feynman graph has the same form
as that in conventional theory and vanishes when con-
tracting with q, we guess that for infinite statistics OPI,
the covariant part Π∗(q) satisfies qρΠ
∗ρσ(q) = 0, then we
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