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1. INTRODUCTION
In this paper, we study the existence and uniqueness of solutions to the
abstract functional differential equation
u˙t = glutAtut + Ft ut t ∈ 0 T 
u0 = u0	
(1.1)
Here l is a continuous linear functional on a separable Hilbert space, and
A is a time-dependent linear operator. The nonlinear functions g and F
are assumed to satisfy some Lipschitz continuity conditions (see Section 2
for the precise assumptions).
In order to motivate the main results for Problem (1.1), we recall some
recent results for two related problems. On the one hand, Chipot and Lovat
in [2] studied the diffusion problem
ut = glut ·
u+ ht t ∈ 0 T  x ∈ 
ut x = 0 t ∈ 0 T  x ∈ ∂
u0 = u0x x ∈ 	
(1.2)
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Here,  is a smooth bounded domain in n with boundary ∂, and l is a
continuous linear functional on L2. The function g satisﬁes similar con-
ditions as stated in Section 2 of this paper. The authors of [2] proved the
existence and uniqueness of solutions to (1.2) using a Galerkin approxima-
tion argument. In particular, they established the weak convergence of the
Galerkin approximation and showed that the limit is a solution. They also
established some asymptotic results for special cases of g. On the other
hand, Ackleh and Ke [1] studied the following autonomous abstract equa-
tion on a Banach space B:
u˙t = 1
autAut + Fut t ∈ 0 T 
u0 = u0	
(1.3)
Here the linear time-independent operator A generates a strongly contin-
uous semigroup of linear operators on B. The functional a B → 
0∞ is
locally Lipschitz continuous satisfying aξ > 0, for ξ = 0 and a0 ≥ 0. The
time-independent function F is locally Lipschitz continuous. The authors in
[1] transformed (1.3) into a nonlocal semilinear problem and used the semi-
group of linear operators theory (e.g. see [4, 5]) to show the local (in time)
existence and uniqueness of solutions to the transformed problem. Then
they argued the local existence and uniqueness of solutions to (1.3).
The goal of this paper is to extend such existence–uniqueness results to
the nonautonomous problem (1.1). Our approach is in the spirit of [2],
which is based on a Galerkin approximation method. Unlike the prob-
lem (1.2) studied in [2], for the problem (1.1) weak convergence of the
Galerkin approximation is not enough to pass to the limit in the nonlin-
ear function F . To achieve this we will prove that our sequence of Galerkin
approximation converges strongly. We remark that in [3, p. 520] such a
result was established for the linear case of (1.1) where glut = 1 and
Ft ut = Ft.
2. EXISTENCE–UNIQUENESS
Let H be a separable Hilbert space with inner product · · and corre-
sponding norm ·H . Let V be a separable Hilbert space which is densely
and continuously imbedded in H, with norm ·V and imbedding constant
k; that is, for each φ ∈ V , we have φH ≤ kφV . We use these spaces to
form a Gelfand triple structure V ↪→ H = H∗ ↪→ V ∗. We assume that l is
a continuous linear functional of H. The operator At is deﬁned (under
the assumptions below) in terms of a time-dependent sesquilinear form
σ  
0 T  × V × V → ; that is, for each t ∈ 
0 T , At ∈ V V ∗ and
−AtφψV ∗ V = σtφψ. Assume that the sesquilinear form σ and
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the nonlinear functions F and g satisfy the following conditions:
(A1) The function σ·φψ is measurable on 
0 T , for ﬁxed
φψ ∈ V .
(A2) There exists a positive constant k0 such that σtφψ ≤
k0φV ψV ∀φψ ∈ V uniformly in t on 
0 T .
(A3) There exists a positive constant c0 such that σtφφ ≥
c0φ2V , ∀φ ∈ V uniformly in t on 
0 T .
(A4) The function F  
0 T  ×H → H is continuous. Moreover, F
is locally Lipschitz continuous in H uniformly in t on 
0 T . Furthermore,
for any t ∈ 
0 T  we have Ft yH ≤ a1yH + a2, for some a1 a2 > 0.
(A5) The function g  →  is Lipschitz continuous. Furthermore,
there exist positive numbers m and M such that m ≤ gξ ≤ M , for all
ξ ∈ .
As in the linear case (see, e.g., [3, 6]), we seek solutions of (1.1) in the
Hilbert space
W 0 T  = u  u ∈ L20 T V  u˙ ∈ L20 T V ∗
whose norm is given by
u2W =
∫ T
0
ut2V + u˙t2V ∗ dt	
Recall that W 0 T  is continuously imbedded in the space C
0 T H.
To this end, we denote by ′0 T  the space of distributions on 0 T  and
we deﬁne a weak solution of the problem (1.1).
Deﬁnition 2.1. We say that a function u ∈ W 0 T  is a weak solution
of (1.1) if it satisﬁes
u˙· φV ∗ V + glu·σ·u· φ
= F· u· φ in the sense of ′0 T  for all φ ∈ V (2.1)
u0 = u0	
Next we will prove the existence and uniqueness of weak solutions
to (1.1).
Theorem 2.2. Suppose that the hypotheses (A1)–(A5) hold. Then the
problem (1.1) has a unique weak solution.
Proof. We consider the following Galerkin approximation: Let
ψk∞k=1 ⊂ V be a total linearly independent system in V , for exam-
ple, an orthonormal basis. We deﬁne an approximating solution to the
problem (1.1) by
unt =
n∑
k=1
ηkntψk
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where the coefﬁcients ηkntnk=1 are chosen so that unt is the unique
solution of the n-dimensional system
u˙nt ψjV ∗ V + gluntσtunt ψj
= Ft unt ψj j = 1 	 	 	  n (2.2)
satisfying the initial condition
ηkn0 = ηk 0n 	
The set ηk 0n  is chosen such that
un 0 =
n∑
k=1
ηk 0n ψ
k → u0 in H as n→ ∞	 (2.3)
Multiplying the equation (2.2) by ηjnt and summing over j = 1 	 	 	  n, we
obtain
u˙nt untV ∗ V + gluntσtunt unt
= Ft unt unt	 (2.4)
Integrating from 0 to t and using (A3) we get∫ t
0
1
2
d
ds
uns2H ds + c0m
∫ t
0
uns2V ds ≤
∫ t
0
Fs unsHunsH ds	
Using the inequality 2ab ≤ a2 + b2 together with (A4) we get
unt2H + 2mc0
∫ t
0
uns2V ds
≤
∫ t
0
a1unsH + a22 ds +
∫ t
0
uns2H ds + un 02H	
In view of (2.3), we see that
unt2H + 2mc0
∫ t
0
uns2V ds
≤
∫ t
0
2a21uns2H + 2a22ds +
∫ t
0
uns2H ds + un 02H
≤
∫ t
0
2a21 + 1uns2H ds + C1
for some positive constant C1. Ignoring the second term on the left-hand
side and using Gronwall’s lemma we see that there exists a positive constant
C2 such that unt2H ≤ C2, for t ∈ 
0 T . From this it follows that for any
t ∈ 
0 T ,
unt2H + 2mc0
∫ t
0
uns2V ds ≤ C3	
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Hence, we can claim that there exists a subsequence (denoted again by un)
and a limit function u such that un → u weakly in L20 T V  and weakly∗
in L∞0 T H. From this one can verify that u˙ ∈ L20 T V ∗. Hence,
u ∈ W 0 T . Furthermore, we have lun → lu in L20 T . Using (A4)
we see that for any t ∈ 
0 T , Ft untH ≤ a1untH + a2. Hence, it
easily follows that F· un → f weakly in L20 T H. Now by a standard
argument (see, e.g., [3, p. 517]) we can show that the limit satisﬁes the
equation
u˙· φV ∗ V + glu·σ·u· φ
= f · φ in the sense of ′0 T  for all φ ∈ V (2.5)
u0 = u0	
To show that the limit u is a weak solution to (1.1) we need to prove that
f t = Ft ut a.e. t ∈ 
0 T . To achieve this we prove that the above
weak convergence is in fact a strong one. To this end, subtract (2.5) (with
φ replaced by u) from (2.4) and integrate from 0 to t to get
1
2
unt2H −
1
2
ut2H −
1
2
un 02H +
1
2
u02H
+
∫ t
0
glunsσsuns unsds −
∫ t
0
glusσsus usds
=
∫ t
0
Fs uns unsds −
∫ t
0
f s usds	
By adding and subtracting a few terms we obtain
1
2
unt − ut unt − ut + unt ut − ut2H −
1
2
un 02H
+ 1
2
u02H +
∫ t
0
glunsσsuns − us uns − usds
+ 2
∫ t
0
glunsσsuns usds
−
∫ t
0
glunsσsus usds −
∫ t
0
glusσsus usds
=
∫ t
0
Fs uns − Fs us uns − usds
+
∫ t
0
Fs uns usds +
∫ t
0
Fs us unsds
−
∫ t
0
Fs us usds −
∫ t
0
f s usds	
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Using the local Lipschitz property of F (recall that for any t ∈ 
0 T ,
unt2H ≤ C2) and simplifying, we get that there exists a positive con-
stant C4 such that
1
2
unt − ut2H +mc0
∫ t
0
uns − us2V ds
≤ C4
∫ t
0
uns − us2H ds +Xnt (2.6)
where
Xnt = −unt ut + ut2H − 2
∫ t
0
glunsσsuns usds
+
∫ t
0
glunsσsus usds
+
∫ t
0
glusσsus usds
+
∫ t
0
Fs uns usds +
∫ t
0
Fs us unsds
−
∫ t
0
Fs us usds −
∫ t
0
f s usds
+ 1
2
un 02H −
1
2
u02H	
Using (2.3) and the weak convergence established above we can verify that
Xnt → 0 as n → ∞, for t ∈ 
0 T . Hence, ignoring the second term
in (2.6) we can show using Gronwall’s lemma that for every t ∈ 
0 T ,
unt − utH → 0 as n→ ∞. From this it follows that for any t ∈ 
0 T ,
1
2
unt − ut2H +mc0
∫ t
0
uns − us2V ds → 0 as n→ ∞	
This proves that for all t ∈ 
0 T , unt → ut strongly in H. Furthermore,
un → u strongly in L20 T V . Using (A4) we can show that F· un →
F· u strongly in L20 T H. Hence, f t = Ft ut a.e. t ∈ 
0 T  and
u is a weak solution of (1.1). As for uniqueness, assume that Eq. (1.1) has
two weak solutions u and v. Subtract the equation (2.1) for u from that
for v, let φ = ut − vt, and use techniques similar to those above to
obtain for each t ∈ 
0 T ,
1
2
ut − vt2H +mc0
∫ t
0
us − vs2V ds
≤
∫ t
0
k0glus − glvsvsV us − vsV ds
+ C5
∫ t
0
us − vs2H ds
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for some positive constant C5. Simplifying and applying Young’s inequality
we obtain
1
2
ut − vt2H +mc0
∫ t
0
us − vs2V ds
≤ C6
∫ t
0
us − vsHvsV us − vsV ds
+ C5
∫ t
0
us − vs2H ds
≤
∫ t
0
( C62
2c0m
vs2V + C5
)
us − vs2H ds
+ c0m
2
∫ t
0
us − vs2V ds	
From this we have
1
2
ut − vt2H +
mc0
2
∫ t
0
us − vs2V ds
≤
∫ t
0
µsus − vs2H ds
where µ ∈ L10 T . Once again, ignoring the second term and applying
Gronwall’s lemma, we have ut − vtH = 0 for every t ∈ 
0 T . Hence,
uniqueness is established.
Remark 2.3. In our argument above we proved that, for all t ∈ 
0 T ,
unt → ut strongly in H and also that un → u strongly in L20 T V ,
along a subsequence. However, due to the uniqueness of the weak solu-
tion u we can conclude that the entire sequence un converges strongly as
well. This result is important, particularly when the Galerkin approximation
method developed here is used to compute solutions of (1.1).
Next we establish a local existence result. To this end, we relax the
assumptions on F and g.
(A4) The function F  
0 T  ×H → H is continuous. Moreover, F is
locally Lipschitz continuous in H uniformly in t on 
0 T .
(A5) The function g 
αβ → 0∞ is Lipschitz continuous.
Theorem 2.4. Let u0 be such that lu0 ∈ αβ. Suppose that the
hypotheses (A1)–(A3) and A4–A5 hold. Then there exists a 0 < T ∗ ≤ T
such that the problem (1.1) has a unique weak solution on 
0 T ∗ (i.e., a
function u which satisﬁes Deﬁnition 2.1 with T replaced with T ∗).
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Proof. Let P be the Hilbert space radial retraction onto the ball (in H)
of radius 1 centered at u0. Deﬁne, for each t ∈ 
0 T , Ft ξ = Ft Pξ.
Note that from A4 we can show that F satisﬁes the global Lipschitz con-
dition
Ft v − Ft zH ≤ LB1+u0 Pv − PzH ≤ Lv − zH
for all v z ∈ H	
Here, LB1+u0  is the local Lipschitz constant of the function F on the ball
(in H) of radius 1 + u0 centered at 0. Deﬁne the Lipschitz continuous
extension g¯ of g as
g¯ξ =


gα ξ < α
gξ α ≤ ξ ≤ β
gβ ξ > β.
Now, consider the following abstract evolution equation:
u˙t = g¯lutAtut + Ft ut t ∈ 0 T 
u0 = u0	
(2.7)
We can verify that F and g¯ satisfy (A4) and (A5), respectively. Then by
Theorem 2.2 the problem (2.7) has a unique solution u on 
0 T . Since u ∈
C
0 T H then lu ∈ C
0 T . This implies that there exists a T ∗1 such
that lut remains in αβ (since lu0 ∈ αβ). Similarly, there exists
a T ∗2 such that ut − u0H ≤ 1 for all t ∈ 
0 T ∗2 . Let T ∗ = minT ∗1  T ∗2 .
Then for all t ∈ 
0 T ∗, Ft ut = Ft ut and g¯lut = glut.
This implies that u is a solution to the problem (1.1) on 
0 T ∗. Uniqueness
follows using an argument similar to that above.
3. AN EXAMPLE
We consider the following nonlinear nonlocal reaction-diffusion equation
which arises in population dynamics:
ut = glut ·
u+ Ft u t ∈ 0 T  x ∈ 
ut x = 0 t ∈ 0 T  x ∈ ∂
u0 = u0x x ∈ 	
(3.1)
Here,  is a bounded domain in n with smooth boundary ∂. Let H =
L2 and V = H10. Set lut · =
∫
 wxut xdx, for some w ∈
L2. To the diffusion operator 
 we can associate the sesquilinear form
σtφψ =
∫

∇φ · ∇ψdx
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for all φψ ∈ V . One can easily verify that (A1)–(A3) are satisﬁed. Sup-
pose that F and g satisfy (A4) and (A5), respectively. Then (3.1) has a
unique solution u on 
0 T . The following are examples of such func-
tions: Ft u = γtu2/1+ u2, with γ ∈ C
0 T , and gξ = δ1 + ξ2/
δ2 + ξ2, with δ1 δ2 > 0.
On the other hand, if F and g satisfy A4 and A5, then there exists a
0 < T ∗ ≤ T such that (3.1) has a unique solution u on 
0 T ∗. Examples
of the functions F and g that satisfy A4 and A5 are Ft u = γtup,
p ≥ 1, and gξ = 1/ξq on 
αβ, where αβ q > 0.
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