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INTRODUCTION 
Many of the problems related to environmental quality of the coming 
decades will be affected by the spatial arrangement of the population. 
Hoover refers to the positive correlation between these problems and larger 
concentrations of people (26, p. 46). 
Thus it appears that many of the most pressing 
problems of our larger urban areas today, ranging 
from traffic congestion to racial discord, city/suburb 
conflict, and the fiscal crises of central cities, can 
be traced in some part to sheer size. These problems 
are part of the quid pro quo for the economic and 
social advantages of greater diversity of contact and 
opportunity: the rationale of the city. 
The spatial arrangement of the population is partly chosen by the 
population and partly determined for it by the location of economic activi­
ties. This point of view is supported by Friedmann and Alonso (22, p. 2). 
Human activities are distributed over the national 
territory in certain rhythms and patterns that are 
neither arbitrary nor the workings of chance. They 
result rather from the interdependencies that give form 
to economic space. Spatial patterns will change with 
shifts in the structure of demand and of production, in 
the level of technology, and In the social and political 
organization of the nation. 
If the spatial arrangement of population and economic activities is deter­
mined rationally, then it should be possible to formulate public policy 
which can influence the spatial arrangement to achieve desired social 
objectives. 
Objectives of Study 
The formation of public policy requires information. The objective of 
this study is to develop techniques and supporting rationale for generating 
information about the location of future employment and population in a 
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given region. In this case Iowa. Specifically the objectives of the study 
focus on the following questions: 
1. How are urban-industrial growth potentials 
identifled? 
2. Where are these potentials located In a given 
region? 
3. How can information about the location of these 
potentials be used to formulate appropriate 
public investment strategies? 
To identify potentials in a region, an urban-regional economy must be 
viewed in the context, of national trends because the performance of the 
national economy is the dominant Influence on the performance of local 
economies. 
National Trends 
Analysis by the Department of Commerce indicates that major shifts 
will occur in the location of population and jobs. The Economic Develop­
ment Administration of the Department of Commerce has studied the relation­
ship between county size and projected employment growth for the period of 
1960-75. The results are found in Table 1 (38, p. 64). 
Table 1. Relation between county population and projected employment 
growth rate for 1960-75 
Counties with 
i960 population of: 
Number of 
counties 
Percent with projected 
employment growth less than 
the national average 
Less than 10,000 823 82 
10,000 to 50,000 1,652 71 
50,000 to 100,000 292 28 
100,000 to 500,000 239 25 
500,000 to one million 49 65 
Over one mi 11 ion 16 87 
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Table 1 shows a majority of counties with population of 50,000 to 500,000 
experiencing employment growth rates in excess of the national rate. Which 
ones of these counties are in the study region, namely, Iowa? Which 
counties and urban places have urban-industrial growth potentials in the 
region? 
Three types of urban places are discussed in the literature: suburbia, 
new towns, and growth centers. This study will focus on growth centers. 
Reasons for selecting growth centers as a realistic policy alternative to 
cope with the spatial arrangement of population growth can be summarized 
as follows: 
1. Growth centers are intermediate-sized cities with 
population from 50,000 to 500,000. Therefore, they 
have reached certain thresholds in urban size and 
have an infrastructure to support industrial growth. 
2. Growth centers have relatively good access to markets 
and inputs which provides an employment growth 
potential. 
3. Growth centers, by means of a multiplier effect, can 
stimulate their less-urbanized periphery. 
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CONCEPTS AND THEORIES 
The growth center policy alternative has been discussed in a general 
framework. To provide for an operational meaning of the policy alterna­
tive, definitions of concepts and discussion of theories associated with 
the growth center concept are presented next. 
Urban-Industrie I Growth Potentials 
This study assumes that a mature national economy — the United States 
economy — functions through the interaction of a network of cities. 
Further, this study assumes that future major economic activity will 
continue to operate through the network of cities. As the national economy 
matures, regional differentiation diminishes and urban interaction 
increases. Therefore, the potentials of a region become a function of the 
accessibility and attractiveness of the region's cities in the regional and 
national space-economy. This position is supported by Perloff who says 
•'that a region's general access characteristics may be taken as a rough 
index of Its potential for growth" (49, p. 90). Perloff categorizes 
regions in terms of variations in access characteristics shown In Figure 1 
(49, p. 91). The 16 cells represent 16 types of regions. Thus, Perloff is 
implying that economic development may proceed along any one of several 
paths. The extremes in growth potential are represented by cells 13 and 4. 
Cell 13 has the best potential for growth because of its favorable position 
in terms of access to markets, internal and external, and inputs, internal 
and external. This study adopts the conceptual framework of Perloff by 
defining urban-industrial growth potentials in terms of favorable access to 
markets and Inputs. In addition, the attractiveness of a city is based on 
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Figure 1. A schematic presentation of types of regions that can exhibit 
different potentials with respect to growth 
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îts amenities. The potentials of a city with respect to amenities are 
perceived in terms of the range of choice of places to live, work, and 
spend one's income. 
Relations between Growth Potentials and Regional Development 
Comparisons of rates of development of regions typically are in terms 
of rates of unemployment and underemployment, income per capita, and rates 
of growth of income per capita. Additional indicators will be used in 
this study. If our concern is with "people, prosperity and welfare" 
rather than "place, prosperity and welfare," then our goal should be 
stated in terms of the status of the individual. In this context, regional 
economic development occurs when the productivity of the human resource is 
enhanced, the opportunities for individual choice are widened, and the 
degree of involvement by the individual in the processes affecting his 
welfare is increased. A city which has been identified as having urban-
industrial growth potentials is one in which the status of the individual 
can be enhanced. The city is merely the location where the status of the 
"individual may be affected- Public investments, for example, are viewed 
as means to facilitate the achievement of the goal of individual enhance­
ment and not as a goal in itself. 
Regional Growth Theories 
The analysis of the changing access characteristics of a region's 
cities requires theories of growth and spatial organization. The stages 
theory of growth and the central-piace theory provide the necessary 
analytical framework. 
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Stages theory of growth 
The initial stage of urban clustering is usually associated with 
exclusive resource exploitation. The classic examples are mining towns and 
lumbering towns. Contemporary examples are retirement towns, resort towns, 
and institutional towns related to the provision of public services such 
as health, education, and defense. In each of these examples, the external 
linkage based upon specialization is crucial. 
The next stage is one of consolidation and internal groyfth. The new 
economic activity linkages tend to be internal, rather than external. 
Frequently, businesses are export-serving in the sense that they service 
the external linkage. For the mining town, the internal linkage is 
associated with mining machinery services. For the retirement town, the 
geriatric centers are prominant. As the internal linkages are being 
developed, additional external linkages to provide a greater variety of 
goods and services are formed concurrently. 
Another stage is reached when the urban complex reaches a size 
sufficiently large to support local production. Local production, thus, 
substitutes for imports as exemplified by the recent development in the 
South (24). The interpretation of local markets becoming sufficiently 
large to support local production is in contrast to the explanation which 
focuses upon a newly-discovered comparative advantage. The stage of import 
substitution is relevant to an explanation of Iowa's recent urban develop­
ment. 
The urban complex is now at a crucial stage in its development, which, 
if it is to continue to grow, must reach outward again and establish 
additional external linkages. The urban complex must expand the scope and 
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variety of its export linkages. Development is not uni-directional at 
this point; it may occur in several forms. One form is the creation of 
direct linkages between industries which have a common resource base. The 
activities may be either supplementary or complementary. For example, a 
lumber activity may expand to milling or the manufacture of plywood and 
veneers. Alternatively, the lumbering industry may expand into furniture 
or paper manufacturing. 
Another path may be the development of regional trade and service 
centers that are involved in exporting services to urban places at lower 
levels in the hierarchy of central places, for example Des Moines. If the 
export base is specialized, its development may be characterized by large-
scale economies in production, an advanced technical base, and a network of 
closely-linked industrial activities. The automobile industry in Detroit 
and the petrochemical industry in Houston are examples. A final alterna­
tive, taken by only a few urban complexes, is that of becoming a national 
service center. New York is the prime example. 
An urban complex may not instantaneously move in the direction of one 
of these alternatives. The adjustment may be painful, requiring large-
scale adjustments. Pittsburgh is an urban complex which is dominated by 
the steel industry. The domination leads to inflexibilities in its supply 
of labor and entrepreneurial skills. 
The resource flows and net export positions in the stages theory.of 
growth are illustrated in Figure 2 (42, p. 4). In Stage I, the stage of 
exclusive resource exploitation, imports exceed exports due to the con­
struction of the new external linkages. Capital and labor flow into the 
region or urban center seeking higher returns. In Stage II, the stage of 
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Figure 2. Stages theory of growth 
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consolidation and internal growth, the need for imports is reduced. 
However, the expansion of the external linkages is not sufficiently great 
so the net export position is negative. The importation of capital reaches 
a peak because the growth of exports provides funds for internal financing. 
Because labor is less sensitive than capital to changes in the economic 
environment, in-migration continues for a longer period of time before the 
pattern changes. 
In Stage 111, the stage of import substitution, exports now exceed 
imports. Declining investment opportunities in the region encourage capi­
tal to seek profitable investment outside the region. Capital, which had 
been invested in the primary sector (agriculture and mining), may remain in 
the region by being invested in secondary and tertiary sector activities in 
the urban centers — If such opportunities are perceived by the holders of 
capital and they are willing to make investments in non-primary sector 
activities. In any case, capital and labor will flow from the periphery of 
the region to the urban centers of the region, or to other regions — 
depending upon the perception of opportunity. Thus, in approaching Stage 
IV, the urban places of the region are experiencing inflows of migrants 
from the peripheral areas. The burden of creating employment for migrants 
is thrust upon the region's urban centers. 
In Stage IV, Figure 2 Indicates that the region experiences depopula­
tion because the regional industries are unable to compete with other 
regions. Plants producing exports are forced to close which could result In 
Imports exceeding exports. Regional depopulation may be deferred if the 
region's urban centers are able to expand their export base In the manufac­
turing and service sectors. If this expansion does not occur, labor 
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released from agriculture will seek opportunity outside the region, and 
depopulation will occur. The ability of the region's urban centers to 
expand their export base is crucial for the viability of the region. 
Central place theory 
Von Thunen's theory is presented initially as a way of explaining the 
development of a hierarchy of central places. Von Thunen asked how will a 
particular piece of land be used (63). He assumed a very large town 
located at the center of a fertile plain. The fertility of the soil of 
the plain is uniform. The plain is bounded by an uncultivated wilderness. 
The plain is a closed system in the sense that the central town receives no 
inputs or outputs from outside the plain. All manufactured products are 
produced in the town; all agricultural products supplied to the town are 
produced on the surrounding country. The problem is to determine which 
agricultural products will be produced where. The solution is illustrated 
in Figure 3-
Net revenue, in the von Thunen illustration, is the price of the 
product times quantity minus labor cost (including fertilizer and other 
direct cost) and minus transportation cost. Given the product price, the 
price of labor and other inputs, and the input coefficients, the net 
revenue for a certain product can be calculated. As one moves away from 
the city net revenue is a declining function of the rate of transportation 
cost. The net revenue of wheat is represented by the downward sloping 
line in the figure. The slope of the line is equal to transportation cost 
per acre-product per unit-distance. Farmer Jones, who is located at a 
certain distance from the city and who seeks to maximize profits, will 
12 
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select the product which has maximum net revenue at that distance and 
specialize in that product. For example, if Jones resides at OA distance 
from the city, he will specialize in wheat. Since the plain is homogeneous, 
the series of concentric circular bands, i.e., von Thunen rings, centering 
on the city is established. 
The von Thunen model has many applications: the relationship of 
hinterlands to core areas, the relationship of suburbia to the central city, 
and the pattern of the residential structure within the city itself. 
Economies of scale encourage agglomeration. However, as the city 
size increases, transportation costs to the center increase. The optimal 
size for the city is achieved when opposing forces are balanced. 
Optimal city size becomes a function of transport costs. Because 
transport costs are positive, the von Thunen-type plain will be divided 
into many equal areas. Each area will have its nuclear city and system of 
von Thunen rings. If we assume that each city is identical in structure, 
then there will be no trade between cities, but only between city and its 
hinterland. Transportation routes will be established between hinterland 
and city. Curves of equal distance or transportation costs (isotims) will 
become star-shaped, rather than circles as in the von Thunen model. With 
the establishment of depots in the hinterland along the transportation 
routes, sub-von Thunen rings will form around the depots. The development 
of these patterns is illustrated in Figure 4. New transportation channels 
may develop which by-pass the central city, further distorting the circular 
pattern. Thus, the resulting pattern is a central city and several satel­
lite cities with an inter-connecting transportation network. If the same 
developmental process is applied to each of the satellite cities, a 
14 
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Figure 4. Development of a hierarchy of central places 
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hierarchy of cities results. Due to particular advantages, certain cities 
may become specialists in different activities. There also may be a 
threshold size related to each type of activity. 
Christaller attempted to identify the laws which determine the number, 
size, and distribution of towns. According to Christaller, the primary 
function of a town is to serve as the center for a region. Those towns 
which are centers of regions are called central places. 
Goods and services provided at central places are known as central 
goods and services. The range of a good is the distance the dispersed 
population is willing to travel to buy the good at a central place. The 
range has an upper and lower limit. The upper limit is the maximum 
distance from the central place beyond which the price of the good is too 
high to be sold. The lower limit is determined by the number of consumers 
necessary to generate the minimum sales volume for the good to be produced 
from the central place. The complementary region Is the area determined by 
the range of a good which surrounds the central place. 
To supply all locations on the landscape, the market area of a central 
place must be one of the three types of regular polyhedrons — triangles, 
squares, or hexagons. Of these three, the hexagonal shape Is optimal In 
the sense that It minimizes the distance between supply and demand per unit 
area, assuming demand Is given (9, p. 47). 
Given ChrIstal1er's assumptions about the landscape and the constraints 
Imposed upon the system, the system of central places may be derived. The 
central place system can be characterized by: 
1. a hierarchy of cities; 
2. an Interdependency between cities of different 
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levels in the sense that a city of one level 
performs central functions for cities of the next 
lower level; and 
3. a threshold level for each function in the 
hierarchy. 
Phi 1 brick uses a similar framework for the analysis of areal functional 
organization. He suggests that a correspondence exists between a seven­
fold hierarchy of functions and seven nested orders of spatial organization. 
The economic function and type of spatial unit corresponding to it are 
listed in a hierarchical order in Table 2 (50, p. 90). 
Table 2. Philbrick's Nested Hierarchy of Function and Spatial Unit 
Order Function Type of spatial unit 
1 Consumer Establishment 
2 ^ Retai1 Focal place 
3 Wholesale Cluster of focal 'places ' 
4 Transhipment . Central place 
5 Exchange Cluster of central places 
6 Control Hub of a grouping of central 
places 
7 Leadership Primate city 
Figure 5 shows that Iowa's larger cities are fourth order central places 
(49, p. 330). Nodal organization at the national level, shown in Figure 6, 
shows Iowa on the western edge of the national core manufacturing zone 
(49, p. 333). 
In the central-place framework. Berry observes four kinds of spatial 
organization occurring in Iowa during recent years (10, p. 46); namely: 
1, relative shifts from western to eastern Iowa — a 
national periphery-to-core centralization effect; 
2. flows from rural peripheries to urban centers — 
people seeking higher levels of social and economic 
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welfare In the urban centers; 
3. movements from outlying centers to Des Moines — 
an urban hierarchy centralization effect; and 
4. migration flows from central cities to surrounding 
rural areas and small towns — suburbanization. 
Berry summarizes, "There is thus centralization in the nation, from smaller 
to larger centers in the urban hierarchy, and from periphery to center 
within urban fields, together with an outward spread of growth from central 
cities" (10, p. 46). 
Finally, Hoover stresses the role of the central-place model for the 
analytical framework of this study (31, p. 12). 
It is clear that the most basic attribute of such 
centers (growth centers) is sufficient size: the economies 
of agglomeration in general, and more specifically the 
external economies of urban concentration, are fundamental 
to the whole concept. Among the various strands of loca­
tion and regional economic theory, the theory of central 
places and urban hierarchy Is involved here. The 
approaches associated with Chrlstal1er, Losch, and 
von Thilnen are more directly involved than those associated 
with Alfred Weber. 
The stages of growth theory related the viability of the region to 
the necessity of the region's urban centers to expand their export bases. 
The central-piace theory described the hierarchy of central places and the 
Interdependency between them. The basic concepts and theories required to 
analyze urban-Industrial growth potentials have been presented. 
20 
THE PROJECTION MODEL 
One of the ways to identify urban-industrial growth potentials is to 
project employment to 1980 by area. The model in this study is constructed 
to include indicators of potentials — access to markets and inputs. The 
model consists of two sectors, demographic and employment. Comparison of 
projected employment by area generated by each sector provides information 
about the spatial incidence of labor force imbalances. The demographic 
sector is supply-oriented; the employment sector is demand-oriented. The 
sectors are related by the migration-employment opportunity relationship. 
Alternative futures can be generated by changes in the labor-force partici­
pation and unemployment rates. The model is shown schematically in Figure 
7. 
• Economic-Demographic Interactions 
Much research on regional economies is based on the export-base model, 
particularly in analyses of the impacts of exogenous changes on regional 
employment, income, and population. The research findings imply, typically, 
that population and labor supply adjust passively to labor demand, which 
has been derived from exogenous changes in final demand. The implicit 
assumption is that labor supply is infinitely elastic. However, Borts and 
Stein (n) conclude from their study of differential regional growth rates 
that differential shifts in the supply of labor to the manufacturing 
sector, rather than differential changes in the level of final demand, are 
the significant factors. The shifts in the supply of labor are associated 
with migration and the proportion of a region's employment in manufacturing. 
It appears that the supply of labor, particularly migration, must be taken 
s 
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Figure 7. Demograplilc-employment projection model 
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into account explicitly in regional analysis. 
Easter!in (20) has focused on the relationship between economic-
demographic interactions and long-run business cycles. He identifies three 
economic-demographic pairs of relationships: (1) the impact of aggregate 
demand on labor-market conditions, (2) the effect of these conditions upon 
the number and consumption patterns of households, and (3) the relationship 
between changes in the household sector and aggregate demand. As an 
economy grows, the location of investment is frequently different from the 
location of the labor supply. Adjustments to the increase in demand for 
labor at the investment locations are expressed by changes in the local 
unemployment rate, in the number of hours worked, and in the level of local 
wage rates. In the longer run, adjustment will be in the form of changes 
in the labor force participation rates and net in-migration. Household 
growth is directly related to net in-migration. Newly-formed households 
create demands for housing and public services which stimulate both con­
sumption and investment. 
Analysis of the demographic aspects in economic growth is facilitated 
by disaggregation of the aggregate variables by the components of change as 
follows (20, p. 1078); 
Labor force 
mortality and aging 
net in-migration 
Population 
1. mortality rate 
2. net in-migration rate 
3. fertility rate 
Households 
mortality and aging 
net In-migration 
labor force participa­
tion rate 
household headship 
rate 
Easter lin finds that time series of each of the components of change pro­
vide insights Into an understanding of changes In the level of economic 
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activity. For example, Easter!in interprets the post-war expansion in 
terms of change components. Due to low birth rates in the thirties, the 
number of persons entering the labor force during the fifties was rela­
tively low and their quality was relatively high in terms of formal 
schooling. The labor market conditions resulted in rapid rates of increase 
in per capita income. The adjustment, therefore, was primarily in the form 
of the price of labor although there was a quantity adjustment in the form 
of higher labor force participation rates for the secondary labor force. 
Higher income per capita induced a reduction in the age at marriage and 
household formation, and further stimulated consumption and investment. 
Easterlin questions whether the labor-market conditions of the fifties, 
with impacts on income levels and family formation rates, will be similar 
to the labor market conditions expected in the future. An awareness of 
demographic-ecomonic relationships is necessary to understand the type of 
labor-market adjustments which can be expected. 
Recent research efforts by Battel le Memorial Institute have taken 
demographic-economic interactions explicitly into account (8). A computer 
simulation model of the Economy of the Susquehanna River Basin consisted 
of two primary sectors, a demographic and an employment. 
The Susquehanna model Is relevant to this study because of its emphasis 
upon interrelationships between the demographic and employment sectors. 
The model can be criticized for its emphasis upon the local unemployment 
rate as the link between the two sectors. Migration and labor force parti­
cipation rates are dependent upon the local unemployment rate. As has been 
discussed above, migration and participation rates are types of labor-
market adjustments to changing economic conditions. 
Ik 
The research tradition upon which this study is based is provided by 
Maki (4l). Maki considers the economic prospects confronting Iowa. Two 
analytical approaches were used in making the projections: demographic and 
input-output. Total population was estimated by age and sex. Total labor 
force was derived from total population by the application of appropriate 
labor force participation rates. The demographic approach is essentially a 
supply-oriented one. The alternative analytical approach was to estimate 
Iowa employment and population by use of a 1954 input-output table. Given 
export demand, total output of each industry can be determined. This out­
put can be converted to labor requirements given output per worker rates. 
This study uses two analytical approaches: demographic and employment 
projection. The employment projection is done first because migration, a 
component of population, is dependent upon economic opportunity. Because 
the identification of urban-industrial growth potentials is the objective 
of this study, rather than input-output, shift analysis is the technique 
used to estimate employment. Shift analysis is limited to the projection 
of the commodity sector. A non-commodity, commodity ratio is used to 
derive non-commodity employment. The summation of commodity and non-
commodity employment is total employment. 
Total employment by the demographic approach is generated by projec­
ting population by age and sex. Population change consists of births minus 
deaths plus net migration. Migration Is a function of employment oppor­
tunity derived from the employment approach. Labor-force participation 
and unemployment rates are applied to population to yield total employment. 
Total employment derived by the two approaches for each area Is compared. 
Spatial imbalances, are noted and appropriate policies may be formulated to 
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reduce the Imbalances. 
Shift Analysis 
Shift analysis focuses upon the employment-change characteristics of 
regions, states, and local areas. Emphasis upon employment change is 
rationalized by Ashby in the following statements (4, p. 1): 
Regional performance in the United States is often 
shown by differing rates of employment growth. These 
rates may reflect the differing impacts of technological 
change, the varying pace of livable urbanization or the 
approach of critical shortages — such as usable water 
or other natural resources. Better understanding of 
these processes of change is essential — both in the 
areas directly affected and in the context of consider­
ation for the national stability and growth. 
The employment-change approach is not new. In the 1940's Creamer (16) 
identified "locational shifts" in manufacturing, by which he meant the 
difference between the actual change in employment in a given industry in 
a given region and the change that would have occurred had the industry 
changed at the national rate. Thus, the reference point is the performance 
of the national economy. Creamer did not summarize locational shifts 
across all manufacturing industries. In the late 1950's, Dunn (19) 
advanced the development of the technique by summarizing the locational 
shifts (called differential shifts) for each region across all identified 
industries, in addition, he derived the locational shift for the total 
employment as summed across all industries. He compared the locational 
shift derived from the total employment line with the algebraic sum of the 
locational shifts of the separate industries. The former minus the latter 
was called the proportionality shift. Perloff (49) made an extensive appli­
cation of these concepts. Ashby (4) made further notational refinements of 
the technique. His notation will be followed in the explanation of the 
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technique. 
T.he components of change in employment in a given industry for a 
given region are three: 
1. the national all industry growth element for 
industryi in region j — denoted by g.j; 
2. the adjustment for Industry mix for industry i 
in region j — denoted by k.j; and 
3. the adjustment for regional competitive perfor­
mance, the regional share, for industry i in 
region j.— denoted by c.j. 
Defining d.j to represent the change in employment between two points in 
time for industry i of region j, then, 
g.. + k.. + c.. = d.. 
iJ U ij U 
The data requirements to compute the change components are two matrices 
representing an initial and a terminal point in time. The initial data 
matrix is represented by X^, and the terminal one by The dimensions 
of the matrices are N by M where i = 1, 2, . . . N and j = 1, 2, . . . M. 
The djj elements are the difference between X^^^ - X^. Define the base 
element b^ for a given industry in a given region as some combination of 
the values in that industry-region cell for the initial and the terminal 
points in time. Impose the condition that these combinations are convex; 
thus, B = b.j = aX^ + (l-a)X^^^ where 0 < a < 1. 
In general form, the matrix B is an average of the initial and termina 
values with certain weights. In the specific, and most conventional form, 
the initial value of the cell has a weight of one and the terminal value 
has a weight of zero. Thus, since a = 1, the base matrix is simply X^. 
The rate matrix, R, consists of elements, r.j, where r.^ = d.^/b.^. 
The B and R matrices are given below. 
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All 
regions 
0 
B = b.. 
U 
region region region 
1 2 3 
All industries 0 cr
 
0
 
0
 
*^01 *^02 ^03 
Industry 1 ho ^11 *^12 
Industry 2 
^20 
All 
regions 
0 
*^21 ^^22 ^23 
% = r.. 
ij 
region region region 
1 2 3 
All industries 0 
""oo ""Ol ^*02 ^"03 
Industry 1 
""lO •*11 **12 ""13 
Industry 2 
*"20 •"21 ""22 ""23 
Change in employment for a given industry in a given region with alterna­
tive assumptions is given by; 
1. change at all-industry all-region rate = b-jr^^; 
2. change at industry all-region rate = b.jr.^; and 
3. change at industry region rate = b.jr.j. 
The three components of change mentioned above can be represented by: 
1. national a 11-industry growth element, 9;j ~ b.^r^g; 
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2. adjustment for industry mix, k.j = b.jr.Q - b.^rQ^; and 
3. adjustment for regional share, c.. = b..r.. - b..r._. 
^ IJ IJ IJ IJ lO 
The above can be rewritten in a generalized form: 
bij[(rQo) + (rio'^ oo) '^'ij"''iO^  ^^  
An example is provided by illustrative purposes, i.e., 
92, + kj, + Cj, = dj, , or 
(9) + (1) + (-8) = 2 
In words, the second industry of the first region would have increased by 
nine employees if the industry had grown at the all-industry, all-region 
rate. However, two types of adjustments occurred: an industry-mix effect 
and a regional-share effect. The industry-mix effect adjustment increased 
employment by one, which meant that the second industry all-region 
(national) rate was greater than the all-industry, all-region rate. On the 
other hand, the regional-share effect adjustment decreased employment by 
eight, which meant that the second industry in the first region grew less 
rapidly than the second industry in all regions (the nation as a whole). 
In summary, the hypothetical change at the all-industry all-region rate, 
adjusted for both the industry-mix and regional-share effects, equals the 
actual change. 
Two alternative interpretations of the industry-mix and regional-share 
effects may be made as follows: 
1. primary focus may be directed to the industry-mix 
and regional-share effects as end products only, or 
2. regional-share effects may be viewed as the adjust­
ments or reconciliations which changes in employment 
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induced at national rates to actual regional change 
(with the primary focus being upon the national 
rate in this case). 
The net total effect or net total shift for a region Is computed by adding 
the industry-mix effects (summed across all industries) to the regional-
share effects (summed across all industries). The net total effect may be 
interpreted as the regional-share effect for the region as a whole. 
The use of shift analysis has been criticized by Houston (28). He 
argues that shift analysis is not a growth model. Further, there exists no 
theoretical basis for identifying the three exhaustive components. Ashby 
(5), one of the primary users of the technique, responds by saying that no 
claim has been made that shift analysis is a growth model. Rather, it is 
an efficient way of organizing data into a simple analytical structure. 
Houston asserts that the shift analysis implicitly assumes a national 
market area for all goods. For many goods, however, the market is sub-, 
national. Ashby replies by referring to the usefulness in making industry 
comparisons in particular regions with national industry performance levels 
These levels provide a standard of reference with no normative implications 
No attempt is made to show what a region's industry mix should be. In this 
study, Houston's criticism concerning the sub-national market for most 
goods is handled by specifying the "Nation" as the 15-state North Central 
region, a region in which a high percentage of Iowa's products for export 
are marketed. 
A final criticism by Houston Is made in the point that (28, p. 579): 
A major empirical failing of shift and share analysis 
is that it is not invariant with disaggregation. I.e., 
the sum of either shift component for the disaggregated 
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data is unlikely to equal that same shift component 
measured from the aggregated data. 
Ashby responds by suggesting that Houston's criticism implies that the 
technique should be responsive to only the aggregate employment of indus­
tries. To the contrary, Ashby asserts that the technique is sensitive to 
two types of information: the aggregate total and the industrial structure 
contained in that total. As an example, Ashby says that there is different 
informational input between an aggregate consisting of ten industries and 
the same aggregate which consists of a 100 industry structure whose compo­
nents can be summed into the ten. Specifically, the informational input 
for the 100 is larger, and therefore different, than the informational 
Input for the ten. Differences in results between the two levels of aggre­
gation, both of which sum to the same total, are a reflection of two 
different sets of informational input. 
Employment Projections by Shift Analysis 
Employment projections by shift analysis involve the following steps: 
1. selection of the spatial unit on which to apply 
shift analysis and the delineation of appropriate 
areas for study; 
2. projection of the regional-share coefficient; 
3- calculation of commodity-producing employment; and 
k. calculation of non-commodity-producing employment 
by multiplying the non-commodity, commodity ratio 
by commodity-producing employment. 
Area delineation 
Area development is a function of the accessibility and attractiveness 
of the area's cities in the regional and national space-economy. The 
cities and their labor markets serve as the basic organizing factor within 
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an area. The commuting field, as a spatial unit containing common patterns 
of behavior, is a logical basis for area delineation. The commuting field 
is defined as "an area encompassing all standard location areas sending 
commuters to a designated workplace area" (21). Analysis by Berry indi­
cates that commuting fields are areas greater in extent than areas 
classified as Standard Metropolitan Statistical Areas (SMSA's) in I96O (21). 
Sixteen multi-county areas are delineated by the basis of commuting fields. 
They are identified on Figure 8 by the heavier black lines. 
To take account of recent trends in the spatial distribution of people 
in Iowa, as described by Berry, some of the multi-county areas are 
disaggregated. The basis for the disaggregation is the migrant flows from 
rural peripheries to urban centers — the regional welfare syndrone's 
centralization effect. Thus, within each multi-county area, peripheral and 
urban counties are identified. An urban county is defined as one which had 
an urban place of 10,000 or more in population in I96O. The remaining 
counties are grouped together by multi-county areas and designated as peri­
pheral areas. The finer level of delineation yields 20 urban counties and 
15 peripheral areas. Figure 8 shows the 35 areas and Appendix A lists the 
county or counties represented by each number. In the statistical analysis 
to follow, the observational units are the 35 areas. 
Projection of regional-share coefficient 
Projection of area employment for I98O, the terminal projection year, 
requires the derivation of the national, industry-mix, and regional-share 
coefficients Multiplication of coefficients fay base year employment 
yields terminal year employment. The projection of the regional-share 
coefficients is crucial and difficult because each coefficient is unique to 
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Figure 8. Disaggregation of state into 35 areas used in statistical analysis 
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a particular industry in a given area. 
Only coefficients for the commodity-producing industries are projected.. 
The industries are listed in Table 3-
Table 3- Commodity-producing industries and their standard industrial 
classification (SIC) numbers 
Industry name SIC number 
/^gr iculture o
 
o
 
o
 
Forestry and mining 08, 09 
Food and kindred products 20 
Textile mill products 22 
Apparel 23 
Lumber, wood products., furniture 24, 25 
printing and publishing 27 
Chemicals and allied products 28 
Electrical and other machinery 35, 36 
Motor vehicles and equipment 371 
Other transportation equipment 37 (except 371) 
Other and miscellaneous 19, 21, 26, 29, 30, 31, 32, 33, 34, 
38, and 39 
Coefficients for national and industry-mix effects for 1970 and 1980 are 
derived by the following calculations: 
(NPAjt^lo/NPAit)(Eit) = ' (T) 
^^it+lo" ^it)/(E;t) = IMC. ; (2) 
(E.t+,0- E.t)/(E.t) = ' (3) 
where NPÀ. = employment estimate by National Planning 
' Association for the ith industry at the 
t-th point in time, 
Eit = employment estimate by Office of Business 
Economics for the ith Industry at the 
t-th point in time. 
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IMC. = industry-mix effect coefficient for 
' ith industry, 
NGC = national effect coefficient. 
Coefficients for the regional-share effect by industry are estimated by 
ordinary least squares regression. The statistical model to estimate the 
unknown parameters, a, and y, is: 
*SC;5o-60 " " Tj^^^j/^')40-50 , (4) 
where RSC.qQ/Q = regional-share effect coefficient in 
ith industry between 1950-60, and 
where i = 1, ... m; m equals the 
number of commodity-producing indus­
tries listed in Table 3, 
(E./E ) = proportion of total employment in the 
jth industry in 1950, and where 
j = 1, ... n; n equals the number of 
aggregated industry categories — 
agriculture and mining, manufacturing, 
focal services, and retail trade, and 
A(E./E ) = first difference in the above propor-
' tion between 1940 and 1950. 
The model assumes that variations between areas in the regional-share 
coefficient for a given industry are directly related to the degree of 
access to basic inputs and markets. A higher regional-share coefficient 
indicates favorable access. Because one function of a city is to improve 
access, one of the independent variables, (Ej/E ), is an index of urbaniza­
tion. For example, if j equals 3 and the value of the ratio is relatively 
high, the area Is highly urbanized. The other independent variable, 
^(Ej/E ), is a proxy for change in access or spatial position. Using j 
equals 3, a high value for the first difference, A(Ej/E ), means that the 
area has experienced a relatively rapid rate of change in its index of 
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urbanization. 
The regression results are summarized in Table 4. 
Primary criteria to select a variable for inclusion in the estimation 
equation are: consistency of the sign with economic theory, low inter-
correlation between independent variables, statistical significance at the 
five percent level, and as much explanatory power as possible. The data 
2 is cross-sectional in nature. An R greater than O.3O for cross-sectional 
data is considered satisfactory. A case study of each industry is necessary 
to determine its primary location factors. Of the 12 commodity-producing 
industries, least-squares regression analyses are made on seven. Agricul­
ture is excluded because the focus of this study is upon urban-industrial 
potentials. The other Industries excluded are those which have very small 
amounts of employment in Iowa. 
The projected regional-share coefficients for the excluded industries 
are derived by dividing by two the 1950-60 coefficient for every ten-year 
projection period. For projected change In agricultural employment by 
area, an independently projected change in state agricultural employment 
Is allocated to each area on the basis of change In the area's agricultural 
employment during the 1950-60 period (48). The results of the regression 
analysis by industry are considered next. 
Food and kindred products The independent variables are the propor­
tion of total employment in agriculture and the change in the proportion of 
total employment in agriculture. The signs of the coefficients are positive. 
Large regional-share coefficients in food and kindred products are 
associated with large proportions of total employment in agriculture and 
small changes in the proportion of total employment in agriculture. Food 
Table 4. Equation 4: regression coefficients and coefficients of determination 
Industry a b* b^ b® bf c^ c® cf 
Food and kindred 
products 
0.0027 1.6576® 3.8926 .27 
Lumber, wood products 
and furniture 
-1.1468* 4.9279® -14.2145® .36 
Printing and 
publishing 
-0.3248® 
- 3.6043b 3.8798 .30 
Chemicals -3.2012® 16.9837® .34 
Electrical and other 
machinery 
-2.7646^ 4.2513® 10.8236® .25 
Other and 
miscellaneous 
1.9719 -3.2693* -5.0856® .30 
^Significant at the 1 percent level, 
'^Significant at the 5 percent level. 
^Agriculture and mining. 
^Manufacturing. 
®Focal services which includes wholesale trade; finance, insurance, and real estate; medical and 
other professional services; and public administration. 
.. .. . * 
^Retail trrde. 
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processing plants, such as cattle slaughter plants, are being located away 
from urban-manufacturing areas and in proximity to the sources of supply. 
Because processing of milk increases transportability, processors of milk 
are locating near the sources of supply. Canned and frozen foods also gain 
in transportability by processing. The development of the highway system, 
and better refrigerated trucks, generally favor location of plants near the 
sources of supply. 
Lumber, wood products, and furniture The independent variables are 
the proportion of total employment in focal services, and the first 
difference or change in the proportion of total employment in agriculture. 
The signs of the coefficients of the variables are positive for the former 
and negative for the latter. Because of the weight-losing feature of wood 
processing, lumber and wood products manufacturing is located near the 
source of supply. Furniture manufacture is located in urban areas. 
Printing and publishing The independent variables are the change 
in the proportion of total employment in agriculture, and the change in the 
proportion of total employment in focal services. The signs of the coeffi­
cients of the variables are negative for the former and positive for the 
latter. An area that experiences a large decline in the proportion of 
total employment in agriculture, and an increase in the proportion of total 
employment in focal services, is undergoing rapid urbanization and indus­
trialization. Printing and publishing, a highly urban-oriented activity, 
is a business-serving activity which is stimulated by industrialization. 
Chemicals and allied products The chemical industry is another 
industry whose Ideational pattern is urban-oriented. As the sign of the 
coefficient indicates, an area experiencing increases in the proportion of 
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total employment in focal services is experiencing increases in the 
regional-share coefficient. 
Electrical and other machinery The independent variables are the 
proportion of total employment in agriculture, and the proportion of total 
employment in focal services. The signs of the coefficients of the 
variables are positive. The paradoxical increase in the regional-share • 
effect associated with higher proportions of total employment in agricul­
ture indicates a low level of urbanization, while the association with 
higher proportions of total employment in focal services indicates a high 
level of urbanization. The paradox can be resolved by considering the 
composition of the industry category, electrical and other machinery, which 
consists of a wide variety of products that are produced in plants whose 
locational factors vary greatly. For example, the manufacture of transis­
tors may require a high degree of manual dexterity supplied by female 
employees. Women, willing to work if employment is available, are found 
frequently In small towns and rural areas, which provide a "secondary labor 
force" that may be a primary location factor for electrical machinery 
industry. On the other hand, some electrical and other machinery firms may 
require highly skilled labor, which may be found only In urban areas. 
Other and miscellaneous The Independent variables are the propor­
tion of total employment in agriculture and the proportion of total 
employment in manufacturing. The signs of the coefficients are negative. 
This Industry category includes many different types of economic activity. 
Generalization about the location factors is difficult, if not impossible. 
However, It does appear that areas with relatively high regional-share 
effects are associated with low proportions of total employment in 
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agriculture, i.e., highly-urbanized areas. On the other hand, other and 
miscellaneous industries can be found in areas in which the manufacturing 
employment as a proportion of total employment is small. The industry 
category is too aggregated for meaningful location analysis. 
The regional-share coefficients for I96O-7O are computed by inserting 
the appropriate values for the independent variables in the estimation 
equation. The regional-share coefficient, and the national and industry-
mix coefficients, are applied to the base year employment to determine the 
change in employment by industry between 1960-70.by area. The change In 
employment in the commodity-producing industries is summed to obtain the 
total change in commodity-producing employment for each area, which is 
added to the I96O commodity-producing employment to obtain 1970 commodity-
producing employment. The same procedure is used to calculate I98O 
commodity-producing employment. 
Non-commoditv-to-commoditv-producing ratios 
The non-commodity-to-commodity-producing employment ratios are used to 
determine non-commodity employment, given commodity-producing employment, 
i.e., 
(NCP/CP)^(CP)^ = NCP^ , (5) 
. where (NCP/CP) = non-commodity producing, commodity-
producing employment at the t-th 
point in time, 
(CP)^ = commodity-producing employment, 
(NCP)^ = non-commodity-producing employment. 
Given non-?commodity-producing employment, total employment Is computed by 
adding commodity and non-commodity-producing employment: 
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(CP)^ + (NCP)^ = (TE)^ , • (6) 
where (TE)^ = total employment. 
The procedure is repeated for each of the 35 study areas. 
Generally, commodity-producing industries are industries whose prod­
ucts compete with those produced outside the area under study. Non-
commodity-producing industries are those industries whose products, or 
services, are consumed within the areas under study and, therefore, do not 
compete with industries in other regions. For Iowa, one exception is the 
insurance industry in Des Moines. 
The non-commodity-to-commodity-producing employment ratio is used 
because it increases systematically over time. Historical time-series and 
projections of the ratio for the United States and Iowa are shown in Table 
5. 
r" 
Spatial unit 1940 1950 i960 1970 1980 
United States 
Iowa 
1.3359 
1.0784 
1.6166 
1.2464 
1.9166 
1.4874 
2.1339 
1.8046 
2.3453 
2.1418 
Table 5 shows that the ratio for Iowa has been consistently less than 
for the United States. Because the ratio is increasing, the differential 
implies that Iowa has been an agriculturally-oriented economy, and is 
making a transition to an urban-industrial economy slightly later than the 
United States as a whole. 
The trend in the non-commodity-to-commodity-producing ratio is consis­
tent with the sectoral theory of growth associated with Colin Clark (15). 
The sectoral theory focuses upon the relationship between industrial struc­
ture and economic development. As development occurs, according to the 
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sectoral theory, the relative number of persons employed in primary 
industry declines, while the relative number of persons engaged in secondary 
activities increases up to a certain level and then also begins to diminish, 
and the relative number of persons in tertiary activities increases through­
out the development process. Clark suggests two explanations for the 
structural change. The first Is the differential changes in demand for 
different types of goods and services as consumer incomes increase. Speci­
fically, the income elasticity of demand for agricultural goods is less 
than unity. Also, labor productivity increases at different rates in 
various types of production. Labor Is released from those sectors where 
productivity is increasing at a greater rate than demand for the output of 
the sectors. In Iowa agriculture, productivity of labor Is increasing at 
an annual rate of five percent. On the other hand, demand for agricultural 
output Is Increasing at an annual rate of approximately two percent. 
Therefore, agricultural employment is declining at an annual rate of appro­
ximately three percent In Iowa (41, 3). 
Spatial variation between areas In the non-commodity-to-commodity-
producing ratio is great. For example in I960 the range In the value of the 
ratio is from 4.1085 for Johnson County (Iowa City) to 0.7659 for the 
Dubuque peripheral counties. (A complete listing of the time series for 
"each of the areas is found in Appendix B.) The range for the I6 multi-
county areas Is from 2.4359 for the Des Moines multi-county area to 0,8964 
for the Decorah area. Thus, by disaggregation of the multi-county areas 
into urban counties and peripheral areas, another level in the spatial 
organization of Iowa is identified, namely, the center-periphery dichotomy. 
The 1970 area, non-commodity-to-commodity-producing employment ratio 
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is calculated by the following: area^gg^/lowa^g^g = area^g^g/lowa^gyg. 
Thus, It is assumed that the area occupied the same relationship to the 
state in 1970 as it did in I960, The same procedure Is used to estimate 
1980 ratios. 
The employment projection model is tested by comparing the 1970 employ­
ment estimates generated by the model with employment based upon County 
Business Patterns data (60, 61). Data are available from County Business 
Patterns from 1959 to 19^7 — and eight-year period. It is assumed that 
employment change will occur during I968-I969 at the same annual rate that 
occurred between 1959 to 1967. Thus, the ten-year period — 1959 to 19^9 — 
compares closely with the I96O to 1970 projection period. The data source 
for the employment projection model Is the Census of Population (57). 
Because the Census of Population classifies a person's industry of 
employment on the basis of his residence, the multi-county area is used to 
take Into account commuting patterns. The reporting unit In the County 
Business Patterns is the establishment; therefore, the determination of the 
location of employment presents no problem. However, data from County 
Business Patterns are limited by exclusion of self-employed workers. Table 
6 lists the absolute difference and percentage difference between the County 
Business Patterns data and the model's projection for 1970 by multi-county 
area. The percentage difference is stated in terms of the County Business 
Patterns data. ^ 
The employment model yields results that compare closely to County 
Business Patterns data. The notable exception Is Burlington. The employ­
ment growth in Burlington has been unusually high. A portion of the growth 
can be attributed to the Vietnam War because Hanger-Silas-Mason Company, a 
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Table 6. Test of employment proiectîon model 
Multi-county area Absolute difference 
Percent 
difference 
Sioux City + 4,390 + 5 
Spencer - 2,505 - 6 
Ft. Dodge - 1,173 - 2 
Mason City - 1,832 
- 3 
Decorah + 29 0 
Waterloo - 978 - 1 
Dubuque + 1,347 + 3 
Cedar Rapids 
-15,199 -10 
Burlington -21,830 -30 
Ottumwa - 1,186 - 2 
Des Moines +19,898 +10 
Creston - 1,617 
- 7 
Carroll - h i s  - 1 
Council Bluffs + 1,820 + 2 
MarshalItown - 2,054 
- 5 
Davenport - 8,903 
- 9 
manufacturer of bombs and ammunition, is located in Burlington. An exact 
estimate of employment is not available; however, total employment is known 
to exceed 1,000, Even after adjusting for the national defense source of 
stimulation, the performance of Burlington remains impressive and cannot be 
discounted. 
In estimating I98O employment by the model, adjustments are made to 
the 1970 employment estimates based upon County Business Patterns. The 
Burlington situation is the primary example. Table 7 shows the 1980 employ­
ment estimates by multi-county area, and the percentage change between I96O 
and 1980. Employment estimates for I98O for the 35 areas are presented in 
Appendix C. 
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Table 7. Employment estimates for I960 and percentage change between 
1960-1980 for multi-county areas 
Multi-county area 1980 
employment 
Relative change 
1960-1980 
(number) (percent) 
Sioux City 81,670 + 6.2 
Spencer 41,255 + 4.5 
Ft. Dodge 52,227 +12.0 
Mason City 69,739 +17.2 
Decorah 27,562 + 3.6 
Waterloo 103,412 +18.7 
Dubuque 53,011 +23.0 
Cedar Rapids 168,081 +48.6 
Burlington 87,367 +99.1 
Ottumwa 62,405 + 3.4 
Des Moines 235,252 +30.9 
Creston 20,325 -18.3 
Carrol 1 32,012 
- 5.7 
Council Bluffs 77,058 + 8.2 
Marshal 1 town 42,340 +15.0 
Davenport 117,066 +49.2 
The relative change data reflect a national periphery-to-core centrali­
zation effect as areas in the eastern part of the state participate in the 
westward movement of the manufacturing belt. The multi-county areas which 
lack large population centers, such as Decorah, Creston, and Carroll, can 
expect small positive, or negative percent changes. Data in Appendix C for 
the disaggregated multi-county areas emphasizes the regional welfare 
syndrome's centralization effect, or the rural periphery-urban core 
dichotomy. 
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Employment Projections by Demographic Analysis 
Population estimates are derived from the following equation: 
(7) 
where = population at the t-th point in time, 
= number of births during time period, 
= number of deaths during time period. 
= number of net migrants during time period 
The estimates are age and sex specific for each area. The l6 age groups 
Any population projection is based upon assumptions about the three compo­
nents of population change; birth, death, and migration rates. 
Births and deaths 
Estimates of births and deaths are derived from the Hartman-Holmes 
Iowa Population Projection Model (25). Recently, the birth rate has been 
changing significantly. To incorporate these changes into the projection 
model, the most recent data available are used. These data are the actual 
number of births (by residence) for each county for the five-year period, 
1961-1965. From the data crude birth rates per 1,000 population are com­
puted. Using five-year projection periods, these rates are applied to the 
projected population for the last period to obtain the total number of 
births in the 0-4 cohort for the next projection period. Thus, the assump­
tion made by the Hartman-Holmes model is that the birth rate, based upon 
1961-65 actual data, will remain constant for the duration of the projec­
tion period. 
are: 0 - 4  
5 - 9  
10 - 14 
15 - 19 
20 - 24 
25 - 29 
30 - 34 
35 - 39 
40-44 
45 - 49 
50 - 54 
55 - 59 
60 - 65 
65 - 69 
70 - 74 
75 and over. 
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To derive i.ortality rates, the most recent data are used. The Iowa 
life tables 1959-61, which were published in 1966, were used. The tables 
provide information about survival rates by sex and age cohorts. The 
survival rate indicates the expected number of people to remain alive at 
the end of the projected period. 
Migration 
The projection of migration rates by age-sex specific cohorts is 
perhaps the most difficult task confronting the researcher. The reasons 
are twofold: migration rates are volatile, and migration is motivated by a 
complex of variables. It is assumed that the search for economic opportu­
nity is the primary motivation in migration. The strength of this motiva­
tion varies over the life cycle. This assumption is supported by Figures 9 
and 10 which show a high correspondence between migration rates and the net 
total effect (industry-mix and regional-share effects combined). The net 
total effect is an indicator of the competitive position of an area relative 
to other areas. It is an indicator of economic opportunity. The one-to-one 
correspondence between the locations of net ai-mlgration and favorable net 
total effect suggest a migration model in which indicators of economic 
opportunity are the independent variables: 
(8) 
+ + ^7<*8k/V * Ps'Sk^V 
where Y... = migration during 1950-60 for the ith age 
group, the jth sex class, and the kth county, 
Xj^ = total employment in the kth county in 1950, 
Xzk ~ total effect (sum of totals of industry-
mix and regional-share effects) during 
0k 
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Net total effect (combined Industry-mix and regional-share effects), 1950-60 
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1950-60 for the kth county, 
X,. =,regional-share effect in primary sector 
(agriculture and mining) during 1950-60 
for the kth county, 
Xr. = regional-share effect in focal services 
sector (wholesale trade; finance, insurance, 
and real estate; medical and other profes­
sional services; and public administration) 
during 1950-60 for kth county, 
Xj.. = regional-share effect in manufacturing 
sector during 1950-60 for kth county, 
X,. = total employment in primary sector for 1950 
for kth county, 
X^. = total employment in manufacturing sector 
for 1950 for kth county 
XQ. = total employment in focal services sector 
for 1950 for kth county, 
Xq. = total employment in medical and other 
professional services for 1950 in kth 
county. 
The migration data, available for 16 age groups by sex and county, is 
based upon the 1950 and I96O Censuses of Population (12). Estimates are 
made of the survivors to I960 for each age-sex group of the 1950 population. 
Also, estimates of the persons born during the period are made. Net migra­
tion estimates are residuals obtained by calculating the difference between 
estimated survivors from the appropriate groups in the I960 resident popu­
lation. The data for the independent variables is obtained from the 
Office of Business Economics data (3). 
The results of the ordinary least-square regressions are summarized in 
Table 8. The 35 areas are the observational units initially. However, by 
plotting points it is observed that migration data for Johnson and Story 
Counties, the locations of the two major state universities, is atypical 
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Table 8. Equation 8; regression coefficients and coefficients of deter­
mination 
Age 
group a h b6 1)8 
Male 
20 - 24 - 0.0539® 0.1210® 0.0827® 0.3338® .85 
25-29 ' - 0.0093 0,1554® 0,0786® .83 
30 - 34 - 0.0020 0.0784® 0.0390® .52 
35 - 39 - 0.0073^  0.0363® 0.0161 .45 
40-44 0.0016 0.0586® .81 
45 - 49 0.0008 0.0405® .64 
50 - 54 0.0008 0.0301® .66 
55 - 59 - 0.0004 0.0173® .61 
Female 
20 - 24 - 0.0398® 0.1633® 0.1010® 0.2151^ .86 
25 - 29 0.0003 0.1537® 0.0273^  .85 
30 - 34 - 0.0011 0.0675® .50 
35 - 39 - 0.0038® 0.0408® .44 
40-44 0.0002 0.0469® .72 
45 - 49 0.0011 0.0388® .75 
50 - 54 0.0001 0.0255® .62 
55 - 59 - 0.0030® 0.0094b 0.0058 .38 
^Significant at the 1 percent level 
'^Significant at the 5 percent level 
and distorts the results. Therefore, Johnson and Story counties are 
excluded from the regression analysis. 
The criteria for selecting a variable to be included in the estimation 
equation are: consistency of the sign with theory, low inter-correlation 
between independent variables, statistical significance at the five-percent 
level, and as much explanatory power as possible. 
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The three variables whose coefficients are significant are the net 
total effect, the sum of totals of industry-mix and regional-share effects 
for an area — an indicator of relative employment opportunity; the propor­
tion of total employment in manufacturing in 1950 — another indicator of 
employment opportunity; and the proportion of total employment in medical 
and other professional services in 1950. Educational services, public and 
private, are included in "other professional services." With the excep­
tion of one age group, female 55 to 59, the net total effect variable's 
coefficient is significant at the 1-percent level for all age groups. The 
signs of the coefficients are positive. Thus, variations in migration 
rates are directly related to the net total effect, and the proportions of 
total employment in manufacturing and other professional services. Higher 
rates of net in-migration or lower rates of net out-migration are associa­
ted with smaller negative or larger positive values for the net total 
effect, and larger proportions of total employment in manufacturing and 
other professional services. Thus, the regression results support the 
assumption that better economic opportunity is a primary motivation for 
mi gration. 
Migration rates for age-sex groups, 20 to 59, are projected for the 
periods, I960 to 1970 and 1970 to 1980, by using the coefficients and pro­
jected values for the independent variables for each of the projection 
periods. The employment projection model is integrated with the demogra­
phic model by the net total effect variable in the migration relationship. 
Thus, for the age groups, 20 to 59^ which include the major proportion of 
the labor force, migration rates are a function of the indicators of 
economic opportunity during the projection period rather than an 
52 
extrapolation of the historical migration rates. To determine population, 
migration rates for the age groups, 0 to 19 and 60 to 75 and over, are 
based upon the 1950 to I960 rates. 
Migration rates for males for the age groups, 20 to 44, are indica­
tors of urban-industrial growth potentials insofar as greater economic 
opportunity is a motivation for migration and these age groups form the 
primary labor force. Because the focus of this study is upon urban growth 
potentials, eight Iowa urban centers are selected for more detailed 
analysis. The centers and the counties in which they are located are: 
The urban centers are located in the eastern and central parts of the 
state. As the edge of the national manufacturing core moves westward, 
these centers are the ones which can benefit from a favorable spatial posi­
tion. To illustrate; projected male migration rates for the age groups. 
county basis) are presented in Table 9. 
Migration rates for the eastern centers reflect the westward expansion 
of the national manufacturing core. Ottumwa, on the other hand, is in an 
unfavorable spatial position, as indicated by the net out-migration. For 
Des Moines, females in the 20 to 24 age group, show a ten percent net im­
migration rate. The explanation for the difference between the male and 
female rate is related to the types of job opportunities available in 
Des Moines. Women are seeking secretarial positions with insurance 
Burlington (Des Moines) 
Cedar Rapids (Linn) 
Davenport (Scott) 
Des Moines (Polk) 
Dubuque (Dubuque) 
Marshall town (Marshall) 
Ottumwa (Wapello) 
Waterloo (Black Hawk). 
20 to 44, for the period, 1970 to 1980, for the eight urban centers (on a 
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Table 9. Projected male migration rates for eight urban centers, 1970 to 
1980. 
Age group ; All groups 
Center 20-24 25-29 30-34 35"39 40-44 20-44 
(number per 1,000 population) 
Burlington 70. 9 146.6 40.7 10.8 18.7 44,1 
Cedar Rapids 21. 3 24.7 . 18.4 2.3 6.9 16.9 
Davenport 13. 0 20.1 12.1 - 1.5 3.4 10.2 
Des Moines 6 - 6.8 - 1.1 -14.5 - 3.1 - 4.4 
Dubuque 21. 1 20.0 12.3 . 1 4.4 12.0 
Marshal 1 town 1. 7 2.2 4.2 - 9.4 - 3.8 - .2 
Ottumwa - 2. 0 - 4.4 .9 -13.8 - 8.3 - 4.3 
Waterloo 11. 2 8.3 6.6 - 3.9 - . 8 5.5 
companies. In contrast, job opportunities in Burlington, for example, are 
concentrated in the durable and non-durable goods industries and, there­
fore, attract males. 
Labor-force participation rates 
The labor force is derived by applying sex-age specific labor force 
participation rates to the appropriate age-sex population classes. The 
analysis of population change is facilitated by disaggregation into the 
component parts — birth, deaths, and migration. The analysis of labor 
force change is facilitated by an analogous procedure, the components being 
change in population and change in labor-force participation rates. 
The importance of changes in the labor-force participation rates is 
illustrated by historical analysis. During the period, 1930-1945, birth 
rates were low. Persons born during this period entered the labor force 
during the 1950's. Therefore, the change In the labor force due to popula­
tion growth was small. The result was. an increase in labor-force partici­
pation rates. On the other hand, during the period 1945-1955, birth rates 
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were higher. Persons born during this period entered the labor force during 
the 1960's. Thus, the change in the labor force due to population growth 
was greater. 
Recent trends in labor-force participation rates are summarized by 
Mincer (44). These trends show a growth in female participation, but a 
decline in young and older male participation. These trends are reflected 
in the projected age-sex specific participation rates by the U.S. Depart­
ment of Labor which appear In Table 10 (62). 
Table 10. Actual and projected age-sex specific labor-force participation 
rates. United States 
Age group 
Actual Pro! iected 
i960 1965 1970 1980 
Male 
16 - 19 58.8 56.3 56.6 57.0 
20 - 24 89.1 86.2 86.7 87.5 
25 - 34 96.9 96.6 96.7 87.5 
3-5-44 96.9 96.8 97.1 97.1 
45 - 54 96.8 94.8 95.4 95.3 
55 - 64 85.7 83.9 84.7 83.9 
65 and over 32.4 26.9 25.2 21.9 
Female 
16 - 19 40.0 38.9 40.2 40.3 
i
 
0
 
CM 
45.7 49.0 49.9 52.6 
25 - 34 33.9 36.3 36.7 38.9 
35-44 41.2 44.2 46.1 49.0 
45 - 54 48.2 49.5 54.4 58.9 
55-64 35.8 39.8 43.3 47.1 
65 and over 10.3 9.3 9.6 9.9 
Is there any basis, however, for expecting Iowa's structure of parti­
cipation rates to differ? Also, is there any basis for expecting partici­
pation rates to differ spatially? To answer these questions, labor force 
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growth is disaggregated into percent change due to population change, and 
percent change due to participation rate change by age-sex groups for the 
periods, 1940-50 and 1950-60 in Table 11. 
Table 11. Components of change in Iowa's labor force, 1940-1960, by age-
sex groups 
1940-1950 1950-1960 
Age 
Group 
% change 
due to par­
ticipation 
change 
% change 
due to 
population 
change ' 
% change 
due to par­
ticipation 
rate change 
% change 
due to 
population 
change 
Male 
14 - 17 69.6 - 17.2 8.4 14.6 
18 - 24 - 1.6 - 15.2 1.3 - 15.5 
25 - 34 - 1.4 - 1.0 1.3 - 15.2' 
35 ° 44 0.8 - 1.3 0.4 0 3 
45 - 64 - 0.2 - 0.8 1.3 3.3 
65 and over 12.1 12.7 -23.8 11.9 
Female 
14 - 17 140.1 - 18.5 27.1 14.9 
18 - 24 2.9 - 12.0 10.2 - n.9 
25 - 34 4.2 0.9 14.6 - 14.7 
35-44 60.3 0.9 25.8 1.0 
45 - 64 76.2 6.6 53.8 3.6 
65 and over 101.4 • 25.4 52.5 22.0 
The component of labor force change associated with population change 
is obtained by multiplying the specified population change in the particu­
lar age-sex specific group by the beginning-of-period participation rate 
The component of labor force change associated with participation rate 
change is obtained by multiplying the change in the participation rate by 
the end-of-period population. 
The Iowa experience in labor force participation rate trends is simi­
lar to the United States in that there is a decline In older male 
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participation and an increase in female participation. The Iowa experience 
is differentiated from the United States in that the percent change due to 
population change for the productive age categories, 18 to 64, is increas­
ing very slowly or declining. 
Data on change in the labor force associated with population changes 
is one way to illustrate the structural change that Iowa has been experi­
encing during the post-war period. Increased productivity in the agricul­
tural sector has reduced the number of persons employed per acre of farm 
land. Persons forced out of agriculture have sought employment opportunity 
elsewhere. However, the non-agricultural sector in Iowa has been unable to 
provide sufficient numbers of employment opportunities to balance the drop 
in agricultural employment. Accordingly, the excess workers have left 
Iowa, as shown by the low and negative percent changes associated with 
population change. At the same time the agricultural transformation has 
been taking place, national aggregate demand conditions have interacted to 
produce labor market adjustments. 
While the low birth rates of the early 1930's resulted in low percent 
changes in the labor force associated with population change in the 1950's, 
the growth of the national economy during the 1950's caused women to be 
drawn into the labor force. Thus, the higher participation rates of women 
during the 1950's are a continuation of a trend started during the 1940's. 
The Iowa labor force has made adjustments, therefore, to effects of the 
Depression and World War II, as well as to the agricultural transformation. 
What are the implications of this historical analysis for the projec­
tion of labor-force participation rates in Iowa? Continued increase in 
rates for women is dependent upon the availability of employment. 
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Certainly, technological change is reducing the physical requirements of 
jobs which enhances the woman's position relative to the man's. However, 
the availability of employment is not spatially uniform. 
Regression analysis is used to determine the degree of association 
between labor-force participation rates and labor market indicators. The 
model used is of the form: 
Yj = a + + PgCUR) + PgCO + P^(MS) , (9) 
where Y. = labor-force participation rate by ith 
' age-sex class for I960, and where 
i = 1, ... , m; m equals the number of 
age-sex classes studied; 
) /M) = proportion of total male population which 
is in the 25-44 age group in 19^0, 
UR = county unemployment rate in 19^0, 
C = dummy variable representing commutation 
MS = median years of school completed by sex 
in 1960. 
The age-sex classes studied are listed: 
1. female, 14 to 19 
2. female, 20 to 24 
3.  female, 25 to 44 
4. female, 45 to 64 
5.  female, 65 and over 
6.  male, 65 and over 
7.  male, 14 to 19-
The labor-force participation rates are defined as the proportion of non-
institutional population in the civilian labor force. Thus, adjustments 
have been made for those in Institutions and in military service. The 
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variable, proportion of total male population which is in the 25 to 44 
age group, is included to test the hypothesis that the participation rates 
are inversely related to this proportion which, during the 1950's, was 
relatively low and encouraged the higher participation of women. The 
county unemployment rate is included to test the additional worker hypo­
thesis, namely, that additional workers enter the labor force during 
periods of recession to augment the family income. Although I96O was not 
a recession year, it was felt that, in some rural counties where unemploy­
ment is relatively high, the additional worker effect may be operative. 
The dummy variable is inserted to take account of commutation. The classi­
fication used was "one" for counties in which the percent of workers work­
ing outside the county of residence is eight percent or more — or which 
contained a city of over 25,000 population, and "zero" for all other 
counties. An eight-percent level for the proportion of workers working 
outside the county of residence was assumed appropriate as a threshold 
level. The variable, median years of school completed by sex, is included 
as a proxy for ability to participate in the labor force. The results of 
the regression are shown in Table 12. 
The observation unit is the county — of which there are 99 in Iowa. 
The age-sex groups analyzed are the secondary labor force. None of the 
coefficients for the independent variables for the 65 and over, male and 
female, and 14 to 19 male, are statistically significant. It appears that 
for women in the 14 to 64 age groups the labor-force participation rates 
are directly associated with access to employment opportunities. There­
fore, an. alternative employment projection shows participation rates 
adjusted upward for women in those areas where commutation is extensive. 
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Table 12. Equation 9: regression coefficients and coefficients of 
determination 
2 
Age and sex group a b^ R 
14 - 19 female 0.2960® 0.0270^ .97 
20 - 24 female 0.2552® 0.0472^ .87 
25 - 44 female 0.2978* 0.0295* .98 
45 - 64 female 0.3533* 0.0428* .98 
^Significant at the one percent level 
''significant at the five percent level 
A spatial dimension is added to the calculation of the labor force from 
population by adjustment of female participation rates. 
Total employment by the demographic approach is computed by applying 
alternative unemployment rates to the labor force data. It is expected 
that unemployment rates vary spatially. However, analysis of the I96O 
county unemployment rates provide no basis for making spatial adjustments. 
In Iowa there were urban counties which had both high and low unemployment 
rates. The same was true for rural counties. Therefore, the rates, two, 
three, and four percent are applied uniformly in alternative calculations 
of total employment for I98O. 
Twelve runs of total employment for 1980 by area by the demographic 
approach are made. Table 13 lists the assumptions for labor-force partici­
pation and unemployment rates used in each run. 
From thé 12 runs, six are selected for further analysis. The ones 
selected are runs 1, 2, 3, 5, 8, and 11. They appear to represent a cross-
section of alternative fupures. 
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Table 13. Alternative assumptions for labor-force participation and unem-
plovment rates in computing total employment for 1980 by area 
g Labor-force Unemployment 
participation rates rate 
(percent) 
1 U.S. rates from Table 11 2 
2 Same as 1 3 
3 Same as 1 4 
4 Female, 15-19 and 20-24, adjusted downward 2 
by 5 percentage points 
5 Same as 4 3 
6 Same as 4 4 
7 All age groups adjusted downward by 2 2 
percentage points except male, 25-54 
8 , Same as 7 3 
9 Same as 7 4 
10 For 8 urban counties® female, 25-54, adjusted 2 
upward by 5 percentage points and for other 
27 areas female, 25-54, adjusted downward by 
5 percentage points. Male — same as 7 
11 Same as 10 3 
12 Same as 10 4 
^Burlington (Des Moines), Cedar Rapids (Linn), Davenport (Scott), 
Des Moines (Polk), Dubuque (Dubuque), Waterloo (Black Hawk), Council Bluffs 
(Pottawattamie), and Sioux City (Woodbury). 
Spatial Incidence of Employment Imbalances 
The percentage difference between the employment projections by both 
approaches is presented in Table 14. Only the eight urban areas are listed 
in Table 14; Appendix D lists the percentage difference for all 35 areas. 
The percentage difference is calculated by subtracting the employment 
estimate from the demographic estimate and stating the difference in terms 
of the demographic estimate. 
The areas for which the percentage difference is great are Burlington, 
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Table 14. Percentage difference between employment projections, 1980 
Percentage difference 
area 
Run 1 Run 2 Run 3 Run 5 Run 8 Run 11 
Burli ngton -23.8 -24.4 —26.4 -25.7 -28,0 -24.8 
Cedar Rapids 6.4 5.8 4.4 4.5 3.1 5.4 
Davenport 4.8 4.5 2.8 3.0 1.5 3.7 
Des Moines - 0.7 - 1.4 - 2.8 -  2.7 - 4.4 - 2.0 
Dubuque 15.6 15.1 13.9 13.9 12.7 14.7 
MarshalItown 
- 3.7 -  5.2 - 5.9 - 5.8 - 7.5 -10.0 
Ottumwa - 5.0 - 6.5 - 7.2 - 7.0 -  9.0 -11.6 
Waterloo 20.6 20.2 18.9 18.9 17.8 24.9 
Dubuque, and Waterloo. For Burlington, the percentage difference is 
negative, which means that total employment estimated by the employment 
approach is greater than the total employment estimated by the demographic 
approach. If the employment approach is viewed as demand-oriented, and the 
demographic approach is supply-oriented, then a labor shortage is projected 
for 1980 for Burlington. Correspondingly, since the percentage difference 
is positive in Dubuque and Waterloo, a labor surplus is projected. For 
MarshalItown and Ottunwa, the percentage differences are negative, indica­
ting a labor shortage. Table 9 indicates that both MarshalItown and 
Ottumwa are to have net out-migration in the male, 20-44 age groups. 
Therefore, a labor shortage can occur under two types of situations: the 
labor supply response — net in°migration — to a very large labor demand 
change is inadequate, for example Burlington; and the labor supply response 
— net out-migration — to a small labor demand change is excessive, for 
example MarshalItown and Ottumwa. Finally, the three largest areas. 
Des Moines, Davenport, and Cedar Rapids, are projected to show balance In 
labor supply and demand. One implication of the projected balance is that 
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labor market information about job opportunities is greater for larger 
cities than for smaller ones. 
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PRODUCER ACCESS POTENTIALS 
The development of indicators of access potentials that relate to the 
producer location concerns is the object of this chapter. The development 
of indicators related to the consumer is the object of the following 
chapter. 
Export-Base Expansion 
The fourth stage in the stages theory of urban growth refers to the 
expansion of the urban export base. It is recognized that the scope and 
variety of the urban area's external linkages must be expanding if the area 
is to remain viable. The export markets of the eight multi-county areas 
will be assessed by two techniques. One assessment will be based upon the 
growth rate of employment in all census regions weighted by the importance 
of these regions as markets for an area's products. The other will apply 
shift analysis to a Ig-state region, rather than using the entire United 
States as a basis for reference, and determine the regional-share position 
of industry in each area vis-a-vis the 15-state region. 
Industry market-demand growth rates 
The approach, used by Battel le (8) for the Susquehanna Basin, focuses 
upon census regions as markets for products produced in a given census 
region. The growth rate is in terms of employment for all regions In the 
United States combined in proportion to the Importance of these regions as 
markets for the eight multi-county areas. The procedure to calculate 
market-demand growth rates is discussed next. 
For each of the nine census regions, I960 and 1975 employment for 17 
manufacturing sectors at the SIC two-digit level is calculated. Employment 
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figures are obtained from the National Planning Association's "State 
Projections to 1975" (47). 
The percentage distribution by destination of shipments from the West 
North Central Census Rejion to each Census Region for each industry is cal­
culated. The 1963 Census of Transportation (58) is the data source for 
percentage distributions. It is assumed that firms located in the multi-
county areas have the same percentage distribution by destination of ship­
ments as the West North Central Census Region. States included in the West 
North Central Census Region are Minnesota, Iowa, Missouri, North Dakota, 
South Dakota, Nebraska, and Kansas. Because the 19^3 distribution is used 
in both the 19^0 and 1975 calculations, it is assumed that no shifts are 
expected to occur in the market distribution. 
A market-demand employment for I96O and 1975 is computed by weighting 
the employment in each census region by the percentage of shipments to that 
census region from the West North Central Region, The relative importance 
of markets for West North Central products determines the weights assigned 
to employment in each census region. 
The market-demand growth rate for each industry Is calculated by 
dividing 1975 market-demand employment by I96O market-demand employment. 
These calculations provide information about potentials of the West 
North Central Census Region export industries of which the eight multi-
county areas are a part. The calculations for three industries which have 
significant employment in the Region are presented in Table 15- The calcu­
lations for all industries are found in Appendix E. 
Based upon the illustrative data in Table 15, it is concluded that the 
West North Central Region does not have favorable access to high-growth 
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Table 15. Industry market-demand growth-rate computations 
Distribution by Change in 
Census destination from Employment employment 
region West North Central I960 1975 1960-1975 
Region 
(percent) (1,000) (1,000) (percent) 
SIC 20 - Food and Kindred Products 
New England 3-3 76.0 80.5 5.9 
Middle Atlantic 9.9 308.0 330.2 7.2 
East North Central 20.7 360.4 361.9 0.4 
West North Central 42.5 215.4 224.8 4.4 
South Atlantic 5.6 196.4 265.4 35.1 
East South Central 4.5 89.7 112.9 25.9 
West South Central 9.7 137.1 159.3 16.2 
Mountain 1.0 54.8 67.1 22.4 
Pacific 2.6 223.8 275.5 23.1 
Market Demand 233.7 .  249.2 6.6 
iiçii- Non-Electrical Machinery 
New England 2.4 155.4 161.8 4.1 
Middle Atlantic 10.0 333.3 371.2 11.4 
East North Central 16.6 630.5 680.4 7.9 
West North Central 18.9 102.1 132.9 30.2 
South Atlantic 14.9 53.7 .  87.1 62.2 
East South Central 10.1 29.6 52.7 78.0 
West South Central 4.9 55.6 90.0 61.9 
Mountain 6.2 14.1 26.3 86.5 
Paci fi c 16.0 95.5 147.6 54.6 
Market Demand 190.9 227.0 18.9 
SIC ^  - Electrical Machinery 
New England 1.5 155.9 226.3 45.2 
Middle Atlantic 13.9 420.4 525.2 24.9 
East North Central 22.3 476.0 564.6 18.6 
West North Central 17.0 72.1 111.5 54.6 
South Atlantic 8.0 71.4 166.7 133.5 
East South Central 6.0 44.4 93.2 109.9 
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Table 15. Continued 
Census 
region 
Distribution by 
destination from 
West North Central 
Region 
Employment 
I960 1975 
Change in 
employment 
1960-1975 
(percent) (1,000) 1 (1,000) (percent) 
West South Central 13.9 26.9 82.6 207.1 
Mountain 4.2 9.0 29.3 225.6 
Pacific 13.2 181.1 501.6 177.0 
Market Demand 215.6 319.1 48.0 
Table 16. Market-demand growth rates for 
Central Census Reqion 
industries of the West North 
Industry SIC 
code 
Market-demand employment 
1960=1975 
(1,000) (1,000) (percent) 
Food and kindred 
products 
20 233.7 249.2 6.6 
Tobacco Manufacturing 21 2.5 1.7 -33.2 
Textile 
Apparel 
Leather 
22 
23 
31 155.6 137.3 —11.8 
Lumber 24 34.1 29.4 -13.8 
Furniture 25 
Misc. Manufacturing 39 57.6 64.4 11.7 
Paper and paper products 26 102.5 124.6 21.6 
Printing and publishing 27 93.4 108.9 16.7 
Chemicals and allied 
products 
28 105.9 129.0 21.8 
Petroleum products 29 16.1 13.0 -19.5 
Rubber products 30 82.2 101.4 23.3 
Stone, clay and glass 32 67.0 65.1 -  2.9 
Primary metals 33 204.0 197.5 - 3.2 
Fabricated metals and 
ordnance 
34 
19 253.4 295.2 16.5 
Nonelectrical machinery 35 190.9 227.0 18.9 
Electrical machinery 36 215.6 319.1 48.0 
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Table 16. Continued 
Industry SIC 
code 
Market-demand employment 
i960 1975 
Market-demand 
growth rates 
1960-1975 
(1,000) (1,000) (percent) 
Transport equipment 37 189.2 269.0 42.2 
Instruments 38 66.0 93.8 42.2 
markets. Generally, the picture is the same in the other industries in 
terms of access. The primary markets for the West North Central region are 
the slow-growing census regions. In the case of the food and kindred 
products industry, 63 percent of the West North Central regions's output is 
sent to the two slowest-growing census regions. East North Central and West 
North Central. Because the West North Central Region is one of the larger 
regions In terms of employment in this industry, its low 4.4 percent growth 
rate Is an Important determinant of the relatively low 6.6 percent market-
demand growth rate. Likewise, for the more rapid-growing non-electrical 
and electrical machinery industries, the West North Central Region ships to 
relatively slow-growing census regions. However, the proportions of total 
output sent to the various regions are more evenly-distributed for the 
machinery Industries. 
It is emphasized that the market demand growth rate is not a rate for 
the output of an industry to a particular geographical market. Rather, it 
Is a rate based upon the growth In employment in all regions, weighted by 
the Importance of these regions as markets for the West North Central 
Region's products. Therefore, the market-demand growth rate for each 
industry in each region Is unique. Table 16 lists the market-demand growth 
rates for all Industries In the West North Central Region. 
The market-demand growth rates are used to compute the growth 
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potentials of the eight multi-county areas. The rates are weighted by the 
1960 employment mix in each area to derive a market-demand growth rate for 
the area. The calculations for each area are found in Appendix F, and the 
results are summarized in Table 17. 
Table 17. Market-demand growth rates for multi-county areas, 1960-1975 
Market-demand 
Area growth rate 
1960-1975 
(percent) 
Cedar Rapids 25.5 
Des Moines 18.8 
Burlington 17*2 
MarshalItown 15-4 
Davenport 14.7 
Waterloo 12,8 
Dubuque 12.7 
Ottumwa 11.9 
The eight areas are differentiated primarily in terms of their indus­
try mix. Cedar Rapids has an industry mix weighted In favor of fast-
growing industries. Ottumwa, on the other hand, has an industry mix 
weighted in favor of slow-growing industries. Evidence for these conclu­
sions is presented in Table 18. 
Examination of the employment structure indicates that Cedar Rapids 
has a higher percentage of its employment in high=growth industries, such 
as electrical machinery, than Ottumwa, while Ottumwa has a higher percen­
tage in low-growth industries, such as food. 
A critical evaluation of the market-demand growth rate technique to 
measure market access potentials would question the use of the I963 distri­
bution of shipments by census region for both I96O and 1975. Also, the 
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Table 18. Market-demand growth rates for Cedar Rapids and Ottutnwa 
1ndustry 
Cedar Rapids 
i960 
employment 
1960-75 
market-demand 
growth rates 
Ottumwa 
i 9 6 0  
employment 
(percent) (percent) (percent) 
Food 23.3 6.6 38.7 
Textiles and apparel 0.9 -11.8 7.2 
Lumber and furniture 1.7 11.7 3.2 
Paper 3.9 21.6 2.3 
Printing 6.3 16.7 6.5 
Chemicals 1.3 21.8 0.8 
Stone, clay, glass 2.0 -  2.9 2.8 
Primary metals 0.5 - 3.2 2.3 
Fabricated metals 2.2 16.5 8.0 
Nonelectrical machinery 19.5 18.9 19.9 
Electrical machinery 35.2 48.0 6.9 
Transport equipment 1.1 42.2 0.3 
Instruments 0.4 42.2 -
Miscellaneous manufacturing 1.7 11.7 1.1 
Market-demand growth rate 25.5 11.9 
assumption that the shipment patterns of the eight multi-county areas Is 
the same as the patterns for the entire West North Central Region may be 
questioned. However, until additional Information on commodity flows is 
available, this methodology for estimating growth rates Is satisfactory. 
Shift analysis 
Stewart describes the way In which shift analysis Is useful in eval­
uating growth potential (53, p. 428). 
The employment shift analysis offers several 
criteria for judging growth potential. First is the 
composition of economic acitlvity, whether favorable 
or unfavorable for growth. The second, and most 
Important, criterion is the competitive shift, which 
indicates how each industry performed locally 
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relative to its national performance. 
Consideration has been given to the composition of economic activity by 
use of the market-demand.growth rate technique. The competitive shift, or 
regional-share, effect will be the object of analysis. As Stewart states, 
the regional-share effect is an indicator of performance relative to a 
national performance criterion. However, Houston points out that, for 
many goods, the market is sub-national. The data on shipment patterns of 
census regions based upon the 1963 Census of Transportations tends to 
support Houston. Therefore, in applying shift analysis, the Nation is 
defined as the 15-state region in which the eight multi-county areas com-
• pete for markets. The 15-state region consists of two census regions. 
East North Central and West North Central, plus the states of Montana, , 
Wyoming, and Colorado. 
The 15-state region is divided into metropolitan areas and multi-
county areas. The delineation of areas is based upon the stages-of-growth 
theory and the central-place theory. In terms of the stages=of-growth 
theory, the largest population centers are in the stage of import substi­
tution and rapidly approaching the stage of urban export base expansion. 
The peripheral multi-county areas are experiencing the depopulation stage. 
In terms of the central-place theory, the delineation of areas exhibits a 
hierarchy of central places. For example. Figure 11 shows two metropolitan 
areas. Des Moines and Chicago, identified by the heavy black lines. Each 
metropolitan area consists of several multi-county areas. The eight multi-
county areas, which are the focus of this study, are identical in composi­
tion to the eight areas delineated in Figure 11. Within each metropolitan 
area there is an interdependency between central places of different 
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Figure 11. Delineation of metropolitan and multi-county areas 
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levels. The Des Moines multi-county area is linked to the Cedar Rapids 
multi-county area in terms of export activities and infrastructure. 
Finally, within each multi-county area there is interdependence between the 
center and peripheral counties of the multi-county area. The center county 
contains a growth center which is considered a focal point in the sense 
that it has strong linkages with the surrounding area. The boundary of the 
multi-county area is identified by the extent of the local labor market. 
The growth center serves as a trade, service, social and employment center. 
The spatial organization of the 15-state region may be summarized by 
describing the spatial position of a particular multi-county area identi­
fied by the name of Its growth center. For example, the urban place. 
Cedar Rapids, is the growth center for a multi-county area. The Cedar 
Rapids multi-county area is one of the multi-county areas which make up 
the Des Moines metropolitan area. The Des Moines metropolitan area, in 
turn, is one of the metropolitan areas making up the 15-state region. 
Analysis will proceed within this hierarchal arrangement. 
As Stewart states, the regional-share effect is the most important 
criterion because it relates the performance of each industry or sector 
locally to the spatial unit within which it competes. For the regional-
share effect to be related meaningfully, it must be stated in terms of the 
base-year employment. 
The competitive position of each multi-county area is related to the 
15-state region and to the metropolitan area of which it is a part (Table 
19). Note that in the area delineation, the areas whose growth centers are 
Dubuque, Davenport, and Burlington, are related to the Chicago metropolitan 
area rather than Des Moines. The delineation is based upon the national 
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periphery-to-core centralization effect. 
For the results of shift analysis to be meaningful, several constraints 
must be imposed upon the reporting of the results. Because shift analysis 
is sensitive to changes in employment from a small base, results will be 
reported for only those industries which have 1,000 or more employment. 
Finally, a classification scheme for the percentage changes is used to 
indicate degree of access. An area with favorable access is one in which 
the regional-share effect employment as a percent of 1950 employment is 
positive. The coding scheme is given below and used in Table 19. 
Regional-share effect employment Code 
as percent of 1950 employment number 
20 percent or more 1 
10 to 19.9 percent 2 
0 to 9.9 percent 3 
-10 to -0.1 percent 4 
-20 to -10.1 percent 5 
-20 percent or more 6 
Therefore, if an area Is coded by one, two, or three, it has favorable 
access relative to the industry under consideration. Correspondingly, an 
area coded by four, five, or six has unfavorable access in the industry. 
The Industries considered are similar to those considered in the market-
demand growth rate calculations. 
Within the same state for a given industry, performance differs widely 
among areas, assuming that the firms which are represented by an industry 
category are producing similar types of products in each area. This 
assumption is a valid one in the case of food processing. However, for 
electrical and other machinery, and other and miscellaneous, the assumption 
is more difficult to support. For example, the other and miscellaneous 
industry category consists of the following different industries: 
Table 19. Regional-share effect for major industries in multi-county areas, by code number for 
1950-60 
Industry 
Food Apparel Lumber=furn i ture Printinq-publishinq 
Area 15 Metro 
states area 
15 
states 
Metro 
area 
15 
states 
Metro 
area 
15 
states 
Metro 
area 
Cedar Rapids 5 5 4 4 
Des Moines 1 1 4 3 
MarshalItown 
Ottumwa 6 6 
Waterloo 4 4 
Burlington 4 3 ' 
Davenport 1 1 3 2 3 3 4 3 
Dubuque 1 1 4 4 
Industry 
Chemi cals Electrical and 
other machinery 
Other 
and miscellaneous 
Area 15 
states 
Metro 
area 
15 
states 
Metro 
area 
15 
states 
Metro 
area 
Cedar Rapids ' 1 1 1 4 
Des Moines 3 4 2 4 
MarshalItown Î 6 6 1 1 
Ottumwa 5 6 4 6 
Waterloo 
-
6 6 1 1 
Burlington 6 6 1 1 3 2 
Davenport 6 6 2 1 
Dubuque I 1 5 5 
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Paper products 
Petroleum products 
Rubber products 
Leather products 
Stone, clay and glass products 
Primary metals 
Fabricated metals 
Instruments 
Other manufacturing. 
In each area most of the industries are found in varying degrees. There­
fore, the analysis of the results requires disaggregation of the indùstry 
category into its component parts. 
The regional-share analysis of the industry category, electrical and 
other machinery, is useful for the identification of potentials because 
the category contains industries which are expected to grow rapidly. Thus, 
information is provided about how well a high-growth industry category is 
doing in Iowa relative to other locations. This information is used as an 
indicator of urban-industrial growth potentials. During 1950-60, Cedar 
Rapids, Burlington, and Dubuque experienced favorable access relative to 
their reference areas. 
Urban-industrial growth potentials have been evaluated In terms of 
the Industry mix and the regional share vis-a-vis other areas. This 
analysis is relevant only to export Industires, I.e., industries whose 
market area extends beyond the local trade and commuting area. Industries 
which serve local markets do not compete with firms in the same industry 
in other areas. 
Minimum-requirements approach 
The minimum requirements approach used by Ullman and Dacey (55) and 
Morrlssett (45) is a way of measuring the extent of deficiency or surplus 
In local market-oriented industries. It is not limited to local industries 
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it has relevancy to export industries as well. While the shift analysis 
technique is deficient in its inability to distinguish between the indus­
trial structures of cities of differing size classes, the minimum require­
ments approach meets this deficiency by indicating the lowest percent of 
employment in a given industry found in a city from a set of cities of a 
particular size-class. The implicit assumption of the minimum requirements 
approach is that any employment in excess of the minimum required is consid­
ered surplus. On the other hand, if the actual employment is less than 
the minimum required, a deficiency exists. The shift analysis approach 
focused upon manufacturing industries only. However, for some areas, non-
manufacturing industries exist that are basic to the area's economy. The 
insurance industry in Des Moines is an example. The minimum requirements 
approach is able to identify surplus employment in non-manufacturing indus­
tries, and thereby identify non-manufacturing export industries. 
Dacey has calculated minimum requirement percentages for cities of 
varying size classes for 14 industry classifications in I960 as shown in 
Table 20 (17). 
The "Totals" row indicates that the minimum requirements are an 
increasing percentage of total employment as a function of city size,. The 
shift-analysis approach fails to make this distinction. For a city of 
size 10,000 to 12,500, about 30 percent of the total employment is required 
for local needs;, the remaining 70 percent is employed in export activities. 
For a city of size one million or more population, 53 percent of the total 
employment is required for local needs. The difference in minimum require­
ments for the two cities indicates that the local multiplier effects of a 
marginal amount of employment will be much greater in the larger city than 
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Table 20. Minimum percentages employed in cities of varying size classes, 
14 industry classifications, I960 
Population 
Metropoli tan areas Cities 
over 300,000-' 100,000- 25,000- 10,000- 2,500-
Industry 1,000,000 800,000 150,000 40,000 12,500 3,000 
Agriculture 0.4 0.1 0.9 0.3 0.1 0.0 
Mining 0.1 0.0 0.0 0.0 0.0 0.0 
Construction 4.0 3.4 3.5 3.2 2.7 0.4 
Manufacturing 2.8 3.8 1.5 1.3 0.5 0.9 
Durable 
Manufacturing 
Non-Durable 
4.0 3.5 3.4 3.0 1.0 1.0 
Transportation 
Communication 
3.6 2.8 2.1 3.1 2.2 1.8 
Wholesale Trade 
Retail Trade 
2.2 
12.9 
1.6 
11.9 
1.7 
12.3 
1.4 
12.2 
0.6 
10.5 
9.7 
Finance, Insurance 3.5 2.5 2.2 2.1 1.4 0.4 
Business, Repair 
Services 
2.0 1.6 1.6 1.0 0.6 0.5 
Personal Services 3.7 3.5 2.5 3.3 2.3 1.9 
Entertainment 0.6 0.4 0.4 0.2 0.2 0.0 
Professional 
Servi ces 
10.3 8.4 8.3 8.0 6.2 5.9 
Publi c 
Administration 
2.9 2.2 2.2 2.4 1.6 0.9 
Tota1 s 53.0 45.7 42.6 41.5 29.9 23.4 
in the smaller one. Because of differential local multiplier effects, city 
size is an important indicator of growth potential. 
Minimum requirements for the urban places of each of the eight multi-
county areas are calculated. As an example, the calculations for Des Moines 
Standard Metropolitan Statistical Area (SMSA) are shown in Table 21. 
The absolute number of basic employment needs to be standardized to be 
meaningful. Therefore, the proportion of actual employment which is basic 
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Table 21. Minimum requirements calculations for Des Moines SMSA, I960 
Industry Actual 
employment 
Requi red 
employment 
Basic 
employment 
(number) (number) (number) 
Agriculture 2,428 108 2,320 
Mining 98 0 98 
Construction 5,835 3,657 2,178 
Manufacturing, Durable 8,881 4,087 4,794 
Manufacturing, Non-Durable 13,974 3,765 10,209 
Transportation, Communication 8,479 3,012 5,467 
Wholesale Trade 5,811 1,721 4,090 
Retail Trade 17,615 12,800 4,815 
Finance, Insurance •  10,312 2,689 7,623 
Business, Repair 3,216 1,721 1,495 
Personal Services • 5,778 3,765 2,013 
Entertainment 849 430 419 
Professional Services 14,018 9,035 4,983 
Public Administration 6,518 2,366 4,152 
is calculated for each industry classification for each of the eight urban 
places. The results are presented in Table 22. 
Table 22. Basic employment as a proportion of actual employment, I960, for 
14 industry classifications for 8 urban places (SMSA) 
Industry Classification 
Urban 
Place 
Agr. Mining Const. Mfg. 
Dur. 
Mfg. 
Non-Dur. 
Trans. 
Comm. 
Who1e-
sale 
Trade 
(in percent) 
Burlington 64.6 100. 0 19. 6 94.8 54.7 58.2 72.5 
Cedar Rapids 84.0 100. 0 30. 3 93.8 71.7 64.1 51.2 
Davenport 97.3 100. 0 25. 0 87.0 57.0 54.0 51.2 
Des Moines 95.5 100. 0 37. 3 54.0 73.1 64.5 70.4 
Dubuque 90.7 100. 0 18. 2 89.6 77.5 62.3 46.2 
Marsha 11 town 73.5 100. 0 29.  1 95.0 58.3 62.8 58.7 
Ottumwa 55.4 100. 0 29. 0 87.0 87.2 65.4 67.5 
Waterloo 83.1 100. 0 26. 8 91.8 80.9 67.3 51.7 
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Table 22. Continued 
industry Classification 
Urban 
Place 
Ret. 
Trade 
Fin. 
Ins. 
Bus. 
Repr. 
Serv. 
Pers. 
Serv. 
Enter­
tain 
ment 
Prof. 
Serv. 
Pub]. 
Admin. 
(in percent) 
Burlington 31.7 22.4 64.7 45.1 78.1 36.5 32.3 
Cedar Rapids 19.1 47.7 16.8 47.3 43.8 23.5 0.8 
Davenport 23.4 39.5 11.5 20.2 44.3 26.1 23.2 
Des Moines 27.3 73.9 46.5 34.8 49.3 35.5 63.7 
Dubuque 24.9 25.7 7.8 46.7 52.5 46.2 . 18.6 
Marsha 11 town 36.5 46.2 57.7 49.9 80.0 34.1 10.3 
Ottumwa 28.9 37.5 40.7 42.3 70.6 36.3 25.9 
Waterloo 23.1 29.3 7.6 46.7 50.8 36.8 17.3 
The minimum-requirements approach is a test of shift analysis in the 
sense that it indicates what proportion of total employment in a particular 
industry is residentiary in function. The approach is more general than 
shift analysis in that it indicates which non-manufacturing industries are 
part of the export base of an area. For example, in the preceding table, 
the percentage for Des Moines in the finance and Insurance category is very 
high — a finding that supports the statement that insurance is part of 
the export base for the Des Moines area. 
The minimum-requirements approach shows that two levels of export-
producing activities can be Identified. At the first level is manufactur­
ing, durable and non-durable, and insurance In Des Moines. In the case of 
manufacturing, the shipment patterns of the manufacturing industries have 
been identified In the discussion on market-demand growth rates. 
Alexanderson (1) refers to first**level export activities as region-forming. 
However, another level of export activities occurs, of which trade and 
services are the best examples, which are city-forming and serve the area 
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of which the city is a part. The minimum requirements table shows that 
each of the eight urban places has significant amounts of basic employment 
in the trade and service industries. The market area in many industries, 
such as wholesale trade, is not limited to the immediate multi-county area, 
but includes the entire state. For example. Des Moines provides many 
central-place functions for the entire state. Because the urban places 
are providing more trade and service functions that they require for their 
viability, a basis for economic interaction is established between the 
center, or the urban place, and the periphery. A balance-of-payments 
account can be drawn-up between the center and the periphery to show that 
the center provides the trade and service functions, i.e., the central 
place functions that cannot be provided in the periphery due to lack of a 
sufficient market size; the center provides a market for the production of 
goods produced in the periphery. Thus, a symbiotic relationship exists 
between the center and its periphery. 
How do trade and service industries relate to the identification of 
urban-industrial growth potentials? As mentioned earlier, trade and 
service industries are city-forming and region-serving in the sense that 
their markets are limited primarily to the multi-county area of which the 
city is the center and the other surrounding multi-county areas. The 
markets are spatially limited, compared to the markets for manufacturing 
industries. However, the regional-share analysis can be applied in identi 
fying the urban places which are doing better than others in a given indus 
try as was done in the analysis of manufacturing Industries. 
To represent the more limited market area of the trade and service 
industries, each multi-county area is compared with the metropolitan area 
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of which it is a part — the area in which it competes. The results are 
shown in Table 23; the same classification scheme as used in Table 20 is 
used with one representing a 20 percent or more change in regional-share 
effect employment relative to 1950 employment, and six representing a -20 
percent or more change. 
Table 23. Regional-share effect for selected trade and service industries 
in multi-county areas, 1950-60. by code number 
Industry 
Wholesale Finance, Medical and Business 
Trade Insurance, Other Profes- and Repair 
Area Real Estate sional Services Services 
Cedar Rapids 3 3 2 3 
Des Moines 2 3 4 1 
Marsha 11 town 63 5 5 
Ottumwa 4 5 4 5 
Waterloo 3 2 2 3 
Burlington 6 4 4 6 
Davenport 5 4 3 6 
Dubuque 5 3 4 6 
Note: For the first five areas, the area of reference is the Des Moines 
Metropolitan Area. For the remaining three areas, the area of 
reference is the Chicago Metropolitan Area. 
, The performance cniong areas is varied. Only Cedar Rapids and Waterloo 
have favorable access, of varying degree, for each industry. Des Moines 
experienced favorable access in each industry, except for medical and other 
professional services. Note that for the business and repair services 
industry. Des Moines is coded one while the other areas are three or more. 
The coding for the medical and other professional services industry is used 
as an indicator of urban-industrial growth potentials. 
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Access to 1nputs 
The selection of a new plant location requires the analysis of many 
factors. A classification scheme for the factors facilitates analysis. 
The broadest classification consists of two categories: location factors 
related (l) to regional differences, and (2) to industry differences. 
As the national economy has developed, interregional differences have 
diminished. Hoover speculates that persons concerned with the selection of 
plant sites may be giving greater emphasis to the size of place, or the 
position of the place in the urban hierarchy, and less to the choice of 
region (27, p. 12). He suggests three reasons for this shift of emphasis. 
Improvements in transportation have reduced the marginal transportation 
cost of transferring goods, people, services, and information. Beyond a 
threshold level, the costs of transfer with respect to distance become 
non-linear. Another reason Is the increasing importance of urbane types of 
amenities which appear to be related to increasing affluence. A final 
reason is the increased importance of specialization and linkage among 
industries. Hence, this study will focus upon trends in locations factors 
related to industry differences rather than upon interregional differences. 
Inter-industry relationships 
. The most effective analytical tool to identify changes in the inter­
industry, or structural, relationships of the economy is the inter-temporal 
analysis of input-output tables. Because each column of the input-output 
table provides a description of the inputs used to produce a unit of output 
for a given industry at a specific time, analysis of changes in the compo­
sition of the column over time indicate trends in the industry's input 
structure. Carter has compared the 1947, 1958 and 1962 national input-
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output tables (13). The most general conclusion drawn from the analysis 
is that the role of general inputs has increased. By general inputs. 
Carter means energy, services, printing and publishing, packaging, and 
maintenance construction. These are inputs which perform similar functions 
in all types of production. Figure 12 illustrates this trend by showing 
the output requirements of selected inputs needed to produce 1962 final 
demands with 194?, 1958, and 1962 technologies (13, p. 127). 
Carter agrees with Hoover's third reason for the increasing importance 
of the size of urban place, or position in the urban hierarchy, as a 
primary location factor. Hoover emphasized the increased importance of 
specialization and linkage among industries. Carter, focusing upon the 
same phenomenon from the point of view of general inputs, says (13, p. 224): 
Thus the proliferation of new materials and methods 
brings a tendency for more variety in each sector's inputs, 
for more entires in each column, and hence for more common 
elements among columns. General sectors tend to grow, with 
the need to coordinate an increasingly complex economy, and 
with the advantages of specialized service and other general 
functions, as the economy grows. 
Because services as general inputs have increased relatively, this 
study will consider them in greater detail by identifying them, by explain­
ing why their usage has increased, and by relating their existence spatially 
to the identification of urban-Industrial growth potentials In Iowa. 
Producer services 
Producer services are services used by business firms; as opposed to 
consumer services which are services used by households. Producer services 
may be categorized in the same way that goods are: perishable, semi durable, 
and durable. The cleaning of a plant Is an example of a perishable 
producer service. The services of an advertising agency to promote a 
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clearance sale is an example of a semidurable producer service. Finally, 
legal advice which results in a corporate merger is an example of à 
producer durable service. Producer services may be viewed as a form of 
investment. This view is given support by Machlup (40, pp. 39-40): 
. . .the services of certified public accountants, 
marketing research organizations and consulting 
engineers are sold almost entirely to business firms. 
Whether the firms buying these services use them for 
producing consumer goods or capital goods (durable 
producer goods) does not matter for our purposes; in 
either case, the production of knowledge serves in 
the current production of other things and the cost 
of the production of knowledge will be part of the 
cost of these other things, not a separate item in 
the national product, gross or net. The services of 
consulting engineers will perhaps be used more often 
in connection with new construction than with the 
current production of manufactured goods, and it 
might be interesting to see what portions of the 
investment in new plants are payments for knowledge 
produced in its planning and design. 
Industries whose output is considered as producer services, along with 
the proportion of employment of the industry associated with the production 
of producer services is shown in Table 24 (23, p. 22). Also, employment in 
producer service industries is growing rapidly as Table 24 shows. 
Why has employment In producer services grown relatively? A theory of 
the growth of the firm is needed. Stigler explains the growth of firms and 
the related growth of producer services in terms of a spiral-like process 
in which functional differentiation internal to the firm leads to speciali­
zation, which in turn leads to fragmentation, maturation, and finally func­
tional differentiation again: Stigler says (54, p. I87):  
But with the expansion of the industry, the magnitude of 
the function subject to increasing returns may become suf­
ficient to permit a firm to specialize in performing it. 
The firms will then abandon the process and a new firm 
will take it over. This new firm will be a monopoly, but 
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Table 24. Employment in producer services industries and proportion of 
employment associated with production of producer services, 
1950-1960 
Industry Proportion Employment 1950 i960 
Employment change 
1950-1960 
Transportation 
Communications 
Wholesale trade 
Finance, insurance, 
and real estate 
Advertising 
Miscellaneous business 
services 
industrial medical 
Legal 
3/4 
1/4 
1/2 
Engineering and 
architectural 
Accounting, auditing, 
and bookkeeping 
Miscellaneous professional 
services 
Government 
Total producer services 
Total all industries 
Producer services as percent 
of total 
1/2 
9/10 
9/10 
3/4 
1/3 
(thousands) 
2,176 2,016 
350 
2,134 
945 
109 
242 
n.a. 
115 
75 
91 
51 
7,028 
56,097 
12.5 
406 
2,425 
1,325 
128 
622 
n.a. 
140 
179 
140 
79 
731 1,064 
8,524 
64,647 
13.2 
(percent) 
- 7.4 
16.0 
13.2 
40.2 
17.4 
157.0 
53.8 
138.6 
53.8 
54.9 
45.6 
21.3 
15.2 
it will be confronted by elastic demands: it cannot 
charge a price for the output higher than the average 
cost of the process to the firms which are abandoning 
it. With the continued expansion of the industry the 
number of firms supplying the process will increase so 
that the new industry becomes competitive and the new 
Industry may. In turn, abandon parts of the process to 
a new set of specialists. 
Producer services as Inputs in the productive process are becoming 
Increasingly Important. For an urban-industrial to be identified as having 
growth potential, a positive regional-share effect in producer services 
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serves as an indicator. Table 23 compares the areas in selected trade and 
service industries which contain most of the producer services. Cedar 
Rapids, Des Moines, and Waterloo are areas with positive regional-share 
effects indicating favorable access to markets and inputs. The other areas 
are not experiencing relative expansion in producer services employment, 
and thereby are not keeping pace with the changing input requirements of 
modern industry. To the extent to which producer services are important 
to an Industry, the other areas will not be attractive locations for the 
particular industry. 
In a traditional framework, the basic industries of an area have been 
defined as those whose demand is exogenous!y determined, that is, origina­
ting from buyers external to the local area. Non-basic industries are 
Industries whose demand is endogenously determined, that Is derived from 
demand within the local area. Changes In non-basic industries are conceived 
of as resulting from changes In basic or export activity through a multi­
plier. However, It Is suggested that for larger areas the basic industries 
are those which facilitate the substitution of one type of export base, 
such as textiles, for a new one, such as electronics. It is suggested in 
this study that the producer services Industries fall into this category. 
In the stages theory of growth, the producer services industries are those 
which are crucial In the fourth stage — the expansion In magnitude and 
variety of the export base. Producer services are related to the Identifi­
cation of urban-industrial growth potentials by functioning as catalytic 
agents which assist In the development of a more varied export base. 
Technology-transfer agents 
Recent research on the sources of growth has shown the importance of 
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technology. Solow's research indicates that of total increase in labor 
productivity from 1909-49 in the United States, seven-eights was due to 
technological change (52). Mossell reached a similar conclusion about the 
importance of technological change based upon study of the 1919-55 period 
(46). 
The generation of technical and scientific knowledge is one of the 
motivating forces in the post-war period. Technology is diffused or 
transferred by the movement of knowledgeable people, corporate diversifi­
cation, mass communication media, libraries, formal educational institu­
tions, and technical journals. Lesher identifies the aspects of effective 
technology transfer as imitation, concept displacement, imagineering, 
adaptioneering, innovating, knowledge association, and extrapolation (37, 
p. 38). According to Kimball, the barriers to technology transfer are 
neither financial nor technical, but rather outdated institutional practice, 
lack of entrepreneurship, and reluctance to accept new ideas and practices 
(36, pp. 38-29). He calls for more people to become "innovation prone." 
Professional personnel Persons who are considered as bearers of 
innovation may be represented by the occupational category, professional, 
technical, and kindred workers, in the Census of Population. It is assumed 
that urban-industrial growth potentials are associated positively with 
availability of professional, technical, and kindred workers. Ault, Ault, 
Campbell^ and Witt (6) have identified urban area characteristics, or amenities, 
which are associated with migrants in the professional and technical occu­
pational group. In a simple linear regression model, migration of white 
male professional, technical and kindred workers to Standard Metropolitan 
Statistical Areas (SMSA's) during the period 1955-19&0 is the dependent 
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variable. The independent variables are characteristics of urban areas 
grouped into five categories: 
1. population characteristics, 
2. the physical environment, 
3- economic characteristics, 
k. crime rates and fire hazards in the central city, and 
5. quality of educational and cultural facilities. 
No causality is implied between dependent and independent variables. Also, 
because the model is a simple linear one, no measure of multi-col linearity 
Is available, although there Is a basis to suspect that it exists. 
Independent variables whose regression coefficients are statistically 
significant at the one-percent level include percent of labor force 
employed In white collar occupations, percent of labor force employed in 
professional, technical and kindred occupations, and percent of labor force 
employed in managerial, official, and non-farm proprietor occupations. 
Data based upon the eight areas for the latter two independent variables 
are given in Table 25-
Table 25. Percentage of labor force In selected occupational categories 
for eight areas In I960 (57, Table'7^) 
Area Professional Managerial Professional 
and managerial 
(percent) (percent) (percent) 
BurlIngton 10.4 8.3 18.7 
Cedar Rapids (SMSA) 12.1 7.7 19.8 
Davenport-Rock Island-, 
Mol I ne (SMSA) 
11.0 7.6 18.6 
Des Moines (SMSA) .11.6 10.0 21.6 
Dubuque (SMSA) 10.2 7»3 17.5 
MarshalItown 10.9 10.0 20.9 
Ottumwa 9.6 10.1 19.7 
Waterloo (SMSA) 11.1 7.5 18.6 
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The range of percentages in each column is small. Therefore, it does not 
appear that the flows of migrants in the professional and managerial occu­
pations to Iowa cities will differ significantly. 
Age distribution of population It is assumed that young persons 
who have been exposed to more recent ideas and practices than their elders 
are bearers of technological change. Also, it is assumed that young per­
sons are more willing to accept new ideas and practices than their elders. 
Areas which have a higher percentage of their population in the lower age 
groups than other areas have a more attractive potential labor force in 
terms of facilitating the technology transfer process. The projected age 
distributions of the population for the eight areas in 1980 is given in 
Table 26. 
To interpret the age distributions, they are combined into two groups, 
14-34 and 35 and over. This separation is used because in I98O persons 35 
and over would have been born during or before World War 11 and would have 
completed their formal education by 1965. This date, I965, is chosen 
because it represents a point In time by which developments associated with 
Sputnik had been introduced into the educational system and applications of 
the computer were developing rapidly. When the percentages in the three 
age groups between the ages 14 and 34 are summed, the percentages result 
shown in Table 27. The high percent for Waterloo is the result of the 
University of Northern Iowa being located at Cedar Falls. With the excep­
tion of Burlington, the range for the other areas is small. The relatively 
low percent for Burlington Is important because It implies that industrial 
expansion may be dampened due to a lack of young, skilled labor. 
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Table 26. Projected age distributions of the population for areas in 
1980 by sex 
Area 14-19 20-24 25-34 
flHC HI WUM 
35-44 45-54 55-64 65+ 
Male 
(percent) 
Burlington 7.2 6.8 15.6 23.9 21.9 14.1 10.5 
Cedar Rapids 13.4 11.6 20.0 18.0 17.1 11.2 8.7 
Davenport 12.9 12.1 20.3 17.1 17.1 12.1 8.4 
Des Moines 13.0 12.8 20.7 14.0 16.3 12.8 10.4 
Dubuque 13.2 12.1 21.8 20.5 13.8 10.8 7.8 
Marshall town 12.0 11.0 19.8 14.3 15.9 13.0 14.0 
Ottumwa 10.3 11.8 . 19.8 12.7 15.6 14.9 15.1 
Waterloo 14.1 13.1 23.2 15.6 14.5 11.2 8.3 
Female 
Burlington 6.4 6.1 18.8 22.9 18.2 13.2 14.4 
Cedar Rapids 12.0 10.1 22.1 19.5 14.0 10.9 11.4 
Davenport 11.4 10.6 21.2 18.3 14.6 12.2 11.7 
Des Moines 10.6 10.7 20.3 18.1 14.1 12.7 13.5 
Dubuque 12.2 11.3 22.9 19.7 11.2 10.5 12.2 
MarshalItown 10.7 10.7 19.3 15.4 14.7 13.5 15.7 
Ottumwa 8.4 9.9 19.8 15.0 14.0 14.6 18.3 
Waterloo 12.3 12.1 23.8 17.7 11.9 11.2 11.0 
Table 27. Percent of total male population, ages 14-34. in 1980 
Arc* 14-34 
(percent) 
Burlington 29.6 
Cedar Rapids 45.0 
Davenport 45.3 
Des Moines 46.5 
Dubuque 47.1 
Marsha 11 town 42.8 
Ottumwa 41.9 
Waterloo 50.4 
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Communication media Technology Is diffused by communication 
media — as well as by persons. Concerning the role of communication, 
Lesher says, "Any means of channeling new technologies in promising direc­
tions eventually boils down to communicating information on new technology 
from its point of origin to its point of potential use" (37, p. 84). 
Meier (4]) suggests that development of communications precedes economic 
development. Development Is based upon an increase In the productivity of 
a resource. Increases In productivity can be traced to innovations. Inno­
vations are adapted by entrepreneurs who have obtained information about 
the potentials of using the new method. Thus, the information has to be 
communicated. Four methods of communication will be considered in this 
study — newspaper, telephone, television, and radio. 
Comparisons of urban-Industrial growth potentials for the eight areas 
are based upon the production and consumption of Information. It Is 
assumed that production and consumption of Information is directly related 
to growth potentials. For newspapers, recent dally circulation Is avail­
able from Ayer and Son, Inc. (7) and presented In Table 28. The dominance 
of Des Moines occurs not only In newspaper circulation but also in the 
publication of national periodicals, trade journals, and other types of 
organization publications. The list of publications distributed from 
Des Moines Includes "Better Homes and Gardens," "Successful Farming," 
"Wallace's Farmer," and 30 other publications. Des Moines is the Informa­
tion-generation center of Iowa. 
Information production and consumption by telephone may be measured by 
the number of telephones In an area and the number of persons per telephone 
(7), and Is given In Table 29. The number of persons per telephone may be 
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Table 28. Daily circulation of newspapers by area 
Area 
Dal ly 
circulatlon 
(number) 
Burlington 21,467 
Cedar Rapids 72,399 
Davenport 119,703 
Davenport 
Rock Island 
Mo 1i ne 
58,755 
26,933 
34,015 
Des Mo Inés 358,491 
Register 
Tribune 
242,371 
116,120 
Dubuque 41,464 
MarshalItown 14,620 
Ottumwa 19,100 
Waterloo 54,917 
Table 29. Number of telephones and number of persons per telephone by are« 
Area 
Number of 
telephones 
Number of persons 
per telephone 
Burlington 13,437 2.4 
Cedar Rapids 72,924 1.3 
Davenport 70,269 1.3 
Des Moines 178,893 1.2 
Dubuque 18,162 3.1 
MarshalItown a a 
Ottumwa 19,102 1.8 
Waterloo 48,700 1.5 
^Data not available. 
Interpreted as an Indicator of need for telephone services. The lower the 
number of persons per telephone, the greater is the need for services. It 
is assumed that the need for telephone services Is directly related to the 
production and consumption of Information. The low number, 1.2, for 
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Des Moines reflects the type of industry which is concentrated in 
Des MoinesJ such as the insurance and publishing industries. 
Information production and consumption by radio and television may be 
measured by the number and wattage of stations. The number of radio and 
television stations is an indicator of the production of information; the 
wattage of stations is an indicator of the consumption of information. The 
assumption is that there is no difference in the percentage of receivers in 
each area. Support of this assumption is given in Table 30 (30). 
Table 30. Percentage of households with television as of January 1967 
. Percentage of 
households 
Burlington 94 
Cedar Rapids 96 
Davenport 96 
Des Mo ines 94 
Dubuque 9% 
Marsha 11 town 97 
Ottumwa 94 
Waterloo 96 
The number and wattage of radio stations is given in Table 21 (29). 
Table ^1. Number and wattage of radio stations by area 
Area 
Number of Total 
radio stations wattage 
Burlington 2 1,500 
Cedar Rapids 4 30,000 
Davenport 5 12,500 
Des Moines 6 72,000 
Dubuque . 2 6,000 
Marshall town 1 1,000 
Ottumwa 2 1,500 
Waterloo 3 55,500 
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The number and wattage of television stations is given in Table 32 
Table 32. Number and wattage of television stations by area 
Area 
Number of 
television stations 
Total 
wattage 
Cedar Rapids-
Waterloo 3 732,000 
Davenport-
Rock Island-
Mo 1 I ne 3 516,000 
Des Moines 3 732,000 
Ottumwa 1 100,000 
The data on communication media considered in this study indicates a 
high positive correlation between population size and information produc­
tion and consumption. Information production and consumption is related 
to economic growth by way of an innovation. Another aspect of the associa­
tion between population size and information production and consumption is 
that larger cities have more readers and listeners which increase demand 
which stimulates investment. Thus, additional support Is found for a city 
size as an Indicator of growth potential. 
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CONSUMER ACCESS POTENTIALS 
A primary function of a city is to facilitate exchange and face-to-
face contact. The city's unique potential is based upon the provision of 
diversity of choice and opportunity without sacrificing other values. 
Rising real income per capita, or affluence, resulting from technological 
change has accompanied urbanization. Income elasticities greater than one 
have been exhibited for such goods and services as housing, health care, 
mobility, recreation, and education. Hoover listed the increasing impor­
tance of amenities as a reason for the current emphasis on size of place, 
or level in the urban hierarchy, in making plant location selections. The 
eight areas in this study will be compared in terms of their provisions of 
amenities. Amenities to be considered in this comparison include range of 
choice In housing, access to health care, degree of mobility, and level of 
public services. 
Housing 
The Census of Housing (56) provides several indicators of the quality 
of housing. The age of the housing stock of a community is indicated by 
the percent distribution of the year in which the structure was built and 
is given in Table 33. It is assumed that newer housing is of higher 
quality. Burlington and Ottumwa have the lowest percentage of housing 
less than ten years old, while Cedar Rapids and Waterloo have the highest. 
The quality of the housing stock is indicated by the status of the 
plumbing and the median value of owner-occupied units as given in Table 34. 
Burlington and Ottumwa have a lower quality of housing stock while Cedar 
Rapids has a higher quality. The differences between the other areas are 
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relatively smal 1. 
Table Percent distribution of year structure built' 
Urban place 1955-
I960 
1950-
1954 
1940-
1949 
1939 or 
earlier 
(percent) 
Burlington 5.1 7.4 12.8 74.7 
Cedar Rapids (urbanized area) 17.3 11.1 9.0 62.6 
Davenport-Rock Island-Moline 9.8 10.4 13.3 66.5 
(urbanized area) 
Des Moines (urbanized area) 13.5 11.3 12.3 62.9 
Dubuque (urbanized area) 10.0 7.5 6.7 75.8 
Marsha11 town 12.1 7.1 7.1 73.7 
Ottumwa 5.6 8.8 11.6 • 74.0 
Waterloo (urbanized area) 15.7 12.2 15.6 56.5 
^Sources: 56, Tables 14, 20, 23. 
Table 34. Selected indicators of quality of housing stockf 
Urban place Sound Deteriorating Dilapidated Median value 
(percent) (percent) (percent) (dollars) 
Burlington 80.1 15.8 4.1 9,300 
Cedar Rapids 86.9 10.6 2.5 13,900 
Davenport 83.9 12.6 3.5 13,500 
Des Moines 80.6 14.9 4.5 12,100 
Dubuque 85.8 11.3 2.9 13,100 
Marshal 1 town 88.8 8.5 2.7 11,300 
Ottumwa 74.8 20.1 5.1 7,700 
Waterloo 85.2 11.9 2.9 12,000 
^Source: 56, Tables 12, 17, 21 and 24. 
Health Care 
Indicators of the availability of health care are difficult to obtain. 
The American Medical Association provides a geographical listing of all 
physicians (2). The absolute number of physicians in a community probably 
indicates the extent to which specialists are available. The number of 
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physicians per 1,000 population, as an indicator of availability, is diffi­
cult to determine because of the problem of delineating the area served by 
the physicians in a particular community. Acknowledging these difficulties 
the most recent population of the community is used to determine the number 
of physicians per 1,000 population which is listed in Table 35- The impli­
cit assumption is that the number of physicians per 1,000 population for 
the population residing outside the governmental boundaries of each com­
munity is the same, and therefore ignored. Those persons who reside within 
the governmental boundaries but use the services of a physician who resides 
outside those same boundaries are ignored too. The number for Cedar Rapids 
Table 35. Number of physicians per 1,000 population^ 
Burlington 1.5 
Cedar Rapids 1.5 
Davenport-Rock 1 s land-Mo1ine 1.1 
Des Moines 1.8 
Dubuque 1.1 
Marsha11 town 1,8 
Ottumwa 1.3 
Waterloo 1.3 
^Source: 2, Part II. 
may understate the availability of physicians because of Cedar Rapids' 
relatively close proximity to the University of Iowa Hospitals at Iowa 
City. There appears to be no pattern with respect to size of place because 
Des Moines, the largest city, and Marshal 1 town, the smallest city, have the 
same number of physicians per 1,000 population. 
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Mob!Iîty 
Because the primary function of a city is to facilitate contact, the 
number and variety of transportation channels and media are an indicator of 
the efficiency by which contact is made. Contacts may be classified into 
two categories, internal and external. Automobile availability is an indi­
cator of the ease by which contacts within the city may be established (56).  • 
it would be desirable to have a measure of the time costs incurred to make 
a contact within the city. However, no measure could be found. Table 36 
gives automobile availability. In terms of the availability of no automo-
Table 36. Automobile availability^ ' 
Percent distribution of number of automobiles 
available in all occupied housing units, I960 
one two three or more none 
(percent) 
Burlington 59.6 21.4 2.6 16.4 
Cedar Rapids 61.2 20.9 2.4 15.5 
Davenport 63.2 18.6 2.6 15.6 
Des Moines 58.2 21.0 2.3 18.5 
Dubuque 62.0 13.8 1.6 22.6 
MarshalItown b b b b 
Ottumwa 59.9 18.2 1.6 20.3 
Waterloo 62.1 22.1 2.8 13.0 
^Source: 56^ Tables l6 and 21. 
Data not available. 
bile, Dubuque has the highest percentage while Waterloo has the lowest. In 
terms of the availability of one automobile, there appears to be no basis 
for distinguishing between the areas. 
External contacts are contacts between a point within the city and a 
point outside the city. The transportation channels and media to be consid­
ered are highways and'airplanes. Railroads are excluded because this 
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chapter is focusing upon the household as a consumption unit as' opposed to 
a contributor to the production process. It is assumed that rail passenger 
transportation plays a declining role in the private transportation range 
of choice. 
Indicators of the efficiency of making external contacts by air are 
the number of scheduled aircraft departures during the twelve months period 
ending December 31, I966 and the number of passenger originations during 
the same period (14). Table 37 lists this data. The number of scheduled 
Table V J .  Aircraft departures and passenger originations by area for 1966^ 
^ Scheduled Passenger 
® aircraft departures originations 
(number) 
. Burlington 2,797 16,600 
Cedar Rapids 9,537 103,294 
Davenport-Moline 10,900 136,210 
Des Moines 13,762 272,276 
Dubuque 3,875 18,336 
Marshall town -- — 
Ottumwa 2,833 8,933 
Waterloo 7,987 54,203 
^Source: 14, p. 120. 
aircraft departures indicates the range of choice in time of departure and 
location of destination. Des Moines provides the greatest range of choice, 
followed by Davenport, Cedar Rapids,and Waterloo. The number of passenger 
originations indicates the number of passengers per departure. Des Moines, 
with 20 passengers, has the highest average. 
Indicators of the efficiency of making external contacts by automobile 
are the numbers of interstate and major highways in close proximity to the 
city. A degree of arbitrariness is introduced when determining whether an 
101 
interstate highway is "close" to a city. How close is close? The distance 
of fifty highway miles is selected as a distance beyond which a city is not 
close to an interstate. The directions which one can travel determine the 
number of external linkages available. For example, if an interstate 
passes near a city, two external linkages exist because the person can 
travel in two directions. Table 38 lists the linkages. Access to an 
Table 38. Highwav access linkages by area 
Area Interstate highways Major highways 
(number) 
Burlington 0 4 
Cedar Rapids 2 6 
Davenport 3 10 
Des Moines 4 9 
Dubuque . 0 8 
Marshall town 2 5 
Ottumwa 0 4 
Waterloo 0 7 
interstate highway is more desirable than access to a major highway due to 
the greater ease, speed, and safety of travel. Therefore, access to an 
interstate should be given greater weighting than a major highway. However, 
the question of how much more is difficult to answer. Certainly households 
in Davenport and Des Moines have favorable access location. On the other 
hand, Burlington and Ottumwa have limited, or unfavorable access locations. 
Although these differing access positions have important implications for 
the location of manufacturing activity, the focus in this chapter is upon 
household as a consuming unit and the range of choices available to him in 
the various areas. 
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Public Services 
Many public amenities are in the form of services provided by the 
government sector. With increasing affluence, consumer expenditure pat­
terns have shifted in favor of public services, such as recreation and 
education. The shift is also reflected in the way in which businesses 
view the level of local taxation as a location factor. Traditionally, 
some consideration has been given to the selection of areas which have low 
levels of taxation. However, with increasing emphasis placed upon the 
availability of public services, higher levels of taxation may be indica­
tors of a higher level of provision of public services and, therefore, an 
attractive location for a new plant. People locate where job opportunities 
exist, but new plants are located in conjunction with the desires of plant 
personnel — particularly managerial and technical personnel. 
Data are available on the value of municipal assets as shown in 
Table 39. To compute value per capita, I960 population is used because it 
is available for all urban places under study. Assuming that the valuation 
Table 39. Value per capita of selected municipal assets as of December, 
1965a 
Urban place Library building, site, books 
Parks 
land and bulIdings 
(dollars) 
Burlington 
Cedar Rapids 
Davenport 
Des Moines 
Dubuque 
MarshalItown 
Ottumwa 
Waterloo 
14.18 
12.02 
9.95 
7.12 
13.21 
16.54 
22.63 
7.66 
31.02 
36.02 
28.97 
19.95 
10.00 
13.16 
19.63 
28.43 
^Source: 35, pp. 28-31. 
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procedures are the same for each area, the range in value is great. The 
value per capita for library in Ottumwa is about three times the value for 
Des Moines and Waterloo. The value per capita for parks in Cedar Rapids 
is more than three times the value for Dubuque. There appears to be no 
discernable pattern — areas ranking low on library rank high on parks. 
Also there appears to be no relationship between value per capita and size 
of area. Thus, differences appear to be the result of policy decisions 
reflecting the pressures of interested persons. 
An indicator of investment in municipal assets is expenditure for 
capital outlay. The capital outlay expenditure for each of five years, 
1961-1965, is summed and then divided by I96O population to derive a 
capital outlay expenditure per capita over the period. The results are 
shown in Table 40. A five-year period is selected to eliminate the dis-
Table 40. Capital outlay expenditure per capita, 1961-1965^ 
Total capital Capital outlay 
^ outlay, 1961-65 per capita, I96I-65 
(dollars) 
Burlington 2,717,742 83.80 
Cedar Rapids 21,006,000 228.24 
Davenport 1,341,000 15.07 
Des Moines ' 25,767,000 I23.3O 
Dubuque 9,278,000 I63.9O . 
Marshall town b b 
Ottumwa b b 
Waterloo 12,381,000 172.55 
^Sources: 31, pp. 16-17; 32, pp. 16-17; 33,  pp. 16-17; 34, pp. 14-15; 
35, pp. 14-15. 
"Data not available. 
torting effect of fluctuating annual outlays. Variation in per capita 
outlays is great. Cedar Rapids has done much to improve their infrastruc­
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ture. On the other hand, the data indicates that Davenport has lagged 
behind. It must be emphasized again that the study assumes that the same 
accounting procedures are used in each area. Because data for each area 
are the same source with no indication of different accounting procedures 
used, there Is no basis to make a different assumption. 
An indicator of the ability of the area to finance public services is 
provided by the percent change in valuation of all property subject to 
taxation. Types of property included are real, personal, railroad, tele­
phone and telegraph, utilities including transmission and pipe lines, and 
monies and credits. Agricultural lands are excluded. The percent change 
between January, 1961, and January, 1964, in valuation of all property 
subject to taxation is given In Table 41. 
Table 4l. Percent change In valuation of all property. 1961-1964^ 
... _ Change in valuation of 
Urban pUce all property 1961-13» 
(percent) 
Burlington 34.2 
Cedar Rapids 31-7 
Davenport 2.0 
Des Moines 16.7 
Dubuque 34.8 
Marshall town 61.0 
Ottumwa 24.1 
Waterloo 14.9 
^Sources: 32, pp. 16-17; 35, pp. 14-15. 
Indicators of the value of the stock of municipal assets, reflecting 
past capital outlays; capital outlays over a recent period, reflecting 
current public investment strategies; and percent changes In property valu­
ation, reflecting the ability to finance public services; have been 
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presented. There appears to be internal consistency in the sense that the 
low capital outlay per capita for Davenport reflects the low increase in 
ability to finance public expenditures. The higher capital outlay per 
capita for Cedar Rapids, Des Moines, and Dubuque reflect the increased 
ability to finance expenditures. The increased ability is, in turn, a 
surrogate for willingness by the taxpayers to pay the price for an improved 
infrastructure. Industry seeking new plant sites will not be forced to 
look elsewhere because of a deteriorating infrastructure. Households, 
seeking public services associated with urban life, can expect to receive 
them at increasing levels. 
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GROWTH-POTENTIALS INDEX 
Stewart says, "New federal programs for regional economic development 
stress productivity as a criterion for the regional allocation of federal 
funds (53, p. 421). This study attempts to identify urban-industrial 
growth potentials for eight multi-county areas as a basis for the spatial 
allocation of both federal and state funds. 
The various indicators of urban-industrial growth potentials are 
drawn together in the form of an index -r a Growth-Potentials Index. It 
ranks the multi-county areas cardinally. The construction of the index 
involves three steps: first, the specification of the ways in which poten­
tials are defined; second, the selection of the indicators of potentials; 
and third, the construction of a weighting scheme for the indicators. 
In Chapter II urban-industrial growth potentials were defined in terms 
of the accessibility and attractiveness of the area's cities in the 
regional and national space-economy. Therefore, indicators of potentials 
are selected in terms of their ability to represent differences among areas 
in access to markets and inputs, and amenities. 
Ten indicators are used in the index: 
1. change in employment, I96O-8O; 
2. male migration rates, ages 20-44, 1970-80; 
3. market-demand growth rates, 1960-75; 
4. regional-share as a proportion of base year employ­
ment, 1950-60, for electrical and other machinery 
industry; 
5.  basic employment as a proportion of actual employ­
ment in durable and non-durable manufacturing, I96O; 
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6. regional-share as a proportion of base year employ­
ment, 1950-60, for medical and other professional 
services industry; 
7.  percent of male population, ages 14-34, in I98O; 
8 .  city size, I96O; 
9 .  median value of housing, I96O; and 
10. percent change in valuation of all property, 1961-64. 
Indicator 1: change in employment, 1960-80 
The primary task in the employment projection model is the projection 
of the regional-share effect coefficient. Implicit in the model to esti­
mate the parameters for the regional-share coefficient estimation equation, 
there is the hypothesis that variations between areas in the regional-share 
coefficient are associated directly with favorable access to inputs and 
markets. Employment projections are generated from the shift analysis of 
which the regional-share effect is a component of employment change. 
Therefore, the change in employment between I96O and I98O, derived from the 
employment model, is an indicator of urban-industrial growth potential. 
The percent change is found in Table 1 .  
Indicator 2: male migration rates, ages 20-44, 1970-80 
The demographic model provides an indicator in the form of net migra­
tion rates for males in the 20-44 age groups. The demographic model is 
related to the employment model by a migration-economic opportunity rela­
tionship. For age groups between 20 and 59, the migration rate is a func­
tion of the net total effect which is a combination of the industry-mix and 
regional-share effects. The males, 20-44, are the primary lebor force and 
are responsive to changes in economic opportunity. From the migration 
model, male migration rates are used as indicators of potential. The rates 
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are found in Table 10. 
Indicator 3: market-demand growth rates, 1960-75 
Access to markets is explicitly taken into account in the computation 
of market-demand growth rates. These rates are derived by weighting growth 
in employment in all census regions by the extent to which these regions 
serve as markets for products produced in the eight multi-county areas. 
The rates are found in Table 18. 
Indicator 4: regional-share — electrical and other machinery, 1950-60 
The regional-share as a percent of base-year employment indicates if 
the area has increased its proportion of employment in a given industry 
relative to other areas for the same industry. A positive regional-share 
indicates favorable access to markets and inputs. The regional-share, as a 
percent of base year employment, provides a basis for comparing the perfor­
mance of areas. The industry, electrical and other machinery, is used 
because all areas under study have significant employment in the industry, 
and the industry is considered a growing industry nationally. The percents 
are found in Table 19; percents based upon the 15-state region as the 
Nation are used. 
Indicator 5: basic employment as a proportion of actual employment, 1950-60 
The minimum requirements approach provides information about a city's 
export base according to city size. The approach identifies potential by 
indicating the proportion of actual employment which is basic employment. 
The percents for durable and non-durable manufacturing employment found in 
Table 22 are used. 
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Indicator 6: regional-share — med i ca1 and other professional servi ces. 
1950-60 
Trade and service industries are important for the identification of 
growth potential because these industries are region-serving and city-
forming. Their markets are more spatially limited than markets for manu­
facturing industries. The industry, medical and other professional 
services, is selected to represent these types of industries because the 
data for finance and insurance is not comparable by area due to the impor­
tance of insurance in the export base of Des Moines. Wholesale trade is 
not chosen because the industry is not one of rapid employment growth; 
business and repair services is not chosen because employment in repair 
services is declining, but increasing in business services. The indicator, 
regional-share as a proportion of base-year employment, shows whether the 
area changed its share of employment in a given industry relative to other 
areas for the same industry. If the regional share is positive, then the 
area has favorable access to markets and inputs. The percents are found in 
Table 23. 
Indicator 7: percent of male population, ages 14-34, in 1980 
New ideas and techniques are transferred by people; young persons, 
because of more recent formal training, are more likely to introduce new 
ideas and techniques than older persons. An indicator of access to this 
technology-transfer agent is the percent of male population, ages 14-34, in 
1980. The percents are found in Table 27. 
Indicator 8: city size. I960 
City size is a proxy for several indicators of growth potential. The 
minimum requirements analysis show that the multiplier effect of a marginal 
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amount of employment is directly related to the size of place. The indica­
tors of production and consumption of information, such as newspaper circu­
lation and radio and television wattage, are directly associated with city 
size. The I960 population is used. If the city is a Standard Metropolitan 
Statistical Area, then Its population Is used. For other areas, the popu­
lation of the county in which the primary urban center is located is used. 
Indicator 9: median value of housing. I960 
Median value of housing is one of two amenity indicators used in the 
index. Median value of housing indicates the quality and range of choice 
In housing. The values are found in Table 34. 
Indicator 10: percent change in valuation of al1 property, 1961-64 
The percent change In valuation of all property, the other amenity 
Indicator, shows the ability and willingness of the municipality to provide 
an expanded level of public services. The percent changes are found in 
Table 41. 
The indicators are weighted to recognize differences in relative 
importance to the Identification of growth potentials. Indicators are of 
two types — ones based upon historical data and ones based upon projected 
values of economic variables. Because of the study focuses upon the iden­
tification of potentials, indicators based upon projected values are given 
larger weights than those based upon historical data. If research on the 
location factors of new plant sites shows that external economies of urban 
concentration and size of place are increasingly important, a different set 
of weights emphasizing indicators of city size and urban amenities should 
be used. On the other hand, if market orientation Is receiving more atten­
tion as a determinant of plant location, indicators, such as market-demand 
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growth rates, should be given larger weights. Thus, a family of growth-
potentials indices, based upon different weighting schemes, is possible. 
The area which ranks first according to the indicator receives all 
possible points for that indicator; the area which ranks last receives one 
point for that indicator. The remaining areas are allocated a portion of 
the total possible number of points on the basis of their relative position 
in the range of values for the indicator. The highest possible score for 
an area is 100 which means that the area ranks first on each of the ten 
indicators. Table 42 lists thé eight areas with the number of points 
received on each indicator and the total number of points received on all 
ten indicators. This total number for each area is the Growth-Potentials-
Index. At the bottom of each column, the total possible number of points 
for each indicator — the weighting scheme used in this study for illustra­
tive purposes — is given. 
The ranking of areas by the Growth-Potentials Index by order of 
decreasing potentials follows: 
1. Cedar Rapids 
2. Burlington 
3. Des Moines 
4. Davenport 
5.  Dubuque 
6. Waterloo 
7.  Ottumwa 
8. Marshall town 
Cedar Rapids scores consistently well. Burlington's impressive 
increases in employment are recognized. However, Burlington does less well 
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Table 42. Growth-Potentîals Index (GPl) 
Indicator^ _____ GPl 
area 
.1 2 . 3 4 . 5 6 7 8 9 10 total 
Bur 1ington 15 5 6 15 6 4 1 1 2 3 58 
Cedar Rapids 8 2 15 15 8 10 4 7 5 3 77 
Davenport 8 2 4 1 6 7 4 15 5 1 53 
Des Moines 5 1 8 10 4 4 4 15 4 2 57 
Dubuque 3 2 2 15 9 4 4 3 5 3 50 
MarshalItown 2 1 4 1 6 1 3 1 3 5 27 
Ottumwa 1 1 1 4 10 4 3 1 1 3 29 
Waterloo 3 1 2 1 9 10 5 6 4 2 43 
Weights 15 5 15 15 10 10 5 15 5 5 100 
®Key for indicators: 
1.  change in employment, 1960=80 
2. male migration rates, ages 20-44, 1970-80 
3.  market^demand growth rates, 1960-75 
4. regional-share, electrical and other machinery 
5.  basic employment, durable and non-durable manufacturing 
6. regional-share, medical and other 
7.  percent of male population, 14-34 
8. city size, I960 
9.  median value of housing 
10. percent change In property valuation 
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in the non-manufacturing industries' performance and the amenity indica­
tors. The industry-mix of Des Moines is not composed of rapid-growth 
industries, especially in the manufacturing area. As the largest city in 
Iowa, Des Moines does have the basis for generating internal growth based 
upon relatively large multiplier effects. The analysis of Davenport is 
handicapped by the fact that Davenport is one of four contiguous cities. 
Whenever possible the analysis includes the influence of all four cities on 
the evaluation of growth potentials. However, the projection model's 
results are limited to Iowa. Dubuque and Waterloo are adjusting to changes 
in their export bases and are seeking industry which can provide for sus­
tained growth. MarshalItown and Ottumwa have to make similar adjustments 
if they are to remain viable urban centers. 
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SUMMARY AND CONCLUSION 
The objective of this study is.to develop a methodology for generating 
information about the location of employment and population growth in a 
given region. The study assumes that future major economic activity will 
operate through a network of cities. 
A projection model is developed which is based upon the logic that the 
location of employment and population growth in a region depends on the 
urban-industrial growth potentials. The potentials depend on the accessi­
bility and attractiveness of the region's cities in the regional and 
national space-economy. Conventional projection techniques are based upon 
historical trends. The logic of the projection model is that urban-indus­
trial growth potentials must be identified first, and then employment and 
population may be projected based upon the location of urban-industrial 
growth potentials. Because general access characteristics are an index of 
urban-industrial growth potentials, measures of accessibility to markets 
and inputs are built into the model. 
The methodology used to identify urban-industrial growth potentials is 
not limited to the projection model, but Includes other techniques which 
provide different types of information. Market-demand growth rate computa­
tions measure the growth potential of markets to which products produced In 
the study areas are shipped. Shift analysis compares the performance of a 
particular industry In a particular area with the performance of the same 
industry in other areas. The minimum-requirements approach measures the 
size and composition of the export base of the study areas. Indicators of 
access to inputs playing crucial roles in modern production methods, such 
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as producer services, are included in the methodology. Finally, the 
increasing attention given to the availability of urban amenities as a 
location factor is recognized. 
The empirical results of the analysis are based on data for eight 
urban places in Iowa. However, the methodology is sufficiently general to 
be applicable to other places. Also, the methodology is not restricted to 
a particular period of time, but can be repeated for different periods of 
time. 
Ten indicators of urban-industrial growth potentials are used to 
construct an index — the Growth-Potentials index. A set of weights is 
assigned to the indicators to represent the relative importance of each of 
the indicators to the identification of potentials. The set of weights can 
be altered to reflect the changing importance of location factors. The 
Index ranks the urban places cardinally. 
Of what value is information about urban-industrial growth potentials 
to the public policy-makers? Assume the goal — a more-balanced spatial 
distribution of population for I98O — is established at the federal level. 
The goal can be specified operationally by a combination of the following 
ways: a population density in urbanized areas not to exceed a given level, 
and a "Lorenz-type" curve relating percent of population and percent of 
land area on which the given percent of population resides. The goal is 
specified by a change in the shape of the curve toward more balanced 
spatial distribution. 
Each governmental department and agency develops programs directed 
toward the achievement of the goal. Assume state government officials are 
invited to participate in an informal way in the formulation of programs at 
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the federal level with the expectation that the state officials will 
establish a similar goal and programs consistent with the national goal. 
As the programs are funded, the question will arise about the criter­
ion for the spatial allocation of funds for each program. The criterion 
depends upon the goal. Because the goal is a more-balanced spatial distri­
bution of population, the criterion proposed is to allocate funds to those 
areas which have urban-industrial growth potentials, if each state is 
asked to determine two of its urban places which have potentials, then the 
conclusion of the empirical analysis of this study is that Cedar Rapids and 
Burlington should be selected and allocated funds. 
For what types of federal and state programs might funds be allocated? 
Programs to be considered are listed under three headings: 
1. programs to improve mobility; 
2. programs to improve human resources; 
3.  programs to increase the range of choice in leisure-
time activities. 
Burlington's spatial position may be improved by the construction of 
limited access highways linking Burlington to Interstates 80 in Iowa and 7^ 
in Illinois. Cedar Rapids can be linked to Interstate 80 and Iowa City by 
limited-access highway. The effect of the limited-access highway is to 
reduce the time-costs to major markets in the Chicago metropolitan area and 
to promote commutation to Iowa City, the location of the State University 
of Iowa. 
The employment-demographic projection model indicates that a serious 
labor shortage may exist in Burlington in I98O. Table 14 shows that under 
the various assumptions concerning labor-force participation and unemploy-
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ment rates, the employment estimated by shift analysis is about 25 percent 
greater than employment estimated by the demographic appraoch. This labor 
shortage is projected for Burlington in spite of a large male net in-migra-
tion rate for age groups 20-44, between 1970 and I98O. 
Occupational counseling should include information about the spatial, 
as well as the occupational, availability of jobs. To adapt the existing 
and future labor forces of Cedar Rapids and Burlington to changing skill 
requirements, expanded programs for on-the-job training and technical 
institute programs for employees on three or six month sabbaticals may be 
established. 
If Burlington and Cedar Rapids are to attract and hold the young 
people who are the bearers of the new technologies, then the cities must 
develop programs which provide amenities appealing to young people, such as 
recreational facilities. Federal and state programs whose objectives are 
the construction of artificial lakes and camping areas should allocate 
funds on the basis of proximity to Cedar Rapids and Burlington. Because 
young people will be concerned about the quality of schools for their 
children, the criteria for allocation of state education aid to local areas 
should include recognition of different urban-industrial growth potentials. 
The adoption of urban-industrial growth potentials as the criterion 
for allocation of funds will be opposed. Pressure groups, representing 
non-spatially defined interests, may not be able to relate the allocation 
of funds for a program to a spatially defined entity — a city — and the 
benefits to their organization's membership. There will be opposition from 
the mayors and executive-secretaries of the Chambers of Commerce for the 
cities which are identified as not having enough potential to receive funds. 
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However, if the spatial distribution of the population is to be altered, 
then some places, from among the many, must be selected for special atten­
tion. Economic change results, inevitably, in changes in political align­
ments. 
The discussion of the use of urban-industrial growth potentials points 
to the need for continued research on the identification of indicators of 
potentials. The identification depends upon the development of expanded . 
data-collection efforts at the local level. For example, information about 
commutation patterns is vitally important for an understanding of the 
functioning of local economies. However, employment by industry is cate­
gorized by residence of the respondent, rather than by location of employer, 
by the Census Bureau. If industry employment is measured by both residence 
and location of employment, then more accurate information about commutation 
patterns and change in location of employment may be obtained. 
As people become more discriminating about where they live and work, 
and government becomes more concerned about identifying geographical 
differences in economic welfare, research on the construction of indicators 
and growth potentials indices will become increasingly important. 
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APPENDIX A. LISTING OF STUDY AREAS 
Sioux City Periphery 
Cherokee 
Ida 
Lyon 
Monona 
Plymouth 
Sioux 
Spencer 
Buena Vista 
Clay 
Dickinson 
Emmet 
O'Brien 
Osceola 
Palo Alto 
Ft. Dodge Periphery 
Calhoun 
HamiIton 
Humboldt 
Pocahontas 
Wright 
Mason City Periphery 
Floyd 
Franklin 
Hancock 
Kossuth 
Hitchel1 
Wi nnebago 
Worth 
Decorah 
Allamakee 
Clayton 
Howard 
Winneshiek 
6. Waterloo Periphery 
Bremer 
Buchanan 
Butler 
Chickasaw 
Fayette 
Grundy 
7. Dubuque Periphery 
Delaware 
Jackson 
8. Cedar Rapids Periphery 
Benton 
Cedar 
Iowa 
Jones 
Washington 
9. Burlington Periphery 
Henry 
Louisa 
10. Ottumwa Periphery 
Appanoose 
Davis 
Jefferson 
Keokuk 
Lucas 
Monroe 
Van Buren 
Wayne 
11. Des Moines Periphery 
Dal las 
Madison 
Marion 
Warren 
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12. Creston 
Adair 
Adams 
Clarke 
Decatur 
Ringgold 
Taylor 
Union 
13. Carroll 
Audubon 
Carrol 1 
Crawford 
Greene 
Guthrie 
Sac 
14. Council Bluffs Periphery 
Cass 
Fremont 
Harrison 
Mills 
Montgomery 
Page 
Shelby 
15. Marsha11 town Periphery 
Hardin 
Poweshiek 
Tama 
16. Black Hawk (Waterloo) 
17. Boone (Boone) 
18. Cerro Gordo (Mason City) 
19. Clinton (Clinton) 
20. Des Moines (Burlington) 
21. Dubuque (Dubuque) 
22. Jasper (Newton) 
24. Lee (Ft. Madison) 
25. Linn (Cedar Rapids) 
26. Mahaska (Oskaloosa) 
27. Marshall (Marshal 1 town) 
28. Muscatine (Muscatine) 
29. Polk (Des Moines) 
30. Pottawattamie (Council Bluffs) 
31. Scott (Davenport) 
32. Story (Ames) 
33. Wapello (Ottumwa) 
34. Webster (Ft. Dodge) 
35. Woodbury (Sioux City) 
23. Johnson (Iowa City) 
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APPENDIX B. NON-COMMODITY-TO-COMMODITY-PRODUCING 
RATIOS FOR 35 AREAS 
Table 43. Non-commoditv-to-commodity-producing ratios for 35 areas 
Area 1940 1950 i960 1970 1980 
I. Sioux City Periphery 0.6967 0.8367 1.0857 1.3172 1.5633 
2. Spencer 0.8956 1.0865 1.3131 1.5931 1.8907 
3. Ft. Dodge Periphery 0.8128 0.9971 1.2180 1.4777 1.7538 
4. Mason City Periphery 0.6500 0.7709 0.9892 1.2002 1.4244 
5. Decorah 0.6156 0.7302 0.8964 1.0876 1.2908 
6. Waterloo Periphery 0.7411 0.7911 1.0540 1.2788 1.5177 
7. Dubuque Periphery 0.6868 0.7178 0.7659 0.9292 1.1028 
8. Cedar Rapids Periphery 0.6863 0.7858 1.0011 1.2146 1.4415 
9. Bur 1ington Per i phery 0.8169 1.1455 1.4366 1.7430 2.0686 
10. Ottumwa Periphery O.8I29 0.8561 1.1775 1.4286 1.6955 
11. Des Moines Periphery. 1.0916 1.0937 1.5672 1.9014 2.2567 
12. Creston 0.7055 0.8248 1.1960 1.4511 1.7222 
13. Carrol 1 0.7441 0.9025 1.1190 1.3576 1.6112 
14. Council Bluffs Periphery 0.8706 1.0711 1.4430 1.7507 2.0778 
15. MarshalItown Periphery 0.8435 1.0150 1.2753 1.5473 1.8364 
16. Black Hawk 1.0740 1.1123 1.3812 1.6758 1.9889 
17. Boone 1.4665 1.6397 1.9420 2.3561 2.7963 
18. Cerro Gordo 1.4864 1.8572 2.1225 2.5751 3.0562 
19. CI inton 1.0356 1.1519 1.1343 1.3762 1.6333 
20.. Des Moines 1.3861 1.9364 1.5528 1.8839 2.2359 
21. Dubuque 1.2330 1.2711 I.4812 1.7971 2.1328 
22. Jasper 0.6569 0.6048 0.8916 1.0817 1.2838 
23. Johnson 1.9330 2.9544 4.1085 4.9847 5.9161 
Table 43. Continued 
Area 1940 1950 i960 1970 1980 
24. Lee 1.1317 1.1776 1.3972 1.6952 2.0119 
25. Linn 1.6693 1.4452 1.3031 1.5810 1.8764 
26. Mahaska 1.0012 1.1323 1.3590 1.6488 1.9568 
27. Marshall 1.1964 1.2988 1.2918 1.5673 1.8601 
28. Muscatine 0.8646 1.0586 1.1514 1.3969 1.6606 
29. Polk 3.4222 3.0974 3.1)44 3.7786 4.4846 
30. Pottawattamie 2.0325 2.5578 2.5673 3.1148 3.6968 
31. Scott 1.4078 1.4693 1.5436 1.8728 2.2227 
32. Story 1.8824 3.0296 3.5465 4.3028 5.1068 
33. Wapello 1.2790 1.3727 1.5066 1.8279 2.1694 
34. Webster 1.3293 1.4658 1.4995 1.8193 2.1592 
35. Woodbury 2.1932 2.2568 2.5638 3.1106 3.6918 
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APPENDIX C. EMPLOYMENT PROJECTIONS FOR 1980 
FOR 35 AREAS 
Table 44. Employment projections for 1980 for 35 areas 
Area 1980 Employment Change, I96O-8O 
(number) (percent) 
1. Sioux City Periphery 37,056 1.2 
2. Spencer 41,255 4.5 
3. Ft. Dodge Periphery 27,973 4.1 
4. Mason City Periphery 46,257 13.2 
5. Decorah 27,562 3.6 
6. Waterloo Periphery 44,733 5.6 
7. Dubuque Periphery 11,572 -19.2 
8. Cedar Rapids Periphery 34,532 - 2.7 
9. Burlington Periphery 12,608 19.7 
10. Ottumwa Periphery 32,338 7.1 
11. Des Moines Periphery ^ 30,315 2.2 
12. Creston 20,325 -18.3 
13. Carrol 1 32,012 - 5.7 
14. Council Bluffs Periphery 38,870 - 3.0 
15. Marsha 11 town Periphery 21,970 - 1.8 
16. Black Hawk (Waterloo) 58,679 31.1 
17. Boone (Boone) 10,217 9.4 
18. Cerro Gordo (Mason City) 23,482 25.9 
19. Clinton (Clinton) 23,652 17.3 
20. Des Moines (Burlington) 52,310 196.0 
21. Dubuque (Dubuque) 41,439 44.0 
22. Jasper (Newton)• 13,726 2.3 
23. Johnson (Iowa City) 35,992 65.0 
24. Lee (Ft. Madison), 22,449 43.2 
25. Linn (Cedar Rapids) 97,557 75.0 
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Table 44. Continued 
Area 1980 Employment Change, I96O-8O 
26. Mahaska (Oskaloosa) 10,016 12.1 
27. Marshall (Marshal 1 town) 20,370 41.0 
28, Muscatine (Muscatine) 18,476 46.4) 
29. Polk (Des Moines) 152,270 41.3 
30. Pottawattamie (Council Bluffs) 38,188 22.8 
31. Scott (Davenport) 74,938 64.0 
32. Story (Ames) 28,724 46.8 
33. Wapello (Ottumwa) 20,051 20.8 
34. Webster (Ft. Dodge) 24,254 39.1 
35. Woodbury (Sioux City) 44,614 10.7 
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APPENDIX D. PERCENT DIFFERENCE BETWEEN EMPLOYMENT 
PROJECTIONS FOR 35 AREAS 
Table 45. Percent difference between employment projections for 35 areas 
Area Run 1 Run 2 Run 3 Run 5 Run 8 Run 11 
(percent) 
I. Sioux City Periphery 4.5 4.1 2.5 2.4 .9 - 1.2 
2. Spencer - I.O - 2.1 - 3.1 - 3.2 - 4.9 - 7.1 
3. Ft. Dodge Periphery - 1.6 - 2.6 - 3.7 - 3.8 - 5.6 - 7.6 
4. Mason City Periphery 1
 CO
 
- 8.8 -10.1 -10.1 -11.9 -14.2 
5. Decorah - 3.4 - 5.4 - 5.5 - 5.7 - 7.3 - 9.5 
6. Waterloo Periphery 9.0 8.2 7.2 7.0 5.7 3.7 
7. Dubuque Periphery 18.2 17.2 16.5 16.0 15.0 13.5 
8. Cedar Rapids Periphery 9.2 7.9 7.3 7.2 5.8 4.0 
9. Burlington Periphery - 4.0 - 6.0 - 6.2 - 6.0 1
 
CO
 
-10.3 
10. Ottumwa Periphery - 9.2 -12.2 -11.4 -11.4 . -13.4 -15.6 
11. Des Moines Periphery 15.3 14.1 13.5 13.4 12.1 10.2 
12. Creston -21.5 -25.0 -24.0 -24.0 -26.5 -29.0 
13. Carroll - 3.1 - 4.7 - 5.3 - 5.5 - 7.3 - 9.3 
14. Council Bluffs Periphery -13.0 -15.0 -15.3 -15.4 -17.5 -19.8 
15. Marshall town Periphery 11.3 9.5 9.5 9.5 8.0 6.2 
16. Black Hawk (Waterloo) 20.6 20.2 18.9 18.9 17.8 24.9 
17. Boone (Boone) 14.6 13.2 12.8 12.8 11.4 9.5 
18. Cerro Gordo (Mason City) 3.1 1.9 1.1 1.2 - 0.5 - 2.9 
19. Clinton (Clinton) 15.1 14.1 13.3 13.3 12.0 10.0 
20. Des Moines (Burlington) -23.8 -24.4 -26.4 -25.7 -28.0 -24.8 
21. Dubuque (Dubuque) 15.6 15.1 13.9 13.9 12.7 14.7 
Table 45. Continued 
Area Run 1 Run 2 Run 3 Run 5 Run 8 Run 
. 
(percent) 
22. Jasper (Newton) 10.4 9.6 8.6 8.6 7.1 5.2 
23. Johnson (Iowa City) 11.4 10.2 9.5 10.0 8.6 6.0 
24. Lee (Ft. Madison) - 1.4 - 1.8 - 3.5 - 3.4 - 5.1 - 7.6 
25. Linn (Cedar Rapids) 6.4 5.8 4.4 . 4.6 3.1 5.4 
26. Mahaska (Oskaloosa) 1
 
CO
 
00
 
-10.7 -11.1 -10.9 -12.9 -15.3 
27. Marshall (Marshal 1 town) - 3.7 - 5.2 - 5.9 - 5.8 - 7.5 -10.0 
28. Muscatine (Muscatine) - 0.5 ° 2.3 - 2.6 - 2.5 - 4.2 -6.5 
29. Polk (Des Moines) - 0.8 - 1.5 - 2.8 - 2.8 - 4.4 - 2,0 
30. Pottawattamie (Council Bluffs) 14.5 14.0 12.7 12.5 11.3 13.2 
31. Scott (Davenport) 4.8 4.5 2.8 3.0 1.5 3.8 
32. Story (Ames) 1 1 . 7  ,  10.6 9.9 10.4 9.0 6.8 
33. Wapello (Ottumwa) " 5.0 -6.5 - 7.2 - 7.0 - 9.0 -11.6 
34. Webster (Ft. Dodge) 4.8 4.0 2.8 2.9 1.4 - 1.0 
35. Woodbury (Sioux City) - 2.0 - 2.9 - 4.1 - 4.0 - 5.8 - 3.4 
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APPENDIX E. INDUSTRY MARKET-DEMAND GROWTH-RATE COMPUTATIONS 
Table 46. Industry market-demand growth-rate computations 
Distribution by 
Census destination from Employment Change 
region West North I96O 1975 1960-1975 
Central Region 
(percent) (l,000's) (1,000's) (percent) 
Food and Kindred Products (SIC 20) 
New England 3.3 76.0 80.5 5.9 
Middle Atlantic 9.9 308.0 330.2 7.2 
East North Central 20.7 360.4 361.9 0.4 
West North Central 42.5 215.4 224.8 4.4 
South Atlantic 5.6 196.4 265.4 35.1 
East South Central 4.5 89.7 112.9 25.9 
West South Central. 9.7 137.1 159.3 16.2 
Mountain 1.0 54.8 67.1 22.4 
Paci fi c 2.6 223.8 275.6 23.1 
Market demand 100.0 233.7 249.2 6.6 
Textile Mill, Apparel. Leather (SIC 22, 2)7 31) 
New England 1.5 344.5 281.3 -18.4 
Middle Atlantic 3.5 913.7 767.2 -16.0 
East North Central 12.6 201.2 152.3 -24.3 
West North Central 64.2 105.2 87.9 -16.4 
South Atlantic 1.3 735.6 789.7 7.4 
East South Central 1.8 240.7 314.0 30.5 
West South Central 6.9 82.0 109.3 33.3 
Mountain 2.0 9.6 13.3 38.5 
Pacific 6.2 94.2 106.1 12.6 
Market demand 155.6 137.3 -11.8 
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Table 46. Continued 
Distribution by 
Census destination from Employment Change 
region West North I960 1975 1960-1975 
Central Region 
(percent) (1,000's) (1,000's) (percent) 
Lumber and Wood Products (SIC 2k) 
New England 1.0 34.0 29.6 -12.9 
Middle Atlantic 4.3 35.0 31.2 -10.9 
East North Central 16.3 58.9 52.8 -10.4 
West North Central 70.7 23.1 19.1 . -17.3 
South Atlantic 2.4 126.5 108.7 -14.1 
East South Central .5 73.8 62.4 -15.5 
West South Central .9 64.8 55.3 -14.7 
Mountain 3.1 30.4 30.1 - 1.0 
Pacific .8 175.4 160.4 - 8.6 
Market demand 34.1 29.4 -13.8 
Furniture, Mi seellaneous Manufacturing (SIC 25, 39) 
New England .1 88.8 92.6 4.3 
Middle Atlantic 2.8 213.7 219.9 2.9 
East North Centra] 7.6 186.9 181.8 - 2.7 
West North Central 62.9 36.1 35.3 - 2.2 
South Atlantic 8.0 104.1 160.6 54.3 
East South Central 8.6 39.1 59.4 51.9 
West South Central 7.0 31.7 46.1 45.4 
Mountain 2.0 6.6 7.9 19.7 
Pacific 1.0 60.9 76.0 24.8 
Market demand 57.6 64.4 11.7 
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Table 46. Continued 
Distribution by 
Census destination from Employment Change 
region West North 196O 1975 1960-1975 
Central Region 
(percent) (1,000's) (1,000's) (percent) 
Paper and Allied Products (SIC 26) 
New England 1.1 79.5 77.8 - 2.1 
Middle Atlantic 4.5 148.8 157.6 5.9 
East North Central 45.6 167.2 189.1 13.1 
West North Central 26.2 34.5 65.9 91.0 
South Atlantic 2.8 82.7 120.0 45.3 
East South Central 6.0 34.6 54.3 56.9 
West South Central 9.7 37.8 42.6 12.7 
Mountain 1.6 2.2 5.3 140.9 
Pacific 2.5 61.1 91.1 49.1 
Market demand 102.5 124.6 21.6 
Printinq and PublI shinq (SIC 27) 
New England .1 71.2 83.0 16.6 
Middle Atlantic 2.8 293.0 324.3 10.7 
East North Central 7.6 252.1 283.4 12.7 
West North Central 62.9 83.3 94.6 13.6 
South Atlantic 8.0 72.5 106.5 46.9 
East South Central 8.6 33.8 45.2 33.7 
West South Central 7.0 48.5 62.4 28.7 
Mountain 2.0 22.1 30.9 39.8 
Paci fi c 1.0 98.1 133.8 36.1 
Market demand 93.4 108.9 16.7 
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Table 46. Continued 
Distribution by 
Census destination from Employment Change 
region West North I960 1975 1960-1975 
Central Region 
(percent) (1,000's) (1,000's) (percent) 
Chemical s (S IC 28) 
New England 1.0 37.4 45.2 20.9 
Middle Atlantic 5-5 249.2 280.6 12.6 
East North Central 28.9 185.9 219.9 18.3 
West North Central 32.9 45.3 59.2 30.7 
South Atlantic 3.4 163.0 214.9 31.8 
East South Central 6.9 72.7 89.4 23.0 
West South Central 12.8 72.5 94.7 30.6 
Mountain 3.6 10.1 14.2 40.6 
Pacific 5.0 fP.I 79.3 34.2 
Market demand 105.9 129.0 21.8 
Rubber and Mi seellaneous (SIC 30) 
New England .3 68.5 82.6 20.6 
Middle Atlantic 7.1 76.1 91.2 19.8 
East North Central 40.7 166.4 192.8 15.9 
West North Central 30.6 16.6 31.2 88.0 
South Atlantic 4.0 22.1 44.9 103.2 
East South Central 4.6 16.2 25.5 57.4 
West South Central 3.9 9.3 19.7 111.8 
Mountain 3.2 6.9 9.7 40.6 
Pacific 5.6 . 28.5 4f.8 60.7 
Market demand 22.2 101.4 23.3 
139 
Table 46. Continued 
Distribution by 
Census destination from Employment Change 
region West North I960 1975 1960-1975 
Central Region 
(percent) (1,000's) (1,000's) (percent) 
S tone, Clay, and Glass (SIC 32) 
New England .1 24.2 30.1 24.4 
Middle Atlantic .6 148.5 135.4 
00 CO 1 
East North Central 15.2 160.0 167.3 4.6 
West North Central 62.5 45.3 40.1 -11.5 
South Atlantic .5 81.3 113.9 40.1 
East South Central 16.5 31.1 43.7 40.5 
West South Central 4.0 41.1 66.0 60.6 
Mountain .2 15.1 28.9 91.4 
Pacific .4 ?3-6 74.8 39.6 
Market demand 67.0 65.1 - 2.9 
Primary Metals (SIC 33) 
New England 3.6 61.4 62.1 1.1 
Middle Atlantic 12.2 367.8 . 347.5 - 5.5 
East North Central 28.4 479.4 464.2 - 3.2 
West North Central 29,8 27.2 27.6 1.5 
South Atlantic 4.3 87.0 86.1 - 1.0 
East South Central 2.9 69.0 69.7 1.0 
West South Central 8.9 34.3 36.3 5.8 
Mountain 7.3 29.0 27.6 -4.8 
Pacific 2.6 69.0 70.3 1.9 
Market demand 204.0 197.5 - 3.2 
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Table 46. Continued 
Distribution by 
Census destination from Employment Change 
region West North I960 1975 1960-1975 
Central Region 
(percent) (1,000's) (1,000's) (percen 
Fabricated Metal (SIC 34, 19) 
New England 1.9 122.6 132.6 8.2 
Middle Atlantic 10.1 275.0 292.7 6.4 
East North Central 39.8 464.6 490.5 5.6 
West North Central 24.8 74.9 114.2 52.5 
South Atlantic 6.3 81.3 157.3 93.5 
East South Central 2.4 50.4 88.2 75.0 
West South Central 6.6 49.3 109.9 122.9 
Mountain 2.9 33.2 64.1 93.1 
Pacific 5.2 177-8 354.4 99.3 
Market demand 253.4 295.2 16.5 
Machinery, Except Electrical (SIC 3?) 
New England 2.4 155.4 161.8 4.1 
Middle Atlantic 10,0 333.3 371.2 11.4 
East North Central 16.6 630.5 680.4 7.9 
West North Central 18.9 102.1 132.9 30.2 
South Atlantic 14.9 53.7 87.1 62.2 
East South Central 10.1 29.6 52.7 78.0 
West South Central 4.9 55.6 90.0 61.9 
Mountain 6.2 14.1 26.3 86.5 
Pacific 16.0 95.5 147.6 54.6 
Market demand 190.9 227.0 18.9 
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Table 46. Continued 
Distribution by 
Census destination from Employment Change 
region West North I960 1975 1960-1975 
Central Region 
(percent)(1,000's) (1,000's)(percent) 
Electrical Machinery (SIC 36) 
New England 1.5 155.9 226.3 45.2 
Middle Atlantic 13.9 420.4 525.2 24.9 
East North Centra] 22.3 476.0 564.6 18.6 
West North Central 17.0 72.1 111.5 54.6 
South Atlantic 8.0 71.4 166.7 133.5 
East South Central 6.0 44.4 93.2 109.9 
West South Central 13.9 26.9 82.6 207.1 
Mountain 4.2 9.0 29.3 225.6 
Pacific 13.2 181,1 501.6 177.0 
Market demand 215.6 319.1 48.0 
Transportation Equipment (SIC 37) 
New England .3 102.4 161.4 57.6 
Middle Atlantic 7.7 192.0 199.5 3.9 
East North Central 17.1 626.9 801.9 25.9 
West North Central 26.3 107.5 189.1 75.9 
South Atlantic 1.2 101.8 179.0 75.8 
East South Central 7.5 29.6 54.2 83.1 
West South Central 28.0 70.1 125.6 77.2 
Mountain 8.0 18.8 53.2 183.0 
Pacific 3.9 317.5 5)0.6 67.1 
Market demand 189.2 269.0 42.2 
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Table 46. Continued 
Distribution by 
Census destination from 
region West North 
Central Region 
Employment 
I960 1975 
Change 
1960-1975 
(percent) (1,000's) (1,000's) (percent) 
Professional Scientific, etc.. Instruments (SIC 38) 
New England 2.6 45.6 64.4 41.2 
Middle Atlantic 21.9 164.6 211.1 28.3 
East North Central 31.8 69.7 100.0 43.5 
West North Central 8.9 22.5 45.1 100.4 
South Atlantic 7.1 9.3 20.1 116.1 
East South Central 4.4 2.9 7.3 151.7 
West South Central 8.1 8.4 19.3 129.8 
Mountain 3.4 3.0 6.0 100.0 
Pacifi c 11.8 56.0 113.6 
Market demand 66.0 93.8 42.2 
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APPENDIX F. MARKET-DEMAND GROWTH-RATE 
COMPUTATIONS FOR EACH AREA 
Table 47. Market-demand growth-rate computations for Cedar Rapids 
Industry SIC 
code 
I960 
Employment 
Market-demand 
growth rate 
1960-1975 
(number) (percent) (percent) 
Food and kindred products 20 23.3 6.6 
Textile mill and apparel 22,23 0.9 -11.8 
Lumber, wood products, and 
furniture 
24,25 1.7 11.7 
Paper and allied products 26 3.9 21.6 
Printing and publishing 27 6.3 16.7 
Chemicals 28 1.3 21.8 
Stone, clay, and glass 32 2.0 - 2.9 
Primary metals 33 0.5 - 3.2 
Fabricated metals 34,19 2.2 16.5 
Machinery, except electrical 35 19.5 18.9 
Electrical machinery 36 35.2 48.0 
Transportation equipment 37 1.1 42.2 
Professional scientific 38 0.4 42.2 
instruments 
Miscellaneous manufacturing 
Market-demand growth-
rate for area 
39 
_L2 
100.0 
JLLJ. 
25.51 
Table 48. Market-demand growth-rate computations for Des Moines 
Industry SIC 
code 
I960 
Employment 
Market-demand 
growth rate 
1960-1975 
Food and kindred products 
Textile mill and apparel 
Lumber, wood products and 
furniture 
Paper and allied products 
(number) 
20 
22,23 
24,25 
26 
(percent) 
17.2 
2.3 
2.6 
0.8 
(percent) 
6.6 
-11.8 
11.7 
21.6 
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Table 48. Continued 
Industry SIC 
code 
I960 
Employment 
Market-demand 
growth rate 
1960-1975 
(number) (percent) (percent) 
Printing and publishing 27 18.1 16.7 
Chemicals 28 2.2 21.8 
Rubber and miscellaneous 30 11.5 23.3 
Stone, clay, and glass 32 3.1 - 2.9 
Primary metals 33 1.2 - 3.2 
Fabricated metals 34 7.2 16.5 
Machinery, except electrical 
- 35 17.2 18.9 
Electrical machinery 36 12.3 48.0 
Transportation equipment 37 1.2 42.2 
Professional scientific 
instruments 
38 0.5 42.2 
Miscellaneous manufacturing 39 2.6 11.7 
Market-demand growth-
rate for area 100.0 18.76 
Table 49. Market-demand qrowth-rate computations for Burlinqton 
Industry SIC 
code 
I960 
Employment 
Market-demand 
growth rate 
1960-1975 
(number) (percent) (percent) 
Food and kindred products 20 12.5 6.6 
Textile mill and apparel 22,23 1.5 —11.8 
Lumber, wood products 24 2.1 -13.8 
Furniture 25 4.4 11.7 
Paper and allied products 26 4.0 21.6 
Printing and publishing 27 5.5 16.7 
Chemi cals 28 5.5 21.8 
Rubber and miscellaneous 30 6.0 23.3 
Stone, clay and glass 32 2.4 - 2.9 
Primary metals 33 5.8 - 3.2 , 
Fabricated metals 34 18.0 16.5 
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Table 49. Continued 
Industry SIC 
code 
i960 
Employment 
Market-demand 
growth-rate 
1960-1975 
(number) (percent) (percent) 
Machinery, except electrical 35 9.3 18.9 
Electrical machinery 36 12.8 . 48.0 
Transportation equipment 37 0.4 42.2 
Professional scientific 
instruments 
38 0.2 42.2 
Miscellaneous manufacturing 39 11.7 
Market-demand growth-
rate for area 100.0 17.21 
Table 50. Market-demand qrowth-rate computations for MarshalItown 
Industry SIC 
code 
I960 
Employment 
Market-demand 
growth rate 
1960-1975 
(number) (percent) (percent) 
Food and kindred products 20 17.6 6.6 
Textile mill and apparel 22,23 2.1 -11.8 
Lumber, wood products, and 
furniture 
24,25 1.6 -13.8 
Paper and allied products 26 6,3 21.6 
Printing and publishing 27 6.5 16.7 
Chemi cals 28 0.9 21.8 
Stone, clay, and glass 32 2.0 - 2.9 
Primary metals 33 7.4 - 3.2 
Fabricated metals 34 36.4 16.5 
Machinery, except electrical 35 7.6 18.9 
Electrical machinery 36 5.5 48.0 
Transportation equipment 37 1.1 42.2 
Professional scientific 
instruments 
38 4.0 42.2 
Miscellaneous manufacturing 39 1.0 11.7 
Market-demand growth-
rate for area 100.0 15.39 
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Table 51. Market-demand qrowth-rate computations for Davenport 
Industry SIC 
code 
i960 
Employment 
Market-demand 
growth rate 
1960-1975 
(number) (percent) (percent) 
Food and kindred products 20 13.9 6,6 
Textile mill and apparel 22,23 2.0 -11.8 
Lumber, wood products 24 . 3.0 -13.8 
Furniture 25 1.5 11.7 
Paper and allied products 26 0.5 21.6 
Printing and publishing 27 4.8 16,7 
Chemi cals - 28 2.9 21.8 
Rubber and miscellaneous 30 3.9 23.3 
Stone, clay and glass 32 1.2 - 2.9 
Primary metals 33 8.9 - 3.2 
Fabricated metals 34 12.7 16.5 
Machinery, except electrical 35 37.0 18.9 
Electrical machinery 36 2.0 48.0 
Transportation equipment 37 1.0 42.2 
Professional scientific 
instruments 
38 3.5 42.2 
Miscellaneous manufacturing 39 1.2 n.7 
Market-demand growth-
rate for area 100,0 14.66 • 
Table 52. Market-demand qrowth-rate computations for Waterloo 
Industry SIC 
code 
i960 
Employment 
Market-demand 
growth rate 
1960-1975 
(number) (percent) (percent) 
Food and kindred products 20 40.0 6.6 
Textile mill and apparel 22,23 2.6 -11.8 
Lumber, wood products, and 
furniture 
24,25 0.7 -13.8 
Paper and allied products 26 1.3 21.6 
Printing and publishing 27 5.5 16.7 
Chemicals 28 0.8 21.8 
147 
Table 52. Continued 
Industry 
SIC 
code 
I960 
Employment 
Market-demand 
growth rate 
1960-1975 
(number (percent) (percent) 
Stone, clay and glass 32 K4 - 2.9 
Primary metals 33 0.6 - 3.2 
Fabricated metals 34 7.7 16.5 
Machinery, except electrical 35 36.0 18.9 
Electrical machinery . 36 1.7 48.0 
Transportation equipment 37 0.6 42.2 
Professional scientific 
instruments 
- 38 0.1 42.2 
Miscellaneous manufacturing 39 1.0 11.7 
Market-demand growth-
rate for area 100.0 12.85 
Table 53. Market-demand qrowth-rate computations for Dubuq ue 
Industry SIC 
code 
i960 
Employment 
Market-demand 
growth rate 
1960-1975 
(number) (percent) (percent) 
Food and kindred products .20 33.4 6.6 
Textile mill and apparel ' 22,23 1.5 -11.8 
Lumber, wood products 24 7.0 -13.8 
Furniture 25 7.0 11.7 
Paper and allied products 26 2.8 21.6 
Printing and publishing 27 6.2 16.7 
Chemicals 28 1.6 21.8 
Stone, clay and glass 32 1.6 - 2.9 
Primary metals 33 0.9 - 3.2 
Fabricated metals 34 6.5 16.5 
Machinery, except electrical 35 23.3 18.9 
Electrical machinery 36 5.3 48.0 
Transportation equipment 37 1.9 42.2 
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Table 53. Continued 
Industry SIC 
code 
I960 
Employment 
Market-demand 
growth rate 
1960-1975 
(number) (percent) (percent) 
Professional scientific 
instruments 
38 
Miscellaneous manufacturing 39 1.0 11.7 
Market-demand growth-
rate for area 100.0 12.73 
Table 54. Market-demand qrowth-rate computations for Ottumwa 
Industry SIC 
code 
i960 
Employment 
Market-demand 
growth rate 
1960=1975 
(number) (percent) (percent) 
Food and kindred products 20 38.7 6.6 
Textile mill and apparel 22,23 7.2 -11.8 
Lumber, wood products 24 • 1.6 -13.8 
Furniture 25 1.6 11.7 
Paper and allied products 26 2.3 21.6 
Printing and publishing 27 6.5 16.7 
Chemicals 28 0.8 21.8 
Stone, clay and glass 32 2.8 - 2.9 
Primary metals 33 2.3 - 3.2 
Fabricated metals 34 8.0 16.5 
Machinery, except electrical 35 19.9 18.9 
Electrical machinery 36 6.9 48.0 
Transportation equipment 37 0.3 42.2 
Professional scientific 
instruments 
38 —— 
Miscellaneous manufacturing 39 1.0 11.7 
Market-demand growth-
rate for area 100.0 11.91 
