Abstract. In this paper we introduce the perturbed version of the Barabási-Albert random graph with multiple type edges and prove the existence of the (generalized) asymptotic degree distribution. Similarly to the non-perturbed case, the asymptotic degree distribution depends on the almost sure limit of the proportion of edges of different types. However, if there is perturbation then the resulting degree distribution will be deterministic, which is a major difference compared to the non-perturbed case.
Introduction
Many preferential attachment random graph models have been studied for a long time, see e.g. [4, 7, 8, 10] . This is mainly motivated by the analysis of real-world networks, such as the internet and different kind of biological or social networks. In many applications the preferential attachment graphs can be extended by various features, for example we can assign types to the vertices or to the edges of the graph, which results in more adequate models. In particular, in a social network we can distinguish men and women, or, like in the models of population dynamics, individuals can be divided into different groups according to a genetic, physical property, or certain behaviour. There are various random graph models with multi-type vertices, see e.g. [1, 2, 12] , which have been investigated. In all of these models, the types of vertices are chosen with a dynamics strongly related to the evolution of the graph. That is, there is an interaction between the choice of new edges and the types of new vertices, and the structure of the graph has an impact on the proportion of vertices of different types. For example, to answer the question of coexistence (which is a common question in population dynamics models), that is to decide whether the proportion of all types of vertices tends to a positive number or not, one has 2. The model and main results 2.1. Notation. Let (G n ) ∞ n=0 be a sequence of finite random graphs. For all n ≥ 0, the set of vertices and the set of edges of G n are denoted by V n and E n , respectively. Throughout the paper N will denote the number of possible types of edges. For every l ∈ [N ] = {1, 2, . . . , N } let E (l) n denote the set of edges of type l in G n . For every l we have E (l) n ⊆ E (l) n+1 . We assume that the initial configuration G 0 is a finite deterministic graph, moreover for every l ∈ [N ] we have |E (l) 0 | > 0. Definition 1. For a given n, the generalized degree of a vertex v ∈ V n in the nth step is
e. the number of vertices in G n with generalized degree d. Finally, for every n, the σ-algebra generated by the first n multi-type graphs is denoted by F n . We can choose F 0 to be the trivial σ-algebra, since G 0 is deterministic. Throughout the paper for every matrix A and for every vector v of finite dimension we denote by s(A) and s(v) the sum of all the elements of A and v, respectively. In the sequel e l will denote the lth unit vector in R N and 1 will be the vector with entries all equal to 1.
2.2.
Assumptions. First, let us fix a positive integer denoted by M . For every n ≥ 1 let
k,l = 1. We also assume that there is a matrix denoted by
The dynamics of the perturbed Barabási-Albert random graph is the following: in the nth step (1) a new vertex v n is born. (2) The vertex v n attaches to some of the already existing vertices with M (not necessarily different) edges with probabilities proportional to the actual degrees of the existing vertices. The endpoints of the M new edges are chosen independently. We do not update the degrees of the vertices until the end of the nth step. (3) Every new edge gets a type randomly. The types of the new edges are chosen independently, and the probability of each type is its proportion among the types of the edges of the already existing endpoint of the new edge (not counting the edges added in the actual step). (4) The types of the new edges change independently of each other with probabilities given by F n , i.e. if there is a new edge of type k, then its type after perturbation is l with probability ε
2.3. The main result. We are now ready to state our main theorem on the asymptotic degree distribution of the perturbed Barabási-Albert random graph.
Theorem 1. In the perturbed Barabási-Albert random graph, if we assume that we have
we have 
Let us assume that there is no perturbation, i.e. F n is the identity matrix for every n.
It also means that the condition F ∈ (0, 1) N ×N fails in Theorem 1. However, Theorem 2 in [3] describes the asymptotic degree distribution in the non-perturbed version of the model. This is the following: in the multi-type Barabási-Albert random graph for very
The random variables x(d) satisfy the following recurrence equation for every d ∈ Z N :
where ψ (l) is the almost sure limit of the proportion of the edges of type l. In this case the asymptotic degree distribution is random, which means that it also depends on the asymptotic proportion of edges of different types. If M = 1, that is, the graph is a tree,
). However, in the perturbed Barabási-Albert random graph the asymptotic degree distribution is deterministic.
A general urn model
First, we need to prove that the proportion of edges of different types has an almost sure limit as the number of steps goes to infinity.
Let us define ψ
e. the proportion of the number of edges of type l in the nth step in the generalized Barabási-Albert random graph. In order to find the almost sure limit of ψ (l) n as n → ∞, we define an urn model which is a modification of a general urn model considered by Gangopadhyay and Maulik in [9] . We assume that there are N colours indexed by {1, 2, . . . , N }. The composition vector of the urn in the nth step is denoted by C n = (C n,1 , C n,2 , . . . , C n,N ), i.e. C n,i is the number of balls of colour i in the nth step. The number of balls in the nth step is S n = n i=1 C n,i . We assume that in every step we draw M balls, with replacement, independently of each other and at the end of step we add some additional balls to the urn. In the nth step for trial i (where
n be the N dimensional indicator vector of the colour drawn and let R (i) n be the N × N dimensional replacement matrix with possibly random but non-negative entries. This means that (R (i) n ) k,l is the number of balls of colour l added to the urn if a ball of colour k was chosen in the nth step for trial i.
For every n, we have
(1)
For M = 1, we get back the urn model described in [9] .
For every n, let G n denote the σ-algebra generated by C 0 , χ
and
We have the following assumptions on the urn model:
(1) the initial configuration C 0 is non-negative and at least one of the coordinates is positive; (2) for all n, i and j, P χ
, where e j is the jth unit vector in R N ; (3) for all n, the random variables χ
are identically distributed given G n−1 , and similarly the random matrices R
are identically distributed given G n−1 , furthermore we assume that
are conditionally independent given G n−1 .
For every n, the conditional expectation of the replacement matrix is
For an arbitrary matrix A, we define the following norm:
We have some additional assumptions: for some p > 1 (4) the initial configuration C 0 has finite pth moment;
(5) we have sup n E ρ R
(1) n p G n−1 < ∞ almost surely; (6) there exists an N × N dimensional matrix H with possibly random entries, such that
Finally, we assume that (7) H is irreducible almost surely.
By using the Perron-Frobenius theorem, we conclude that (i) the eigenvalue of H with the largest real part λ H is simple, real and positive; (ii) there exist a unique left eigenvector π H and right eigenvector ζ T H , such that every coordinate of π H and ζ H is positive, furthermore we have π H 1 T = 1 and π H ζ T H = 1. The first part of Theorem 4.13. in [9] states that if M = 1, then assumptions (1) − (7) imply that Cn Sn → π H almost surely as n → ∞. We extend this result as follows.
Proof. The original proof of Theorem 4.13. in [9] is based on the method of stochastic approximation. Recall that equation (1) is
e. the number of balls in the nth step. We define Y 0 = 0 and Y n = S n − S n−1 for n ≥ 1. By using the fact that S n > 0 holds almost surely for every n, the above equation can be rewritten as
where
furthermore, we have Ξ 0 = 0 and Ξ n = n i=1 ξ i for every n ≥ 1 with
and finally, for every n ≥ 1, we have
We need to generalize some lemmas and theorems in [9] . The generalized version of Lemma 3.3 is the following: let Y n = S n − S n−1 , where n is a positive integer and Y 0 = 0. Then we have
n=0 is a non-decreasing sequence of non-negative real numbers;
Since M is a fixed positive integer, the generalization follows from the original version. Then, we need to generalize Corollary 3.13:
The original proof of Corollary 3.13 is based on Lemma 3.12. In the modified version of Lemma 3.12 we only have to multiply the last term of the error term by M , thus we have
and the same idea can be used to prove the generalized version of Lemma 3.12 and Corollary 3.13. We need to check some conditions on the error terms of equation (2) similarly to the original proof of Theorem 4.13 in [9] . The generalization of Lemma 4.1 is the following: we have ||ξ n || ℓ 1 ≤ 2M · ρ(H n−1 − H) and Ξ n /S n → 0 almost surely as n → ∞. Furthermore,
is summable almost surely. Recall that
is a probability distribution, we get the first part. Based on Assumption (6) and the upper bound of the ℓ 1 -norm of ξ n we get that ||Ξ n || ℓ 1 /n → 0 almost surely. By using the generalized version of Corollary 3.13 we get Ξ n /S n → 0 almost surely. Finally, we use the fact that the given sum is telescopic. The generalization of Lemma 4.2 states that we have
almost surely. We saw that Lemma 3.3 and Corollary 3.13 are true for every integer M > 0, and the only difference is that Ξ n is multiplied by M , thus Lemma 4.2 holds for every integer M > 0. Recall that Y n = S n − S n−1 . Again, by using the same argument, Lemma 4.3 can be generalized for every integer M > 0:
is convergent almost surely. Finally, we need to generalize Lemma 4.4 in [9] which states that n D n /S n is convergent almost surely. The proof of this lemma is based on the fact that
is a martingale difference, which is also true for every integer M > 0.
Proof of the main theorem
First, we need to prove the following lemma on the asymptotic proportion of edges of different types. n are independent of each other. Clearly, we have
Lemma 1. In the perturbed Barabási-Albert random graph, if we assume that we have
To apply Theorem 2 for R (i) n , we have to check the assumptions of the urn model and find π H to complete the proof of Lemma 1. Assumption (1) holds due to the fact that there is at least one edge of each type in the initial configuration of the perturbed Barabási-Albert random graph. By the dynamics of the model assumptions (2)- (3) hold (recall that we do not update the degrees of the vertices until the end of the steps). Assumption (4) trivially holds since the initial configuration is deterministic. For assumption (5) , notice that we have ρ(R (1) n ) p = 1 for all n and p > 1. By the assumptions on the sequence (ε
we conclude that assumption (6) holds with H = F .
For every k, l ∈ [N ] we have ε k,l ∈ (0, 1), thus the matrix H is irreducible. The normalized left eigenvector corresponding to the eigenvalue with the largest real part is π H = ψ (1) , . . . , ψ (N ) . By using Theorem 2 we get the first part of the lemma. If we also assume that F is symmetric then F is a double-stochastic matrix which implies that for every l ∈ [N ] we have ψ (l) = 1 N . Now, we can prove our main result on the asymptotic degree distribution of the perturbed Barabási-Albert random graph. The perturbed Barabási-Albert model is a special case of a general model described in [3] . In the general model, we have the following dynamics, in the nth step:
(1) A new vertex v n is born. (2) Vertex v n is randomly connected to some of the old vertices with a few edges. (3) Every new edge gets a type randomly.
In addition, we have some assumptions on the general model:
For every n, we assume that the conditional distribution of the number of new edges of type l connected to v ∈ V n−1 , conditionally with respect of F n−1 , depends only on deg n−1 (v) for every l ∈ [N ]. By using this assumption, we denote by p 
holds almost surely for every n. (GM3): For every d ∈ Z N , we define the sequence (u n (d)) ∞ n=1 by the following equality:
The sequence (u n (d)) ∞ n=1 is non-negative and predictable with respect to the filtration F. We assume that there is a positive random variable denoted by u(d), such that u n (d) → u(d) almost surely as n → ∞. (GM4): For every d ∈ Z N and for every i ∈ Z N , such that i T 1 ≥ 1, we assume that there are non-negative random variables denoted by r (l) (d − e l ), such that
holds almost surely. (GM5): For every n and for every d ∈ Z N , we denote by q (n) (d) the conditional probability that the new vertex v n is connected to the existing vertices with exactly d l edges of type l, conditionally with respect to F n−1 . We assume that there exists a non-negative random variable denoted by
To prove the existence of the asymptotic degree distribution, we can use Theorem 1 in [3] .
Theorem A (Theorem 1 in [3] ). If a sequence of random graphs with multi-type edges satisfies the assumptions (GM1) − (GM5), then for every d ∈ Z N , we have
Furthermore, for every d ∈ Z N , the random variables x(d) satisfy the following recurrence equation:
For the analysis of the perturbed Barabási-Albert random graph, we will use the above theorem, thus we have to show that it satisfies all the assumptions of the general model. In the proof of the main theorem, we will use the following bound, which can be easily proved by Bonferroni's inequality.
Lemma 2. For every n ≥ 1 and x ∈ [0, 1], we have
Proof of Theorem 1. 
For every i ∈ Z N , such that for every l ∈ [N ] we have i l ≥ 0, we define
For every n and for every d, the value of X n−1 (d) may change due to the following events:
• a given vertex v ∈ V n−1 with generalized degree deg n−1 (v) = d is connected to v n ; • a given vertex v ∈ V n−1 with generalized degree deg n−1
is connected to v n with exactly i l edges of type l for every l ∈ [N ]; • v n is attached to the existing vertices with exactly d l edges of type l.
Recall from (GM1) that p
is the conditional probability that a given vertex v ∈ V n−1 with generalized degree d−i is connected to v n with exactly i l edges of type l, conditionally with respect to F n−1 . Let us have a matrix denoted by I = (i k,l ) N k,l=1 . For a fixed vertex and for every k, l ∈ [N ] we denote by i k,l the number of edges connected to the given vertex which were originally of type k and changed their types to l. In equation (4) the definition of p
wherê
.
Recall from (GM5) that q (n) (d) is the conditional probability that v n is attached to the existing vertices with exactly d l edges of type l, conditionally with respect to F n−1 .
Again, let us have a matrix denoted by
we denote by d k,l the number of edges connected to the vertex v n which were originally of type k and changed their types to l. In equation (4) the definition of q (n) (d) is the following:
We want to use Theorem A, thus we have to check the assumptions (GM1) − (GM5). By the dynamics of the perturbed Barabási-Albert random graph, assumption (GM1) trivially holds. To see that assumption (GM2) is satisfied, notice that for every n, we have
Similarly to the previous calculations, we can use the following formula
and (e l ) k denotes the kth element of e l , i.e.
Again, by using Lemma 2 and the fact that |E n | ∼ M n, we get that
k,l → ε k,l ∈ (0, 1) as n → ∞ for every k, l ∈ [N ]. We conclude that
as n → ∞. Because of the choice of i, we have s(i) = s(I) ≥ 2. By using this and the fact that |E n | ∼ M n, we conclude that
This shows that (GM4) holds.
Finally, we have to find the almost sure limit of q (n) (d) as n → ∞. Recall that, in the nth step, every new edge will be of type l with probability ψ We conclude that
as n → ∞. For the quantity defined in equation (3) 
