Test smells have been defined as indicators of poorly designed tests. Their presence negatively affects the maintainability of a test suite as well as the production code. Despite the many studies that address the negative impacts of various test smells, until now there has been no empirical evidence considering the relation between the evolution of test smells and that of faults in the production code. This paper presents such evidence. It presents a case study of data collected from 28 versions of Apache Ant that include a total of 4,447 unit tests. Three key results arise from the data. First, the absolute number of test smells increases as Apache Ant evolves. Second, some test smells are positively correlated with the existence of faults in the production code. Finally, our results show that it is possible to predict faults in the production code based on the existence of test smells in the code's unit tests. In addition, the resulting prediction model is more accurate at predicting high-severity faults than low-severity faults. This is an important result as it enables an engineer to focus preventative maintenance efforts, applied to the production code, using test smells found in the unit tests.
I. INTRODUCTION
Code smells are ''surface indications'' in the source code of potential problems within the code. They suggest locations of potential weaknesses in the design that may impede future development, or increase the risk of future bugs or future failures. Fowler introduced this notion along with a catalogue of code smells [1] . However, smells are not limited to the production code. Test smells, introduced by van Deursen et al. [2] , are ''surface indications of poorly designed tests. '' In theory, code smells in the production code and test smells in the test code can be avoided by following well defined software engineering best practices. For example, such practices for JUnit tests are described by Schneider [3] . However, strict deadlines and developer inexperience often lead to developers forgoing such guidance. For example, the quality of unit tests has been found to be mainly dependent on the quality of the engineer who wrote the tests [4] .
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Existing work has considered the negative impacts of various code and test smells [5] - [8] , but it has yet to consider the relation between test smells and faults in the production code. This article fills that gap by presenting an empirical study of the link between test smells and production-code faults. In doing so it considers all faults taken collectively as well as faults at five different fault-severity levels. This is a significant outcome as it empowers an engineer to utilize test smells to focus precautionary upkeep endeavors that involve the production code.
The rest of the paper is organized as follows. Section II provides background information on test smells and the associated related literature. Section III describes the design of our case study, while Section IV presents the results. Finally, Section V concludes the paper and highlights directions for future work.
II. BACKGROUND AND RELATED WORK
Since their introduction, code smells, and subsequently design smells, have been tied to problems in the production code and subsequently its design. This section briefly surveys work on code and design smells before considering, in greater detail, work related to test smells, the main topic of our investigation.
A. CODE AND DESIGN SMELLS
Fowler introduced code smells and defined a large set of production-code smells (and refactoring operations to remove them) [1] . Since their introduction, several authors have considered the relation between code smells and faults. For example, Khomh et al. [9] , [10] studied the relationship between the presence of code smells, and software change and fault proneness. The authors found that classes affected by code smells tend to be significantly more change prone [10] and fault prone [9] . These findings replicate the work of Li and Shatnawi [11] who found that certain bad smells correlate with higher fault proneness. Abbes et al. [12] investigated the impact of the Blob and Spaghetti Code smells on program comprehension. Their results suggest that a single occurrence of such smells does not significantly decrease developer performance; however the coexistence of multiple bad smell instances in the same class significantly reduces developer performance during maintenance tasks. Yamashita and Moonen [13] reported that some code smells have only a minor effect on maintenance. In their study, 30% of files that have problems during maintenance contained at least one of the 12 smells they investigated.
Tufano et al. [14] conducted a large scale empirical study of the code smells introduced by developers using the change history of a set of software projects. They concluded that most code smells are introduced when files are created, new features are developed, or existing ones are enhanced. Recent empirical studies [6] , [15] have found that code smells correlate with software defects where an increase in the number of code smells is correlated with newly generated bugs [15] . Other studies have found that certain code smells are correlated with fault prone code but the effect that these smells have on faults is small [6] .
Several studies have involved developers enabling them to consider how code smells impact human programmers. For example, Arcoverde et al. [16] conducted a survey to show how developers react to the presence of code smells. Their results indicate that code smells often remain in source code for a long time and, furthermore, the main reason for postponing their removal is to avoid API modifications. As a second example, Yamashita and Moonen also conducted a survey involving 85 professionals, concerning the perceived severity of code smells and the need to remove them [5] . Their results indicated that 32% of developers did not know (or knew little) about code smells, and those who were aware, pointed out that in many cases smell removal was not a priority because of time pressure or a lack of adequate tool support.
Finally, subsequent to the introduction of code smells, design smells were introduced. For example, Moha et al. [17] describe a method named DECOR for detecting a collection of design (and code) smells, and evaluate its effectiveness using several case studies. While around the same time, Lanza and Marinescu use metrics to identify classes that might have design flaws [18] , [19] .
B. TEST SMELLS
The concept of test smells, which aim to identify poorly designed tests, was introduced by Van Deursen et al. [2] , who identified eleven test-code smells and describe how to remove them through a set of refactoring operations. Since their introduction test smells have found utility in a range of domains. For example, Moonen et al. consider their impact on program comprehension and find, among other things, tests exhibiting test smells resist evolution [20] . As a second example, in his book on refactoring test code Meszaros provides practical guidelines aimed at helping engineers produce higher quality tests [21] . Much of this advice centers around the identification and elimination of test smells.
This section focuses on work aimed at understanding and finding the eleven original test smells (shown in Table 1 ). These smells point to tests making inappropriate assumptions regarding the availability of external resources (MysteryGuest and ResourceOptimism), tests that are long and complex (GeneralFixture, EagerTest, LazyTest, IndirectTesting), tests containing bad programming decisions (AssertionRoulette and SensitiveEquality), and tests exposing signs of redundancy (TestCodeDuplication). The final test smell, ForTester-sOnly, is unusual in that, unlike the other ten, it does not appear in the test code but rather in the production code.
Work on the automatic identification of test smells includes that of Neukirchen and Bisanzre who consider test smells in the context of the TTCN-3 test specification [22] , and the automated detection of test-smell instances built into tools such as TRex [23] . Van Rompaey et al. [24] propose a heuristic metric-based approach to identify GeneralFixture and EagerTest. Reichhart et al. [25] propose TestLint, a rule-based tool to detect static and dynamic test smells in Smalltalk SUnit code. Breugelmans and Van Rompaey [26] introduce a reverse engineering tool called TestQ that detects test smells through static source code analysis. The same authors also identify the need for empirical study to further characterize test smells, their interaction, and their impact on maintainability. Bavota et al. [7] empirically analyzed which test smells appear in a collection of software systems and which have a negative impact on software maintenance. This work made apparent the need for a better understanding of test smell's impact on software maintainers. For this reason, the same authors conducted a set of controlled experiments aimed at providing supporting evidence. The results demonstrate that test smells occur quite frequently in software systems where they negatively impact programmer comprehension during maintenance [8] .
Tufano et al. [27] noted the need for automated tools as developers commonly do not recognize the existence or impact of test smells. Their results indicate that test smells are usually introduced when the corresponding test code is committed in the repository. They observed several patterns of design flaws occurring in test and production code. Similarly, Greiler et al. [28] showed that test-code quality can erode and test smells can develop; thereafter, Tufano et al. [27] proposed a new tool (Test Hound) to help developers identify and refactor code with test smells.
Tahir et al. [29] reported results derived from the analysis of 975 production class, unit-test pairs, which showed that class quality metrics are strong indicators of smells in unit tests. The authors showed that Cyclomatic Complexity (CC), Weighted Methods per Class (WMC), and the Lack of Cohesion of Methods (LCOM) in a production class are good indicators of the EagerTest and Duplicated Code smells. According to Palomba and Zaidman [30] , flaky tests, which sometimes pass and sometimes fail, are related to the production-code smells ResourceOptimism, IndirectTesting, and TestRunWar. The authors found that refactoring the test smell could remove design flaws and fix flaky tests that co-occurred with test smells.
Finally, while not directly related to code, design, or test smells, the importance of refactoring test suites along side the production code was highlighted for the first time by Beck [31] . In his book, Beck explains the importance of the refactoring and testing activities that underly Test Driven Development (TDD). When refactoring, the developer must ensure that all unit tests continue to pass, so unit tests may need to be refactored alongside the source code. Therefore, refactoring the code should be accompanied by refactoring of its tests [32] . A lack of such symbiotic evolution is a clear source of test smells.
In comparison, the above related efforts survey existing work with test smells. Despite significant prior work on code smells, including their relation to faults in the production code, and work on test smells, including their general negative influence on the production code, no empirical investigation has considered the impact of test smells on faults in the production code under test. This article fills that gap by presenting a case study linking test smells and the fault proneness of the production code. Furthermore, our work is distinctive as it studies the version history of a software system.
III. CASE STUDY A. PLANNING
To investigate the evolution of Van Deursen et al.'s test smells [2] and their relationship to fault proneness, we consider (i) the evolution of test design problems over time;
(ii) the correlation between occurrences of test smells and the fault history of the production code; (iii) the prediction of the number of faults based on the existence of test smells.
We study nine of Van Deursen et al.'s eleven test smells. We excluded the LazyTest and IndirectTesting because they are rare in the Apache project and thus do not have a notable impact on our analysis. This is consistent with the work of others. For example, Tahir et al. [29] found that the LazyTest and IndirectTesting were very infrequent (LazyTest applies to about 1% of tests, while IndirectTesting applies to about 2%). Furthermore, using the SF110 dataset of open source projects, Palomba and Zaidman found that IndirectTesting made up only 0.3% of all test smells [30] . As a consequence of their low occurrence rates, we omit LazyTest and IndirectTesting from our study to avoid repeatedly noting their lack of statistical or practical significance. Of the remaining nine, MysteryGuest, ResourceOptimism, and TestRunWar are all caused by the same underlying problem (the usage of an external resource), thus we follow previous work [7] , [8] and merge these three under the name MysteryGuest.
The investigation is done using a case study in which the project studied must be written in Java (to leverage existing tool support), have a sufficient number of versions, and have a test suite available for each version. One system satisfying these requirements is Apache Ant where the Bugzilla database contains a record of the faults found during Apache Ant's lifetime. The fault information extracted from Bugzilla includes the release number, fault severity, and a summary of the fault. Thus, our case study considers the test smells and history of faults extracted from 28 versions of Apache Ant. These are presented in Table 2 , which reports, for each version, the number of classes and the number of lines of code (KLOC) in the production code, and the number of JUnit tests and the number of lines of code devoted to the JUnit tests.
We categorize the faults for each version of Apache Ant according to the severity listed in the project's Bugzilla database, which logs problems found in the system. For Apache Ant, faults are classified into seven severity levels:
• Blocker: The fault blocked development and/or testing work.
• Critical: The fault caused crashes, loss of data, or a severe memory leak.
• Major: The fault caused a major loss of functionality.
• Normal: The fault caused an average loss of functionality (between that of Major and Minor error).
• Minor: The fault caused a minor loss of functionality or other problem that was easily fixed.
• Trivial: The fault caused cosmetic problems such as misspelled words or misaligned text.
• Enhancement: Although this is not a fault, it was recorded as a fault category in the Bugzilla database. Similar to the work of others [11] , we consider only the five most severe levels, Blocker, Critical, Major, Normal, and Minor. The remaining two levels, Trivial and Enhancement, are not considered. Trivial is ignored because such faults are not significant from the perspectives of faults are connected to test smells. We again consider two cases. First, all faults considered collectively and then the five severity levels considered independently. The goal here is to ascertain if the production code is more fault prone when there are test smells in its unit tests. For this research question we consider two null hypotheses:
• H0 RQ 2A : Test smells are uncorrelated with the number of post-release faults in the production code.
• H0 RQ 2B : For each severity level, test smells are uncorrelated with the numbers of post-release faults in the production code.
The last research question aims to empirically investigate if the existence of test smells in a given unit test can be used to predict the number of faults in the production code under test. Here we hope to show that the number of faults in the production code is portended by the number of test smells in the corresponding unit tests. To answer this research question, we consider the following null hypothesis:
• H0 RQ 3 : There are no differences in prediction accuracy of the number of post-release faults (overall or by severity level) as a function of the number of test smells.
C. DATA COLLECTION AND ANALYSIS
To analyse the 4,447 unit tests found in the 28 versions of Apache Ant, we used a tool developed in support of previous work that can detect test smells [7] , [8] . The tool outputs a list of candidate JUnit classes (production code classes for the ForTestersOnly smell) that potentially exhibit a test smell. This list is then vetted by hand to manually validate that the class exhibits the given test smell. More information about the identification of test smells, the tool, and its accuracy can be found in previous work [7] , [8] .
To study the correlation between test smells and post-release faults, we apply several statistical tests. These include the Spearman rank correlation test, Principal Component Analysis (PCA) [33] , and Multiple Linear Regression (MLR) [34] . Spearman's test is used to establish (not necessarily linear) correlations between increases in one variable with increases in another. We use PCA to analyze the similarity of the test smells because this test is capable of identifying orthogonal dimensions, called principle components, in a dataset. In our analysis, the significant members of each component are test smells that have a similar impact and thus correlate with each other. Finally, MLR is used to fit a predictive model to the observed data set. The model is built by training on the number of faults and the number of test smells. Post construction, the test smells can be used to predict faults in the current and future versions of the production code.
D. THREATS TO VALIDITY
This section discusses threats to the validity of our study. According to the relation between theory and observation, construct validity captures errors in the measurements used. We relied on the same detection rules described in previous work [7] , [8] . Our results may still be affected by the presence of false positives and false negatives. Even though detection rules deliver many advantages compared to manual code inspections, they include the chance for failing to retrieve some test-smell instances. A second construct threat is related to the manual validation of the candidate test-smell instances.
To mitigate this threat, the creators of the data set individually validated each test-smell instances and then to finalized the list of true positives discussed each in a review meeting to consider differences.
As for threats that potentially influence our results (i.e., internal validity), we collected the faults from Apache Ant's change log, therefore, any fault that was not logged in the change log was not considered in this study. Moreover, we manually validated the detected smell instances. Such validation may miss other smells that have a greater effect on faults and thus confound our results. Also, we conducted our study by comparing unit tests affected by a specific type of smell. However, a unit test might be affected by several smells at the same time. To investigate this possibility, we plan a follow-up study that will consider the effects of multiple test smells in a single unit test.
The main threat related to the relationship between the treatment and the outcome (i.e., conclusion validity) is represented by the statistical analysis. The methods used in the study are all standard and well understood statistical methods. Furthermore, the accuracy of the resulting MLR models was validated using leave-one-out cross validation, which provides strong validation while avoiding the potential bias of techniques that randomly partition the data into training and test data. Finally, it is important to note that some test smells occur very infrequently, which makes there statistical significance unlikely unless the effect is very strong. However, infrequent occurrence also reduces these test smells practical significance. For example, the exclusion of the infrequent LazyTest and IndirectTesting is minor; therefore, it could be neglected as a threat to the validity of the model Finally, in order to infer generalizations of the results (i.e., external validity), further experimentation with other software systems that have different characteristics (e.g., system size, problem domain, etc.) is necessary. For example, the case study's results might depend on how the Apache Ant developers classified its faults; thus, if developers of another software system used a different classification, the results may differ. We leave mitigating this threat to future work.
IV. EXPERIMENTAL RESULTS
This section analyzes and discusses the results of our empirical analysis. It also answers our three research questions.
A. EVOLUTION OF TEST SMELLS (RQ 1 )
To begin with, RQ 1 considers the growth in test smells over time. Columns 4 and 5 of Table 3 show the average number of code smells per test and the total count of test smells discovered in each version of Apache Ant. Considering first the counts, evolution is accompanied by a monotonic increase in the number of test smells. Thus it appears the Apache Ant's test suite has never undergone preventative maintenance. Furthermore, increases come in ''bursts'' thus the data has a ''stair-step'' nature. For example, infection with GeneralFixture increases from 16% in Version 5 to 21% in Version 6 and then remains the same through Version 9. This stability can 
FIGURE 1. Linear regression plots between the Apache Ant versions and the test smells.
be explained by maintenance and evolution changes that do not lead to further infection of the unit tests.
To take a more formal look at this increase, we ran a linear regression that relates Apache Ant versions to number of the test smells. Figure 1 graphs the data where the resulting regression lines clearly show positive, stair step, relationships between test smells and Apache Ant's evolution. In other words, as the system ages there is an increase in the number test smells. Directly related to RQ 1A , Figure 1a predicts that the total number of smells increases by 13.4 per version. With an R 2 value of 0.88, this is a very strong correlation. Table 4 summarizes the regression coefficients of the regression lines. All slopes in Table 4 are positive. Comparing the slopes of different test smells shows that Assertion-Roulette (Figure 1e ) has the steepest slope. Its value of 3.0 means that every new version of Apache Ant can be expected to include three new instances of the Assertion-Roulette smell. Furthermore, the high coefficient of determination (R 2 ) indicates that, except for ForTestersOnly, all the correlation are strong. The total number of test smells might increase simply because the total number of tests increases. RQ 1B considers this possibility by considering trends in the average number of smells per test. Unlike the total number of test smells, the percentages shown in Column 4 of Table 3 are not monotonically increasing. For example, there is a notable drop from 1.58 in Version 15 to 1.51 in Version 16. We investigated this drop and found that a key reason was that version 16 fixed 104 of the bugs reported in the Apache Ant bug-fix database; therefore much of the buggy code was removed, which explains the reduced relative smells per test value. Statistically, modeling the average number of test smells per test as a function of version produces the equation 1.35 + 0.013 * version with an R 2 value of 0.27 and a p-value of 0.0049. With only three tests and six smells, the first version is numerically small and a clear outlier in the data. Omitting this point produces a much stronger model with an R 2 values of 0.57 and a p-value < 0.0001. It is interesting that the resulting equation is similar, 1.25 + 0.019 * version, which is further evidence that the first data point is an outlier.
A closer look at the early versions suggests that the data covers two phases of Apache Ant's development. Somewhere around Version 5 or 6 the system transitions from its infancy to its maturity. To consider the impact of this transition, we turn to a more sophisticate model in which the linear regression includes the binary variable young that is true for only the first k versions. While the added fidelity always improves the statistical model, the best model occurs at k = 5, where R 2 rises to 0.93 with the p-value < 0.0001. Rather than present the single combined model, we extract separate models for the system's infancy and its maturity.
Initially, the number of test smells per test is predicted by 0.80 + 0.087 * version, while in it's maturity the prediction is 1.48 + 0.007 * version. Most relevant to our analysis is the change in slope, which is an order of magnitude shallower after Version 5.
Overall, the increases seen in the table and the graphs suggest that developers do not take time to resolve test smells during the evolution of the system. In fact, the opposite appears to be true since the prevalence of test smells increases. This is likely because the more significant concern for developers is to modify the test code rather than improve its quality. Evidence for this supposition is seen in the data where from Version 1 to Version 28 there is a gradual increase in the number of smells, albeit this increase is much smaller past the system's infancy. Thus, based on the visual and statistical evidence, we reject null hypotheses H0 RQ 1 and conclude that the number of test design problems increases over time.
B. RELATIONSHIP BETWEEN TEST SMELLS AND FAULTS (RQ 2 )
Turning to our second research question, we investigate the relationship between test smells and post-release faults. This is done using two views of the data: first, we investigate the historic presence of a correlation between the number of test smells and the number of faults, then we consider their relation using PCA.
To begin with, because there is no reason to assume a linear relationship, we employ Spearman's rank correlation to determine if increases in test smell instances accompany increases in post-release faults. This is done both for all faults taken together and for each fault-severity level considered separately. The results are shown in Table 5 where statistically significant correlations are highlighted in bold. Based on the analysis three interesting observations can be made. Firstly, EagerTest, SensitiveEquality, and TestCodeDuplication include no significant correlations with post-release faults. This indicates that if a unit test checks several methods of the tested object (EagerTest), uses the toString method in an assert statement (SensitiveEquality), or replicates the same test code many times (TestCodeDuplication), it may effect the maintainability of the unit test, but does not impact the quality of the production code. In other words, these smells portend issues, or perhaps just cosmetic problems, solely within the unit tests.
Secondly, the MysteryGuest and GeneralFixture smells are correlated with the Critical faults. Here the positive correlation indicates that higher values for MysteryGuest and GeneralFixture imply a greater number of problems such as memory leaks in the production code. The result is more widely applicable for MysteryGuest as a similar correlation also exists with the Major faults.
Finally, AssertionRoulette and ForTestersOnly are associated with the overall number of faults and also with each severity level except Blocker. The positive correlation for AssertionRoulette indicates that an increase in the frequency of this smell in the unit tests is accompanied by an increase in the unexpected functional behavior in the production code under test. One likely cause here is that having a high number of faults in the code under test leads developers to add a number of effectively random assertions to the corresponding test method. Such assertions are unlikely to be helpful in actually debugging the code. Furthermore, when there are many assertions in a test method (AssertionRoulette), it becomes difficult to determine which one signifies a test failure. Finally, the positive correlation for ForTestersOnly indicates that the more methods intended for use by test methods only, the more faults there are in the code tested by these methods. Misuse and misunderstanding of this code are likely causes of these errors.
To augment the Spearman analysis, we performed Principal Component Analysis (PCA) [33] to identify orthogonal dimensions in the correlations between test smells and faults. We used the rotated components based on varimax with Kaiser normalization, which is the most frequently used rotation method in the literature. The PCA results are shown in Table 6 where the analysis yields two components. The small number of components indicates a fair amount of overlap in the impact of the test smells. Looking at the significant entries within the two components (shown in bold), PC1 includes four significant smells while PC2 includes only the single significant smell, SensitiveEquality. Considering first PC1, the data show that ForTestersOnly can be used as a proxy for the set of smells except SensitiveEquality. This is true to a lesser degree of EagerTest, AssertionRoulette, and TestCodeDuplication. In general to attain the best accuracy, the predictor with the largest correlation should be employed. However, if it is hard to collect, then it can be replaced with another significant predictor from the same component, with a commensurate reduction in accuracy.
One implication of ForTestersOnly's significance is that as more code is added to the system under test to support its testing, it makes the system (needlessly) more complex. This unwanted complexity needlessly confuses potential clients of the software's interface because it introduces additional methods that are not intended to be used by non-test code. Moreover, this code may have been tested only in very specific circumstances and might not work under more general use by an unknowing client [21] .
In contrast to PC1's four significant entries, PC2 has only SensitiveEquality. This smell occurs when objects to be verified are converted to strings and compared with an expected string. Unlike the similarity between smells such as AssertionRoulette and EagerTest, SensitiveEquality is harder to capture with any of the other smells. Thus it is unsurprising that PCA places it alone in a separate component.
In summary, while not ubiquitous, the Spearman correlations finds significant associations between (some of the) test smells and post-release faults; PCA also find that some of the test smells correlate with the number of faults. Two smells, AssertionRoulette and ForTestersOnly are, found significant by both tests. Based on this evidence, we reject null hypotheses H0 RQ 2A and H0 RQ 2B , and accept the alternative hypotheses that there is a correlation between test smells and post-release faults, both in total and when faults are considered by severity.
C. FAULT PREDICTION BASED ON TEST SMELLS (RQ 3 )
Finally to investigate RQ3, we built Multivariate Linear Regression (MLR) models that predict the number of post-release faults (overall and by severity) as a function of the test smells. MLR is a common statistical technique for modeling the relationship between two or more explanatory variables (the test smells in our case) and a response variable (production-code faults in our case). In more detail, MLR predicts a collection of observed output values, y i , as a linear function of a set of input variables, x i , using the equation:
..x k are the explanitory variables, b 1 ...b k are the coefficients assigned to each explanitory variable, b 0 is a constant intercept, andŷ i is the predicted value of responce variable y i .
As part of the multivariate analysis we performed automated variable selection. The existence of multiple input variables brings the possibility that some of them contain redundant or noisy information. Furthermore, a high correlation between several input variables can adversely affect the results. Therefore, we performed a stepwise selection process that involves both forward selection and backward elimination to construct the final MLR model using the standard 95% confidence level. Forward selection includes explanatory variables one at a time based on their individual correlation with the dependent variable, while backward elimination removes variables that are (no longer) significant to the model. Table 7 , it can be seen that MysteryGuest, General-Fixture, EagerTest, and TestCodeDuplication are not selected in any of the models. Thus the MLR results indicate that these test smells do not predict the number of faults in the production code. This is potentially due to these smells being connected with the internal writing style of the unit tests themselves and not the production code. In contrast, ForTestersOnly was selected for use in all the models. Furthermore, its regression coefficient is generally higher than those of the other variables from the same model. These larger values suggest that the impact of this test smell in fault prediction is stronger than the others. Thus having greater production code devoted to testing leads to having greater post-release failures in the production code. To gain a better understanding of the data in Table 7 , we evaluated the accuracy of the prediction models using leave-one-out cross validation. To evaluate each model we calculated the Mean Absolute Error (MAE), Standard Deviation of Absolute Error (StdAE), and Root Mean Square Error (RMSE). All three are based on the Absolute Error, e i , for each observation, which is calculated as follows: Table 8 reports these accuracy measures, while Figure 2 plots MAE versus StdAE where better (i.e., more accurate) prediction models appear in the lower left corner of the plot. There are two main observations that can be inferred from Table 8 and Figure 2 . The first is that test smells are more accurate at predicting the number of faults by severity level than at predicting the overall number of faults. The second observation is that the prediction of high-severity faults (Blocker, Critical, and Major) is generally more accurate than the prediction of low-severity faults (Normal and Minor).
Combined with the PCA analysis, we can conclude that the prediction models for Blocker and Critical faults involve two predictors: one from PC1 (ForTestersOnly) and one from PC2 (SensitiveEquality), which are the best representatives of these components. However, in the prediction models for Major, Normal, Minor, and all faults, only two predictors (AssertionRoulette and ForTestersOnly), both from the same component (PC1) were selected. Thus PC2 is not a good predictor in these cases.
From the prediction results shown in Table 7 and the MLR models we can predict different severity levels of faults as a function of test smells; thus, we reject null hypothesis H0 RQ 3 and accept that there are differences in prediction accuracies. These models were especially good at predicting the more severe fault categories.
V. CONCLUSION
This paper investigates the relation between test smells and production code fault proneness. The presented case study explores the fault data from 28 releases of Apache Ant. Our analysis considers all faults taken collectively as well as five different fault-severity levels. It was observed that the total number of test smells increases as the system evolves. In particular, our results show that the total number of test smells increases with an increase in the number of tests, and that the average number of test smells increases very slightly. Moreover, results show that GeneralFixture, Asser-tionRoulette, and ForTestersOnly are positively correlated with the existence of faults. Thus there is empirical evidence that certain test smells indicate the likelihood of faults in the production code. Furthermore, the results indicate that refactoring a unit test, reduces the probability of the corresponding classes under test having future faults. Finally, the results show that fault prediction models based on test smells can predict high-severity faults more accurately than low-severity faults. Assuming that test-smell identification is easier than fault detection, these results represent a ''big win'' as they lower the cost of uncovering software faults, especially server faults.
Future work will replicate this study using other systems to improve external validity. It will also analyze the effects of multiple test smells when found together in a single unit test. Moreover, we plan to correlate test smells and code smells, to understand if the union of the two leads to a more reliable prediction.
