Abstract. In this paper, we consider Barenblatt's k-model for turbulence. For the case of equal diffusion coefficients α and β, Barenblatt found explicit compactly supported self-similar solutions. From these, we obtain compactly supported solutions for α = β by transforming the equations into a four-dimensional quadratic system and verifying a transversality condition for a saddle-point connection. This involves the Poincaré transformation as well as classical properties of the hypergeometric equation and its solutions.
Introduction. In this paper, we consider the system (KE)
Here α, β, and γ are positive parameters and k and ε are unknown nonnegative functions of x (space) and t (time). This system is called the k-ε model and describes the evolution of turbulent bursts [B] (see also [LS] , [HP] , and [KV] ); k stands for the turbulent energy density and ε is the dissipation rate of turbulent energy. In applications, α and β are usually different [LMRS, HL] . The model is also refered to in the literature as the b-ε model, which is, in fact, the original notation due to Kolmogorov (k = b) [K, P, MY] . We note that (KE) is a coupled system of two quasilinear diffusion-absorption equations. The diffusion coefficients may, depending on k and ε, become degenerate (very small) or singular (very large), and the second absorption term is also singular. The only results that have been rigorously established so far are for the case where α = β: for γ > 3/2, a family of explicit self-similar compactly supported "source-type" solutions was found by Barenblatt et al. [BGL] , and for γ > 1, an existence result for solutions to the Cauchy problem was proved by Bertsch, Dal Passo, and Kersner [BdPK1, BdPK2] , who also showed that for γ > 3/2, the self-similar solutions describe the intermediate asymptotics of these solutions.
This paper is concerned with the existence of compactly supported self-similar solutions when α = β. Let us recall that the Barenblatt solutions are obtained by substituting (0.1) k = A 2 t 2µ f (ζ), ε= A 2 t 2 µ +1 g(ζ), ζ = x At 1−µ , where A > 0 is a free-scaling parameter and where we restrict our attention to the case where 0 < µ < 1. Thus we look at profiles which decay and spread out as time evolves.
The equations for f and g are (ff ) + (ζf ) = 0, which has compactly supported nonnegative solutions
if and only if (0.10) 0 < κ < 2.
Note that (0.5), (0.7), and (0.10) imply that γ > 3 2 . We observe that (0.9) corresponds to the well-known Barenblatt profile for the porous-medium equation (denoted by (PME)) u t = (u m ) xx with m = 2. In fact, substitution of ε = κk together with (0.5) reduces the full system (KE) to (PME).
Just as in the case of the (PME) (see, e.g., [A] ), we see that at the boundary of the support of the solutions, the fluxes vanish, i.e., (0.11)
The main result of this paper is a perturbation of the explicit family of compactly supported similarity solutions above, yielding a similar family of solutions for γ > 3/2 and α close to β. This is an important and strong indication that the PDE results mentioned above for α = β are not isolated but really a first step towards a full theory for (KE).
Theorem.
There exists an open neighborhood O of the set
such that for every (α, β, γ) ∈ O, there is precisely one 0 < µ < 1 for which equations (0.2) and (0.3) have a solution pair (f, g) with f and g symmetric and positive on (−1, 1) and
as ζ ↑ 1. Moreover, if we write
Here B κ is defined by
.
In order to perform the perturbation argument, we adapt the methods in [H] and introduce
which transforms the two coupled nonautonomous second-order equations (0.2) and (0.3) into the four-dimensional first-order quadratic autonomous system
In section 1, we investigate this system. We find that symmetric profiles (f, g) correspond to the two-dimensional "fast" unstable manifold F of the positive u-axis and that the profiles satisfying the so-called interface condition as 0 < ζ ↑ ζ * < ∞ are contained in the two-dimensional stable manifold S of a critical point at infinity on the line with direction vector (0.17)
This involves the Poincaré transformation of (Q) and is carried out with the help of Maple. As a byproduct here, we find that it is necessary to assume that
because otherwise S is one dimensional and contained in "infinity." It follows from the analysis in section 1 that the compactly supported profiles we are looking for correspond to intersections of F and S. In particular, and just as in [H] , the explicit solutions above correspond to an orbit which is simply the straight line
In section 2, we show that in the full (x, y, z, u, α, β, γ, µ)-space, the intersection of F and S is transversal at (0.19), thus obtaining our perturbation result. The dynamicalsystems methods we use here were applied earlier in [AV] and [HV] to two-dimensional systems that come from scalar diffusion equations. However, in our case, the computations in which the hypergeometric function, the Gauss formula, and the Kummer relations appear [L] are much more involved, and again it is thanks to the help of Maple that we were able to pull through.
1. The quadratic system. In this section, we examine system (Q) in relation to the boundary conditions imposed on f and g. We note that every solution of (0.2)-(0.3) is mapped into an orbit of (Q) and that scaling with the parameter A in (0.1) corresponds to a shift in t.
By standard ODE theory [CL] , there exists for every p, q > 0 a unique local solution (f, g) of (0.2)-(0.3) satisfying the initial conditions
This provides us with a two-parameter family of local solutions of (0.2)-(0.3). For the corresponding solution curve S(t) = (x(t), y(t), z(t), u(t)), we find
Here we have used (0.2) to compute f (0). Similarly, we find
and, using l'Hôpital's rule,
Thus S(t) comes out of the point (x, y, z, u) = (0, 0, 0, q/p) on the positive u-axis into the (invariant) open "quadrant" O + = {z > 0, u > 0} along an eigenvector corresponding to the eigenvalue 2 of the linearization of (Q) around (0, 0, 0, q/p), which is
Here
Clearly, the positive symmetric solution pairs (f, g) are mapped into the "fast unstable manifold" of the u-axis, the sheet of integral curves tangent to the eigenvector of 2. Note that the ratio κ determines the orbit. Next, we consider solutions of (0.2)-(0.3) with f (ζ) → 0 and g(ζ) → 0 and satisfying the no-flux condition (0.11) as ζ ↑ 1. This cannot be viewed as an initial-(or final-) boundary value problem in such a straightforward manner as above, and therefore we turn to the quadratic system. Any such solution with both components decreasing to zero as ζ ↑ 1 is mapped into an orbit which escapes to infinity in finite time. Indeed, all of the other orbits contain solutions S(t) = (x(t), y(t), z(t), u(t)) which persist as t ↑ ∞, and it is easy to see that the corresponding solutions (f, g) are positive in ζ = 1. Thus we look for orbits escaping to infinity in finite time with x < 0, y < 0, z > 0, and u > 0. This means that x and y cannot both be bounded.
For the study of the unbounded orbits, we use the Poincaré transformation to determine the critical points at infinity. Rewriting (Q) as
where (x 1 , x 2 , x 3 , x 4 ) = (x, y, z, u) and dots denote differentiation with respect to t, we introduce the new coordinates X 1 , X 2 , X 3 , X 4 , and V as follows:
This transforms (Q) into an autonomous polynomial system of five first-order differential equations for X 1 , X 2 , X 3 , X 4 , and V , which leaves the 4-sphere
Differentiating (1.7), we have
where (1.10)
Thus the P * i 's are homogeneous polynomials of degree 2. Combining (1.8) and (1.9), we obtain
and, with (1.8) again,
Thus integral curves of (Q) correspond to integral curves with V > 0 on S 4 of the system
Here we have absorbed the factor
Unbounded solutions of (Q) correspond to solutions of (Q) which approach the invariant set S 4 ∩ {V = 0}. The critical points "at infinity" of (Q) are by definition the critical points of (Q) on S 4 ∩ {V = 0}, which in turn are the solutions of (1.13) (1.14)
Note that we have five equations for four unknowns. It is implicit in the Poincaré transformation that these equations are dependent. Using Maple and again writing X, Y, Z, and U for X 1 , X 2 , X 3 , and X 4 , we find that (1.13) is equivalent to
which at first sight looks too complicated to evaluate. However, if we multiply the third equation by Z and the fourth equation by U , subtraction gives
which reduces the system. Also, if we substitute X = 0 in the first equation, we obtain
Thus all the solutions of (1.13)-(1.14) have either Z = 0 or U = 0 or have both. This allows us to solve (1.13)-(1.14) explicitly, either by hand or by again using Maple. The solutions (X, Y, Z, U ) with Z ≥ 0 and U ≥ 0 are
and, last but not least, (1.17)
Solution curves of (Q) going into P from S 4 ∩ {V > 0} correspond to solution curves of (Q) with
so that in view of the equation for z,
Thus if λ < 2, these orbits reach infinity in a finite time t * with none of the functions x(t), y(t), and z(t) integrable near t * . (Note that λ > 2 is impossible, as the linearization of (Q) around P will confirm.) Since
From (1.18), we also have
so that condition (0.11) is satisfied at ζ * . We shall call (1.22) the interface conditions for f and g. The linearization of (Q) around P has eigenvalues
i.e., up to a (positive if µ < 1) multiple, simply
We note that zero is always an eigenvalue with eigenvector perpendicular to S 4 . Since we only consider the flow on S 4 , this eigenvector is irrelevant. The only eigenvector with a nonzero V -component is the one corresponding to the eigenvalue which changes sign when λ crosses the value 2. Consequently, we may distinguish between two cases. 0 < λ < 2: The stable and unstable manifolds both have dimension two. The stable manifold contains a one-parameter family of solutions satisfying the interface conditions. λ > 2: The stable manifold has dimension one and the unstable manifold dimension three. The stable manifold is contained in {V = 0}, implying that there are no orbits going into P coming from {V > 0}.
Transversality of the connection.
In this section, we show that the explicit compactly supported solution which exists for
can be used to obtain a compactly supported solution for α = β. Throughout this section, the value of γ > 3/2 is fixed. Condition (2.1) follows from (0.5) and (0.7). The orbit of (Q) corresponding to the exact solutions in the introduction is the straight line (0.19), and it belongs to an analytic family of solution curves of the form (2.2) x = X(z; κ, µ, λ), y=Y(z;κ, µ, λ), u=U(z;κ, µ, λ), which are defined as the images under (0.16) of the symmetric solutions to (0.2)-(0.3), and together form the "fast unstable manifold" F of the u-axis. In particular, we have
Thus we can use z and κ as a coordinate system on F . Note that the analyticity of (2.2) excludes the other "slow" orbits coming out of the u-axis.
On the other hand, we have that at infinity the orbit (0.19) goes into the critical point P given by (1.17). Thus (0.19) also belongs to the stable manifold S of P . In the previous section, we have seen that S contains the similarity profiles satisfying the interface conditions and that its dimension is two. It can be written as a family of solutions of the form (2.4) x = X * (z; c, µ, λ), y=Y * (z;c, µ, λ), u=U * (z;c, µ, λ).
Here z and c are the parameters which can be used as a coordinate system on S. We note that c is really given by the proof of the stable-manifold theorem and corresponds to a suitable smooth curve in the linearized stable manifold [Pe] . Both F and S are two dimensional. The straight line (0.19) lies in the intersection of F and S. Since we are working in a four-dimensional space, the set of parameters for which this intersection is a curve should generically be a set of codimension one. To show that this is really the case in the vincinity of the exact solution above, we apply the implicit-function theorem to the following set of equations:
Here the value of z can be taken fixed because the flow leaves F and S invariant. In order to conclude that the solution set of (2.5)-(2.7) is of the form
we have to show that the matrix containing the partial derivatives of the left-hand sides with respect to κ, µ, and c has a nonzero determinant. The functions X(z), Y (z), U (z), X * (z), Y * (z), and U * (z) are solutions of the three-dimensional nonautonomous system obtained from (Q) by taking z as a new independent variable:
It follows from the proof of the stable-manifold theorem that we can compute the derivatives of these functions by differentiating (Q*) with respect to the parameters and solving the resulting equations under the appropiate boundary conditons. Writing (Q*) as
we have for the variation dξ(z) = (dx(z), dy(z), du(z)) of ξ the equation
In (2.10), the derivatives of H have to be evaluated at (2.11)
Using Maple again, we find (2.12)
In what follows, we shall compute the general solution of (2.9)-(2.13) explicitly in terms of hypergeometric functions. To do so we transform (2.9)-(2.13) by
For F (w), this yields
which has an explicit particular solution, namely,
The homogeneous part of (2.16) is the standard hypergeometric equation
with parameters a, b, and c given by
, and c = 1 2 .
The general solution of (2.18) is given by (2.20)
where (2.21)
Consequently, the general solution of the homogeneous part of (2.15) is given by
The hypergeometric part in (2.23) can be derived from the special form of the matrix in (2.15). A particular solution of (2.15) is (2.24)
Thus the general solution of (2.15) is the sum of (2.23) and (2.24).
We can now write the partial derivatives of (2.2) for (2.11). The analyticity near z = 0 combined with (2.3) implies that we have to take (2.25)
Next, we compute the partial derivatives of (2.4). The boundary conditions are now at z = ∞ and follow from (1.17), which implies that
equivalent (recall (2.14)) to (2.28)
(1 − w)F (w) = 0.
In order to choose the constants C 1 , C 2 , and C 3 accordingly, we need the asymptotic expansions of (2.23)-(2.24) as w ↑ 1. At first glance, the reader may want to skip these calculations and proceed directly to (2.47).
We note that Gauss's formula implies that (2.29)
For the corresponding first components of the homogeneous solution, we find (2.31)
(1 − w)
In this computation, we have used the Gauss relation for both F (1/2 − a, 1/2 − b; 3/2; w) and its derivative. Similarly, we have (2.32)
For the first component corresponding to C 3 , we have
For the particular solution corresponding to dλ, the third component is
and the first component is (2.36)
Finally, for the first component of the particular solution for dµ,
Now that we have all of the asymptotic expansions as w ↑ 1, we have to choose the constants in such a way that (2.28) is satisfied. First, we look at the third component, (2.38)
Then by the Kummer relation,
41)
For the second component, we then obviously have that the terms with (1 − w) −2 disappear and that (2.42)
which agrees with (2.28) and therefore gives no further restriction on the constants C 1 , C 2 , and C 3 . Thus
Finally, for the first component, using (2.39) again, (2.44) Clearly, the first three columns in this matrix have maximal rank for any 0 < w < 1 because the Wronskian of the two hypergeometric functions F (a, b; 1/2; w) and F(a, b; 2; w) is nonzero. It follows that we can write the solution set of (2.5-7) in the form (2. [AV] .
