INTRODUCTION
The worst case behavior of decision algorithms using comparisons between inputs has been extensively studied for various sorting-type problems.
Two principal methods have been used: the information theoretic method, and the adversary method. When the inputs are numbers, one can consider the use of more general comparisons. Many authors have tried to extend the lower bounds known for simple comparisons to deci ~ sion trees using linear comparisons [1, 2, [10] [11] [12] [13] [14] . Whereas information theoretic arguments carry through ad verbatim, the generalization of adversary arguments is not done so easily (see [12] for example).
Decision trees using linear comparisons are a natural cDmputation model for problems which are defined by linear inequalities. This includes linear optimization problems such as minimal spanning trees for graphs, shortest path problems, minimal assignment problems, and many others.
It is therefore interesting to develop new methods for proving lower bounds on the complexity of linear decision trees. This has been done to some extent in an ad hoc ~and ~ften cumbersome) manner by authors interested in specific problems. It is our hope that by focusing on general methods rather than on specific results, a better understanding of the geometry underlying linear decision problems can be achieved.
PRELIMINARIES
We recall the following terminology from convex geometry (see for example [3] ): A set U ~ ~n is affine if it is obtained by translating a linear subspace; dim U, the dimension of U, is defined to be the dimension of that subspace.
A hyperplane H in ~n is an affine set of dimension n-l, that is, the set of solutions to a nontrivial linear n equation i~ 1 aix i = b.
The hyperplane H cuts ~n into two (closed) halfspaces defined by Z aix i ~ b~ and Z aix i ~ b. A c o n v e x p o l yh e d r a l set is a set obtained from the intersection of finitely many half spaces. If C is obtained by intersecting the half spaces defined by the hyperplanes {Hi: i C I} then for each subset I' ~ I the set C N (i~I' Hi) is a face of C.
The following definitions will be used:
A set U is p o l y h e d r a l if it is the union of finitely many convex polyhedral sets; dim U, the dimension of U, is defined to be the least k such that U is contained in the union of finitely many affine sets of dimension k. Thus, solving a linear decision problem has the geometrical meaning of building a refinement to given polyhedral partition of ~n by a succession of binary splittings.
The l i n e a r c o m p l e x i t y of a problem P is equal to the minimal depth of a linear decision tree solving P.
Two other models of decision trees are frequently encountered in the literature: one can consider ternary trees where each comparison has three outcomes, < , = and > ; one can also consider binary decision trees where each comparison has two outcomes < and > . For the sake of completeness we add a third model, where each comparison has two outcomes < and > (an input reaches more than one leaf if equality obtains). In all cases the relation "tree T solves problem P" is defined as before: T solves P if for each leaf v of T the set I(v) of inputs reaching v is contained in one of the sets defining P. It is easy to see that a decision tree of one type solving a problem P can be transformed into a decision tree of any o~her type, with the same depth, solving problem P. Also, we can delete from a partition {D i} any set with empty interior, without changing the complexity of the problem.
THE INFOrmaTION THEORETIC ARGUMENT AND ITS EXTENSIONS
The m o s t general argument used to prove lower bounds on decision trees is the inform&tion theoretic one: if the problem P is defined by m sets then any tree solving P has at least m leaves, and thereforer has at least depth log m. It is sometimes possible to extend this argument to problems with few outcomes, by proving that one cannot solve that problem w i t h o u t solving some refinement of it, which has many outcomes. We introduce the following definitions:
A set U c ~n is w e a k l y c o n n e c t e d if there exists a set V such that dim V < n-l, and U \V is disconnected; it is s t r o n g l y c o n n e c t e d otherwise.
Any convex set with nonempty interior is strongly connected. Any open polyhedral set in ~n is equal to the finite union of maximal strongly connected subsets. This decomposition into s t r o n g c o m p o n e n t s is unique. We have: We list three applications to this theorem.
(i) Any linear decision tree that distinguishes inputs ordered according to an odd permutation from those permuted by an even permutation, solves the sorting problem as well [5, §5.3.1, Ex. 29].
(ii) Any linear decision tree finding the k-th element of Xl,...,x n , also finds which k-I elements are smaller than it [5, §5.3.3, Ex. 2].
(iii) Any linear decision tree finding the set of maximal points out of n points in the plane, also sorts the maxima by their x (and y) coordinates [9, 4] .
FACE COUNTING ARGUMENT
We have shown in the previous chapter how to count correctly the number of components of a partition.
We want now to take into consideration the complexity of each component, as embodied in its face structure. We shall restrict ourselves in this chapter to partitions consisting of convex polyhedral sets. The extension to the general case is straightforward but tedious.
We omit the proof to the following geometrical len~na. 
PROOF:
We assume without loss of generality that T does not PROOF: Follows immediately from the previous two lemmas.
Note that for k = 0 we have the standard information theoretic inequality 2 d > # of sets defining P.
Inequality (4.1) also implies that the depth of T is at least as large as the maximum degree of a face. This degree argument implies for example that at least n-1 comparisons are needed to find the maximum of n elements.
It is interesting to note that Theorem 4.3 is proved in [13] , for the particular case of a two-outcomes problem, by an adversary argument.
INVARIANCE PRINCIPLE
We wish to introduce in this chapter a new principle, which is familiar from other fields of mathematics.
A way of showing that some problem has a simple structure is to show that it is invariant under a large family of transformations. If this is the case then we can in general restrict the search for an efficient solution to algorithms which are "invariant" under the "dual" family of transformations.
To pick a very simple example, if x n does not occur in the definition of a problem P in]R n, a fact that can be expressed by saying that the sets {D i} defining P are invariant under translations along the x n axis, then comparisons involving x n do not help in solving P.
We first need a few facts from linear algebra. Let L n be the space of affine functionals on ]R n, and A n be the space of The main theorem of this section is given below:
THEOREM 5.1.
Let P b e the p r o b l e m d e f i n e d by the p a r t i t i o n

{D i} a n d l e t G b e t h e s e t of a f f i n e t r a n s f o r m a t i o n s t h a t k e e p that p a r t i t i o n i n v a r i a n t . T h e r e e x i s t s a m i n i m a l d e p t h l i n e a r d e c i s i o n t r e e t h a t s o l v e s P u s i n g o n l y c o m p a r i s o n s i n v a r i a n t u n d e r G.
The proof of that theorem will involve repeated applications of the following lemma.
LEMMA 5.2. 
L e t T be a d e c i s i o n t r e e (with s t r o n g i n e q u a l i t i e s ) t h a t s o l v e s t h e p r o b l e m d e f i n e d by the p a r t i t i o n
1 1 (P is i n v a r i a n t u n d e r G) ;
(ii) The proof of this theorem consists of two parts: we first show that one can assume without loss of generality that each step in the decision algorithm either involves the x i or involves the yj , but not both. This is done using the invariance principle. We then prove the theorem using an adversary argument. 
T h e r e e x i s t s a m i n i m a l d e p t h l i n e a r d e c i s i o n t r e e s o l v i n g the p r o b l e m d e f i n e d b y {Di} t h a t u s e s o n l y c o m p a r i s o n s t h a t a r e l i n e a r c o m b i n a t i o n
CONCLUSIONS
We have exhibited several general methods that can be used to obtain lower bounds for linear decision trees. Applications were scarcely given, and the interested reader can find other results in [ii] , and in the other papers m e n t i o n e d in the bibliography.
Some of these methods seem to generalize to more powerful comparisons (quadratic, polynomial (?)), particularly, the face counting argument. One must however, in order to do so, leave the well trodden fields of linear algebra and linear geometry, and enter into the more exotic realm of (real) algebraic geometry.
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