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One area of the web services architecture yet to be 
standardised is that of fault tolerance for services. At 
the same time, WS-BPEL is moving from a de facto 
standard to an OASIS ratified standard for combining 
services into processes. This paper investigates the 
feasibility of using WS-BPEL as an implementation 
technique for fault tolerant web services. The mapping 
of various fault tolerance patterns to WS-BPEL is 
presented. A prototype tool for combining service 
interfaces into a single façade and configuring fault 
tolerant mechanisms on a per-operation basis is also 
discussed. It is found that most fault tolerance patterns 
readily map onto WS-BPEL concepts, particularly 
when using the upcoming 2.0 version of the language. 
Evaluating and minimising the performance overheads 
involved in process execution is identified as a key 
future direction, as is working on the functionality and 




The dependability of web services is key to their 
widespread uptake in mission-critical applications. 
Numerous standards relating to dependability of web 
services exist in the area of reliable messaging and 
security. Various proprietary clustering mechanisms 
also exist for implementing fault tolerance at the 
application server level. However, little emphasis has 
been placed upon fault tolerance of the service 
implementation itself. This paper presents a generic 
mechanism for combining web services with the aim 
of achieving software fault tolerance. 
Software fault tolerance involves utilising 
redundancy of software components. The general 
notion is that if one component fails then other 
components are available to guarantee continuous 
execution. This may involve parallel execution of the 
components (typified by the N-version programming 
approach [1]), or sequential execution (typified by the 
recovery block approach [2]). 
A system of redundant components can obviously 
be viewed as a composition. If we view web Services 
as software components then the core standards of the 
Web Services Architecture [3] go some way to 
forming a component model. The Web Service 
Definition Language (WSDL) [4] is the interface 
definition language; the eXtensible Markup Language 
(XML) [5], XML schema [6] and Hypertext Transfer 
Protocol (HTTP) [7], with the option of SOAP [8], 
together form an interaction standard. No widely 
accepted standard providing a composition model fro 
web services has emerged however. The Business 
Process Execution Language for Web Services 
(BPEL4WS) 1.1 [9] has emerged as a de facto standard 
for workflow definition, and may at the same time fill 
the role of a composition model. BPEL4WS forms the 
basis of the forthcoming WS-BPEL 2.0 OASIS 
standard [10]. Here, we will use the name WS-BPEL, 
although the implementation of the prototype tool 
described in Section 4 is based upon the 1.1 version of 
the language as the 2.0 version is still in draft status. 
If one is taking WS-BPEL as a composition 
standard, it is natural to consider using executable WS-
BPEL in order to implement software fault tolerance 
for web services. This technique is particularly useful 
for combining externally provided services, over 
which one has no control, into fault tolerant 
compositions. In other words, if there are a number of 
variants of a common (perhaps industry defined) 
service interface then the service integrator can make 
use of these instead of developing their own variants. 
Where a genuine service marketplace exists, with 
competing providers, this is a potentially highly 
advantageous technique as the process of developing 
one’s own service variants is expensive. 
Where one has control over service implementation 
and provision other techniques including server 
clustering solutions are generally preferable. However, 
even in this situation, one may find that a cheap 
solution with the benefit of greater diversity (i.e. using 
variants rather than true replicas) is to use WS-BPEL 
to combine one’s own services with externally 
provided services (e.g. in the simplest case using a 
third party service as a primary backup). Finally, if one 
is providing a service developed elsewhere – but 
cannot find a reliable implementation then using WS-
BPEL to create a more reliable composition using 
multiple service implementations may be a good 
solution. 
The objectives of the work discussed here are as 
follows: 
 
1. Primarily – to demonstrate the feasibility of 
WS-BPEL as an implementation technique 
for service fault tolerance. 
2. To develop a prototype tool enabling a non-
expert user to transform an existing service 
into a more dependable composition. 
3. To demonstrate that the cost in terms of 
service performance is not prohibitive to 
using this technique. 
4. To improve upon our previous fault tolerant 
containers work [11] by standards alignment, 
increased flexibility, and improved handling 
of stateful services. 
 
The remainder of this paper is structured as follows: 
In the following section the state-of-the-art in web 
service dependability is discussed; this is followed in 
section 3 by a discussion of WS-BPEL; section 4 
presents the details of our fault tolerance technique and 
configuration tool; the work is evaluated and 
concluded upon in section 5. 
 
2. State of the Art in Web Service 
Dependability 
 
A number of WS- standards relating to 
dependability currently exist. These apply where 
SOAP is employed as an XML messaging protocol 
(remembering that the use of SOAP is not compulsory 
in the Web Services Architecture).  
For instance, WS-Reliability [12] is an OASIS 
standard dealing with dependability at the message-
passing level. This standard adds dependability to the 
unreliable Internet channel of communication, 
allowing guaranteed message delivery and the 
elimination of duplicate messages. WS-Security [13], 
also an OASIS standard, specifies mechanisms to 
provide integrity and confidentiality of SOAP 
messages. These mechanisms can make use of a range 
of existing security models and encryption 
technologies. 
None of the WS- standards, including the two 
mentioned above, occupy the same problem space as 
the work presented here. These, as well as vendor-
specific clustering mechanisms, should be considered 
as orthogonal, but important aspects to ensuring web 
service dependability. However, a number of research 
efforts have approached the same problem space – 
namely software fault tolerance of web services. 
In the Fault Tolerant Container approach [11], 
externally provided services are 'contained' and 
therefore gain added fault tolerance. This is achieved 
by allowing the container to be configured with a 
policy which specifies what kind of fault tolerance 
mechanisms may be applied to the services it contains. 
The container is essentially an active SOAP proxy. It 
proxies calls to the services it contains, passing them 
on to variants in a pattern determined by the specified 
policy. Weaknesses of this approach include that in its 
current form it does not support stateful services in any 
way. The work presented here aims to improve upon 
this technique by replacing the policy language with 
WS-BPEL (the container is therefore replaced by a 
WS-BPEL engine). 
[14] correctly notes that backward error recovery 
techniques (including transactions) are often 
inappropriate for application to public web services 
due to the autonomy of the services involved. At the 
same time it points out that forward error recovery 
techniques such as the fault handlers in WS-BPEL are 
flawed. During parallel execution, in the event of a 
fault being signalled only one handler is called, when 
in fact a handler for each parallel activity should be 
called. The solution proposed is a forward error 
recovery mechanism for web services based upon the 
concept of Coordinated Atomic Actions. Since we are 
attempting standards alignment in this work we cannot 
make use of this research – but hope that the WS-
BPEL standard evolves to take account of these 
shortcomings. 
Other fault tolerance related work has tended to 
offer a single fault tolerance pattern (e.g. primary 
backup in [15] or N-version programming in [16]). In 
contrast we aim to provide a mapping for various fault 
tolerance patterns to WS-BPEL as well as an 
extensible mechanism to plug one’s own patterns into 
the tool allowing them to be quickly configured by 
non-expert users. A further advantage of using WS-
BPEL is that unlike mechanisms such as [15] and [16] 
there are no application-server specific elements either 






BPEL4WS 1.1 [9] originated as a language from 
IBM for the specification of business processes. It has 
since undergone a name change to WS-BPEL and is 
now under the control of the Organization for the 
Advancement of Structured Information Standards 
(OASIS). This section is intended only as an overview 
of what WS-BPEL is. The interested reader can refer 
to [9] for a detailed language description. 
WS-BPEL can be used both to abstractly model a 
process, and to create an executable business process. 
In the former case, the service paradigm may be 
merely used as a convenience. In the latter then 
anything modelled as a service must be an actual web 
service. It is the latter usage situation which is of 
relevance here. In particular, the fault tolerance 
technique presented here is mainly applicable where 
third-party, publicly available, black box services are 
being composed together to form a more dependable 
whole. This is not to say that it cannot be used as a 
means of providing intra-organisational fault tolerant 
services, although more alternatives are available in 
this case. 
Executable WS-BPEL is essentially an XML 
programming language. A “program” in WS-BPEL is 
called a process. A process consists of a set of nested 
activities. These fall into two main types. The first of 
these types is a structured activity, which basically 
controls the execution of other activities nested inside 
itself. Structured activities exist to allow sequential, 
parallel, conditional and looping execution (the 
sequence, flow, switch, pick and while activities). 
The second type of activity is a basic activity. Basic 
activities exist to allow the invocation of an external 
service and to expose an interface to the process itself 
(to receive messages and send messages in reply), to 
assign values to variables, and to signal faults. 
WS-BPEL has close relationships with WSDL. 
Interactions with services are modelled as 
PartnerLinks. A PartnerLink has a PartnerLinkType, 
which defines which WSDL PortType is used in a 
relationship with some partner and which PortType is 
used when a partner interacts with the process itself 
(remembering that the process is exposed as a service 
and therefore has its own WSDL interface). These two 
relationships are defined in the partnerRole and 
myRole attributes of the PartnerLinkType. For two way 
relationships both roles are specified. An important 
aspect of this is that the use of PortTypes means that 
WS-BPEL only refers to services in an abstract way 
and it is up to an execution engine to determine what 
port (and therefore binding) should be used for each 
PortType. Generally the bindings can be specified 
statically at deployment time or dynamically – either 
from within the process or using some engine-specific 
mechanism. 
 
4. WS-BPEL for Software Fault Tolerance 
 
Before going into the details of our own work it is 
worth explaining the constructs available to provide 
fault tolerance which already exist in WS-BPEL. The 
first of these are compensationHandlers, which 
provide backwards error recovery for some specified 
scope. In other words, these provide the ability to 
attempt some application-specific rollback or cleanup 
with the aim of re-attaining a state where execution can 
continue. A compensationHandler consists of nothing 
more than a nested WS-BPEL activity as described in 
Section 3. The second type of construct – 
faultHandlers - provide forwards error recovery. These 
consist of catch blocks for explicitly thrown faults 
(generally those returned by an invoke activity, but 
possibly thrown from inside the process itself). 
FaultHandlers are also attached to a scope (a group of 
activities). However, a scope is deemed to have 
terminated abnormally if a faultHandler is invoked, 
unlike a compensationHandler. All activities in the 
scope are therefore terminated. 
 The aim of this work is not to replace these 
mechanisms. In fact we aim to utilise these as 
appropriate in order to implement various well known 
fault tolerance patterns. 
 
4.1. Mapping Fault Tolerance Patterns to WS-
BPEL Processes 
 
We use the term fault tolerance pattern for a generic 
fault tolerance mechanism. The patterns we consider 
here are the following: 
 
• Retry 
o The same invocation 
o The same invocation on a different 
implementation (i.e. a form of 
primary backup) 
• Parallel Execution 
o Taking the first response. 
o Voting on all responses. 
 
Fault tolerance patterns are applied on a per-
operation basis. This has the advantage that 
particularly unreliable or critical operations can be 
picked out for improvement; as well as the fact that 
different fault tolerance patterns can be applied to 
different operations as appropriate. 
The outline of a WS-BPEL process for fault 
tolerance is essentially a <receive> - fault tolerance 
pattern - <reply> sequence. An operation for which 
there is no fault tolerance pattern would simply 
perform an <invoke> activity. There is therefore an 
obvious performance overhead, even for those 
operations which are not made any more dependable. 
To present a complete service interface to the fault 
tolerant service (i.e. including all of its operations), the 
input message of each operation can form the clauses 
of a <pick> activity. This replaces the receive activity, 
essentially meaning that, on receiving an input 
message, the appropriate fault tolerance pattern - 
<reply> sequence will be executed. This is depicted for 
a service with two operations in Figure 1. An 
alternative is to expose the operations in the process’ 
WSDL as normal and deploy a separate process for 
each one. In most WS-BPEL engines this causes 
problems in presenting a unified service interface 
however, so the use of a <pick> activity is preferred. 
 
 
Figure 1. Control Flow in a Fault Tolerant WS-
BPEL Process 
 
4.1.1 Retry and Primary Backup Patterns 
 
The simplest fault tolerance pattern is perhaps retry. 
In other words when a fault occurs just perform the 
same invocation again hoping that the fault was 
transient. Such a mechanism is arguably inapplicable 
in the presence of WS-Reliability which can achieve 
the same aim at the messaging level. In the absence of 
WS-Reliability however, some WS-BPEL engines 
have proprietary ways of enabling retry – but it is not 
directly supported in the WS-BPEL specification. One 
interesting standards-based solution is that of the 
Active BPEL engine [17], which uses WS-Policy 
Assertions [18] to enable retry for specified endpoints. 
For our solution in pure WS-BPEL we make use of 
the WS-BPEL faultHandler, compensationHandler 
and scope constructs. The initial invoke constitutes an 
implicit scope of its own. A faultHandler (i.e. a catch 
or catchAll block), if triggered, invokes the 
compensationHandler for an enclosing (explicitly 
defined) scope. To achieve retrying of the call, the 
compensation activity is simply a copy of the same 
invoke activity (when WS-BPEL 2.0 becomes a 
standard this could be implemented as an inline sub-
process [19]). Optionally, a wait activity can be 
included in the compensation activity to wait a set 
period before retrying. For retrying n times, ideally a 
while activity would be used to repeat the scope 
containing both the invoke and the 
compensationHandler. However in the existing 1.1 
version of WS-BPEL the specification states that the 
compensationHandler cannot make changes to the 
process state, and thus a count of the number of 
invocations cannot be easily kept. Again, this is 
something which is rectified in the upcoming 2.0 
version. As it stands we suggest that the best way to 
avoid problems with interoperability is simply to nest n 
explicitly defined scopes inside compensation 
handlers. Figure 2 depicts this. In the figure a third 
nested scope for retry 2 can be imagined coming off to 
the right, and the chain will continue up until n retries. 
The final faultHandler in the chain will simply rethrow 
any fault indicating that the retry strategy has failed). 
 
 
Figure 2. Retry Using Nested Scopes 
 
The primary backup pattern can be achieved in 
much the same way. CompensationHandlers are nested 
which consist of invoking backup services rather than 
the same service. Where the backup services 
implement the same abstract WSDL (i.e. use precisely 
the same PortType) then some work needs to be done 
to ensure that the backup is called and not just the 
same service again. Remembering that a PartnerLink 




























within the compensation handler to update the 
endpoint reference of the partner link. Again, due to 
the limitations on altering process state within a 
compensation handler in the 1.1 version, this is only 
possible using WS-BPEL 2.0. 
Where the PortTypes are not precisely the same 
then often some mapping between message formats 
needs to be done. This is a simple matter of using the 
assign activity on variables defined with a 
messageType (which refers to a WSDL message 
definition). All input messages received need to be 
transformed to a format useful to each PortType used 
by a backup service, and all replies received from 
backups need to be translated into the format used by 
the process’ WSDL. 
 
4.1.2. Parallel Execution and Voting Patterns 
 
Parallel Execution is often termed active replication 
when used in fault tolerance. This is because, in 
general, a great deal of effort needs to be directed 
towards maintaining state consistency across replicas. 
Web services are, by design, stateless. That is, clients 
do not have their own instance of a service, but rather 
all operate on the same service at the same time. To 
work around this, and allow for some sense of an 
ongoing session, a token of some sort (e.g. a session 
ID/customer ID) is often passed to the service with 
every call. Identifying these tokens and mapping calls 
to appropriate instances is termed message correlation 
in WS-BPEL. This is the only kind of statefulness 
supported by the fault tolerance mechanisms presented 
in this paper. Other forms of stateful service (e.g. as in 
the Web Services Resource Framework [20] are not 
supported). 
The simplest parallel execution pattern invokes 
each replica service in parallel and returns the first 
response received. This can be achieved by using the 
pick activity in WS-BPEL. This awaits the occurrence 
of one of a set of events and then performs the activity 
associated with the event that occurred. This applies 
when awaiting the response to an asynchronous call. 
The trigger event will be the invocation of an operation 
on a call-back interface. All other call-backs will 
simply be ignored. 
The situation is more difficult when attempting to 
take the first result of a set of concurrent synchronous 
calls. It appears that pick cannot be applied in this case. 
The difficulty is that, if, e.g. a flow activity is used to 
concurrently invoke a set of services then all slower 
invocations continue to block despite the fact that one 
has completed. We have no elegant solution to this. 
Instead we suggest that the flow is wrapped in a scope 
and that after invoking and copying the response, a 
fault is thrown, which will force the termination of 
everything within the scope. An empty faultHandler 
can be defined for the scope as we now know that one 
of the invocations has returned. The reply can 
therefore be sent to the caller. 
In the voting pattern all invocations are expected to 
complete and therefore a flow activity can be used. A 
vote then takes place on the whole (or part) of the 
messages returned. In practice this proved rather 
cumbersome to implement – involving either a 
complex nest of switch activities, or preferably the 
definition of an XML ComplexType to hold the 
number of votes for each different result returned. The 
combination of the assign activity with XPath 1.0 [21] 
proves powerful enough to perform the required 
arithmetic and comparison however. 
 
4.1.3. Fault Detection 
 
The issue of fault detection is key to the 
effectiveness of a fault tolerance mechanism. The 
patterns talked about above rely upon signalled faults 
(i.e. SOAP faults) and will also deal with network 
outages or other forms of service unavailability. Where 
a service is found not to explicitly signal everything 
one wishes to regard as a fault then WS-BPEL can 
form a protective wrapper, throwing faults internally 
based upon the results from one or more invocations. 
Indeed, the voting pattern does just this, throwing a 
NoConsensus fault if services fail to agree on a certain 
result. 
In some cases it may also be useful to have external 
fault detectors or monitors. We propose that these be 
implemented as asynchronous services and that they 
signal faults via a call back interface that the process 
exposes (separate to the interface provided to the 
service user). 
 
4.2. Stock Quote Scenario 
 
Here we present a simple usage scenario to give a 
more concrete explanation of some of the concepts 
involved. We use the example of a stock quote service 
– that is a service which gives live prices from the 
stock market for a given company code. One could 
imagine that the use of such a service could from a 
mission critical part of many financial systems. It can 
also easily be seen how the scenario generalises to any 
buying/selling situation where prices are subject to 
change. 
 It is important that, if big-money decisions are 
being made based upon the result of this service 
invocation, that the result is correct. We therefore 
demonstrate how to combine three services using a 
voting pattern so that in the event of a single service 
producing incorrect results the overall system will still 
provide the correct result. 
Each service used in the scenario provided a similar 
interface – but did not actually import the same 
PortType from an abstract WSDL description. This 
meant that there was no need to dynamically change 
the endpoint references for each PartnerLink involved. 
Unfortunately, for the sake of brevity, we are 
unable to include the full WS-BPEL file. The 
following is a shorter pseudo-BPEL listing. The 






 (translate inputs) – a series of 
assigns using XPath 1.0 
expressions 
 Flow 
• Invoke all 3 Services 
 (translate outputs) 
 (count votes) 
 Reply 
 
In practice we have tried this out with externally 
provided public services. These do not in fact give live 
quotes – but generally involve a twenty minute delay. 
However, commercial services are available that give 
live prices. For the purposes of demonstrating the 
concept this distinction is not important. We also noted 
that many of these services are actually reliant on a 
common backend (e.g. many rely on the “Get Quotes” 
functionality of Yahoo! Finance). In a real usage 
situation this would pose a serious problem as there is 
no true redundancy in the system. A single point of 
failure – the common backend – still exists. This 
shows another difficulty in achieving dependability 
when utilising black-box services. In practice the only 
solution is to manually verify the diversity of the 
services employed. Even if metadata or ontology based 
solutions can make these backend dependencies more 
explicit, there are always going to be many cases 
where the relevant metadata is not provided. 
  
4.3. A Prototype Tool for Configuring Fault 
Tolerant WS-BPEL Processes 
 
The configuration tool is an important part of this 
work, as it will present a very simple interface for 
service composition and the application of fault 
tolerance patterns. However it is a work in progress 
and therefore we will not say too much about it here. 
The screenshot in Figure 3 should give some indication 
of what the tool provides. At the top the user can 
specify a pool of service WSDL definitions. Generally 
one (or more) of these will contain the PortType/s that 
the fault tolerant WS-BPEL process should expose. 
The PortTypes for any service from the pool can be 
viewed in the panel labelled “PortTypes from existing 
WSDL” these can then be selected for inclusion in the 
WSDL for the fault tolerant process. PortTypes from 
different services may be used. Operations may then be 
hidden or renamed in the PortType. The PortType may 
also be renamed and PortTypes can be merged (or 
operations moved between them). 
The right hand panel allows the application of fault 
tolerance patterns to particular operations (selected in 
the WSDL tree). A dialog will popup allowing the 
pattern-specific configuration to be made by the user. 
For instance, retry will simply allow the user to specify 
a wait period and the number of times to retry. A vote 
dialog will allow replica services to be identified 
providing the same operation (the service pool from 
the main screen will be automatically available – but 
the user may want to specify other services). It will 
also allow the XPath for the value to be voted on to be 
specified (on a per-service basis if each uses a different 
PortType) as well as any acceptable error margin. 
At the bottom of the main screen the user can choose 
to save the WSDL and WS-BPEL to files or deploy to 
a specific WS-BPEL engine. These “Deployers” are 
plugins loaded at runtime. A “deployer” extends the 
abstract Deployer class from the Java API. This 
basically defines one abstract operation – deploy – 
which takes the list of WSDL files used and the BPEL 
file, as well as the list of replica services that can be 
used for each operation. 
These inputs should be sufficient to deploy to 
most/all BPEL engines. 
Pattern implementations in the tool are also 
pluggable elements. A Pattern extends the abstract 
class Pattern which defines one abstract method – 
applyPattern – which takes the invoke statement from 
BPEL to make fault tolerant as an input as well as a 
reference to the complete BPEL document and the 




This paper presented the mapping of various fault 
tolerance patterns to WS-BPEL and a prototype tool to 
configure fault tolerant services using these patterns. 
The main aim was to allow the integration of 
competing service variants from the marketplace into a 
more dependable whole. With regards to assessing the 
dependability gain achieved using the patterns, we feel 
such an assessment is somewhat unnecessary since 
these are well known, well-used patterns. The 
theoretical gain in dependability is therefore well 
understood. Demonstrating the concept in a more 
realistic setting is a different issue, which might 
highlight emergent dependability issues. 
A potential weakness which may be pointed out is 
that a single WS-BPEL engine acts as a single point of 
failure, and therefore that a fault tolerance mechanism 
at this level is also required. This can generally be 
achieved using the clustering mechanism provided by 
the application server on which the engine runs. 
Returning to the objectives set out in the 
introduction, we have made some progress toward 
them all, except for evaluating the performance 
tradeoffs involved in the use of WS-BPEL. This work 
is however, at an early stage and there is much work to 
be completed towards these objectives: 
 
1. We have demonstrated the feasibility of WS-
BPEL as an implementation technique for 
service fault tolerance, however work still 
needs to be done on fine-tuning certain 
patterns, clearly documenting the WS-BPEL 
and experimental verification.  More detailed 
investigation of how each pattern applies to 
synchronous versus asynchronous calls is also 
reuired. 
2. We have started the development of a 
prototype tool enabling a non-expert user to 
transform an existing service into a more 
dependable composition. However, it is 
perhaps at too early a stage for meaningful 
evaluation. The development of the 
configuration tool is a vitally important future 
direction as it provides a simple interface for 
configuration of patterns involving just a few 
variables. In particular an intuitive interface 
for achieving message “translation” where 
PortTypes are not identical still needs to be 
 
Figure 3. Screenshot of Configuration Tool 
 
implemented. The tool also needs to move to 
the use of WS-BPEL 2.0 as a number of 
advantages were identified to this in section 4. 
3. We have not yet measured the cost in terms of 
service performance of using this technique. 
This is therefore an important future direction. 
4. The use of WS-BPEL, is, we believe an  
improvement upon our previous fault tolerant 
containers work. We now have standards 
alignment, increased flexibility in combining 
services (i.e. they may, in theory be of 
different PortTypes which is not possible 
where SOAP messages are simply being 
proxied), better handling for stateful services 
(through the use of correlation) and the 
potential of transforming whole processes 
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