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Introduction
L’emploi du chaos pour la transmission sécurisée de l’information a été considéré dans les derniers années
comme une solution très prometteuse pour augmenter les performances des systèmes de transmission actuels.
Ainsi on trouve dans la littérature une multitude d’applications et d’études réalisés concernant plusieurs
aspects de la transmission. Grâce à ses caractéristiques quasi-stochastiques le chaos oﬀre une solution possible
pour les systèmes à probabilités réduites de détection et d’interception ainsi que des applications dans l’accès
multiple.
En contradiction avec ces aspects positifs qui font du chaos une solution très attirante, il faut préciser
qu’a priori la synchronisation entre deux systèmes dynamiques chaotiques, nécessaire à la récupération de
l’information transmise, est diﬃcile à réaliser. Dans ce travail de thèse nous nous sommes concentrés sur une
solution de synchronisation à estimation d’état, susceptible d’oﬀrir eﬀectivement les meilleures performances
possibles. Ainsi le document est organisé sous la forme suivante.
La première partie est destinée à l’introduction des éléments fondamentaux associés aux systèmes dy-
namiques en général et en particulier aux systèmes chaotiques. Ainsi les modèles généraux qui déﬁnissent
les systèmes dynamiques en temps continu et en temps discret seront présentés en même temps avec les
notions d’espace des phases et de trajectoire. A partir de ces déﬁnitions une classiﬁcation de comporte-
ments dynamiques est par la suite facile à construire en les séparant en quatre catégories spéciﬁques : points
d’équilibre, régime périodique, régime quasi-périodique et particulièrement le régime chaotique [Ser04]. Plu-
sieurs méthodes généralement établies pour faire la classiﬁcation existent mais nous allons nous limiter à
la présentation des exposants de Lyapunov, qui par leurs caractéristiques oﬀrent une solution facile et très
ﬁable.
Un sujet qui a reçu beaucoup d’attention dans notre étude est la synchronisation des systèmes chaotiques
en général et en particulier dans le cas des dynamiques en temps discret. La notion de synchronisation
chaotique sera évoquée et les idées principales de la méthode de synchronisation chaotique par ﬁltrage de
Kalman seront présentées [Fow89]. Ceci est important car dans un chapitre ultérieur un apport théorique
sera proposé sur ce sujet.
Un deuxième point étudié est l’application des systèmes chaotiques à la transmission de l’information et en
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particulier aux systèmes à étalement de spectre ; Ainsi une présentation globale de tels systèmes est proposée,
posant les bases des structures qui sont développées. Sont présentées ensuite les solutions courantes de
transmission à porteuse chaotique dont les plus connues sont les méthodes CSK cohérentes et non-cohérentes,
ainsi que l’étalement de spectre par séquence chaotique directe.
Etant donné les performances supérieures et la généralité prouvées par les méthodes de synchronisation
chaotiques à ﬁltrage de Kalman, une présentation de ces estimateurs adaptés aux cas non-linéaires devient
importante. Ainsi on observe que l’estimation d’état réalisée sur un modèle non-linéaire est totalement dif-
férente du cas linéaire, étant caractérisée surtout par une certaine sous-optimalité. Ceci se reﬂète sur le fait
qu’on est presque toujours contraints de considérer quelques hypothèses simpliﬁcatrices sur la propagation
des distributions à travers le modèle où même des hypothèses sur le modèle lui-même. Dans cette ordre
d’idée, le deuxième chapitre devient un chapitre d’état de l’art sur le ﬁltrage de Kalman non-linéaire, limité
aux méthodes le plus utilisées dans la pratique. Ainsi on introduit d’abord le ﬁltrage de Kalman Etendu
comme la plus simple solution de ﬁltrage non-linéaire qui remplace le modèle par sa version linéarisée donnée
par le premier terme dans la série de Taylor.
Récemment nous avons été témoins de plusieurs nouvelles solutions de ﬁltrage Kalman qui essayent
d’augmenter sensiblement les performances d’estimation en limitant de même au maximum le coût de calcul.
Une telle solution est représentée par le ﬁltrage de Kalman Unscented [JU97], et sa version d’ordre supérieur
(le HOUF), qui proposent la propagation d’un ensemble de points de dimension bien établie à travers le
modèle non-linéaire. Cet ensemble de points permet par la suite l’estimation de la statistique d’ordre deux
de la v.a. transformée à une précision bien limitée en ce qui concerne les moments d’ordre supérieur pris
en compte. Une approche similaire est suivie par le ﬁltrage Kalman de type Central Diﬀerence [NPR00a],
qui peut être vu comme une généralisation du ﬁltre Unscented, mais pour les positions de points la formule
d’interpolation de Stirling est utilisée.
Finalement deux autres solutions seront proposées qui approchent plus le critère d’optimalité, dont la pre-
mière considère l’approximation de la distribution qui caractérise l’état courant par une somme de gaussiennes
et la deuxième est le très connu ﬁltrage particulaire. On va introduire ces deux variantes succinctement, à
cause du coût de calcul requis, en paramétrant les algorithmes pour un fonctionnement quasi-optimal.
Ce but de recherche d’une méthode de ﬁltrage quasi-optimale va être abordé dans le troisième chapitre
où un algorithme original de ﬁltrage Kalman est proposé. Le point de départ représente le fait que la
classe des fonctions polynomiales est largement utilisée pour modéliser beaucoup de processus dont une
estimation d’état est recherchée. Ce sera le cas des dynamiques génératrices chaotiques que nous allons
utiliser, appartenant à la classe très importante des polynômes de Chebyshev.
Ainsi avec ces hypothèses du modèle polynomial on va démontrer que la statistique d’une v. a. qui subit
une transformation non-linéaire peut être calculée analytiquement comme une expression de ces moments
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et des coeﬃcients du polynôme qui représente la fonction. En plus de cette démonstration on va déduire
aussi un ensemble de relations matricielles qui rendent l’application de cette transformation exacte très facile
en pratique. A partir des expressions déduites la mise en forme d’un algorithme récursif de Kalman Exact
devient immédiate.
On va appliquer cette formulation à la synchronisation chaotique, en comparant avec d’autres estimateurs.
Ainsi en utilisant ce modèle de synchronisation on va démontrer que la solution proposée oﬀre les meilleures
performances du point de vue de la stabilité et de la consistence du ﬁltre, ainsi qu’implicitement de l’erreur
de synchronisation. Soulignons que la synchronisation chaotique n’est qu’un problème particulier pouvant
bénéﬁcier des performances du ﬁltre de Kalman exact proposé, beaucoup d’autres applications pourraient en
fait proﬁter de cette approche.
Avec le problème de synchronisation chaotique traité, on passe dans le quatrième chapitre aux systèmes
de communications numériques qui peuvent être développés par la suite. Toutes les solutions de récepteurs
qui seront présentées sont basées sur une méthode d’étalement de spectre par séquence directe, où le code
d’étalement est représenté par une séquence chaotique.
Du côté du récepteur, il est tout d’abord proposé un modèle d’estimation parallèle du code et du symbole,
cette structure simpliﬁe beaucoup le mécanisme de synchronisation qui est couramment employé dans les
systèmes classiques. A partir de cette structure on va généraliser par la suite le modèle à une estimation
parallèle du code, du symbole et de l’erreur de phase rendant ainsi le récepteur très simple avant l’entrée
dans le démodulateur qui travaille à fréquence chip. En plus de cette estimation de phase le système sera
complété par une boucle de contrôle automatique du gain, pour faire face aux éventuelles variations du gain
dans le canal de communication. Ces récepteurs que l’on qualiﬁera de complets sont testés par la suite dans
plusieurs conﬁgurations de canal (stationnaire où non-stationnaire en phase et en amplitude) par rapport à
un critère de taux d’erreurs binaires (TEB). Un autre type de test concerne l’inﬂuence de la non-linéarité
génératrice de la séquence d’étalement, de la méthode d’estimation utilisée ainsi que le gain d’étalement par
rapport au même critère de TEB.
Cette structure parallèle du récepteur va être développée par la suite pour faire face aux canaux plus
diﬃciles de communications acoustiques sous-marines. Ainsi un modèle général adapté à la propagation par
trajets multiples sera introduit avec des paramètres individuels de gain et phase pour chaque trajet pris
en compte. Cette solution ﬁnale sera mise à l’épreuve sur des signaux réels, et une comparaison avec un
récepteur de type RAKE-MRC sera menée. Les résultats vont prouver que la solution proposée peut faire
face aux conditions diﬃciles de canal mais elle devient plus dure à maîtriser sur des canaux à faible SNR, où
un reparamétrage du récepteur peut s’avérer nécessaire.
En plus du paramétrage du récepteur, un problème crucial qui inﬂuence les performances des systèmes
qui travaillent sur des canaux à trajets multiples est l’estimation du canal. En plus de l’estimation correcte
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des coeﬃcients, l’emploi d’une séquence d’étalement chaotique, par exemple, va déterminer la présence des
termes d’interférence dont les valeurs seront inconnues. Dans ces conditions on va proposer dans le cinquième
chapitre un modèle d’estimation des coeﬃcients du canal à une fréquence supérieure où égale à la fréquence
chip, qui va utiliser la matrice d’autocorrélation de la séquence d’étalement. On divise l’approche en deux
directions : la première va considérer le cas d’une séquence d’étalement courte et la deuxième ne va pas faire
d’hypothèse sur la longueur de la séquence.
Pour le cas d’un code court, on va démontrer qu’on peut écrire un modèle linéaire pour l’estimation des
coeﬃcients et on va proposer l’emploi d’un ﬁltrage de Kalman linéaire pour les estimer. Par la suite, en
utilisant une méthode de suppression des termes d’interférence, le modèle général se simpliﬁe ﬁnalement
sous la forme d’un ﬁltrage de Kalman mono-dimensionnel. Basée sur ce modèle une solution théorique
asymptotique sera développée et plusieurs étapes pour augmenter la vitesse de convergence du ﬁltre seront
présentées.
En ce qui concerne le cas des séquences longues une simpliﬁcation similaire ne peut pas être réalisée sans
des hypothèses sur la matrice d’autocorrélation qui intervient dans le calcul. Avec ces hypothèses prises en
compte, on va obtenir de même une solution mono-dimensionnelle et par la suite sa variante asymptotique.
Toutes ces solutions seront mises à l’épreuve en contexte de transmission acoustique sous-marine.
En plus de ces considérations sur la façon dont la synchronisation chaotique est établie et la structure
physique du récepteur qui exploite celle-ci, un système de communication comprends aussi une étape de
codage qui travaille directement sur l’information numérique. En étudiant les caractéristiques de certains
systèmes dynamiques chaotiques on a observé que celles-ci peuvent englober des paramètres statistiques
associés à l’information qui doit être transmise. Ainsi dans la dernière partie de ce document on va introduire
un générateur particulier, similaire au populaire système dynamique de Bernoulli, et on va démontrer par la
suite qu’il existe une relation entre ce nouveau type de générateur et l’alphabet des symboles qui forment la
séquence informationnelle.
Une fois le générateur construit, on va utiliser une approche de dynamique symbolique pour montrer
qu’une séquence informationnelle quelconque, à laquelle est associé le générateur équivalent, va se transformer
par propagation, d’une façon unique dans un intervalle de conditions initiales. Cette transformation d’une
séquence informationnelle dans un intervalle a été déjà présentée dans la littérature comme compression
arithmétique [Abr63]. En eﬀectuant les calculs de performance de la méthode de compression chaotique ainsi
introduite on observe que cette solution est équivalente à l’approche arithmétique, en atteignant la borne
représentée par l’entropie informationnelle de la séquence initiale. Même si les performances de compression
sont similaires la solution représente une nouvelle application du chaos à la transmission de l’information.
Chapitre 1
Systèmes dynamiques chaotiques et
transmission de l’information
1.1 Introduction
Les systèmes dynamiques étranges (chaotiques) sont depuis longtemps connus dans le domaine des ma-
thématiques mais c’est seulement au cours de la dernière décennie que les applications concrètes se sont
multipliées. Notre étude se focalise sur l’usage du chaos pour transmettre de l’information. Dans cette pers-
pective, ce chapitre est destiné à l’introduction de quelques outils de base associés à ces deux domaines dont
l’intersection fait l’objet de notre étude. Ce chapitre peut être vu comme une synthèse bibliographique com-
pacte sur les transmissions chaotiques, dont l’intérêt principal est de mieux mettre en évidence l’originalité
des résultats que nous proposerons par la suite. Le lecteur avisé pourra directement consulter le chapitre
suivant.
Ce chapitre est organisé de la manière suivante. Premièrement nous présentons les aspects généraux
des systèmes dynamiques chaotiques et dans la deuxième section on continue par la présentation des deux
méthodes de synchronisation associées à ce type de systèmes. Les aspects de communications numériques par
méthodes à étalement de spectre seront introduits dans la section III, et dans la dernière partie des solutions
“classiques” destinées aux systèmes de communications à porteuse chaotique sont évoquées.
1.2 Le chaos : définition et propriétés
Le chaos est déﬁni généralement comme un comportement particulier d’un système dynamique détermi-
niste non-linéaire. Du point de vue mathématique la notion générale de système dynamique est déﬁnie à son
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tour à partir d’un ensemble de variables qui forment le vecteur d’état x = {xi ∈ R} , i = 1...n où n représente
la dimension du vecteur. Ce jeu de variables a la propriété de caractériser complètement l’état instantané du
système dynamique générique. En associant en plus un système de coordonnées on obtient l’espace d’état qui
est appelé également l’espace de phase. Conjointement avec l’espace d’état un système dynamique est déﬁni
aussi par une loi d’évolution, généralement désignée par dynamique, qui caractérise l’évolution de l’état du
système en temps. La notion de déterminisme provient du fait que le système considéré est complètement
caractérisé par son état initial et sa dynamique.
1.2.1 Définition des systèmes dynamiques
Un système dynamique en temps continu est décrit par un système d’équations diﬀérentielles, alors qu’en
temps discret on parle d’un système d’équations aux diﬀérences ﬁnies [Ken94, Ser00, Ser04] :
– temps continu
x˙ (t) = F (x (t) , t) (1.1)
où F : Rn × R+ → Rn désigne la dynamique du système.
Si on associe à cette dynamique un état initial x0 = x (t0), pour chaque couple choisi (x0, t0) on peut
identiﬁer une solution unique Φ (·;x0, t0) : R+ → Rn telle que :
ΦF (t0;x0, t0) = x0 et Φ˙F (t;x0, t0) = F (ΦF (t;x0, t0) , t) (1.2)
Cette solution unique déterminée avec l’aide des équations (1.2), et qui fournit l’ensemble d’états successifs
occupés par le système à chaque instant t, s’appelle généralement trajectoire.
On considère l’exemple du celèbre système de Lorenz donné par les équations suivantes [Lor63] :
dx
dt
= σ (y − x)
dy
dt
= x (ρ− z)− y
dz
dt
= xy − b (1.3)
Les paramètres pour l’exemple de trajectoire donné dans la ﬁgure 1.1 ont été choisis de la manière
suivante : σ = 10, ρ = 28, b = 8/3 avec la condition initiale (x0, y0, z0) = (2, 5, 20).
On observe que la dynamique du système de Lorenz donnée par les équations (1.3) est indépendante de
l’instant t considéré, et généralement ce type de système est qualiﬁé d’autonome. La dynamique dans ce cas
particulier a la forme suivante :
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Fig. 1.1 – Exemple de trajectoire pour le système Lorenz
x˙ (t) = F (x (t)) (1.4)
– temps discret
Comme il a été déjà précisé le système dynamique est dans ce cas représenté par des équations aux diﬀérences
ﬁnies, avec le modèle général suivant :
x (k + 1) = G (x (k) , k) (1.5)
où G : Rn × Z+ → Rn désigne la dynamique du système en temps discret.
De même qu’en temps continu, si on associe à cette dynamique un état initial x0 = x (k0), pour chaque
couple choisi (x0, k0) on peut identiﬁer une solution unique ΦG (·;x0, k0) : Z+ → Rn telle que :
ΦG (k0;x0, k0) = x0 et ΦG (k + 1;x0, k0) = G (ΦG (k;x0, k0) , k) (1.6)
En temps discret on déﬁnit aussi le système autonome comme une dynamique qui ne dépend pas de
l’instant k :
x (k + 1) = G (x (k)) (1.7)
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1.2.2 Comportement des systèmes dynamiques
A partir d’un état initial x0 et après un régime transitoire, la trajectoire d’un système dynamique atteint
une région limitée de l’espace des phases. Ce comportement asymptotique obtenu pour t, k →∞ est une des
caractéristiques les plus importantes à étudier pour tout système dynamique. Si dans le cas d’un système
linéaire la solution asymptotique est indépendante de la condition initiale et unique, en présence de non-
linéarités il existe une plus grande variétés de régimes permanents, parmi lesquelles on trouve, par ordre de
complexité : points d’équilibre, solutions périodiques, solutions quasi-périodiques et chaos, respectivement. Il
faut préciser que cette fois le comportement développé par un système dynamique particulier est fortement
dépendant de la condition initiale choisie [Ser97].
Par la suite on va déﬁnir et illustrer les comportements évoqués ci-dessus, en utilisant une dynamique très
connue dans la théorie des systèmes non-linéaires ; Il s’agit de l’équation logistique déﬁnie par l’expression
suivante [Kra99, Wei] :
xk+1 = f (xk) = rxk (1− xk) (1.8)
Dans les ﬁgures 1.2 on montre la dynamique propre à l’équation logistique ainsi que certains modes
asymptotiques particuliers. Le mécanisme de construction d’une séquence est tout d’abord montré sous la
forme d’un diagramme en toile (web diagram [Tab89]). Cette méthode permet la génération de la séquence
choisie, graphiquement en utilisant la projection des états successifs par rapport à la diagonale principale (ﬁg.
1.2 a) ; r = 3.9). Dans la partie b) est présenté le diagramme de bifurcation qui montre la distribution des états
limites pour diﬀérents choix du paramètre r. On appelle cette représentation diagramme de bifurcation parce
que le comportement asymptotique subit, pour des valeurs du paramètre r bien déterminées, une bifurcation
de l’ensemble des états limites. Dans le cas continu la bifurcation se manifeste comme une multiplication des
trajectoires possibles. Pour cette représentation on a choisi pour chaque valeur r ∈ [1, 4] une séquence de 500
échantillons avec une période de transition de 50 échantillons.
Par la suite pour chaque type de régime permanent on a :
– points d’équilibre : Dans ce cas, la solution asymptotique est représentée par un point, sa valeur étant
déterminée en fonction de la condition initiale choisie. Ainsi, pour des conditions initiales diﬀérentes
on peut retrouver plusieurs points d’équilibres. De même ces points peuvent être stables ou instables
suivant que les trajectoires voisines convergent ou divergent entre-elles. Dans le cas de la dynamique
logistique, on observe que pour toute valeur r ∈ [1, 3], le régime permanent est formé par un point limite
stable, sa valeur étant dépendante du choix de paramètre r. La ﬁgure 1.2 c) nous donne un aperçu
d’une telle trajectoire pour r = 2. Ainsi on observe qu’après une période de transition relativement
courte la séquence se stabilise autour du point ﬁxe qui cette fois est x∞ = 0.5.
CHAPITRE 1. SYSTÈMES DYNAMIQUES CHAOTIQUES ET TRANSMISSION DE L’INFORMATION 9
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Diagramme d‘evolution pour la fct. logistique (WEB DIAGRAM) | r = 3.9
xk
x k
+1
Caractéristique
Diagonale
Propagation d‘état
1 1.5 2 2.5 3 3.5 4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Le diagramme de bifurcation pour la fct. logistique
r
x
a) b)
0 5 10 15 20 25 30 35 40 45
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Séquence générée par la fct. logistique | r = 2
k
x k
x0 = 0.87
Etat limite
Séq. générée
0 5 10 15 20 25 30 35 40 45
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Séquence générée par la fct. logistique | r = 3.2
k
x k
x0 = 0.87
Etats limites
Séq. générée
c) d)
0 5 10 15 20 25 30 35 40 45
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Séquence générée par la fct. logistique | r = 3.55
k
x k
x0 = 0.87
Etats limites
Séq. générée
0 5 10 15 20 25 30 35 40 45
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Séquence générée par la fct. logistique | r = 3.9
k
x k
Séq. gén. − x0 = 0.87
Séq. gén. − x0 = 0.8701
e) f)
Fig. 1.2 – Étude du comportement dynamique pour la fonction logistique (eq. 1.8) : a) génération de la
séquence récursive (web diagram) ; b) le diagramme de bifurcation ; c,d,e) séquence générée et états limites
pour r = 2, 3.2, 3.55 ; f) séquences générées et sensibilité aux CI pour r = 3.9 (comportement chaotique).
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– régime périodique : Le régime asymptotique permanent périodique correspond à une trajectoire
dont les répliques d’une portion élémentaire sont espacées à des intervalles nT , n ∈ N+, T désignant la
période. Pour la fonction logistique on a choisi deux exemples pour le paramètre r = 3.2 puis r = 3.55.
Pour le premier cas, ce choix nous garantit que l’ensemble des états limites est formé par deux points, et
la période correspond à deux échantillons (ﬁgure 1.2 d). La deuxième solution nous permet d’augmenter
la dimension de l’ensemble des états limites et la période de répétition à 8 (ﬁgure 1.2 e).
– régime quasi-périodique : correspond à une somme de solutions périodiques dont le rapport des
périodes est un nombre irrationnel. Un régime quasi-périodique peut être représenté dans l’espace
d’état par un tore.
– régime chaotique : le régime chaotique est par déﬁnition tout régime permanent qui n’appartient à
aucune des classes présentées antérieurement. Une telle solution a une trajectoire asymptotique bornée
avec une extrême sensibilité aux conditions initiales. Ainsi deux trajectoires générées à partir de CI
(conditions initiales) très proches, vont diverger très vite l’une par rapport à l’autre. Cette sensibilité par
rapport aux CI traduit aussi le comportement en apparence stochastique des générateurs chaotiques,
de telle sorte qu’une prévision à long terme du comportement du système est impossible. Dans la ﬁgure
1.2 f) un exemple est donné pour deux CI espacées par une valeur de 10−4 et on peut observer que
juste après quelques itérations les deux trajectoires divergent et deviennent non-corrélées.
Généralement, l’ensemble des solutions asymptotiques stables décrites ci-dessus est qualiﬁé d’attracteur ;
Il représente la région de l’espace d’état au voisinage de laquelle les trajectoires restent conﬁnées lorsque
t, k → ∞. En parallèle avec la déﬁnition de l’attracteur apparait la notion de bassin d’attraction qui est
déﬁni comme la région de l’espace d’état formée par l’ensemble des CI à partir desquelles l’attracteur sera
atteint.
1.2.3 Évaluation du comportement dynamique
La présence d’un comportement chaotique pour un système dynamique quelconque peut être déterminée
par élimination de comportements introduits auparavant : si son comportement asymptotique n’est pas un
point ﬁxe, périodique ou quasi-périodique on conclut qu’il est chaotique. Mais dans le cas où la dynamique
employée pour générer la séquence observée n’est pas connue et si en plus un bruit aﬀecte les observations une
telle méthode n’est pas envisageable. Par conséquence, la communauté scientiﬁque a proposé des solutions
avec une approche statistique du problème comme le calcul de la dimension de corrélation [GP83a], l’entropie
de Kolmogorov [GP83b] ou les exposants de Lyapunov [WSSV85, ABK91]. La dimension de corrélation est
un outil qui oﬀre la possibilité de déterminer la dimension de l’attracteur reconstruit à partir d’une série
temporelle observée, tandis que l’entropie ou les exposants de Lyapunov sont employés pour l’évaluation de
l’instabilité propre au phénomène chaotique. Dans la pratique ces exposants se sont imposés comme des outils
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Fig. 1.3 – Sensibilité aux CI - système de Lorenz
performants, même dans le cas de séries temporelles courtes, avec un coût de calcul relativement réduit par
rapport à la dimension de corrélation ou l’entropie de Kolmogorov.
Dans ce chapitre nous nous limiterons à la description des exposants de Lyapunov, solution que nous
jugerons la plus pertinente dans le contexte des systèmes à dimension d’état réduite destinés aux commu-
nications numériques. Ainsi les exposants de Lyapunov se déﬁnissent comme une mesure invariante propre
à un système dynamique qui caractérise la séparation exponentielle en temps de deux trajectoires proches.
Cette propriété est aussi qualiﬁée de sensibilité aux CI, mais elle se réfère généralement à la divergence de
trajectoires à n’importe quel instant temporel [ABK91]. Ainsi dans le cas d’un attracteur chaotique, deux
trajectoires initialement voisines vont diverger à une vitesse exponentielle quantiﬁée par l’exposant de Lyapu-
nov. Géométriquement, cela se traduit par le fait que si on choisit un ensemble de CI situées dans une sphère
inﬁniment petite (de diamètre δ (0)) dans le bassin d’attraction du système dynamique de dimension n ; sous
l’eﬀet de la dynamique cette sphère va se déformer pour se transformer en ellipsoïde. Le i-ème exposant de
Lyapunov se déﬁnit alors en fonction de la déformation subie sur la i-ème direction [WSSV85] comme :
λi = lim
t→∞
1
t
ln
δi (t)
δi (0)
, i = 1...n (1.9)
L’ensemble {λi}i=1...n constitue le spectre de Lyapunov. D’habitude les exposants sont classés par ordre
décroissant : λi ≥ λi+1, i = 1...n− 1.
Dans la ﬁgure 1.3 on montre l’exemple d’un ensemble de CI choisies dans le voisinage d’une valeur située
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Régime permanent Attracteur Spectre ExposantsLyapunov
point d’équilibre point composantecontinue 0 > λ1 ≥ ... ≥ λn
périodique courbe fermée
fréq. fondamentale
+ harmoniques
entières
λ1 = 0
0 > λ2 ≥ ... ≥ λn
quasi-périodique tore
composantes
fréquentielles en
rapport irrationnel
λ1 = ... = λi = 0
0 > λi+1 ≥ ... ≥ λn
chaotique fractale spectre large λ1 > 0
0 ≥ λ2 ≥ ... ≥ λn
Tab. 1.1 – Classiﬁcation des régimes permanents en fonction du spectre Lyapunov
dans le bassin d’attraction pour le système de Lorentz. On observe par la suite les déformations de cette
sphère initiale à des instants diﬀérents. De cette façon on remarque que les déformations ne sont pas uniformes
dans toute la région qui déﬁnit l’attracteur. Pour caractériser ce comportement Abarbanel [ABK91] a déﬁni
le spectre de Lyapunov associé localement à un point dans l’attracteur. Des détails sur la construction de ces
exposants locaux ainsi que les propriétés qui les concernent sont disponibles dans l’annexe A.
Il faut noter que l’existence d’un attracteur nécessite que la dynamique de ce système soit globalement
dissipative. Cela signiﬁe que le système doit être caractérisé par une stabilité globale qui correspond à la
condition suivante sur le spectre de Lyapunov :
n∑
i=1
λi < 0 (1.10)
Si le spectre de Lyapunov reste une des plus robustes méthodes pour évaluer le comportement dynamique
d’un système quelconque, le spectre de fréquence peut donner aussi des indices sur le régime permanent.
Les divers critères permettant de caractériser la dynamique d’un système quelconque sont regroupés dans le
tableau 1.1 [Ken94].
1.3 Synchronisation du chaos
L’emploi d’un signal chaotique dans le domaine des télécommunications pose directement le problème
de synchronisation du récepteur dans le but de dupliquer le signal chaotique employé à l’émetteur. Dans
la section précédente nous avons montré la sensibilité très importantes aux CI des systèmes chaotiques, et
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à première vue la synchronisation chaotique parait diﬃcile à réaliser. A la diﬀérence de la synchronisation
classique employée dans les systèmes de télécommunication où l’on cherche à reproduire juste une période
d’oscillation, la synchronisation chaotique présente plus de contraintes.
Dans la littérature plusieurs concepts de synchronisation chaotique ont été proposés tout d’abord avec les
travaux de Yamada et Fujisaka [YF83, YF84] qui ont utilisé une approche locale de la synchronisation chao-
tique. Par la suite Afraimovich et al. [AVR83] ont développé les concepts importants liés à la synchronisation
chaotique et ultérieurement Pecora et Carroll [PC90] ont déﬁni la synchronisation chaotique connue sous le
nom de synchronisation identique, développée sur la base de circuits chaotiques couplés, avec l’un maître et
l’autre esclave ; Ces travaux ont ouvert la voie des applications du chaos aux télécommunications.
Une autre solution plus récente est la méthode de synchronisation généralisée, dont Rulkov et al. ont
posé les bases [RTA94, RSTA95, Rul96] et qui a ensuite été étudiée dans [KP95] et [PC00] ; Cette approche
considère aussi une paire de systèmes conﬁgurés en maître-esclave mais cette fois le couplage n’est pas réservé
à l’identité. En parallèle avec ces études est apparue la notion de synchronisation de phase entre deux circuits
chaotiques couplés, dans ce cas la synchronisation vise à réaliser une cohérence de phase entre les variables
d’état des systèmes considérés [RPK97, Vol97]. Finalement, plus récemment, une nouvelle technique est
apparue avec l’emploi des méthodes d’estimation non-linéaire de type ﬁltrage de Kalman, vues comme une
généralisation du couplage des systèmes chaotiques ; Sous certaines conditions sur le bruit d’observation,
cette approche garantit un caractère optimal de la synchronisation au sens de l’EQM [LZD00, LZ01].
1.3.1 Synchronisation identique
Pour illustrer la méthode de synchronisation par couplage entre deux systèmes chaotiques on a choisi
de présenter la synchronisation identique proposée par Pecora et Carroll [PC90]. Celle-ci a l’avantage de
représenter une solution simple et performante de synchronisation dont l’objectif est que l’esclave reproduise
le plus ﬁdèlement possible l’état du maître, après un régime transitoire.
Considérons un système dynamique autonome, en temps continu, de dimension n, représenté par la
relation suivante :
x˙ (t) = F (x (t)) (1.11)
où x = [x1, ..., xn]
T .
Par la suite on divise le système initial en deux sous-systèmes {S1,S2} :


S1 : x˙{1} = F{1}
(
x{1},x{2}
)
S2 : x˙{2} = F{2}
(
x{1},x{2}
) (1.12)
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avec les états et les dynamiques déﬁnis conformément aux relations suivantes :
x =
[
x{1},x{2}
]T
x{1} = [x1, ..., xm]
T
x{2} = [xm+1, ..., xn]
T (1.13)
F (x) =
[
F{1} (x) ;F{2} (x)
]
(1.14)
Bien sûr, cette opération peut être réalisée de manière arbitraire avec une réorganisation des variables
d’état dans une ordre quelconque. On considère maintenant un deuxième sous-système S′2 caractérisé par
une dynamique identique F{2}, et un vecteur d’état xˆ{2} :
S′2 : ˙ˆx
{2}
= F{2}
(
x{1}, xˆ{2}
)
(1.15)
On peut dire que ce sous-système réplique S′2 est un candidat susceptible de se synchroniser avec la
dynamique complète initiale. Pecora et Carroll ont démontré que la condition nécessaire et suﬃsante pour que
cette proposition soit vraie est que le sous-système S′2 soit stable [PC90] ; Hypothèse qui est équivalente avec
la condition que l’ensemble des coeﬃcients Lyapunov du sous-système S′2 soient négatifs. Une synchronisation
parfaite peut alors être accomplie ; les trajectoires étant asymptotiquement convergentes :
lim
t→∞
∥∥∥xˆ{2} (t)− x{2} (t)∥∥∥ = 0 (1.16)
Dans la ﬁgure 1.4 on représente graphiquement le processus de décomposition en sous-systèmes, cette fois
avec la notation y = x{1} + n de la variable d’état qui commande le système S′2, où n est un éventuel bruit
additif associé au canal de communication. Dans le cas pratique où la variance de ce bruit d’observation est
signiﬁcative, l’équation 1.16 qui traduit la convergence asymptotique ne reste plus valable. Dans ce cas on
doit utiliser une approche de synchronisation généralisée [RSTA95].
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Fig. 1.4 – Synchronisation Maître-Esclave en utilisant la décomposition en sous-systèmes
Pour illustrer ce mécanisme de synchronisation on considère de nouveau le système dynamique de Lorentz,
donné par les équations (1.3), avec l’ensemble de paramètres : {σ = 10, ρ = 28, b = 8/3}. L’émetteur et le
récepteur sont initialisés séparément avec des conditions initiales proches. Pour une durée de 10 secondes on les
laisse fonctionner indépendemment, ainsi on observe que les trajectoires des deux systèmes deviennent assez
vite divergentes. A l’instant t = 10 s on supprime la dimension x du système récepteur et on le remplace par
l’état correspondant côté émetteur ; Cette opération va forcer les états y et z du système esclave à converger
asymptotiquement vers les états correspondants du système maître. La garantie de cette convergence est
donnée par les valeurs négatives λ′2, λ′3 ≤ 0 des exposants de Lyapounov associés au système esclave. Dans
les ﬁgures 1.5 ce comportement est démontré graphiquement par les représentations des états y = X2 et
z = X3. Le diagramme de synchronisation montré pour l’état y = X2 ainsi que la puissance de l’erreur nous
conﬁrment encore une fois qu’après une période de transition, le système esclave converge asymptotiquement
vers l’état de l’émetteur (maître).
1.3.2 Synchronisation par filtrage de Kalman Étendu
La méthode de synchronisation chaotique par ﬁltrage de Kalman Étendu a été introduite comme une géné-
ralisation des méthodes de synchronisation à couplage unidirectionnel telles que la synchronisation identique.
L’estimation récursive des états pour un système chaotique a été proposée pour la première fois par Fowler
[Fow89], avec des aspects sur l’optimalité et la stabilité d’une telle synchronisation [LZD00, LZ01, LABS06].
Plusieurs applications ont été développées par la suite pour des structures de systèmes de communication
avec l’emploi dans la démodulation et même l’égalisation du canal [LL01]. L’objet de cette étude est de
proposer des structures de ﬁltrage non-linéaire innovantes, dans la continuité des travaux pré-cités.
Par exemple on considère un système en temps discret, autonome déﬁni par la relation générale :
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Fig. 1.5 – Évolution des états du système maître et de l’esclave avant et après synchronisation : a) y = X2 ; b)
z = X3 ; c) Diagramme de synchronisation pour l’état y = X2 ; d) Puissance de l’erreur de synchronisation.
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Fig. 1.6 – Structure de l’estimateur récursif EKF
xk+1 = f (xk) (1.17)
où xk ∈ Rn est le vecteur d’état et f (·) est la dynamique non-linéaire associée.
D’habitude, pour une eﬃcacité maximale, l’on a intérêt à transmettre entre l’émetteur et le récepteur un
nombre d’états le plus réduit possible ; nous supposerons que le signal de contrôle est un scalaire donné par
l’équation suivante :
yk = hTxk + nk (1.18)
où h = [h1, ..., hn]
T , et nk = N (0, R) représente l’éventuel bruit supposé gaussien centré, de variance
R, associé aux imperfections du canal de communication. Généralement, dans le cadre d’un ﬁltrage récursif
de Kalman les équations (1.17) et (1.18) sont appelées modèle de processus et modèle d’observation. Nous
n’insisterons pas ici sur les aspects de la théorie du ﬁltrage non-linéaire de Kalman car le chapitre suivant
sera dédié à ce sujet.
L’interprétation dans le cas général d’un tel modèle est donnée dans la ﬁgure 1.6 comme une structure à
rétroaction qui permet l’estimation de l’état à partir des observations bruitées [LZ01]. On note que le modèle
d’observation dans ce cas ne doit pas respecter forcément une fonction linéaire. Ainsi dans la partie gauche
du schéma on eﬀectue une projection de l’estimation courante xˆk pour obtenir la valeur a priori du nouvel
état estimé xˆk+1|k. Dans la partie droite ce nouvel état va incorporer l’information apportée par la nouvelle
mesure yk+1 pour obtenir la valeur estimée a posteriori xˆk+1. Le coeﬃcient de pondération Kk+1, appelé
aussi gain de Kalman, est calculé par rapport à la dynamique du système ; Il donne une évaluation de la
conﬁance accordée aux observations à chaque étape de ﬁltrage.
Cette dualité présentée par la structure de l’algorithme de ﬁltrage se retrouve dans le développement des
équations employées :
– équations de mise à jour temporelle, destinées à évaluer la statistique d’ordre deux de l’état prédit :
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xˆk+1|k = f (xˆk)
Pk+1|k = FkPkFTk (1.19)
où Fk  ∇f |xˆk , et Pk+1|k représente la covariance des erreurs prédite.
– équations de mise à jour par des observations, donnant la valeur estimée en utilisant la connaissance
de l’état observé :
xˆk+1 = xˆk+1|k + Kk+1
(
yk − hT xˆk+1|k
)
Pk+1 = (In −Kk+1h)Pk+1|k (1.20)
où In est la matrice unité n × n, Pk+1 représente la covariance des erreurs, et Kk+1 désigne le gain de
Kalman s’exprimant comme :
Kk+1 = Pk+1|khT
(
hPk+1|khT + R
)−1
(1.21)
Ainsi par l’uniﬁcation des relations 1.19 et 1.20 on obtient la solution récursive suivante :
xˆk+1 = f (xˆk) + Kk+1
(
yk − hT f (xˆk)
)
(1.22)
En utilisant la décomposition du vecteur d’état sous la forme xk =
[
x
{1}
k ,x
{2}
k
]T
, comme en synchroni-
sation identique, on peut écrire la dynamique du système sous la forme :
f (xk) =
[
f{1}
(
x
{1}
k ,x
{2}
k
)
, f{2}
(
x
{1}
k ,x
{2}
k
)]T
(1.23)
Avec cette relation le parallèle avec la synchronisation identique est immédiat. En considérant le système
esclave caractérisé par la dynamique f{2}
(
yk, xˆ
{2}
k
)
où yk = x
{1}
k + nk est le signal de synchronisation, et
avec h = [1, 0, ..., 0]T , Kk = [1, 0, ..., 0]
T nous obtenons :
xˆ
{1}
k+1 = yk+1
xˆ{2}k+1 = f
{2}
(
xˆk, xˆ
{2}
k
)
(1.24)
Nous voyons ainsi que la méthode de synchronisation en utilisant le ﬁltrage de Kalman est une générali-
sation de la méthode de synchronisation identique présentée antérieurement.
En ce qui concerne le fonctionnement du ﬁltre de Kalman dans le cadre de la synchronisation chaotique,
il est intéressant de mentionner que si généralement on est habitué à une convergence du gain de Kalman
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Fig. 1.7 – Exemple de synchronisation chaotique par ﬁltrage de Kalman Etendu : a) séquence initiale vs
séquence estimée ; b) diagramme de synchronisation ; c) évolution du gain Kalman Kk ; d) évolution de la
covariance des erreurs Pk par rapport à la variance du bruit d’observation R
vers une valeur ﬁxe, dans le cas de systèmes chaotiques, des oscillations apériodiques du gain seront obtenues
[LZD00]. Le même phénomène est constaté au niveau de la covariance des erreurs Pk.
Dans les ﬁgures 1.7 on considère le cas de synchronisation chaotique appliquée à une dynamique non-
linéaire mono-dimensionnelle représentée par la fonction logistique (eq. 1.8), avec le paramètre r = 4. Ainsi
on a généré une séquence chaotique avec une longueur de 600 échantillons, aﬀectée par un bruit d’observation
gaussien additif de variance R = 10−2. Après une période de transition de 500 échantillons on représente
l’évolution de la séquence estimée, le diagramme de synchronisation, le comportement du gain de Kalman
Kk ainsi que la covariance des erreurs estimées Pk.
Si on parle qualitativement de performances de synchronisation, on observe que l’introduction du bruit
de mesure dans le modèle va entraîner l’impossibilité d’obtenir une synchronisation parfaite. Cela signiﬁe
que le vecteur d’état du système maître et le vecteur d’état du système esclave ne seront jamais égaux ; Dans
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ce cas la synchronisation chaotique peut être déﬁnie au sens d’une erreur d’estimation bornée. Une autre
remarque peut être faite par rapport à l’évolution comparative entre le gain de Kalman et la covariance des
erreurs, qui suivent une relation de proportionnalité. Analytiquement il est facile de prouver que dans le cas
mono-dimensionnel cette relation est valide [LZ01], avec un coeﬃcient de proportionnalité égal à la variance
du bruit d’observation considéré :
Pk = RKk (1.25)
Le modèle d’estimation employé reste assez sensible aux perturbations introduites par le bruit de ca-
nal ainsi qu’aux approximations faites par le ﬁltre de Kalman Etendu. Une solution généralement utilisée
pour compenser ces approximations est de considérer la présence d’un bruit de processus associé au système
dynamique chaotique mais un paramétrage optimal de la valeur de ce bruit est diﬃcile à faire. Dans les
chapitres qui suivent nous démontrerons que le ﬁltrage de type Kalman Étendu n’est pas la meilleure solu-
tion d’estimation à employer, d’autre variantes étant proposées pour améliorer les performances globales de
synchronisation.
1.4 Systèmes à étalement de spectre
L’étalement de spectre désigne un ensemble de techniques de transmission numérique de l’information
caractérisées par une bande de fréquence W beaucoup plus importante que celle R du signal informationnel
en bande de base. Ceci déﬁnit le gain d’étalement Ge = W/R. Un deuxième élément important qui intervient
dans le développement d’un tel système est la caractéristique pseudo-aléatoire des signaux employés, qui fait
que le signal transmis apparaisse comme une valeur stochastique rendant la démodulation plus diﬃcile par
des utilisateurs non-autorisés. Plus spéciﬁquement l’étalement de spectre est utilisé pour [Pro95] :
– combattre les eﬀets néfastes de l’interférence produite par un brouillage, d’autres utilisateurs présents
dans le canal ou la propagation par trajet multiple ;
– masquer le signal en utilisant une faible puissance d’émission, et par conséquence le signal sera diﬃcile
à intercepter par un utilisateur non-autorisé ;
– garantir un niveau de conﬁdentialité de la transmission étant donné le caractère aléatoire des signaux.
Les premières applications de l’étalement de spectre datent des années 50, essentiellement dans le domaine
militaire, avec des systèmes anti-brouillage, des systèmes de guidage, ou encore des prototypes de systèmes
de propagation à trajet multiple [Sch82, PSM82, Vit79]. Plus récemment on voit l’apparition de l’étalement
de spectre couramment dans les applications militaires satellitaires avec le système GPS et c’est juste au
début des années 90 que des solutions à étalement de spectre sont employées dans le cadre de systèmes de
communications civiles avec les normes IS-95 et CDMA2000 [LM98].
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Le modèle donné dans la ﬁgure 1.8 représente la structure d’un système de communication à étalement de
spectre avec le but de transmettre la séquence informationnelle binaire caractérisée par la largeur de bande
R. La signal subit par la suite l’étalement avec l’aide d’une séquence pseudo-aléatoire, et il est transmit dans
le canal sur une bande utile W . Côté récepteur on eﬀectue l’opération inverse de désétalement pour retrouver
le signal informationnel. Le ﬁltre passe-bas est utilisé pour limiter la bande du signal obtenu à la bande
informationnelle R.
Fig. 1.8 – Modèle d’un système de communication à étalement de spectre
En ce qui concerne les techniques de base employées dans l’étalement de spectre deux type de modulations
sont identiﬁées :
– modulation PSK (Phase Shift Keying) : employée dans le cas des applications où la cohérence de phase
entre le signal transmis et le signal réceptionné peut être maintenue pour une durée assez longue par
rapport à l’inverse de la bande utile. Dans ce cas la séquence pseudo-aléatoire est utilisée pour modiﬁer
la phase du signal transmis ; Ce type de modulation a reçu le nom de séquence directe (DS - Direct
Séquence).
– modulation FSK (Frequency Shift Keying) : employée dans le cas où cette cohérence de phase ne peut
pas être maintenue à cause des variations rapides de la réponse impulsionnelle du canal. Cette fois
le générateur pseudo-aléatoire est utilisé conjointement avec la modulation M-FSK pour sélectionner
la fréquence d’émission ; Ce type de modulation a reçu le nom de étalement de spectre par sauts de
fréquence (FH - Frequency Hopping) [Pro95].
1.4.1 Étalement de spectre par séquence directe (DS-SS)
Pour illustrer le fonctionnement de cette méthode on considère le cas particulier où le signal informationnel
subit une modulation PSK d’ordre 2 (BPSK). Dans cette conﬁguration, pour obtenir le signal étalé, la
séquence informationnelle (période symbole Ts = 1/R) est multipliée directement par la séquence binaire
pseudo-aléatoire évoluant au rythme W (ﬁgure 1.9). Les éléments binaires de la séquence d’étalement, appelés
aussi “chips” auront pour période Tc = Ts/Ge = 1/W . Finalement pour la transmission le signal obtenu est
modulé par une porteuse sinusoïdale. Côté récepteur la structure est symétrique : on eﬀectue tout d’abord
CHAPITRE 1. SYSTÈMES DYNAMIQUES CHAOTIQUES ET TRANSMISSION DE L’INFORMATION 22
0 5 10 15 20 25
−1
0
1
Etalement de spectre − séq. directe
Sé
q.
 in
f
0 5 10 15 20 25
−1
0
1
Co
de
 d
‘é
ta
l.
0 5 10 15 20 25
−1
0
1
Sé
q.
 é
ta
l.
Temps chip
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
DSP − Etalement de spectre − séq. directe
D
SP
Fréquence
R/2−R/2 W/2−W/2
Séq. inf.
Séq. étal.
a) b)
Fig. 1.10 – Exemple d’étalement de spectre par séquence directe : a) évolution en temps ; b) DSP du signal
informationnel et signal étalé ;
la récupération de la porteuse et par la suite le signal est désétalé par une réplique de la séquence pseudo-
aléatoire utilisée à l’émission. On observe l’apparition d’un sous-système de synchronisation qui permet aux
deux séquences d’étalement de rester en phase. D’ailleurs la synchronisation reste le problème le plus diﬃcile
à maîtriser pour garantir une démodulation correcte du signal informationnel.
Fig. 1.9 – Modèle d’un système de communication à étalement de spectre par séquence directe
Le couple d’opérations étalement et désétalement est lié au gain de traitement déﬁni antérieurement, ainsi
on peut établir une relation entre la rapport signal à bruit à l’entrée du récepteur (SNRin) et respectivement
le même rapport calculé pour le signal démodulé en bande de base (SNRout) :
SNRout =
W
R
· SNRin (1.26)
Dans les ﬁgures 1.10 on présente un exemple d’évolution en temps ainsi que le spectre de puissance pour :
le signal informationnel, le code d’étalement et le signal étalé.
Pour les ﬁgures 1.10 on a choisi une séquence d’étalement aléatoire, mais dans les applications réelles
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Fig. 1.11 – Système à spectre étalé par sauts de fréquence : a) Distribution en temps et en fréquence de
l’énergie émise ; b) DSP du signal étalé
les séquences pseudo-aléatoires doivent respecter des propriétés de corrélation quasi-optimales pour réduire
l’inﬂuence des interférences. Ainsi beaucoup d’études ont été réalisées pour choisir au mieux les séquences
d’étalement, dont on va citer ici les séquences de longueur maximale et de type Gold, générées par l’inter-
médiaire des registres à décalage [Pro95]. En ce qui concerne l’emploi des séquences chaotiques dans une
structure d’étalement de spectre similaire, nous verrons dans le paragraphe suivant que de telles études
existent, et des performances supérieures sont ainsi obtenues en ce qui concerne la capacité du canal par
rapport au nombre d’utilisateurs disponible.
1.4.2 Étalement de spectre par sauts de fréquence
La deuxième version de la structure à étalement de spectre considère une division de la bande disponible
W du canal en un nombre important de canaux sans recouvrement. Dans un intervalle temporel limité le
signal informationnel occupe ainsi un ou plusieurs canaux disponibles (ﬁg. 1.11 a), avec la sélection du canal
associée à la séquence pseudo-aléatoire considérée. On peut interpréter ce fonctionnement comme un signal
informationnel à bande étroite associé à une porteuse dont la fréquence eﬀectue des sauts selon le code
d’étalement. Ainsi on peut observer dans la partie b) un spectre très diﬀérent de celui obtenu par le système
à séquence directe, en remplaçant l’enveloppe en [(sinx) /x]2 par une DSP plate sur la bande de fréquence
de largeur W .
Une méthode qui permet une telle implémentation est présentée dans la ﬁgure 1.12 dont le signal infor-
mationnel est déplacé en fréquence par l’intermédiaire du synthétiseur avec une valeur représentée par les
m bits lus à la sortie du générateur pseudo-aléatoire. Par exemple les m bits obtenus peuvent spéciﬁer un
ensemble de 2m − 1 translations possibles [Pro95].
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Fig. 1.12 – Modèle d’un système de communication à étalement de spectre par sauts de fréquence
Côté récepteur on a un générateur pseudo-aléatoire identique, synchronisé, qui permet avec l’aide d’un
synthétiseur de fréquence similaire la démodulation du signal reçu. Le signal est limité ensuite à la bande
utile de la séquence informationnelle.
D’autres variantes de systèmes à étalement du spectre sont disponibles dont on cite l’étalement de spectre
par sauts en temps (TH - Time Hopping) ainsi que des versions qui emploient conjointement plusieurs
méthodes (FH-TH, DS-FH, ...).
1.5 Transmissions à porteuses chaotiques
Les signaux chaotiques peuvent être utilisés pour la transmission de l’information principalement dans
deux objectifs. Le premier objectif est de protéger l’information transmise et dans ce cas les applications
réalisées sont en compétition avec les méthodes de cryptographie classiques. Un deuxième objectif est d’étaler
le signal informationnel avec tous les avantages des techniques à étalement de spectre. Dans ce deuxième cas,
les méthodes développées doivent être comparées aux systèmes classiques à étalement de spectre.
Si on regarde du point de vue de la structure d’un tel système de transmission on peut déﬁnir deux
approches. Le première, représentée dans la ﬁgure 1.13 remplace le signal porteur sinusoïdal par un modu-
lateur chaotique contrôlé d’une manière quelconque par le signal informationnel. Cette solution a l’avantage
d’être très simple à implémenter mais par contre nécessite un système chaotique avec des contraintes fortes
sur les paramètres intrinsèques et en plus celui-ci doit travailler à des hautes fréquences. En pratique, il est
diﬃcile de trouver des circuits permettant un tel fonctionnement et pour le moment cette solution est surtout
considérée dans un cadre théorique.
CanalModulateurchaotiqueSignal inf.
Démodulateur
chaotique Signal inf.
récupéré
s (t)
n (t)
r (t)
Fig. 1.13 – Modulation directe du signal informationnel par une porteuse haute fréquence chaotique
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Une deuxième solution est de moduler le signal informationnel par celui chaotique en bande de base, et
après d’appliquer une transposition en haute-fréquence par l’intermédiaire d’une porteuse sinusoïdale. Ce
schéma est présenté dans la ﬁgure 1.14. Son avantage principal consiste dans une simpliﬁcation importante
du modulateur chaotique, mais avec une complexité générale du système plus importante [HS01].
CanalModulateurchaotiqueSignal inf.
Démodulateur
chaotique Signal inf.
récupéré
PorteusePorteuse
s (t)
n (t)
r (t)
Fig. 1.14 – Modulation en bande de base du signal informationnel par le signal chaotique, combinée avec
une mise sur porteuse classique
Dans l’intégralité de ce document la deuxième solution sera considérée. Dans le reste de ce chapitre nous
passons en revue les principaux résultats recensés dans la littérature sur le sujet.
1.5.1 Masquage chaotique
La méthode de masquage chaotique a été la première solution proposée dans la littérature comme ap-
plication du chaos aux communications [OWIC92, KHE+92]. L’idée est d’additionner directement le signal
informationnel s (t) au signal chaotique y (t) et de le récupérer ensuite par synchronisation chaotique (ﬁg.
1.15). Le même système est utilisé à la fois à l’émetteur et au récepteur, avec la diﬀérence que le récepteur
est contrôlé par le signal émis pour obtenir la synchronisation. Il est démontré [OWIC92] que grâce à la
synchronisation chaotique, à la sortie du système dynamique récepteur, le signal sera plus proche du signal
chaotique original y (t) que de la somme y (t) + s (t). Ainsi avec une simple diﬀérence on peut obtenir un
approximation sˆ (t) du signal informationnel initial. Il est évident que la présence d’un bruit important dans
le canal de communication va aﬀecter fortement les performances du système.
Même si cette méthode n’a pas trouvé d’applications directes sur des canaux radio-fréquence, elle est
envisagée comme solution de cryptage sur des canaux à fort SNR, comme c’est le cas dans la ﬁbre optique
[ASL+05].
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Fig. 1.15 – Modulation par masquage chaotique
1.5.2 Chaos Shift Keying (CSK)
La technique CSK introduite pour la première fois dans [DKH93, KD93], est déﬁnie comme une modu-
lation numérique qui associe à chaque symbole informationnel un attracteur où une somme d’attracteurs
diﬀérents, en se placant dans une période de symbole de durée T . Cette déﬁnition générale peut être dévelop-
pée analytiquement avec la supposition que chaque attracteur va générer une fonction de base gj (t) et que
l’ensemble des signaux porteurs de l’information s’exprime alors, sur l’intervalle t ∈ [iT, (i + 1)T ], comme
[KKC97, KKC98] :
si (t) =
N∑
j=1
sijgj (t) , i = 1, 2, ...,M (1.27)
où N ≤M est le nombre de fonctions de base et M est la dimension de l’espace de symboles.
Dans la ﬁgure 1.16 on présente le schéma générique pour un système de communication CSK en bande de
base. Du côté de l’émetteur la construction de la forme d’onde courante, associée au symbole i, est déﬁnie par
l’équation (1.27). Ainsi on suppose une commutation des coeﬃcients sij aux instants multiples de la durée
symbole T . Si dans le cas d’un système de transmission classique les formes d’onde des fonctions de base
ont un caractère périodique, dans le cas du CSK cette condition ne reste plus valable à cause du caractère
chaotique des attracteurs utilisés pour la génération de ces fonctions de base.
A la réception on suppose que la forme du signal reçu ri (t), associée au symbole i, est donnée par la
version du signal émis si (t) aﬀectée par un bruit additif n (t) :
ri (t) = si (t) + n (t) (1.28)
La structure usuelle d’un récepteur CSK repose sur une batterie de corrélateurs, en fonction du nombre
de fonctions de base N utilisées par l’émetteur. Les fonctions {yj (t)}j=1...N forment l’ensemble des fonctions
de base utilisées pour mettre en place le mécanisme de corrélation. Nous verrons par la suite que le choix
de ces fonctions est fait par rapport à une structure particulière du récepteur. Après corrélation, le vecteur
CHAPITRE 1. SYSTÈMES DYNAMIQUES CHAOTIQUES ET TRANSMISSION DE L’INFORMATION 27
DEMODULATEURMODULATEUR
Observation
D
écision
Symbole
estimé
Signal
reçu
Signal
émis
g1 (t)
gN (t)
si1
siN
si (t) ri (t)
y1 (t)
yN (t)
∫ T
Ts
•dt
∫ T
Ts
•dt
T
T
zi1
ziN
sˆi
Fig. 1.16 – Système générique de communication CSK
Observation
D
écision
Symbole
estimé
Signal
reçu
Syst. chaotique
synchrone 
Syst. chaotique
synchrone 
g1 (t)
gN (t)
ri (t)
y1 (t)
yN (t)
∫ T
Ts
•dt
∫ T
Ts
•dt
T
T
zi1
ziN
sˆi
Fig. 1.17 – Récepteur cohérent CSK
d’observation zi = [zi1, ..., ziN ]
T est utilisé pour faire la décision du symbole transmis sˆi. Pour cette conﬁ-
guration de récepteur, comme dans le cas des communications numériques classiques, on peut considérer les
quatre cas suivants :
– récepteur cohérent qui utilise une méthode de synchronisation chaotique : Dans ce cas, les références
{yj (t)} correspondent aux fonctions de base originales {gj (t)} reconstruites à partir du signal reçu
avec l’aide d’une méthode de synchronisation chaotique (ﬁg. 1.17).
Dans cette structure le signal reçu va essayer de synchroniser tous les systèmes chaotiques, ainsi en
supposant que le signal transmis est si (t) = gj (t), à la sortie du j-ème circuit chaotique synchrone on va
avoir une convergence de yj (t) vers gj (t) ; Ts est le temps nécessaire pour que la synchronisation soit réalisée.
En contraste avec la synchronisation de ce système, tous les autres vont avoir un caractère divergent par
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rapport au j-ème attracteur. La prise de décision sera alors faite à partir de l’erreur de synchronisation,
en sortie des corrélateurs ; Ainsi on peut aﬃrmer sans doute que la convergence de yj (t) vers gj (t) sur
l’intervalle [Ts, T ] va nous donner une observation zij > zik, ∀k = 1...N, k = j. Avec une telle conclusion
l’étape de décision consiste à prendre la valeur caractérisée par l’énergie maximale.
Analytiquement on peut écrire que la valeur du coeﬃcient d’observation zij est donnée par :
zij =
∫ T
Ts
ri (t) yj (t) dt
=
∫ T
Ts
[si (t) + n (t)] yj (t) dt
=
∫ T
Ts
gj (t) yj (t) dt +
∫ T
Ts
n (t) gj (t) dt (1.29)
Ceci nous montre que zij est une variable aléatoire, dont la valeur moyenne va dépendre de l’énergie par
élément binaire et de la qualité de synchronisation.
L’inconvénient important présenté par cette méthode est que la synchronisation est perdue et ensuite
récupérée chaque fois que le symbole informationnel change. Ainsi le temps nécessaire pour la transmission
d’un seul symbole est donné par le temps de synchronisation plus le temps d’estimation dont le vecteur
d’observation est calculé. Par conséquence le débit de transmission possible est limité par l’inverse du temps
de synchronisation.
– récepteur cohérent de type ﬁltre adapté : si cette solution dans le cas des transmissions classiques est
équivalente aux structures cohérentes de type corrélateur, dans le cas chaotique cette solution ne peut
pas être utilisée. L’impossibilité vient du fait que les formes d’ondes employées dans la modulation
doivent être connues en avance et dans le cas d’un système chaotique ces formes d’ondes changent d’un
symbole à l’autre [KKC98].
– récepteur non-cohérent : dans le cas de la détection non-cohérente la référence côté récepteur ne sera
plus obtenue par l’intermédiaire d’une synchronisation chaotique mais par contre elle correspond à une
partie du signal reçu (ﬁg 1.18).
Observation Symbole
estimé
Signal
reçu
Seuil
ri (t) ∫ T
0 •dt
T
zi sˆi
Fig. 1.18 – Récepteur non-cohérent CSK/COOK
Dans la littérature deux systèmes CSK non-cohérents sont proposés :
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1. système COOK (Chaotic on-oﬀ keying) [KKK97] qui oﬀre la plus simple solution ; Le signal informa-
tionnel binaire est directement multiplié par le signal chaotique. Ce principe est équivalent à associer
à l’élément binaire “1” le signal s1 (t) = g1 (t) et au symbole “0” le signal s2 (t) = 0. Dans ce cas le
récepteur présenté dans la ﬁgure 1.18 va évaluer l’énergie par bit transmis et va prendre la décision en
utilisant un comparateur à seuil.
2. système CSK non-cohérent, qui utilise des propriétés qui peuvent diﬀérencier les diﬀérentes formes
d’onde associées aux symboles transmis, au niveau statistique par exemple. La structure présentée
dans la ﬁgure 1.18 reste la même avec la prise décision cette fois eﬀectuée sur les paramètres d’intérêt.
Généralement ces solutions sont envisageables étant donné que les propriétés statistiques entre diﬀérents
attracteurs chaotiques sont diﬀérentiables. Par exemple dans [Yan95] les fonctions de base sont deux
signaux chaotiques caractérisés par des fréquences moyennes diﬀérentes ; côté récepteur les signaux
peuvent être identiﬁés en mesurant la valeur moyenne de la fréquence quand le signal change de signe.
D’autres méthodes de modulation considèrent par exemple l’évaluation de la fonction d’auto-corrélation
[Sch95] qui est modiﬁée selon le symbole à transmettre.
– récepteur cohérent diﬀérentiel (DCSK - Diﬀerential Chaos Shift Keying) : Dans le cas du récepteur
cohérent CSK les fonctions de base gi (t) doivent être récupérées avant que toute démodulation soit
possible. Il existe des situations pour lesquelles cette approche est impossible à cause des mauvaises
conditions de propagation. Dans ce cas la seule solution cohérente disponible est une solution diﬀéren-
tielle, ainsi on va transmettre sur une partie de la durée du symbole une référence, et le reste est associé
à la transmission de l’information [KKC97].
Par exemple, pour la modulation DCSK binaire, le symbole “1” est représenté par un signal de référence, de
durée T/2, suivi d’une réplique exacte de celui-ci retardée bien sûr avec la même durée T/2. Pour le bit “0”
on transmet le même signal référence suivi cette fois par sa copie inversée. On peut exprimer alors le signal
produit par le modulateur pour le i-ème symbole comme :
si (t) =


x (t) ti ≤ t < ti + T2
bix
(
t− T2
)
ti + T2 ≤ t < ti + T
(1.30)
où x (t) désigne le signal issu d’une source chaotique et bi ∈ {−1,+1} représente le i-ème symbole
informationnel à transmettre.
Côté récepteur la démodulation est réalisée en utilisant une structure similaire au CSK non-cohérent.
Ainsi on introduit dans ce cas une cellule à retard qui permet au signal de référence et à celui porteur de
l’information d’être en phase (ﬁg. 1.19).
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Fig. 1.19 – Récepteur non-cohérent DCSK
Analytiquement la valeur zi observée est donnée par la relation suivante :
zi =
∫ T
T/2
ri (t) ri
(
t− T
2
)
dt
=
∫ T
T/2
[si (t) + n (t)]
[
si
(
t− T
2
)
+ n
(
t− T
2
)]
dt
=
∫ T
T/2
[x (t) + n (t)]
[
bix (t) + n
(
t− T
2
)]
dt
= bi
∫ T
T/2
x2 (t) dt +
∫ T
T/2
x (t)n
(
t− T
2
)
dt +
+bi
∫ T
T/2
x (t)n (t) dt +
∫ T
T/2
n (t)n
(
t− T
2
)
dt (1.31)
Avec l’hypothèse que le bruit présent dans le canal est blanc, le récepteur devient un estimateur non-
biaisé, avec un seuil de décision nul, indépendant de la variance du bruit présent dans le canal. Une autre
observation doit être faite sur le terme associé à l’inter-corrélation avec le bruit, qui va inﬂuencer de façon
négative les performances. En plus de ce fait, étant donné que l’énergie associée à chaque symbole varie, à
cause de la séquence chaotique utilisée, une incertitude doit être encore prise en compte pour déterminer le
taux d’erreur binaire. Une solution a ce problème est d’employer une modulation FM qui va nous permettre
de garder une énergie constante sur la durée du symbole (solution FM-DCSK - [KKJK98]).
Dans les dernières années les solutions DCSK ont reçues plus d’attention étant donné que des systèmes à
accès multiple sont proposés [TLT04, MB04, XTL04] avec une évaluation des performances sur des canaux
à trajets multiples.
1.5.3 Étalement de spectre par séquence chaotique directe
Dans la section 1.4 plusieurs systèmes d’étalement de spectre ont fait l’objet d’une présentation introduc-
tive. Parmi ces méthodes toutes ont un équivalent dans le cas des systèmes de transmission chaotiques. L’idée
de base est de remplacer le générateur de séquences pseudo-aléatoires par une dynamique chaotique. Bien sûr
pour trouver un intérêt économique les séquences chaotiques jouant le rôle de séquences d’étalement, doivent
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Fig. 1.20 – Modèle d’un système de communication à étalement de spectre par séquence chaotique directe
prouver qu’elles oﬀrent de meilleures performances que les codes classiques (séquences de longueur maximale,
Gold ...). Si dans le cas des systèmes à étalement de spectre par sauts de fréquence et sauts en temps l’emploi
de séquences chaotiques n’est pas vraiment envisagé à cause des problèmes liées à la synchronisation, dans
le cas des systèmes à séquence directe plusieurs études ont été réalisées.
Généralement l’étalement de spectre par séquence chaotique directe revient à remplacer directement la
séquence d’étalement binaire générée par des registres à décalage, par une séquence chaotique avec des valeurs
réelles comprises dans un intervalle bien précisé (ﬁg. 1.20). Les solutions proposées sont introduites surtout
pour augmenter les capacités en accès multiple. Initialement les premières variantes envisagent l’emploi de
séquences d’étalement analogiques [YC97, KNYC00] où le code d’étalement représente un état correspondant
à une dynamique chaotique multi-dimensionnelle. L’avantage essentiel d’une telle solution est la simplicité
du système ﬁnal, en ajoutant qu’en fonction de la dynamique, un système d’étalement du code auxiliaire doit
être employé pour atteindre une largeur de bande désirée.
Un deuxième point de vue a été représenté par l’introduction de code d’étalement en temps discret qui
permet un contrôle beaucoup plus important des propriétés statistiques du code d’étalement. On peut ainsi
envisager deux options : la première suppose un code d’étalement chaotique périodique où le plus souvent la
longueur du code chaotique est égale au gain d’étalement (ﬁg. 1.21 a) et aussi une deuxième solution non-
périodique où le code d’étalement est considéré de longueur inﬁnie (ﬁg. 1.21 b). L’avantage de la solution
périodique est donné par l’emploi des mêmes systèmes qui assurent la synchronisation au sein des systèmes
à étalement de spectre classiques.
Particulièrement appliquées aux cas de communications mobiles, pour les connections downlink une syn-
chronisation au niveau de système pour les diﬀérents récepteurs est facilement maintenue, ainsi une solution
de code d’étalement classique peut garantir un minimum d’interférence entre les utilisateurs. Par contre,
pour les liaisons uplink on se trouve dans la situation où les variantes synchrones ne sont plus envisageables.
Dans ces conditions spéciﬁques, des travaux ont été réalisés prouvant que les séquences chaotiques peuvent
facilement surpasser les performances des séquences d’étalement classiques (longueur maximale, Gold ...)
[MSR97, MSR99, SMRC02, RSM98, RMS00, CYKB01].
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Fig. 1.21 – Exemple d’étalement de spectre par séquence chaotique directe : a) séquence périodique sur la
durée symbole ; b) séquence non-périodique ;
Dans ce document les applications proposées étant développées surtout avec une méthode de synchronisa-
tion chaotique, dans le cas mono-utilisateur, on ne va plus insister sur les aspects concernant les performances
de l’étalement en accès multiple. Ainsi dans notre contexte mono-utilisateur, le système à étalement de spectre
par séquence directe chaotique peut être vu comme une application particulière de l’approche CSK cohérent
évoquée auparavant. Ainsi toutes les propriétés mises en évidence antérieurement restent valables dans ce
cas précis.
1.6 Conclusion
Ce chapitre avait comme objectif l’introduction de quelques notions élémentaires concernant les systèmes
dynamiques chaotiques et leur application dans le domaine des télécommunications. Dans la première section
les déﬁnitions de systèmes dynamiques non-linéaires en temps continu et discret, ainsi que leurs particularisa-
tion pour le cas de systèmes chaotiques ont été données. Par la suite on a présenté les méthodes envisageables
pour établir éventuellement une synchronisation entre deux systèmes chaotiques dans le but de transmettre
un signal informationnel. La troisième section était destinée à la présentation générale des solutions classiques
d’étalement de spectre ainsi que des inconvénients associés, et ﬁnalement dans la dernière partie les méthodes
les plus connues de transmission à porteuse chaotique ont été introduites.
Dans le chapitre suivant on va compléter l’état de l’art des méthodes employées dans ce document par la
présentation des solutions de ﬁltrage adaptatif non-linéaire de type Kalman.
Chapitre 2
Filtres de Kalman non-linéaires
2.1 Introduction
Le ﬁltre de Kalman (KF - Kalman ﬁlter) est considéré comme une technique de référence pour les
problèmes d’estimation linéaire, menant à la solution MMSE (Minimum Mean Square Error), de manière ré-
cursive grâce aux modèles d’état du système dynamique [Kal60, Gel80, BSL93]. Dans le cas d’une dynamique
non-linéaire le problème d’estimation récursive devient diﬃcile. Comme dans ce contexte une connaissance
complète de la densité de probabilité est exigée, l’estimateur optimal conforme aux règles de Bayes, n’est
pas d’habitude utilisé en pratique. Pour quelques cas particuliers de dynamiques non-linéaires une solution
optimale peut être développée, sous des hypothèses contraignantes [Ben81, Dau88]. Parmi les nombreuses
solutions non-optimales disponibles, le ﬁltre de Kalman Étendu (EKF - Extended Kalman Filter) reste une
solution populaire car il évite le coût de calcul important habituellement exigé par des approches quasi-
optimales telles que le ﬁltre particulaire [AMGC02]. Le EKF se base sur la propagation de la distribution des
états, par linéarisation au premier ordre du système non-linéaire, en gardant la même structure que le ﬁltre de
Kalman classique. Bien que le EKF puisse faire face aux systèmes faiblement non-linéaires, de larges erreurs
peuvent être commises sur les moments a posteriori (moyenne et covariance) en présence de non-linéarités
importantes. Cette limite de la linéarisation peut être résolue à l’aide d’un ﬁltre IEKF (Iterated - EKF) mais
avec une augmentation du coût de calcul.
Plusieurs méthodes de ﬁltrage de Kalman non-linéaires ont été proposées récemment pour éviter les
limitations imposées par le EKF, sans un coût de calcul additionnel signiﬁcatif. Le UKF, introduit par Julier
et al. [JU97], dans le contexte de la commande non-linéaire et davantage développé par Wan et van der Merwe
[WvdM01], aborde le problème d’approximation d’une manière bien diﬀérente du EKF. Ainsi, même s’il utilise
une hypothèse gaussienne pour les états, cette fois la statistique est représentée par un ensemble minimal de
points judicieusement choisis (sigma points). A chaque étape d’estimation, ces points sont propagés à travers
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la non-linéarité du modèle (transformation Unscented), évitant ainsi le calcul de Jacobiens. En utilisant cette
approche, la moyenne et la covariance de la distribution a posteriori sont capturés jusqu’au troisième ou
deuxième ordre dans la série de Taylor, quelle que soit la non-linéarité considérée. Le UKF est une solution
intéressante pour les applications en temps réel, car il réalise un bon compromis entre les performances
d’estimation (toujours une meilleure consistence que le EKF), le coût de calcul et la facilité d’implémentation.
Noorgard et al. [NPR00b] ont proposé une autre solution de ﬁltrage Kalman non-linéaire, basée sur une
approximation polynomiale des fonctions qui forment le modèle. Pour l’approximation polynomiale ils ont
utilisé la relation de Stirling et en fonction de l’ordre de l’approximation faite, deux variantes de ﬁltrage
sont proposées : La première (DD1 - Divided Diﬀerence 1er ordre) est déﬁnie comme une généralisation du
ﬁltre proposé par Schei [Sch97], dénommé CDKF (CDKF - Central Diﬀerence Kalman Filter), qui utilise
une approximation au premier ordre de la non-linéarité ; La deuxième solution (DD2) considère une approxi-
mation au deuxième ordre dans la relation de Stirling, et par conséquence oﬀre de meilleures performances
d’estimation. Lefebvre et al. ont proposé dans [LBS04] une présentation uniﬁée de l’ensemble des méthodes
(UKF, CDKF, DD1) en utilisant une approche de régression statistique linéaire.
En complément des “transformations” non-linéaires évoquées ci-dessus, un autre moyen d’augmenter les
performances des méthodes de ﬁltrage non-linéaire est de sortir de l’hypothèse gaussienne des distributions
de probabilité. Ainsi dans les années 1970 Alspach et Sorenson [AS72] ont introduit l’idée d’approximer les
distributions de probabilité qui caractérisent les états par des sommes de gaussiennes. Avec cette hypothèse
l’application du processus de ﬁltrage est simple, et l’approche est compatible avec tous les ﬁltres décrits au-
paravant. Alspach et Sorenson ont utilisé initialement le EKF et plus récemment van der Merwe et Wan et al.
[vdMW03] ont proposé des solutions s’appuyant sur la propagation de particules (UKF, ﬁltrage particulaire).
Le dernière méthode d’estimation non-linéaire récursive décrite dans ce chapitre est le ﬁltre à particules.
Si dans le cas de la transformation Unscented on avait un ensemble limité de points placés de manière
déterministe, dans le cas particulaire le nombre de points est plus important et cette fois ils sont choisis aléa-
toirement dans l’espace de phase conformément à l’hypothèse de distribution initiale. Développée initalement
au LAAS de Toulouse [Sal89, MRS91], cette méthode se base sur la loi des grands nombres pour approximer
les distributions de probabilité des états. Ce type de ﬁltre est aussi connu sous le nom de ﬁltre Monte-Carlo
séquentiel (SMC - Sequential Monte Carlo).
Dans ce chapitre nous proposons une présentation synthétique des diverses solutions de ﬁltrage Kalman
non-linéaires, avec une description des avantages et inconvénients de chaque solution. Plusieurs versions de
ces ﬁltres (EKF, UKF) seront utilisées dans la suite de notre étude soit dans un objectif de comparaison soit
comme un outil d’estimation lorsque nous proposerons des structures de récepteurs.
Ce chapitre est organisé de la manière suivante. La première section est destinée à la présentation des
méthodes de ﬁltrage basées sur la linéarisation au premier ordre (EKF, IEKF). Le second paragraphe consi-
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dère les implémentations basées sur la transformation Unscented (UKF, HOUF). Les aspects uniﬁés de ﬁltres
s’appuyant sur la formule de Stirling sont présentés dans la section III. Dans la quatrième section, l’approxi-
mation des distributions par somme de gaussiennes est considérée, et dans la dernière partie de chapitre
quelques aspects sur le ﬁltrage particulaire sont évoqués.
2.2 Filtre de Kalman Étendu (EKF)
Comme il a été mentionné dans l’introduction de ce chapitre, le calcul récursif de la statistique d’ordre
deux dans le cas d’un modèle linéaire avec des hypothèses de gaussianité des états, a trouvé une solution
sous la forme du ﬁltre de Kalman [Kal60]. Son principal intérêt réside dans l’implémentation récursive, qui
répartit le coût de calcul sur l’ensemble des observations, réalisant en même temps une minimisation de
l’erreur par rapport à un critère d’EQM (Erreur Quadratique Moyenne).
La majorité des méthodes d’estimation récursive proposées jusqu’à présent, pour résoudre le problème
de ﬁltrage dans le cas non-linéaire, font des approximations du modèle ou au niveau des hypothèses des
statistiques initiales. Chronologiquement la première solution proposée a été le Filtre de Kalman Étendu
(EKF - Extended Kalman Filter). Cette solution repose sur un développement en série de Taylor des équations
de processus et d’observation qui forment le modèle. Ainsi le Filtre de Kalman Étendu est déﬁni en utilisant
les deux idées suivantes [BSL93] :
– une linéarisation au premier ordre dans le développement de Taylor pour les non-linéarités correspon-
dantes aux équations de processus et/ou observation
– une estimation de type LMMSE
2.2.1 Modèle général de filtrage
Ainsi si on considère le modèle d’estimation suivant :
xk+1 = f (xk) + vk
yk = h (xk) + nk (2.1)
où {f (·) ,h (·)} désignent des fonctions non-linéaires et où les bruits additifs {vk,nk} sont considérés
centrés, gaussiens et avec une inter-corrélation nulle :
E [vk] = E [nk] = 0
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[
vkvTj
]
= Qδij
E
[
nknTj
]
= Rδij
E
[
vknTj
]
= 0
E
[
vkxTj
]
= E
[
nkxTj
]
= 0 (2.2)
Comme dans le cas de ﬁltre de Kalman standard (modèles linéaires) l’estimation à l’instant k sera ac-
complie par approximation à l’ordre deux de la statistique des états :
– état estimé xˆk|k ≈ E
[
xk|Yk
]
– matrice de covariance Pk|k
Les détails qui donnent le développement des expressions pour le calcul de la statistique du vecteur d’état
estimé sont présentés dans l’annexe B.
2.2.2 Principe du filtre de Kalman Étendu (EKF)
Le schéma général qui présente la structure récursive de l’algorithme de Kalman Étendu est proposé en
ﬁgure 2.1. Ainsi de façon similaire au ﬁltre de Kalman classique le mécanisme d’estimation est divisé en deux
parties :
– l’étape de mise à jour temporelle qui réalise l’évaluation de la statistique d’ordre deux de l’état prédit
– l’étape de mise à jour par des observations qui donne la valeur estimée en utilisant la connaissance de
l’état observé
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xˆk+1|k = f
(
xˆk|k
)
Pk+1|k = FkPk|kFTk + Q
Kk+1 = Pk+1|kHTk
(
HkPk+1|kHTk + R
)−1
xˆk+1|k+1 = xˆk+1|k + Kk+1
(
yk − h
(
xˆk+1|k
))
Pk+1|k+1 = (I−Kk+1Hk)Pk+1|k
xˆ0|0,P0|0
Fig. 2.1 – Application récursive de l’algorithme de Kalman Étendu
où Fk  ∇f |xˆk|k et Hk  ∇h|xˆk|k . Une solution plus générale est déﬁnie en considérant une relation
non-linéaire par rapport aux bruits de processus et d’observation. Comme dans le contenu de ce document on
travaille toujours avec des hypothèses de bruits additifs, les équations générales de ﬁltrage seront simpliﬁées.
Toute méthode de ﬁltrage de Kalman peut être écrite comme une application récursive d’une transforma-
tion de la statistique de l’état au cours du temps. Ainsi pour une méthode de ﬁltrage quelconque l’algorithme
est écrit sous la forme de deux transformations successives, l’une pour implémenter les équations de mise
à jour temporelle et l’autre pour la propagation de la statistique de l’état prédit à travers le modèle d’ob-
servation. En utilisant l’observation courante on peut calculer le vecteur d’innovation et estimer la nouvelle
statistique de l’état. La transformation non-linéaire est déﬁnie comme une application destinée au calcul de
la statistique d’une v.a. x qui subit une transformation à travers la fonction f :
y = f (x) (2.3)
Dans cette section on va juste présenter la transformation non-linéaire considérée par le EKF pour mettre
en place le mécanisme de ﬁltrage. Ainsi, en utilisant le modèle de propagation donné par l’équation (2.3), la
linéarisation eﬀectuée dans la série de Taylor va mener aux expressions suivantes des moments d’ordre un et
deux :
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y¯ = f (x¯)
Pyy = ∇f ·Pxx · (∇f)T (2.4)
Un tel calcul des moments à chaque étape de ﬁltrage va naturellement dégrader les performances en
présence de non-linéarités prononcées. Les ﬁgures 2.2 illustrent les erreurs engendrées dans plusieurs situations
pour le cas où f (x) = cosx.
La v. a. gaussienne initiale est caractérisée par le choix de la moyenne et de la variance comme suit : µ =
{−0.7,−0.6,−0.5} et σ2 = {0.0125, 0.025, 0.05}. Pour toutes les ﬁgures, la distribution est représentée en bleu,
avec la partie jaune associée à l’intervalle symétrique donnée par la moyenne et l’écart type [µ− σ, µ + σ].
Pour la distribution transformée on a aussi considéré les vraies moyennes et écarts types déterminés par
la propagation de 106 échantillons à travers la fonction non-linéaire (méthode de Monte Carlo - MC). On
observe que ces variations de la statistique initiale se transposent au niveau de la statistique transformée
par une erreur d’estimation des deux premiers moments. En plus de ces ﬁgures qualitatives, on présente à la
ﬁn de la prochaine section dans le tableau 2.1 les résultats numériques obtenus pour ces cas. Ainsi, on peut
conclure que même pour une non-linéarité “faible” la transformation basée sur la linéarisation au premier
ordre peut présenter des erreurs importantes d’estimation.
2.2.3 Filtre de type IEKF
Une méthode permettant d’améliorer le processus d’estimation correspond au calcul successif des états
prédits xˆk+1|k+1, Kk+1 et Pk+1|k+1, en eﬀectuant chaque fois une linéarisation autour de l’état le plus
récent. Pour développer l’algorithme on va utiliser les notations xˆ{i}k+1|k+1, K
{i}
k+1 et P
{i}
k+1|k+1, i = 0, 1, ...
pour désigner les paramètres estimés à la i-ème étape. En appliquant le même principe que dans le ﬁltre
de Kalman Étendu, présentées dans l’annexe B, les équations récursives pour le ﬁltre IEKF sont facilement
déduites [Gel80] :
1. Initialisation du ﬁltre :
xˆ{0}k+1|k+1 = xˆk+1|k
P{0}k+1|k+1 = Pk+1|k (2.5)
2. Calcul récursif de xˆ{i}k+1|k+1, K
{i}
k+1 et P
{i}
k+1|k+1
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Fig. 2.2 – Eﬀets de la linéarisation au premier ordre sur l’estimation de la statistique de la v.a. transformée
(ﬁgures b), d) et f)) pour une distribution initiale gaussienne caractérisée par : a), b) µ = −0.7, σ2 = 0.0125 ;
c), d) µ = −0.6, σ2 = 0.025 ; e), f) µ = −0.5, σ2 = 0.05
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xˆ{i+1}k+1|k+1 = xˆk+1|k + K
{i}
k+1
(
yk − h
(
xˆ{i}k+1|k+1
)
−Hk+1,i
(
xˆk+1|k − xˆ{i}k+1|k+1
))
K{i}k+1 = Pk+1|kH
T
k+1,i
(
Hk+1,iPk+1|kHTk+1,i + R
)−1
P{i}k+1|k+1 =
(
I−K{i}k+1Hk+1,i
)
Pk+1|k (2.6)
où HTk+1,i = ∇h|xˆ{i}
k+1|k+1
3. Récupération des états estimés, après la i-ème itération :
xˆk+1|k+1 = xˆ
{i}
k+1|k+1
Pk+1|k+1 = P
{i}
k+1|k+1 (2.7)
Une observation immédiate concerne le fait que si on considère la valeur de i = 0, les équations (2.5), (2.6)
et (2.7) correspondent aux équations de mise à jour par des observations rencontrées dans le cas classique
du ﬁltrage EKF.
Le nombre des i étapes successives à eﬀectuer dépend du critère d’optimisation considéré. Ainsi par
exemple une solution est représentée par l’application de l’algorithme jusqu’à la détection d’un changement
minimal par rapport à l’étape précédente. Par contre il faut bien préciser que chaque itération joue sur le
coût total de calcul nécessaire à la mise en oeuvre du ﬁltre.
Si les équations récursives des ﬁltres EKF et IEKF sont obtenues avec la prise en compte des pre-
miers termes dans la série de Taylor, ce principe peut être étendu pour le traitement des problèmes où les
non-linéarités sont plus importantes. Dans les sections suivantes on va présenter d’autres transformations
possibles qui peuvent faire une estimation plus correcte de la statistique transformée avec même la possibilité
d’obtenir une solution de calcul exacte [LABS06], en considérant l’inﬂuence des termes supérieurs dans le
développement de Taylor.
2.3 Filtre de Kalman Unscented
2.3.1 Transformation Unscented
Le ﬁltre de Kalman Unscented est déﬁni de même que le EKF à l’aide d’une transformation non-linéaire
de statistique appelée dans ce cas Unscented. La transformation Unscented a été introduite par Julier [JU97],
dans l’idée d’estimer la distribution de probabilité de la statistique transformée en évitant d’approximer la
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Fig. 2.3 – Le principe de la transformation Unscented
fonction non-linéaire, dont la linéarisation au premier ordre fait partie. Ainsi cette approche se base sur une
constellation de points (appelés sigma points) et respectivement leurs pondérations, distribués dans l’espace
d’état de la v.a. initiale pour approximer sa statistique. Comme on peut l’observer sur la ﬁgure 2.3 ces points
sont choisis de telle manière que leur moyenne et covariance représentent exactement la statistique initiale.
L’ensemble de points choisi
{
x(i)
}
, auquel on associe les coeﬃcients de pondération
{
W (i)
}
calculés d’une
manière déterministe forme l’ensemble de sigma points S =
{
x(i),W (i)
}
, qui caractérise complètement les
vraies moyenne et covariance. Cet ensemble de points subit ensuite la propagation à travers la fonction
non-linéaire, comme dans le cas du EKF (eq. 2.3).
Cette méthode de propagation de points a une ressemblance avec le ﬁltrage particulaire qui sera pré-
senté plus tard dans ce chapitre, mais à la diﬀérence de celui-ci, le choix de points est déterministe et les
pondérations associées sont choisies d’une autre manière, sans se baser sur la distribution.
Dans son article [JUDW00] Julier démontre qu’un tel ensemble de points, permettant le calcul de la
moyenne et covariance de la v.a. transformée, est donné par un nombre de 2Nx points, où Nx est la dimension
du vecteur état x. Les points sont déﬁnis comme suit :
x(i) = x¯ +
(√
NxPxx
)
i
W (i) = 1/2Nx
x(i+Nx) = x¯−
(√
NxPxx
)
i
W (i+Nx) = 1/2Nx (2.8)
où i = 1...Nx,(×)i représente la i-ème ligne ou colonne de la matrice
√
NxPxx et où W (i) est la pondération
associée. Dans la ﬁgure 2.4 on donne un exemple pour le choix de points sigma avec l’hypothèse d’une
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Fig. 2.4 – Un exemple de distribution de sigma points pour une v.a. gaussienne bi-dimensionnelle dans le
cas de la transformation Unscented
distribution initiale gaussienne bi-dimensionnelle. Les points sont situés par rapport à la surface gaussienne
à une distance égale au coeﬃcient de pondération.
Étant donné cet ensemble de points, la moyenne et la variance sont calculées de la manière suivante :
1. par propagation par la fonction non-linéaire on obtient l’ensemble de points transformés :
y(i) = f
[
x(i)
]
(2.9)
2. la moyenne est calculée par la somme des points transformés, pondérés par les coeﬃcients
{
W (i)
}
:
y¯ ≈
2Nx∑
i=1
W (i)y(i) (2.10)
3. la covariance est alors calculée comme :
Pyy ≈
2Nx∑
i=1
W (i)
{
y(i) − y¯
}{
y(i) − y¯
}T
(2.11)
L’ensemble de points ainsi déﬁni, permet d’approximer la valeur moyenne de la vraie distribution jusqu’au
deuxième ordre dans le développement de Taylor mais par contre oﬀre une estimation biaisée au niveau de
la covariance. Ce biais découle de l’impossibilité de l’ensemble de points à traduire l’inﬂuence des moments
supérieurs de la statistique. Pour corriger ce problème la solution la plus simple est de compléter l’ensemble de
points choisi avec un où plusieurs points. Les mêmes auteurs [JUDW00, vdM04] ont alors proposé d’ajouter
un point correspondant à la moyenne et avec son coeﬃcient de pondération de permettre le réglage de
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l’inﬂuence des moments supérieurs. Ainsi le nouvel ensemble de sigma points proposé est déﬁni de la manière
suivante :
x(0) = x¯
W (0) = κ/ (Nx + κ)
x(i) = x¯ +
(√
(Nx + κ)Pxx
)
i
W (i) = 1/ {2 (Nx + κ)}
x(i+Nx) = x¯−
(√
(Nx + κ)Pxx
)
i
W (i+Nx) = 1/ {2 (Nx + κ)} (2.12)
où i = 1...Nx. Le choix original des points sigma, déﬁni par les équations (2.8), a la propriété que
l’ellipsoïde qui limite le positionnement des points augmente avec la dimension Nx de l’espace d’état. Ainsi
le choix du nouveau paramètre introduit κ, en plus de capturer l’inﬂuence des moments supérieurs, doit être
utilisé aussi pour limiter la dispersion des points dans l’espace d’état en présence de forte non-linéarité.
Avec la déﬁnition du nouvel ensemble de points sigma on observe que la distance du i-ème point par
rapport à x¯ est proportionnelle à la valeur
√
(Nx + κ). Ainsi le choix du paramètre κ = 0, nous place dans
le cas des équations (2.8), tandis qu’une valeur κ > 0 éloigne les points de la moyenne, et avec une valeur
négative de κ, on trouve l’eﬀet inverse avec un rapprochement des points. Il existe un cas spécial avec la
solution de κ = 3 −Nx, correspondant à l’annulation de la dimension Nx sur la distribution de points. Par
contre avec le choix κ = 3 − Nx < 0 on va se retrouver dans un cas où le coeﬃcient de pondération du
point situé sur la moyenne est négatif et la covariance obtenue après propagation peut devenir semi-déﬁnie
négative.
2.3.2 Transformation scaled-Unscented
Enﬁn il existe une solution proposée dans [JUDW00] où un nouvel ensemble de points est proposé avec
un paramètre de décalage :
x(i)s = x
(0) + α
(
x(i) − x(0)
)
, i = 0...2Nx, (0 < α < 1) (2.13)
Cette nouvelle transformation porte le nom de transformation scaled-Unscented. Les auteurs ont démontré
que le nouveau paramètre de décalage α introduit ne va pas inﬂuencer de manière négative l’estimation de
la statistique de la variable transformée (y¯,Pyy), avec une expression exacte jusqu’au deuxième ordre des
moments de la v.a. initiale, et une pondération des autres moments supérieurs grâce à α. Enﬁn les auteurs
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ont proposé un ensemble de points qui intègre ce décalage ainsi que les nouvelles pondérations associées :
x(0) = x¯ W (0)(m) =
λ
Nx+λ
x(i) = x¯ +
(√
(Nx + λ)Pxx
)
i
i = 1, ..., Nx W
(0)
(c) =
λ
Nx+λ
+
(
1− α2 + β)
x(i) = x¯−
(√
(Nx + λ)Pxx
)
i
i = Nx + 1, ..., 2Nx W
(i)
(m) = W
(i)
(c) =
1
2(Nx+λ)
i = 1, ..., 2Nx
(2.14)
où λ = α2 (Nx + κ) − Nx et les pondérations désignées par W (i)(m) et W (i)(c) sont associées au calcul de la
moyenne et de la covariance, respectivement.
L’expression du point central x(0) garantit une matrice de covariance déﬁnie semi-positive. Le choix des
paramètres qui apparaissent dans le calcul de l’ensemble de points se fait de la manière suivante :
– aﬁn d’avoir une matrice de covariance déﬁnie semi-positive, on prendra κ ≥ 0. Il s’avère que la valeur
de κ n’est pas critique, de telle sorte que κ = 0 correspond généralement à tous les cas d’estimation ;
– le paramètre 0 < α < 1 considéré antérieurement va jouer directement sur la dimension de l’ellipsoïde
de distribution des sigma points. Ainsi de façon idéale sa valeur doit être petite pour limiter l’inﬂuence
de certains eﬀets de non-linéarité dans les régions éloignées de la valeur estimée ;
– le dernier paramètre introduit β, est choisi positif pour avoir une certaine connaissance des moments
d’ordre supérieur de la statistique initiale dans le modèle. Par exemple pour une hypothèse de distri-
bution initiale gaussienne nous prendrons β = 2.
Pour étudier les performances de cette nouvelle transformation nous allons considérer de nouveau la propa-
gation d’une distribution initiale gaussienne à travers certaines fonctions non-linéaires. Ainsi dans les ﬁgures
2.5 a) et b) on va reprendre la fonction non-linéaire f (x) = cosx, avec pour paramètres de la distribution
initiale µ = −0.5, σ2 = 0.05 ; On ajoute aussi que pour la transformation Unscented considérée les paramètres
suivants ont été choisi : κ = 0, α = 10−3, β = 2.
Comment on peut l’observer, la transformation Unscented arrive à mieux estimer les deux moments dans
le cas d’une fonction non-linéaire de type cosinus, mais par contre avec l’augmentation de l’ordre de la
non-linéarité ce type de transformation présente des erreurs. Ces conclusions sont reﬂétées numériquement
dans le tableau 2.1 où la linéarisation et la transformation Unscented sont comparées. Les résultats sont issus
d’une simulation de type Monte-Carlo avec la propagation d’une séquence aléatoire de 106 échantillons.
2.3.3 Construction du modèle de filtrage récursif UKF
Avec la déﬁnition de la transformationUnscented donnée ci-dessus la forme récursive du ﬁltrage de Kalman
peut être facilement déduite. Ainsi Julier et al. [JUDW00, vdM04] proposent une formulation générale dont
le vecteur d’état est modiﬁé en ajoutant à l’état original les vecteur associés aux bruits de processus et
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Fig. 2.5 – Eﬀets de la transformation Unscented sur l’estimation de la statistique de la v.a. transformée (avec
une non-linéarité de type cosx - ﬁgures a, b ; et de type polynomiale d’ordre 3 : f (x) = 2x3 − 1.5x + 0.5 -
ﬁgures d, f) pour une distribution initiale gaussienne caractérisée par : a), b) µ = −0.5, σ2 = 0.05 ; c), d)
µ = −0.1, σ2 = 0.05 ;
Fonction non-linéaire x = N (µx, σ2x) y = f (x) - EKF y = f (x) - UKF y = f (x) - MC
f (x) µx σ2x µy σ2y µy σ2y µy σ2y
f (x) = cosx - 0.7 0.0125 0.76484 0.005187 0.76006 0.005233 0.97044 0.005172
f (x) = cosx -0.6 0.025 0.82534 0.007970 0.81502 0.008183 0.8151 0.007980
f (x) = cosx -0.5 0.05 0.87758 0.011492 0.85564 0.012455 0.85592 0.011855
f (x) = 2x3 − 1.5x + 0.5 -0.1 0.05 0.648 0.10368 0.618 0.10548 0.61804 0.069748
Tab. 2.1 – Performances des transformations EKF et Unscented pour diﬀérentes conﬁgurations de la distri-
bution initiale et de non-linéarité
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d’observation. Le vecteur ﬁnal obtenu, en utilisant un modèle de ﬁltrage similaire à celui donné par l’équation
(2.1), est écrit sous la forme suivante :
xak =


xk
vk
nk

 (2.15)
La dimension du nouveau vecteur d’état augmenté est Na = Nx+Nv +Nn, où Nx, Nv et Nn représentent
les dimensions des vecteurs xk, vk et nk respectivement. Étant données les nouvelles notations, le modèle
d’estimation récursif peut être écrit sous la forme générale suivante :
xak+1 = f
a (xak)
yk = ha (xak) (2.16)
avec la transformation Unscented qui calcule les points sigma à partir des expressions suivantes des
moments :
µak =


µk
0Nv×1
0Nn×1


Pak|k =


Pk|k 0 0
0 Qk 0
0 0 Rk

 (2.17)
Bien sûr un modèle plus général peut être écrit avec la prise en compte de certaines corrélations entre
les bruits et les états ou entre les bruits eux-mêmes, mais pour tous les cas considérés par la suite un tel dé-
veloppement n’est pas nécessaire. Finalement les notations introduites nous permettent d’écrire l’algorithme
récursif de ﬁltrage pour un instant k quelconque, en utilisant la succession d’étapes suivantes :
1. Construction de l’ensemble de points sigma en utilisant les relations (2.14) :
{
x(i)k|k,W
(i)
}
i=0...Na
2. Propagation de l’ensemble des points construit à travers la fonction de processus :
x(i)k+1|k = f
a
(
x(i)k|k
)
, i = 0...Na (2.18)
3. Calcul de la valeur estimée et de la covariance des erreurs prédites :
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xˆk+1|k =
Na∑
i=1
W
(i)
(m)x
(i)
k+1|k
Pxk+1|kxk+1|k =
Na∑
i=1
W
(i)
(c)
{
x(i)k+1|k − xˆk+1|k
}{
x(i)k+1|k − xˆk+1|k
}T
(2.19)
4. Propagation des points sigma à travers le modèle d’observation :
y(i)k+1|k = h
a
(
x(i)k+1|k
)
, i = 0...Na (2.20)
5. Calcul de l’observation prédite, de la covariance de l’innovation et de la matrice de cross-covariance :
yˆk+1|k =
Na∑
i=1
W
(i)
(m)y
(i)
k+1|k
Pyk+1|kyk+1|k =
Na∑
i=1
W
(i)
(c)
{
y(i)k+1|k − yˆk+1|k
}{
y(i)k+1|k − yˆk+1|k
}T
Pxk+1|kyk+1|k =
Na∑
i=1
W
(i)
(c)
{
x(i)k+1|k − xˆk+1|k
}{
y(i)k+1|k − yˆk+1|k
}T
(2.21)
6. Expression du gain de Kalman et calcul ﬁnal de l’état estimé et de la covariance des erreurs :
Kk+1 = Pxk+1|kyk+1|kP
−1
yk+1|kyk+1|k
xˆk+1|k+1 = xˆk+1|k + Kk+1
(
yk+1 − yˆk+1|k
)
Pk+1|k+1 = Pxk+1|kxk+1|k −Kk+1Pyk+1|kyk+1|kKTk+1 (2.22)
Avec les expressions qui caractérisent l’implémentation récursive du ﬁltrage de Kalman, le développement de
la structure classique du ﬁltrage de type scaled-Unscented est accompli. On souligne encore une fois que la
solution choisie pour former l’ensemble de points sigma n’est pas unique ; Dans le paragraphe qui suit nous
évoquons une méthode associée à la transformation Unscented qui grâce à un nombre plus grand de points
réussit une meilleure approximation des moments supérieurs.
2.3.4 Filtre HOUF
On a déjà mentionné que la transformation Unscented et implicitement la structure de Kalman déduite
réussit à estimer correctement les moments de la distribution transformée, jusqu’à un ordre limité. Tenne
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et Singh [TS03] sont les premiers à s’interroger sur la possibilité d’améliorer l’approximation des moments
supérieurs à l’aide d’un ensemble de points similaire. Ainsi ils proposent le HOUF (Higher Order Unscented
Filter) comme une structure similaire au ﬁltre Unscented classique, dont le nombre de points depend de la
précision souhaitée pour l’estimation des moments supérieurs.
Le nouvel ensemble de sigma points se forme de façon similaire, avec les relations suivantes :
x(0) = x¯
x(i) = x¯ + (L + κ)σi, i = 1, ..., Nx + q
x(i) = x¯− (L + κ)σi, i = Nx + q + 1, ..., 2 (Nx + q) (2.23)
où L = Nx + q est la dimension augmentée de l’espace d’état, q est le nombre additionnel de points,
et où σi = σ1, σ2, ..., σL sont choisis sur chaque dimension de l’espace d’état. Le principe est similaire, les
points sont propagés par la fonction non-linéaire du modèle ; Dans le cas simpliﬁé mono-dimensionnel on doit
obtenir l’expression suivante pour les moments calculés par la transformation Unscented d’ordre supérieur :
y¯ =
2L∑
i=0
W (i)y(i)
mjy =
2Nx∑
i=0
W (i)
{
y(i) − y¯
}j
(2.24)
où y¯ et mjy représentent la moyenne et respectivement le moment centré d’ordre j.
Étant données les notations précédentes plusieurs solutions sont possibles pour le choix des points, la
première considérant, par exemple pour le cas mono dimensionnel, deux positions σ1 et σ2 pour les points
sigma. Ce nouvel ensemble est supposé respecter plusieurs contraintes pour une estimation correcte des
moments, mais une solution générale pour toute distribution initiale est diﬃcile à déterminer. Sous hypothèse
gaussienne, avec la même relation L+κ = 3 que pour la transformation Unscented classique, et en développant
les équations jusqu’au 8-ème ordre, on obtient les relations suivantes pour le calcul des positions et des
pondérations :
σ21 =
(
5
3
±
√
10
9
)
Px
σ22 =
10
3
Px − σ21
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Fig. 2.6 – Un exemple de distribution de sigma points pour une v.a. gaussienne bi-dimensionnelle - trans-
formation HOUF
W (1) =
1
60
21σ21 − 55Px
3σ21 − 5Px
W (2) =
1
3
3Px
(
σ21 − Px
)
(3σ21 − Px) (σ22 − σ21)
W (0) = 1− 2
(
W (1) + W (2)
)
(2.25)
Cet ensemble de points a été désigné sous le nom 2 − σ, en tenant compte que le nombre de points
déterminé se situe dans l’espace d’état sur deux ellipses correspondant dans le cas mono dimensionnel aux
valeurs de σ1 et σ2. On illustre en ﬁgure 2.6 le positionnement de l’ensemble de points et des pondérations
sur la même distribution gausienne que dans le cas de la transformée Unscented.
2.4 Filtre CDKF
De façon parallèle avec le développement de structures UKF présentées auparavant, d’autres solutions
ont été proposées pour contourner le problème du calcul de dérivés partielles et de stabilité rencontrés dans
le cas de ﬁltrage étendu. Ainsi le Divided Diﬀerence Filter proposé par Norgaard et al. [NPR00a, NPR00b]
et le Central Diﬀerence Kalman Filter proposé par Ito et Xiong [IX00] utilisent la formule d’interpolation
polynomiale de Stirling pour approximer la non-linéarité présente dans le modèle, interpolation qui permet
par la suite le calcul de moments de la statistique transformée. Comme le fait remarquer Van Der Merwe
[vdM04], ces deux structures sont presque identiques et peuvent être désignées simplement sous le nom de
Central Diﬀerence Kalman Filter (CDKF). Cette méthode de ﬁltrage ne sera pas exploitée dans les chapitres
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qui suivent, ainsi nous donnons juste les aspects généraux de la formule de Stirling et le calcul des moments
en utilisant la transformation associée.
2.4.1 Formule d’interpolation polynomiale de Stirling
Comme dans les développements en série de Taylor, l’interpolation avec la formule de Stirling est donnée
pour une approximation au deuxième ordre, avec une hypothèse de fonction mono-dimensionnelle, par la
relation :
f (x) = f (x¯) + D˜∆xf +
1
2!
D˜2∆xf (2.26)
où f (·) est la fonction non-linéaire à approximer et où D˜∆xf , D˜2∆xf représentent les opérateurs d’ac-
croissement centré du premier et deuxième ordre respectivement, appliqués à la fonction f (·). Dans le cas
scalaire, ils sont donnés par :
D˜∆xf = (x− x¯)
f (x¯ + h)− f (x¯− h)
2h
D˜2∆xf = (x− x¯)2
f (x¯ + h)− f (x¯− h)− 2f (x¯)
h2
(2.27)
où h est la longueur de l’intervalle choisi, pour accomplir l’approximation. Pour étendre ces résultats aux
cas multi-dimensionnel, la solution proposée est de découpler statistiquement la v. a. x initiale en utilisant
la transformation linéaire suivante [Sch97] :
z = Sx−1x
f˜ (z) .= f (Sxz) = f (x) (2.28)
où Sx représente la matrice obtenue par la factorisation Cholesky de la matrice de covariance Px :
Px = SxSxT (2.29)
Ces décompositions permettent l’application de l’approximation réalisée antérieurement, dans le cas multi-
dimensionnel, indépendamment pour chaque composante de la fonction f˜ (z)[vdM04] :
D˜∆z f˜ =
(
Nx∑
i=1
∆zimidi
)
f˜ (z¯)
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D˜2∆z f˜ =

Nx∑
i=1
∆2zid
2
i +
Nx∑
j=1
Nx∑
q=1,q =j
∆zj∆zq (mjdj) (mqdq)

 f˜ (z¯) (2.30)
où ∆zi = (z− z¯)i est la i-ème composante du vecteur z− z¯, Nx est la dimension de l’espace d’état et di,
mi, d2i représentent la diﬀérence partielle au premier ordre, la moyenne et la diﬀérence partielle au deuxième
ordre, respectivement :
di f˜ (z¯) =
1
2h
[
f˜ (z¯ + hei)− f˜ (z¯− hei)
]
mif˜ (z¯) =
1
2
[
f˜ (z¯ + hei) + f˜ (z¯− hei)
]
d2i f˜ (z¯) =
1
2h2
[
f˜ (z¯ + hei) + f˜ (z¯− hei)− 2f˜ (z¯)
]
(2.31)
ei étant le i-ème vecteur unité.
La mise en forme de l’approximation ci-dessus, pour la fonction multidimensionnelle f˜ (·), va nous per-
mettre par la suite l’implémentation d’une solution similaire à la transformation Unscented pour le calcul de
la statistique d’une variable aléatoire transformée. D’ailleurs si on revient au développement initial, on peut
écrire :
f˜ (z¯± hei) = f (Sx (z¯± hei))
= f (Sxz¯± hSxei)
= f (x¯± hsxi) (2.32)
où sxi représente la i-ème colonne de la matrice Cholesky obtenue par la décomposition de Px. Avec
cette observation on voit bien qu’on tombe facilement sur l’ensemble de points proposé par la transformation
Unscented, bien sûr avec d’autres coeﬃcients de pondération.
2.4.2 Estimation de la moyenne et de la covariance d’une v.a. transformée
Comme dans le cas des autres transformations on considère la propagation d’une v.a. x de moyenne x¯
et covariance Px à travers une fonction non-linéaire quelconque (eq. 2.3). Norgaard [NPR00a] propose ainsi
deux solutions de ﬁltrage basées sur une approximation d’ordre un et d’ordre deux. Comme le cas à l’ordre
un peut être déduit directement de celui à l’ordre deux, seul le cas le plus général est présenté. En utilisant
la même notation pour la v.a. transformée y = f (x), on obtient l’approximation suivante :
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y = f (x)
≈ f˜ (z¯) + D˜∆z f˜ +
1
2!
D˜2∆z f˜ (2.33)
où z = Sx−1x, la matrice Sx étant déﬁnie antérieurement (2.29). En appliquant ce modèle d’approxima-
tion, on obtient les relations suivantes pour les deux premiers moments de la statistique de la v.a. transformée :
– moyenne : y¯
y¯ = E [y]
≈ E
[
f˜ (z¯) + D˜∆z f˜ +
1
2!
D˜2∆z f˜
]
≈ h
2 −Nx
h2
f˜ (z¯) +
1
2h2
Nx∑
i=1
[
f˜ (z¯ + hei) + f˜ (z¯− hei)
]
≈ h
2 −Nx
h2
f˜ (z¯) +
1
2h2
Nx∑
i=1
[f (x¯ + hsxi) + f (x¯− hsxi)] (2.34)
– variance : Pyy
Pyy = E
[
(y − y¯) (y − y¯)T
]
= E
[
(y − f (x¯)) (y − f (x¯))T
]
− E [y − f (x¯)]E [y − f (x¯)]T
≈ E
[(
D˜∆z f˜ +
1
2!
D˜2∆z f˜
)(
D˜∆z f˜ +
1
2!
D˜2∆z f˜
)T]
−E
[
D˜∆z f˜ +
1
2!
D˜2∆z f˜
]
E
[
D˜∆z f˜ +
1
2!
D˜2∆z f˜
]T
(2.35)
En développant les espérances mathématiques, la relation (2.35) peut s’écrire sous la forme suivante :
Pyy ≈ 14h2
Nx∑
i=1
[f (x¯ + hsxi) + f (x¯− hsxi)] [f (x¯ + hsxi) + f (x¯− hsxi)]T
+
h2 − 1
4h4
Nx∑
i=1
[f (x¯ + hsxi) + f (x¯− hsxi)− 2f (x¯)]×
[f (x¯ + hsxi) + f (x¯− hsxi)− 2f (x¯)]T (2.36)
– cross-covariance : Pxy
Pxy = E
[
(x− x¯) (y − y¯)T
]
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≈ E
[
(Sx (z− z¯))
(
D˜∆z f˜ +
1
2
D˜2∆z f˜ − E
[
1
2
D˜2∆z f˜
])T]
≈ 1
2h
Nx∑
i=1
sxi [f (x¯ + hsxi)− f (x¯− hsxi)]T (2.37)
Avec les expressions des moments calculées, l’implémentation de l’algorithme de ﬁltrage est immédiat
avec des équations similaires à celles développées pour le ﬁltre Unscented (2.18 - 2.22). Comme ce type de
ﬁltrage n’a pas fait l’objet d’une implémentation dans la suite de notre étude, on se limite à cet ensemble
de relations pour montrer que le ﬁltrage CDKF peut oﬀrir une solution plus générale que le UKF mais par
contre à un coût de calcul plus important.
2.5 Filtrage de Kalman basé sur une approximation par somme de
gaussiennes
L’idée d’approximer une distribution de probabilité quelconque par une somme de gaussiennes n’est pas
nouvelle car développée dans les années 70 [AS72, AM79], avec même un caractère d’optimalité. L’optimalité
se reﬂète dans le fait que la distribution choisie p (x) peut être approximée par un mélange de gaussiennes à
n’importe quel degré de précision, sous la forme suivante :
p (x) ≈ pG (x) =
Gx∑
g=1
α(g)N
(
x;µ(g),P(g)
)
(2.38)
où Gx est le nombre de composantes initiales utilisées, α(g) est le coeﬃcient de pondération etN
(
x;µ(g),P(g)
)
représente une distribution gaussienne de moyenne µ(g) et de covariance P(g). Un tel exemple est donné dans
la ﬁgure 2.7 pour le cas mono-dimensionnel.
Ainsi en utilisant le modèle général d’estimation donné par l’ensemble des équations (2.1) et avec l’hypo-
thèse que la densité de probabilité a priori p (xk|Yk) et celles des bruits des processus p (vk) et d’observation
p (nk) sont de même approximées par un mélange de distributions normales, on peut exprimer la densité de
probabilité prédite et celle obtenue après la mise à jour par des observations de la manière suivante :
– la densité de probabilité prédite :
p (xk+1|Yk) ≈ pG (xk+1|Yk) =
G′∑
g′=1
α(g
′)N
(
x;µ(
g′)
k ,P
(g′)
k
)
(2.39)
– la densité de probabilité obtenue après la mise à jour par des observations :
p (xk+1|Yk+1) ≈ pG (xk+1|Yk+1) =
G′′∑
g′′=1
α(g
′′)N
(
x;µ(
g′′)
k ,P
(g′′)
k
)
(2.40)
où G′ = GxGv et G′′ = G
′
Gn où Gx, Gv et Gn représentent les nombres de composantes choisies pour
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Fig. 2.7 – Un exemple d’approximation par somme de gaussiennes
l’état, le bruit de processus et le bruit d’observation respectivement.
Le calcul de composantes qui forment les distributions p (xk+1|Yk) et p (xk+1|Yk+1) est réalisé par
l’application directe d’une version de ﬁltrage de type Kalman. Finalement toute méthode de transformation
peut être utilisée pour le calcul de composantes, et de cette manière il faut associer toujours à l’approximation
par un mélange de gaussiennes la transformation à employer. Ainsi par exemple Anderson et Moore [AM79]
utilisent la linéarisation au premier ordre équivalente au ﬁltrage de Kalman Étendu ; Dans les versions réalisées
par van der Merwe & Wan [vdMW03, vdM04] l’approche, plus élaborée, repose sur le ﬁltrage à particules.
Une observation doit être faite sur l’augmentation à chaque étape du nombre de composantes à prendre en
compte. Pour éviter une croissance exponentielle du nombre de gaussiennes au cours du temps, une technique
de réduction doit être mise en oeuvre en pratique, limitant ainsi la charge de calcul.
2.6 Filtre à particules
Nous achevons ce chapitre par une présentation succinte d’un algorithme créé spéciﬁquement pour garantir
un fonctionnement quasi-optimal de la structure récursive développée par Kalman, indépendamment de la
non-linéarité du modèle. A la diﬀérence de toutes les méthodes présentées jusqu’ici, le ﬁltre à particules ne
considère aucune approximation du modèle et aucune hypothèse au niveau des distributions des états et des
bruits.
Développé initialement au LAAS de Toulouse [Sal89, MRS91] et repris plus tard par Gordon et al.
[GSS93] sous la forme de ﬁltre bootstrap, le ﬁltre particulaire s’est imposé comme un outil d’estimation très
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performant, au prix d’un coût de calcul beaucoup plus important que les solutions EKF et UKF. L’idée
de base est d’utiliser un nombre important de particules (points) choisis aléatoirement pour représenter les
distributions de probabilité. Cet ensemble de particules est par la suite propagé dans le temps en utilisant
une combinaison de méthodes d’échantillonage séquentiel et d’étapes de ré-échantillonage. Cet emploi d’un
grand nombre de particules tirées aléatoirement a fait que ce ﬁltre soit aussi désigné sous le nom de méthode
Monte-Carlo séquentielle (SMC - Sequential Monte Carlo).
Pour développer les relations qui forment la base de ﬁltrage particulaire on va partir du même modèle gé-
néral donné par les équations (2.1). En plus on va utiliser la notation Dk+1 pour l’ensemble des observations
disponibles à l’instant k + 1 : Dk+1 = {yi, i = 1, ..., k + 1}. Avec ces notations on déﬁnit l’objectif de l’ap-
plication qui est de construire la distribution de probabilité de l’état xk+1, en tenant compte de l’ensemble
des observations : p (xk+1|Dk+1). En utilisant l’hypothèse que à l’instant k la distribution de probabilité
p (xk|Dk) est connue, on peut écrire [GSS93] :
p (xk+1|Dk) =
∫
p (xk+1|xk) p (xk|Dk) dxk (2.41)
En utilisant par la suite l’expression de l’évolution récursive de l’état, la statistique connue du bruit de
processus et la relation de Bayes, on obtient la distribution de probabilité de l’état xk+1 :
p (xk+1|Dk+1) = p (yk+1|xk+1) p (xk+1|Dk)
p (yk+1|Dk) (2.42)
où le dénominateur est donné par :
p (yk+1|Dk) =
∫
p (yk+1|xk+1) p (xk+1|Dk) dxk+1 (2.43)
Les relations récurrentes (2.41) et (2.42) forment la solution pour le problème d’estimation récursive de
Bayes. Dans les méthodes déjà présentées dans ce chapitre plusieurs approximations et hypothèses simpliﬁ-
catrices ont été considérées, risquant de conduire à de médiocres performances pour certaines applications.
En présence de conditions diﬃciles (statistique non-gaussienne) le ﬁltre à particules reste une solution de
référence, pouvant garantir une convergence asymptotique [CD02].
Avant de passer à l’implémentation des expressions récursives on va initialiser l’algorithme par l’échan-
tillonnage de la distribution initiale p (x0|D0) : l’ensemble de points choisi aléatoirement
{
x(i)0 ,W
(i)
0
}
,
i = 1, ..., Np représentera le vecteur d’état x
(i)
0 de loi p (x0|D0), les pondérations W (i)0 = 1Np respectant
une loi uniforme.
L’implémentation de l’algorithme de ﬁltrage est encore divisé en deux étapes, l’une de prédiction et l’autre
de mise à jour par des observations :
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– étape de prédiction : chaque point considéré est passé par la suite à travers la fonction de processus
pour obtenir les échantillons x(i)k+1 = f
(
x(i)k
)
qui caractérisent la probabilité prédite p (xk+1|xk)
– étape de mise à jour par des observations : cette étape consiste en l’évaluation de la vraisemblance de
chaque échantillon transformé, avec le calcul des pondérations W (i)k+1 :
W
(i)
k+1 =
p
(
yk+1|x(i)k+1
)
∑Np
j=1 p
(
yk+1|x(j)k+1
) (2.44)
Avec l’expression des coeﬃcients W (i)k+1, la valeur estimée est obtenue par la moyenne des états pondérés
par leur probabilité normalisée :
xˆk+1|k+1 =
Np∑
j=1
W
(i)
k+1x
(i)
k+1 (2.45)
Dans la ﬁgure 2.8 on montre un exemple de ﬁltrage particulaire appliqué à la synchronisation chaotique
pour le cas d’un polynôme Chebyshev d’ordre deux. Le modèle utilisé est donné par le système d’équations
suivant :
xk+1 = 2x2k − 1 + vk
yk = xk + nk (2.46)
Ainsi on observe la distribution de l’état estimé pour 9 étapes successives d’application de l’algorithme
particulaire. Une conclusion évidente que l’on peut tirer est que la distribution ne conserve pas un aspect
gaussien, avec une forte asymétrie. En ce qui concerne l’évolution dans l’espace de phase des particules, nous
montrons comment évoluent 10 particules issues de l’échantillonnage initial. L’amplitude de chaque pic reﬂète
le coeﬃcient de pondération associé à chacune d’entre-elles.
On peut observer l’échantillonnage initial correspondant à une distribution gaussienne, avec des pondé-
rations égales pour tous les points. Pour les étapes successives de ﬁltrage la pondération de chaque particule
va changer conformément à la fonction de vraisemblance déterminée à partir de l’observation courante. De
même, on observe une dispersion progressive des particules, conséquence d’une réduction d’eﬀectif si aucune
procédure de re-distribution n’est employée.
Pour résoudre ce problème de dégénérescence en pratique une nouvelle étape est introduite dans le pro-
cessus de ﬁltrage (re-échantillonage) : cela consiste à redistribuer les points après chaque étape d’estimation,
si nécessaire. Plusieurs solutions ont été proposées dans la littérature [CD02]. L’idée de base est de modiﬁer
l’ensemble de points déterminé pour qu’il respecte un critère d’approximation non-pondéré de la distribution
a priori, qui soit utilisé à l’étape suivante.
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Fig. 2.8 – Evolution de la distribution de probabilité et exemple de 10 particules pour le système non-linéaire
donné par les équations (2.46)
Même si ce type d’estimateur d’état oﬀre théoriquement les meilleurs performances possibles par rapport
à un critère d’EQM, le coût de calcul nécessaire est beaucoup plus important que toute autre solution
exposée antérieurement. De même les performances sont directement liées à son paramétrage qui consiste
essentiellement dans le nombre de points choisi et l’étape de re-échantillonage considérée. La formulation
générique du ﬁltre doit donc être adaptée au problème considéré pour réduire le plus possible le coût de
calcul.
La ﬁltre à particules est évoqué dans ce chapitre pour ses performances de référence concernant la précision
d’estimation. Cependant, comme notre objectif sera par la suite de développer des solutions de récepteur à
faible coût de calcul nous n’avons pas retenu cette approche.
2.7 Conclusion
Ce chapitre était dédié à la présentation générale des méthodes d’estimation récursive non-linéaire les
plus populaires. Ainsi dans la première partie les solutions EKF et IEKF ont été présentées. Ces solutions
basées sur une linéarisation au premier ordre du modèle d’estimation ont l’avantage d’un coût de calcul
réduit ainsi qu’une simpliﬁcation de l’implémentation. Par contre, elles souﬀrent au niveau de la consistence
de l’estimateur et des performances d’estimation. Une deuxième variante présentée, utilise la transformation
Unscented pour l’estimation récursive de la statistique des états. Basées sur cette transformation les solutions
de ﬁltrage UKF et HOUF sont ensuite développées. La troisième section était destinée à la présentation
d’une structure générale du ﬁltre CDKF construit à partir d’une approximation polynomiale du modèle par
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la relation de Stirling. En ce qui concerne l’approximation non-gaussienne de la distribution des états nous
avons évoqué en ﬁn de chapitre la solution d’approximation par somme de gaussiennes ainsi que la méthode
de ﬁltrage particulaire. Dans le prochaine chapitre une nouvelle transformation non-linéaire sera introduite
et par la suite un nouveau ﬁltre de Kalman sera développé.
Chapitre 3
Le Filtre de Kalman Polynomial Exact
3.1 Introduction
Le but de ce chapitre est d’introduire une nouvelle méthode de ﬁltrage Kalman non-linéaire que nous
appliquerons au problème de synchronisation du chaos. Si l’idée d’utiliser une transformation polynomiale a
été déjà exposée par Norgaard et al. [NPR00a, NPR00b], on se propose de réaliser une nouvelle transformation
qui ne va pas juste approximer la dynamique du système par un polynôme d’ordre deux (ﬁltre DD2) ; Pour
le cas particulier où le modèle est caractérisé par une forme polynomiale, nous proposons de calculer d’une
manière exacte la statistique d’ordre deux des états estimés. Des propositions voisines ont été eﬀectuées par
Basin [Bas03], pour le cas des systèmes à temps continu et avec certaines restrictions : ordre du système
limité à trois et modèle d’observation linéaire.
Nous allons considérer un processus dynamique caractérisé par un modèle polynomial mono-dimensionnel
en temps discret. Pour la réalisation de l’algorithme récursif de type Kalman, une transformation non-linéaire
dénommée Transformation Polynomiale Exacte sera introduite. Des relations matricielles générales vont
permettre le calcul de la statistique d’ordre deux de n’importe quelle variable aléatoire (v.a.) propagée à
travers une fonction polynomiale. Le calcul, réalisé en utilisant tous les termes de la série de Taylor, facilitera
l’implémentation du ﬁltre Kalman polynomial et cela sans approximation.
Notre objectif initial est d’appliquer ce type de ﬁltrage à la synchronisation chaotique, dont la déﬁnition
et le cadre général ont été présentés dans le chapitre 2. On utilisera ici comme fonctions génératrices des
polynômes de Chebyshev [Riv90], qui présentent des propriétés statistiques et de corrélation très intéres-
santes, en particulier dans le contexte de transmissions basées sur l’étalement de spectre. Beaucoup d’articles
démontrent la pertinence de diverses méthodes de ﬁltrage de Kalman pour accomplir une synchronisation
chaotique [COS93, LL97, CN00, BDR02, SOD94]. En particulier Leung et Zhu ont récemment démontré des
résultats importants au sujet de la synchronisation du chaos par le ﬁltrage de Kalman étendu (EKF) : les
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auteurs montrent que la technique basée sur ce ﬁltre est une généralisation des méthodes de synchronisation
chaotique classiques. Ils montrent également que la synchronisation de type EKF approche la limite inférieure
donnée par la borne de Cramer-Rao, à des rapports SNR élevés.
Enﬁn nous allons présenter les avantages de la nouvelle méthode de ﬁltrage non-linéaire proposée, en
considérant l’erreur quadratique moyenne (EQM), la stabilité de la synchronisation et la consistence comme
critères de performance.
Ces résultats ont fait l’objet d’une publication dans la revue IEEE Trans. on Circuits & Syst. I [LABS06].
3.2 Transformation Polynomiale Exacte
La transformation non-linéaire d’une distribution connue a priori étant au coeur de toutes les méthodes
de ﬁltrage Kalman non-linéaire, il existe un intérêt croissant pour trouver la transformation qui oﬀre la
meilleure approximation des moments de la distribution résultante.
Dans ce chapitre on va considérer le cas des fonctions non-linéaires polynomiales mono-dimensionnelles,
données par la forme générale suivante :
f(x) =
N∑
n=0
anx
n (3.1)
Le but de la transformation est d’estimer la moyenne et la variance pour une variable aléatoire y qui
résulte de la propagation de la variable aléatoire x par la fonction non-linéaire considérée :
y = f(x) (3.2)
Pour le moment, on ne considère aucune restriction au sujet de la densité de probabilité de la v.a. x.
La supposition d’une distribution Gaussienne ne sera introduite que pour construire l’algorithme de ﬁltrage
Kalman polynomial (paragraphe 3.3).
De façon générale on peut exprimer les deux premiers moments de la distribution transformée pour la v.a.
y, en utilisant le développement en série de Taylor. On écrit la distribution initiale sous la forme suivante :
x = x¯ + ∆x (3.3)
où ∆x est une v.a. centrée. Avec le développement en série de Taylor appliquée à la v.a. y on obtient :
y = f (x¯) +
N∑
n=1
(∆x)n
n!
dnf
dxn
∣∣∣∣
x=x¯
(3.4)
et on peut calculer le moment d’ordre un :
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y¯ = E [y]
= f (x¯) +
N∑
n=2
mn
n!
dnf
dxn
∣∣∣∣
x=x¯
(3.5)
où mn désigne le moment d’ordre n pour la v.a. ∆x.
Avec la forme polynomiale (3.1) de la fonction f (·) les dérivées peuvent être exprimées de la manière
suivante :
dnf
dxn
=
N∑
i=n
ai
i!
(i− n)!x
i−n (3.6)
Comme m0 = 1, m1 = 0 et en utilisant les coeﬃcients binomiaux Cni =
i!
n!·(i−n)! , le calcul du moment
d’ordre un devient :
y¯ =
N∑
n=0
mn
N∑
i=n
aiC
n
i x¯
i−n (3.7)
Cette expression peut être écrite sous une forme matricielle compacte pour faciliter l’implémentation en
pratique :
y¯ = aT0:NC
x¯mx0:N (3.8)
où ai:j dénote [ai, ai+1, ..., aj ]
T , mxi:j = [mi,mi+1, ...,mj ]
T et Cx¯ est une matrice triangulaire dont les
éléments ont la forme de puissances de x¯ :
Cx¯ =


C00 x¯
0 0 0 ... 0
C01 x¯
1 C11 x¯
0 0 ... 0
C02 x¯
2 C12 x¯
1 C22 x¯
0 ... 0
... ... ... ...
C0N x¯
N C1N x¯
N−1 C2N x¯
N−2 ... CNN x¯
0


(3.9)
Si on considère encore une fois la série de Taylor, le moment d’ordre deux σ2y peut être calculé de la même
façon :
σ2y = E
[
(y − y)2
]
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= E


(
f (x¯) +
N∑
n=1
(∆x)n
n!
dnf
dxn
∣∣∣∣
x=x¯
− f (x¯)−
N∑
n=2
mn
n!
dnf
dxn
∣∣∣∣
x=x¯
)2 (3.10)
Après quelques manipulations algébriques, le calcul devient :
σ2y =
N∑
n=1
N∑
k=1
mn+k −mnmk
n! · k!
dnf
dxn
dkf
dxk
∣∣∣∣
x=x¯
(3.11)
Cette fois le produit de dérivées s’exprime de la manière suivante :
1
n! · k!
dnf
dxn
dkf
dxk
∣∣∣∣
x=x¯
=
N∑
i=n
N∑
j=k
aiajC
n
i C
k
j x¯
i+j−n−k
= aT1:NC
x¯
n,ka1:N (3.12)
où la matrice Cx¯n,k a la forme :
Cx¯n,k =


0(n−1)×(k−1) 0(n−1)×(N−k+1)
0(N−n+1)×(k−1)
CnnC
k
k x¯
0 CnnC
k
k+1x¯
1 ... CnnC
k
N x¯
N−k
Cnn+1C
k
k x¯
1 Cnn+1C
k
k+1x¯
2 ... Cnn+1C
k
N x¯
N−k+1
... ... ...
CnNC
k
k x¯
N−n CnNC
k
k+1x¯
N−n+1 ... CnNC
k
N x¯
2N−n−k


0i×j représentant une matrice de dimension i× j avec tous les éléments nuls.
A partir des équations (3.11) et (3.12) on obtient l’expression générale du moment d’ordre deux de la v.a.
y sous une forme matricielle :
σ2y = 1
T
N
(Mx  Cx¯)1N − (mx1:N)T Cx¯mx1:N (3.13)
où les matrices Cx¯ et Mx sont exprimées par :
Cx¯ =


aT1:NC
x¯
1,1a1:N a
T
1:NC
x¯
1,2a1:N ... a
T
1:NC
x¯
1,Na1:N
aT1:NC
x¯
2,1a1:N a
T
1:NC
x¯
2,2a1:N ... a
T
1:NC
x¯
2,Na1:N
... ... ...
aT1:NC
x¯
N,1a1:N a
T
1:NC
x¯
N,2a1:N ... a
T
1:NC
x¯
N,Na1:N


(3.14)
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Mx =


m2 m3 ... mN+1
m3 m4 ... mN+2
... ... ...
mN+1 mN+2 ... m2N


(3.15)
 représentant le produit de Hadamard et 1N un vecteur colonne de longueur N avec tous les éléments
unité.
Un complément au calcul de ces deux moments d’une v.a. transformée par une fonction polynomiale, est
présenté dans l’annexe C.
L’objectif étant d’obtenir une variante du ﬁltrage Kalman basée sur les relations précédentes, il reste à
calculer la covariance de transition Pxy entre les v.a. x et y :
Pxy = E [(x− x¯) (y − y)]
= E [∆x · y]− E [∆x · y]
=
N∑
n=1
mn+1
N∑
i=n
aiC
n
i x¯
i−n (3.16)
Encore une fois on peut mettre cette relation sous forme matricielle :
Pxy = aT0:NC
x¯mx1:N+1 (3.17)
Il faut remarquer que les relations (3.8), (3.13) et (3.17) sont vraies pour n’importe quelle distribution
initiale x avec les moments centrés connus, et pour une fonction polynomiale f (·) quelconque. Les relations
matricielles formulées ne constituent pas un moyen de réduire le coût de calcul mais plutôt une solution
d’implémentation générale et rapide (pour le calcul des moments y¯ et σ2y). Nous présenterons dans la section
3.4 une application au cas particulier des polynômes de Chebyshev. Des expressions alternatives des moments
seront alors données pour un calcul le plus direct possible. Dans la section suivante nous proposons d’intégrer
la transformation polynomiale exacte dans un ﬁltre de Kalman.
3.3 Filtre de Kalman Polynomial Exact (ExPKF)
Pour développer le ﬁltre de Kalman à base de transformation polynomiale, on considère les modèles
mono-dimensionnels de processus et d’observation suivants :
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xk+1 = f (xk) + vk
yk = h (xk) + nk (3.18)
où {f (·) , h (·)} désignent des fonctions non-linéaires et où les bruits additifs {vk, nk} sont considérés de
moyennes zéros, gaussiens et avec une inter-corrélation nulle :
E [vk] = E [nk] = 0
E [vkvj ] = Qδkj
E [nknj ] = Rδkj
E [vknj ] = 0
E [vkxj ] = E [nkxj ] = 0 (3.19)
Si on suppose aussi la gaussiannité de l’état a priori xk et des valeurs observées yk+1, on peut exprimer
la valeur optimale de l’état estimé xk+1 de la manière suivante :
xˆk+1 = xˆk+1|k + Kk+1
(
yk+1 − yˆk+1|k
)
(3.20)
où
xˆk+1|k = E [f (xk) + vk] = E [f (xk)]
yˆk+1|k = E
[
h
(
xk+1|k
)
+ nk+1
]
= E
[
h
(
xk+1|k
)]
Kk+1 = Pxk+1|kyk+1|kP
−1
yk+1|kyk+1|k (3.21)
En utilisant le modèle général (3.18), les covariances Pxk+1|kyk+1|k et Pyk+1|kyk+1|k seront données par les
expressions :
Pxk+1|kyk+1|k = E
[(
xk+1|k − xˆk+1|k
) (
yk+1|k − yˆk+1|k
)]
= E
[(
xk+1|k − xˆk+1|k
) (
h
(
xk+1|k
)− E [h (xˆk+1|k)])] (3.22)
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Pyk+1|kyk+1|k = E
[(
yk+1|k − yˆk+1|k
) (
yk+1|k − yˆk+1|k
)]
= E
[(
h
(
xk+1|k
)− yˆk+1|k)2]+ R (3.23)
L’hypothèse gaussienne des valeurs estimées et des observations limite la connaissance des moments à
l’ordre deux et dans ce cas le vecteur des moments prend la forme :
mx0:N = [m0,m1,m2,m3,m4, ...]
T
=
[
1, 0, σ2x, 0, 3σ
4
x, ...
]T (3.24)
En conclusion, avec l’hypothèse gaussienne et la transformation polynomiale exacte présentée dans la
section 3.2, on peut développer un algorithme de ﬁltrage Kalman où les calculs se font de façon exacte avec
la condition que les fonctions de processus et d’observation soient mono-dimensionnelles et polynomiales, i.e.
f(x) =
∑N
n=0 anx
n, h(x) =
∑K
k=0 bkx
k.
A l’étape de mise à jour temporelle, la moyenne et la covariance de l’état prédit sont obtenues à l’aide
des relations (3.8) et respectivement (3.13) :
xˆk+1|k = E [f (xk)]
= aT0:NC
xˆkmxk0:N (3.25)
Pk+1|k = E
[(
xk+1|k − xˆk+1|k
)2]
= 1TN
(Mxk  Cxˆk)1N − (mxk1:N)T Cxˆkmxk1:N + Q (3.26)
L’état observé prédit et les covariances de transition/innovation sont calculées à l’étape de mise à jour
des observations en utilisant les équations (3.8), (3.17) et (3.13) :
yˆk+1|k = E
[
h
(
xk+1|k
)]
= bT0:KC
xˆk+1|km
xk+1|k
0:N (3.27)
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Pxk+1|kyk+1|k = E
[(
xk+1|k − xˆk+1|k
) (
h
(
xk+1|k
)− E [h (xˆk+1|k)])]
= bT0:KC
xˆk+1|km
xk+1|k
1:K+1 (3.28)
Pyk+1|kyk+1|k = E
[(
h
(
xk+1|k
)− yˆk+1|k)2]+ R
= 1TK
(Mxk+1|k  Cxˆk+1|k)1K − (mxk+1|k1:K )T Cxˆk+1|kmxk+1|k1:K + R (3.29)
Finalement à l’instant (k + 1), la moyenne et la covariance de l’état xk+1 sont calculées à l’aide des
relation suivantes :
xˆk+1 = xˆk+1|k + Kk+1
(
yk+1 − yˆk+1|k
)
(3.30)
Pk+1 = Pk+1|k −K2k+1Pyk+1|kyk+1|k (3.31)
où le gain de Kalman Kk+1 est donné par la relation (3.21).
On rappelle que les relations présentées donnent une formulation générale et elles ne sont pas optimisées
pour réduire le coût de calcul. On va démontrer dans la section suivante que pour des modèles polynomiaux
bien déﬁnis on peut trouver des expressions beaucoup plus simples.
3.4 Application du filtrage ExPKF à la synchronisation chaotique
De par la grande richesse de leurs propriétés, les polynômes de Chebyshev constituent l’une des familles
de fonctions les plus populaires pour résoudre des problèmes de modélisation, de ﬁltrage et de traitement
du signal [Riv90]. Il a été démontré que tous les polynômes de Chebyshev génèrent du chaos, avec une
densité limite égale à ρ(x) = 1
π
√
1−x2 [KT94], et qu’ils sont caractérisés par un exposant de Lyapunov ln p
[BG97, ABK91], où p est l’ordre du polynôme Tp(x) considéré comme fonction génératrice de la séquence
chaotique {xk, k = 0, 1, ...} :
xk+1 = f (xk) = Tp (xk) (3.32)
Par leurs bonnes propriétés de corrélation, les polynômes de Chebyshev ont été utilisés récemment dans
le domaine des communications numériques avec une technique d’accès multiple [CYKB01, LTYH04].
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p y = Tp (x) y¯ = E [y] σ2y = E
[
(y − y¯)2
]
2 2x2 − 1 2σ2x + 2x¯2 − 1 8σ2x
(
σ2x + 2x¯
2
)
3 4x3 − 3x x¯ (12σ2x + 4x¯2 − 3) 3σ2x
(
80σ4x + 192σ
2
xx¯
2 + ...
+48x¯4 − 24σ2x − 24x¯2 + 3
)
4 8x4 − 8x2 + 1 24σ
4
x + 48σ
2
xx¯
2 + ...
+8x¯4 − 8σ2x − 8x¯2 + 1
128σ2x
(
48σ6x + 192σ
4
xx¯
2 + ...
+84σ2xx¯
4 + 8x¯6 − 12σ4x − ...
−36σ2xx¯2 − 8x¯4 + σ2x + 2x¯2
)
Tab. 3.1 – Les moments d’ordre un et deux de la v.a. résultant de la transformation d’une v.a. gaussienne
par un polynôme de Chebyshev (ordre des polynômes 2, 3 et 4)
On rappelle une dernière propriété liée à la récursivité des coeﬃcients de polynômes de Chebyshev qui
peuvent être calculés avec la relation :
Tp+1 (x) = 2xTp (x)− Tp−1 (x) (3.33)
Cette forme générale polynomiale permet l’application directe du ﬁltrage Kalman Exact (ExPKF) à la
synchronisation du chaos. L’expression des moments pour quelques polynômes de Chebyshev d’ordre faible
va être donnée ci-après, pour mettre en évidence qu’un algorithme à très bas coût de calcul peut être obtenu.
Pour souligner les avantages en termes de performance de notre ﬁltre ExPKF, nous procéderons à une étude
comparative avec le ﬁltre EKF et UKF. Au cours du prochain chapitre, nous examinerons quels sont les
bénéﬁces du ﬁltre ExPKF dans un récepteur à étalement de spectre par séquence chaotique exploitant des
codes de Chebyshev.
Alors dans le cas de la synchronisation chaotique pour une fonction génératrice mono-dimensionnelle, le
modèle non-linéaire (3.18) se simpliﬁe à cause de la linéarité de la fonction h(·) :
xk+1 = f (xk) + vk
yk = xk + nk (3.34)
et on peut écrire les équations pour l’algorithme ExPKF proposé en utilisant des relations analytiques
pour
{
y¯, σ2y
}
. Par exemple, pour la synchronisation d’une séquence chaotique générée par un polynôme
Chebyshev d’ordre deux, le ﬁltre est implémenté de la manière suivante, une fois que la statistique d’ordre
deux de la v.a. transformée a été calculée analytiquement (Tableau 3.1).
Les équations de mise à jour temporelle (3.25) et (3.26) deviennent :
xˆk+1|k = E [f (xk)] = 2Pk + 2xˆ2k − 1 (3.35)
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Pk+1|k = E
[(
xk+1|k − xˆk+1|k
)2] = 8P 2k + 16Pkxˆ2k + Q (3.36)
De même, si on considère la linéarité de la fonction h(·) et l’indépendance des bruits de modèle et
d’observation entre-eux et par rapport aux états, les équations de mise à jour des observations deviennent :
yˆk+1|k = E
[
h
(
xk+1|k
)]
= xˆk+1|k (3.37)
Pxk+1|kyk+1|k = E
[(
xk+1|k − xˆk+1|k
) (
yk+1|k − yˆk+1|k
)]
= Pk+1|k (3.38)
Pyk+1|kyk+1|k = E
[(
yk+1|k − yˆk+1|k
) (
yk+1|k − yˆk+1|k
)]
= Pk+1|k + R (3.39)
Kk+1 =
Pk+1|k
Pk+1|k + R
(3.40)
xˆk+1 = xˆk+1|k + Kk+1
(
yk+1 − xˆk+1|k
)
(3.41)
Pk+1 = Pk+1|k −K2k+1Pyk+1|kyk+1|k =
Pk+1|kR
Pk+1|k + R
= Kk+1R (3.42)
Les relations (3.37) - (3.42) montrent que l’algorithme ExPKF proposé pour la synchronisation d’une
séquence chaotique Chebyshev d’ordre deux oﬀre un coût de calcul très limité.
3.5 Evaluation des performances du filtre ExPKF
Pour l’évaluation des performances du ﬁltre proposé nous allons considérer quatre orientations. Nous
examinerons d’abords le résultat de la transformation d’une distribution gaussienne par diﬀérents polynômes
de Chebyshev (changement de l’ordre). Ensuite nous proposerons une étude comparative entre diﬀérentes
variantes de ﬁltres de Kalman, considérant comme critère la stabilité. L’erreur de synchronisation de séquences
chaotiques sera alors étudiée et pour ﬁnir nous analyserons la consistence des divers ﬁltres.
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3.5.1 Analyse graphique des transformations non-linéaires
La méthode la plus facile pour évaluer de manière qualitative les performances d’une transformation non-
linéaire quelconque est d’utiliser une représentation graphique de la distribution résultante, pour diﬀérents
ordres de polynômes (non-linéarité plus ou moins prononcée). Nous choisissons donc un vecteur aléatoire
gaussien bidimensionnel x ∼ N (x¯,Pxx), avec composantes indépendantes, auquel est appliquée une trans-
formation par une fonction bidimensionnelle f :
y = f (x)
=

 f1 (x1)
f2 (x2)


=

 Tp (x1)
Tq (x2)

 (3.43)
où {p, q} sont les ordres des polynômes de Chebyshev choisis pour représenter les non-linéarités associées
aux axes X et Y, respectivement.
En plus de la transformation exacte, deux autres transformations populaires seront considérées : la linéa-
risation au premier ordre en utilisant la troncature dans la série Taylor et la transformation Unscented. Pour
montrer le comportement des méthodes considérées, on propose le vecteur aléatoire gaussien x suivant :
x¯ =

 0.1
0.1


Pxx =

 0.5 0
0 0.1

 (3.44)
Au niveau des non-linéarités, quatre cas seront considérés pour la forme de la fonction f (·) : si selon l’axe
X le même polynôme Chebyshev d’ordre deux (p = 2) est gardé, sur l’axe Y l’ordre du polynôme varie entre
2 et 5 (q = 2...5). Grâce à la transformation bidimensionnelle considérée on peut visualiser graphiquement les
inconvénients de chacune des trois approches (transformation polynomiale exacte, linéarisation au premier
ordre et transformation Unscented), en fonction du degré de non-linéarité. Pour calculer la vraie statistique,
résultant de la transformation (3.43) de la v.a. initiale (3.44), un nombre total de 10 millions d’échantillons
ont été propagés à travers le modèle non-linéaire. Pour avoir la garantie que l’inter-corrélation entre les
composantes est nulle, le générateur aléatoire était initialisé chaque fois avec une nouvelle condition initiale.
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a) b)
Fig. 3.1 – a) Distribution initiale d’échantillons ; b) Position d’échantillons après transformation
Une remarque s’impose sur le fait que la distribution transformée peut prendre une forme très diﬀérente
d’une distribution gaussienne idéale, complètement caractérisée par la statistique d’ordre deux. En consé-
quence, même si les deux premiers moments sont bien calculés, l’algorithme de ﬁltrage Kalman travaillant
toujours avec une hypothèse gaussienne devient sous-optimal. Une illustration de cette diﬃculté est proposée
à la ﬁgure 3.1, où la fonction non-linéaire bidimensionnelle correspond à un polynôme d’ordre deux et à un
polynôme d’ordre trois. Dans la ﬁgure 3.1 a) on observe les échantillons correspondants à la distribution
gaussienne initiale, et en 3.1 b) la distribution des échantillons après transformation. La statistique d’ordre
deux à été calculée dans les conditions précisées au paragraphe précédent.
Après les observations évoquées ci-dessus, on propose dans la ﬁgure 3.2 de montrer sous un format
graphique l’eﬀet de l’ordre du polynôme de Chebyshev utilisé sur chacune des trois transformations. Dans
la partie a) on peut observer que même pour une faible non-linéarité (polynôme d’ordre deux), la méthode
qui suppose la linéarisation fait une mauvaise estimation autant pour la moyenne que pour la variance. Par
contre les transformations Unscented et Exact arrivent à faire une approximation correcte de la statistique.
Si on passe à la ﬁgure 3.2 b), la linéarisation au premier ordre fait toujours une mauvaise estimation mais
aussi la transformation Unscented n’arrive plus à estimer correctement la variance gardant quand même une
évaluation correcte de la moyenne. Grâce aux relations analytiques développées auparavant dans ce chapitre,
notre transformation polynomiale oﬀre une distribution coïncidant exactement avec la vraie distribution.
Dans les parties c) et d) comme attendu, en augmentant l’ordre du polynôme sur l’axe Y, à 4 et respectivement
5, la transformation Unscented ne parvient plus à estimer correctement la moyenne ; La méthode proposée
en revanche, oﬀre toujours une excellente précision.
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Fig. 3.2 – Les eﬀets de l’ordre de la non-linéarité Chebyshev sur les performances des transformations :
y1 = T2 (x1) ; a) y2 = T2 (x2) ; b) y2 = T3 (x2) ; c) y2 = T4 (x2) ; d) y2 = T5 (x2).
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3.5.2 Résultats sur la stabilité des transformations EKF, UKF et Exact
En regardant les résultats présentés dans la section précédente on peut se poser la question de savoir si
l’exactitude dans le calcul de la statistique va réussir à résoudre les problèmes de stabilité bien connus du
ﬁltre de Kalman Etendu. On va démontrer dans la proposition suivante, qu’avec une égalité entre les états
estimés pour les ﬁltres EKF, UKF et ExPKF, il existe une relation d’ordre entre les covariances prédites pour
le cas particulier de la synchronisation des séquences chaotiques générées par un polynôme de Chebyshev
d’ordre deux.
Proposition 1. Dans le cas d’une dynamique Chebyshev d’ordre deux, pour n’importe quel état xˆEKFk =
xˆUKFk = xˆ
ExPKF
k et covariance d’erreur P
EKF
k = P
UKF
k = P
ExPKF
k , une synchronisation basée sur le modèle
(3.34), mène à l’inégalité suivante pour les covariances prédites :
PEKFk+1|k ≤ PUKFk+1|k ≤ PExPKFk+1|k (3.45)
Démonstration : Comme il a déjà été démontré, la covariance prédite peut être exprimée sous la forme
suivante :
Pk+1|k =
N∑
n=1
N∑
k=1
mn+k −mnmk
n! · k!
N∑
i=n
N∑
j=k
aiajC
n
i C
k
j x¯
i+j−n−k + Q
= 1TN
(Mx  Cx¯)1N − (mx1:N)T Cx¯mx1:N + Q (3.46)
où x¯ représente l’état xˆk et Q désigne la covariance du bruit de modèle.
Les matrices Mx et le vecteur mx0:N peuvent être simpliﬁés, pour le cas particulier de la linéarisation au
premier ordre et de la transformation Unscented, sous la forme :
– linéarisation au premier ordre
mx0:N  [1, 0, 0, 0, ...]
T
Mx 

 m2 01×(N−1)
0(N−1)×1 0(N−1)×(N−1)


On considère la forme générale du vecteur de moments utilisée dans la transformation (débutant avec
m0), comme les déﬁnitions ci-dessus sont employées également pour la propagation au premier ordre.
– transformation Unscented
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mx0:N  [1, 0,m2, 0, ...]
T
Mx 


m2 0
0 m4
02×(N−2)
0(N−2)×2 0(N−2)×(N−2)


Les déﬁnitions ci-dessus sont une conséquence directe de la déﬁnition de la transformation Unscented :
les points sigma sont choisis d’une manière particulière pour permettre le calcul de la statistique a posteriori
jusqu’au troisième ordre dans le développement de Taylor. Par contre, dans le cas de la transformation
Exacte, tous les moments sont pris en compte pour le calcul de la statistique.
Il est facile de prouver qu’avec le vecteur de moments ci-dessus et en se limitant au cas des polynômes
de Chebyshev (ou au cas de tout autre polynôme avec une alternance des coeﬃcients nuls et non-nuls), seuls
les termes multiples d’une puissance de deux de x¯ seront retenus dans (3.46), et ainsi la covariance Pk+1|k
sera indépendante du signe de x¯, avec la même variance initiale σ2x. Une autre propriété importante liée aux
moments de la distribution gaussienne est mn+k −mnmk ≥ 0 pour tous n, k = 1..N .
Alors dans le cas particulier où tous le coeﬃcients polynomiaux ai sont positifs pour i ≥ 1, et vu les
notations PEKFk+1|k, P
UKF
k+1|ket P
ExPKF
k+1|k pour les covariances prédites à l’instant k+1 et aussi avec la supposition
de l’égalité entre les états estimés à l’instant k, on obtient :
PEKFk+1|k ≤ PUKFk+1|k ≤ PExPKFk+1|k (3.47)

Bien qu’aucune preuve générale (i.e. valide pour toute dynamique non-linéaire) de ce résultat n’est donnée,
les nombreuses simulations qui ont été menées ont conﬁrmé que la relation (3.47) est généralement observée.
Une conséquence immédiate de la proposition 1 est que le EKF donnera toujours une évaluation plus
optimiste (sa propre évaluation de l’erreur sera d’habitude plus petite que l’erreur réelle) que celle obtenue
par n’importe quelle autre variante de ﬁltrage Kalman considéré ici.
La prochaine proposition démontre que ce comportement peut se traduire par une divergence locale.
Proposition 2. En synchronisant une séquence chaotique de Chebyshev du deuxième degré par la mé-
thode de ﬁltrage EKF, il existe xˆk tel que le ﬁltre devient inconsistent, et donne une divergence locale.
Démonstration : La proposition sera démontrée comme une conséquence directe du comportement de la
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covariance prédite et que cette divergence locale est reliée au choix du rapport entre les variances des bruits
de modèle et d’observation Q/R.
Considérant le modèle mono-dimensionnel de synchronisation (3.34) la variance prédite en utilisant le
EKF peut être exprimée comme suit :
Pk+1|k =
df
dx
∣∣∣∣
2
x=xˆk
Pk + Q
On considère l’équation récursive suivante qui peut déﬁnir le gain de Kalman pour le cas particulier du
polynôme Chebyshev du deuxième ordre :
– EKF
Kk+1 =
Pk+1|k
Pk+1|k + R
=
df
dx
∣∣∣2
x=xˆk
Pk + Q
df
dx
∣∣∣2
x=xˆk
Pk + Q + R
=
df
dx
∣∣∣2
x=xˆk
Kk + QR
df
dx
∣∣∣2
x=xˆk
Kk + QR + 1
=
16xˆ2kKk +
Q
R
16xˆ2kKk +
Q
R + 1
(3.48)
– ExPKF et UKF
Kk+1 =
Pk+1|k
Pk+1|k + R
=
8Pk
(
Pk + 2xˆ2k
)
+ Q
8Pk (Pk + 2xˆ2k) + Q + R
=
8Kk
(
RKk + 2xˆ2k
)
+ QR
8Kk (RKk + 2xˆ2k) +
Q
R + 1
(3.49)
Si on étudie le comportement des gains de Kalman, nous pouvons facilement observer que la valeur
minimale est obtenue dans les deux cas pour xˆk = 0 :
– EKF
Kk+1 =
Q
R
Q
R + 1
(3.50)
– ExPKF et UKF
Kk+1 =
8RK2k +
Q
R
8RK2k +
Q
R + 1
(3.51)
Pour oﬀrir une vue plus complète sur le comportement du gain du Kalman dans diﬀérentes situations, les
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Fig. 3.3 – Evolution récursive du gain de Kalman pour les ﬁltres : a) EKF ; b) ExPKF et UKF, R = 10−2 ;
c) ExPKF et UKF, R = 10−1.
ﬁgures 3.3 a), b) et c) illustrent les relations récursives précédentes pour diﬀérentes valeurs du rapport Q/R
et des états estimés précédemment. Pour le ExPKF et le UKF nous avons considéré également une variation
sur la variance du bruit d’observation.
On remarque que le gain récursif de Kalman présente une caractéristique diﬀérente pour les ﬁltres consi-
dérés. Dans le cas du EKF on retrouve juste une dépendance par rapport à Q/R, contrairement aux ExPKF
/ UKF où une inﬂuence supplémentaire de la variance du bruit d’observation est remarquée.
Dans les développements qui suivent on va démontrer le problème de stabilité du ﬁltre EKF pour un cas
particulier. On va considérer la fonction g (Kk, xˆk) déﬁnie par :
g (Kk, xˆk) = Kk+1 (Kk, xˆk)
La dérivée de cette relation par rapport à Kk, dans le cas du ﬁltre EKF, est :
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∂
∂Kk
g (Kk, xˆk) =
16xˆ2k(
16xˆ2kKk +
Q
R + 1
)2
et l’hypothèse que l’état estimé est borné, ∃a > 0 pour que xˆ2k ≤ a, implique :
Kk+1 ≤ 16aKk (3.52)
Avec la relation (3.48) si en plus à un moment donné, l’état estimé respecte xˆk  0, on obtient Kk+1 
Q
Q+R et l’inégalité suivante existe :
Kk+M ≤ 16M−1aM−1Kk+1
≤ 16M−1aM−1 Q
Q + R
où M désigne le nombre d’états consécutifs estimés.
Dans le cas où le bruit d’observation est relativement petit nous pouvons considérer a = 1 et en consé-
quence Kk+M ≤ 16M−1 QQ+R . Avec une dynamique chaotique bien connue, la covariance du bruit de modèle
respecte la relation Q R, et alors QQ+R  0. En conséquence M = 1 n’est pas suﬃsant pour que le gain du
ﬁltre s’éloigne de son minimum local. La conséquence est que l’état estimé est fortement pondéré par l’état
prédit et l’observation est presque négligée. Ceci se traduira par un problème d’inconsistence, la covariance
des erreurs estimée déﬁnie dans (3.42) étant totalement inadaptée à l’erreur courante, avec un comportement
trop optimiste du ﬁltre. 
Les ﬁgures 3.4 a) et b) donnent un exemple d’un tel comportement pour le ﬁltre EKF dans le cas d’un
polynôme de Chebyshev d’ordre deux avec pour paramètres de simulation : Q/R = 10−10 et R = 10−2.
Si on se réfère maintenant au ExPKF et au UKF une relation semblable à (3.47) peut être obtenue, avec
la prise en compte des ordres supérieurs dans la série de Taylor. Ceci mènera à une évaluation plus pessimiste
que celle donnée par le EKF. Alors, pour le même polynôme Chebyshev d’ordre deux et considérant encore les
états égaux à l’instant k pour les diﬀérents ﬁltres, nous pouvons écrire comme conséquence de la proposition
1, une inégalité entre les gains de Kalman :
KEKFk+1 ≤ KUKFk+1 ≤ KExPKFk+1 (3.53)
Cette relation vient compléter la proposition 1, pour décrire le mécanisme de ﬁltrage, et montre comment
les implémentations EKF, UKF et ExPKF réagissent dans des conditions similaires des états et covariances
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Fig. 3.4 – a) Instabilité locale du ﬁltre représentée par la divergence instantanée d’erreur ; b) Variation du
gain de Kalman dans la région d’instabilité
estimées.
3.5.3 EQM du filtre ExPKF appliqué à la synchronisation chaotique
Un des critères les plus populaires pour mesurer la performance d’un estimateur est l’erreur quadratique
moyenne (EQM). Alors on va examiner la capacité du ﬁltre ExPKF proposé à synchroniser des séquences
chaotiques générées par des polynômes de Chebyshev. L’EQM de synchronisation sera déﬁnie comme :
MSE = lim
n→∞
1
n + 1
n∑
k=0
(xk − xˆk)2 (3.54)
où xk désigne l’état vrai à l’instant k et où xˆk son estimée.
Des simulations Monte Carlo ont été menées pour obtenir l’EQM par ﬁltrage ExPKF, entre le signal
chaotique original et celui synchronisé, sous diﬀérentes conditions de bruit. Dans le but de comparaison on
considère également les résultats obtenus par l’application du EKF et UKF. Pour toutes les méthodes nous
avons considéré des séquences de longueur 105 échantillons avec une période de transition de 103 échantillons.
Tous les ﬁltres ont été initialisés avec x0 = 0.3 et P0 = 0.25, et on a pris les mêmes séquences de bruit.
Pour mettre en évidence les possibilités de débruitage des ﬁltres, on présente dans la ﬁgure 3.5, l’évolution
de l’EQM normalisée par rapport à la variance du bruit d’observation R. Un polynôme de Chebyshev d’ordre
4 est considéré pour cette simulation, parce que pour des ordres inférieurs les performances des ﬁltres sont
voisines, l’inﬂuence des moments statistiques d’ordre supérieur étant limités dans ce cas. Pour faire face au
problème de stabilité présenté par le EKF nous avons considéré un rapport Q/R égal à 10−1, pour toutes les
méthodes de ﬁltrage.
Si le EKF se comporte bien pour des rapports SNR élevés, comme démontré récemment par Leung et Zhu
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Fig. 3.5 – EQM de synchronisation normalisée par rapport à R, pour f(x) = T4(x)
[LZ01], ses performances se dégradent rapidement en conditions plus bruitées. On peut voir dans la ﬁgure
3.5 que le EKF est une méthode appropriée pour synchroniser des séquences Chebyshev d’ordre 4 seulement
en présence d’un bruit ayant une variance plus petite que 10−3.
Pour le UKF nous avons considéré deux implémentations : la première respecte les déﬁnitions données dans
le début de section, et le deuxième emploie la version scaled développée par Julier et al. [JUDW00, WvdM01]
pour faire face à un étalement exagéré des points sigma. Cette méthode a été présentée dans le chapitre 3.
On peut remarquer sur la même ﬁgure que le UKF classique obtient de bonnes performances pour tous
les niveaux de bruit considérés, mais celles-ci restent toujours inférieures à celles données par le ExPKF. Par
rapport à l’implémentation scaled, pour des variances du bruit d’observation allant jusqu’à 3·10−2, on obtient
une erreur très proche de celle obtenue par le ﬁltre polynomial Exact mais pour des bruits plus importants, le
ﬁltre proposé a un avantage signiﬁcatif. En particulier, le ExPKF a ses performances peu sensibles au niveau
de bruit dans l’intervalle [10−2, 10−1] comme la pente de la courbe est voisine de zéro.
Pour une non-linéarité plus forte (gardant la dynamique de Chebyshev) la diﬀérence entre les diverses
méthodes devient plus prononcée.
3.5.4 Evaluation de la consistence
La consistence (ou la crédibilité) de n’importe quel estimateur/ﬁltre est une question importante en
pratique. Cette question se rapporte à vériﬁer toute déviation signiﬁcative entre l’erreur d’estimation réelle
(biais et EQM) et celle fournie par l’estimateur lui-même (le biais calculé et la covariance des erreurs). Il est
bien connu [BSL93] que n’importe quelle distance signiﬁcative entre ces deux ensembles se traduit par de
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faibles performances de ﬁltrage et même par un comportement divergent.
Pour évaluer la consistence du ﬁltre polynomial proposé, on considère encore un total de N simulations
Monte Carlo indépendantes, chacune donnant une estimation xˆk de l’état vrai xk à l’instant k, ainsi qu’une
covariance des erreurs estimée Pk. L’erreur d’estimation normalisée au carrée (NEES = Normalized Estima-
tion Error Squared) est fréquemment employée pour évaluer la crédibilité d’un ﬁltre [BSL93]. À l’instant k,
en considérant une simulation Monte Carlo particulière (de rang i), la NEES est déﬁnie comme :

(i)
k = (xk − xˆk)T P−1k (xk − xˆk) (3.55)
En faisant la moyenne des NEES sur l’ensemble de simulations Monte Carlo on obtient le test statistique
¯k pour examiner la consistance du ﬁltre :
¯k =
1
nN
N∑
i=1

(i)
k (3.56)
où n est la dimension du vecteur d’état ; Une valeur ¯k proche de 1 indique un ﬁltre ﬁable, ayant une
erreur réelle d’estimation en concordance avec sa propre évaluation.
En considérant une distribution gaussienne pour l’erreur d’estimation x˜k, la NEES moyennée est connue
pour être distribuée selon une loi de chi-deux (avec n = 1 degré de liberté dans notre cas). Puis, pour vériﬁer
la consistence du ﬁltre, on peut déﬁnir une région de conﬁance qui pourrait correspondre, par exemple, à
95% en valeur de probabilité symétrique (coeﬃcient de conﬁance α = 0.05) :
[
χ2(0.025), χ2(0.975)
]
= [0.74, 1.30] (3.57)
Pour l’évaluation de Monte Carlo de l’intervalle d’acceptation nous avons considéré cent tests (N = 100),
réalisés pour des séquences chaotiques de longueur égale à 300 échantillons (après une période de transition
de 1000 échantillons), générées avec des polynômes de Chebyshev avec un ordre compris entre 2 et 5. Au
niveau du bruit d’observation, des séquences gaussiennes avec une variance R = 10−4 puis R = 10−1 ont été
considérées. Une incertitude de modèle telle que le rapport Q/R soit égal 10−4 a été choisie à chaque fois.
Les NEES moyennées obtenues pour les deux cas de bruit sont présentées dans les ﬁgures 3.6 et 3.7
respectivement. Pour comparer, nous considérons encore les implémentations EKF et UKF (version scaled).
On a préféré la version Scaled du ﬁltrage Unscented pour vériﬁer si le comportement curieux du ﬁltre, constaté
au niveau de l’EQM, se retrouve dans l’étude de NEES.
Pour vériﬁer la consistence des ﬁltres, on va tester si les valeurs de ¯k demeurent dans l’intervalle [0.74, 1.30]
au cours du ﬁltrage. Dans le cas d’un SNR élevé (ﬁg. 3.6) on remarque presque le même comportement pour
les ﬁltres EKF et Exact : les valeurs de NEES moyennée restent dans l’intervalle de conﬁance. Par contre,
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Fig. 3.6 – La NEES moyennée pour les méthodes de ﬁltrage ExPKF, UKF version Scaled et EKF, avec une
variance du bruit d’observation R = 10−4 et les fonctions génératrices : a) f(x) = T2(x) ; b) f(x) = T3(x) ;
c) f(x) = T4(x) ; d) f(x) = T5(x) ;
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Fig. 3.7 – La NEES moyennée pour les méthodes de ﬁltrage ExPKF, UKF version Scaled et EKF, avec une
variance du bruit d’observation R = 10−1 et les fonctions génératrices : a) f(x) = T2(x) ; b) f(x) = T3(x) ;
c) f(x) = T4(x) ; d) f(x) = T5(x) ;
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la variante scaled du ﬁltrage Unscented présente une caractéristique plutôt pessimiste pour les non-linéarités
d’ordre deux et trois, cet aspect s’eﬀaçant avec la montée en ordre du polynôme.
Dans le cas de séquences plus fortement bruitées, on remarque une atténuation au niveau du comportement
pessimiste du ﬁltre Unscented mais par contre un optimisme exagéré du ﬁltrage EKF pour des ordres de
non-linéarité importants, sous-estimant les vraies valeurs de covariance des erreurs.
L’aspect le plus important qu’il faut dégager de ces simulations est que le ﬁltrage ExPKF réussit à garder
une estimation correcte de la vraie covariance des erreurs ; Il se place donc comme l’estimateur le plus crédible.
3.6 Conclusion
Le problème du ﬁltrage non-linéaire des modèles polynomiaux mono-dimensionnels en temps discret
a été considéré dans ce chapitre. En utilisant des développements en série de Taylor nous avons obtenu
des formules analytiques originales donnant la statistique exacte d’ordre deux de n’importe quelle variable
stochastique ayant subie une transformation polynomiale. Un schéma innovant de ﬁltrage de Kalman est
alors formulé sur la base de ces résultats. Grâce aux expressions matricielles compactes de la moyenne et de
la covariance à chaque étape, on obtient une exécution rapide et une expression générale du ﬁltre de Kalman
polynomial. Comme application, nous avons considéré la synchronisation de séquences chaotiques générées
par des polynômes de Chebyshev. L’EQM ainsi que la NEES ont été évaluées dans diverses conditions de
bruit pour montrer l’eﬃcacité du ﬁltre proposé. Une comparaison aux résultats obtenus à l’aide du ﬁltre
populaire EKF et du ﬁltre Unscented Kalman, d’une eﬃcacité remarquable, a également été menée pour
conﬁrmer ces bonnes performances.
Le chapitre suivant aura comme objectif, l’application de la méthode de synchronisation chaotique dont
les performances ont été présentées ici, à plusieurs structures des récepteurs à spectre étalé par séquence
chaotique.
Chapitre 4
Récepteurs complets à étalement de
spectre par séquence chaotique directe
4.1 Introduction
Le sujet des communications numériques à l’aide de systèmes chaotiques a reçu au cours des dix der-
nières années une attention importante de la part de la communauté scientiﬁque, en raison des propriétés
intrinsèques associées au chaos. Ainsi, grâce à son comportement en apparence aléatoire, le chaos étale non
seulement le spectre du signal informationnel, de ce fait fournissant la robustesse contre des distorsions de
canal, mais aussi agit comme clef de cryptage. Par conséquent, le fonctionnement à faible puissance d’émis-
sion est envisageable et en raison de la dynamique complexe des signaux, il est extrêmement diﬃcile pour
l’utilisateur non autorisé, averti de la transmission, d’accéder à l’information. D’autres avantages potentiels
doivent être notés, entre autres le partage des ressources de canal par l’emploi d’une méthode CDMA (Code
Division Multiple Acces), résultant de la faible inter-corrélation des signaux chaotiques, et de la complexité
réduite des dispositifs de transmission.
Plusieurs méthodes de modulation chaotique ont été présentées déjà dans le chapitre 2, mais à ce jour
la majorité des solutions proposées sont issues de simulations numériques sur des canaux de transmission
aﬀectés par un bruit blanc gaussien. Une présentation générale de ce domaine est donnée dans [Has98, Yan04].
L’objet de ce chapitre est de proposer des solutions de récepteurs chaotiques en mesure d’opérer dans
des environnements sans-ﬁl réalistes (non-stationnarité du canal en amplitude et phase). La première partie
du chapitre est destinée à l’introduction de l’émetteur employé, qui sera le même pour toutes les versions
de récepteurs présentés ensuite. Deux familles de récepteurs seront considérées, en fonction de la façon
d’accomplir la synchronisation.
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La première catégorie de solutions repose sur la mise en oeuvre d’une synchronisation chaotique, celle-ci
ayant l’avantage d’une structure très simple, tout autre mécanisme de synchronisation supplémentaire n’étant
pas nécessaire. Leung et Zhu [LZ01] ont obtenu des résultats théoriques importantes sur la synchronisation
chaotique par ﬁltrage de Kalman, particulièrement le ﬁltrage de Kalman Etendu (EKF). Nous avons démontré
de même, dans les chapitres 2 et 3 ainsi que dans [LABS06], que des solutions alternatives pertinentes
existent, par utilisation du UKF (Unscented Kalman Filter) ou bien du ExPKF (Exact Polynomial Kalman
Filter). Alors la construction du récepteur devient facile quelle que soit la solution d’estimation choisie
[APB02, APDB03, ALBS04, LABS05]. Ces solutions arrivent même à compenser des caractéristiques du
canal non-stationnaire en phase et en amplitude mais par contre sont encore réservées aux rapports SNR
(Signal to Noise Ratio) positifs.
Dans le but de tester les performances d’un tel système de transmission sur un canal de type acoustique
sous-marin à trajets multiples et à des rapports SNR négatifs, une solution basée seulement sur la synchro-
nisation chaotique n’a pour l’instant pas été obtenue. Pour contourner cette limitation, nous étudions dans
la seconde partie du chapitre une autre famille de solutions, reposant sur des schémas de synchronisation
plus conventionnels. Acquisition et poursuite seront ainsi accomplies avec estimation d’état du symbole et
éventuellement de l’erreur de phase. Une extension à plusieurs trajets sera aussi proposée [ALBS05], avec la
compensation pour chaque trajet de la phase et du gain.
Les méthodes évoquées ci-dessus seront comparées à une variante de récepteur RAKE-MRC [Pro95] par
rapport à un critère de TEB.
4.2 Emetteur du système “Chaotic DS-SS” (CD3S)
Le système CD3S a été développé [HBM94, APB02] à partir d’un modèle classique de transmission à
étalement du spectre de type séquence directe. L’idée principale est de remplacer le code d’étalement binaire,
généré classiquement avec des registres à décalage, par une séquence chaotique à valeurs réelles dans un
intervalle ﬁxe. Le schéma général d’un système CD3S est présenté dans la ﬁgure 4.1. Les symboles informa-
tionnels bk, représentant une modulation de phase de l’information initiale binaire, subissent ultérieurement
l’étalement par le code chaotique ck∈ R caractérisé par une fréquence chip Fc  Fb, où Fb = 1/Tb est le
taux de transmission des symboles. A ce point nous ne faisons aucune supposition sur le type de séquence
chaotique, juste que celle-ci est donnée par l’équation récursive mono-dimensionnelle ck = f(ck−1).
On peut écrire l’expression du signal étalé sous la forme xk = bk/Lck, où × désigne la partie entière
du nombre × et où G = Fc/Fb représente le gain d’étalement. Le choix du gain d’étalement dépend de la
bande disponible, du taux de transmission et du taux d’erreur binaire souhaité de même que d’éventuelles
contraintes de sécurité de transmission.
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On peut remarquer la similarité de ce système avec la méthode de modulation chaotique de type CSK.
Eﬀectivement, si on considère la modulation de phase de l’information comme un changement de la dynamique
chaotique du code d’étalement, on obtient vraiment une structure de type CSK. L’étalement du spectre par
séquence chaotique directe représente donc un cas particulier de modulation CSK.
En ce qui concerne l’établissement de la synchronisation, des symboles pilotes peuvent être interposés
au cours de la transmission comme nous le verrons plus tard. Finalement le signal subit un ﬁltrage de type
Nyquist et une porteuse sinusoïdale est utilisée pour la transposition dans la bande choisie.
4.3 Modèles de base pour les récepteurs CD3S
Comme il a été suggéré récemment [APB02], la synchronisation chaotique et la détection du symbole
peuvent être obtenus simultanément en utilisant un schéma de ﬁltrage Kalman parallèle (estimation simul-
tanée du Code/Symbole). Pour une application sur des canaux réels le problème de la récupération de la
porteuse doit être considéré. Généralement, ce problème est supposé résolu, l’analyse générique des systèmes
de transmission étant faite plutôt en bande de base. Les travaux où la récupération de porteuse n’est pas
ignorée exploitent habituellement une boucle de Costas ; Nous considérerons aussi cette solution comme point
de départ dans notre étude. Les deux prochains paragraphes exposent deux réponses possibles au problème :
la récupération de porteuse sera d’abord traitée en amont de l’estimation simultanée Code/Symbole, puis
nous examinerons une autre approche où ces deux traitements seront réglés conjointement.
4.3.1 Récepteur à estimation parallèle du code et du symbole
Cette première méthode considère le problème de la récupération de la porteuse résolu en amont de la
structure d’estimation du code et du symbole. Cette solution proposée par [APB02], se base sur un ﬁltrage
Kalman parallèle. L’information est ici récupérée par une méthode de synchronisation chaotique et non par
une structure de type corrélateur. Ainsi la non-linéarité introduite par la dynamique chaotique joue un rôle-clé
dans ce récepteur. Le schéma général d’un tel récepteur est donné dans la ﬁgure 4.2.
Fig. 4.1 – Schéma général d’un système CD3S
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Fig. 4.2 – Récepteur CD3S basé sur une estimation Code/Symbole duale
Cette structure suppose un signal à valeurs réelles en entrée du bloc de ﬁltrage parallèle ; En conséquence,
le problème de la récupération de porteuse doit être réglé en amont pour compenser l’erreur de phase. Dans
la ﬁgure 4.3, la structure de ﬁltrage Kalman permet l’estimation simultanée, à la fréquence chip Fc, de la
séquence d’étalement chaotique initiale ck et du symbole informationnel bk, à partir de l’observation bruitée
yk. Chacun des deux ﬁltres utilise le dernier état estimé par l’autre ﬁltre comme paramètre, le modèle général
étant donné par les équations (4.1). Ainsi les modèles de processus et d’observation pour la synchronisation
du code ont la forme suivante :


ck+1 = f (ck) + vck
yk = sgn
(
bˆk−1
)
ck + nk
(4.1)
où f(·) désigne la fonction génératrice chaotique, et où la séquence de bruit vck ∼ N (0, Qc), indépendante de
l’état ck, reﬂète l’incertitude de modèle associée aux imperfections du canal ; Le terme nk ∼ N (0, R) désigne
le bruit d’observation et il est surtout dépendant du rapport Signal à Bruit (SNR - Signal to Noise Ratio) à
l’entrée du récepteur.
Fig. 4.3 – L’estimateur Dual Code/Symbole
De façon similaire, le symbole sera estimé à la fréquence chip en utilisant les modèles dynamique et
d’observation suivants : 

bk+1 = bk + vbk
yk = bkf(cˆk−1) + nk
(4.2)
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Fig. 4.4 – a) Diagramme de synchronisation pour le récepteur parallèle C/S (implémentation UKF) ; b)
Estimation du symbole émis
où la séquence de bruit gaussien vbk ∼ N
(
0, Qb
)
, considéré de même indépendant de l’état bk, va inﬂuencer
la capacité du ﬁltre à suivre l’évolution du symbole. Une petite valeur de la variance Qb entraînera une faible
capacité de poursuite alors qu’une variance importante du bruit de processus va permettre une meilleure
adaptation aux changements de symbole.
Il faut souligner que grâce à l’ensemble des termes de bruit
{
vck, v
b
k, nk
}
et à l’emploi d’une méthode
d’estimation non-linéaire de type Unscented ou ExPKF, ce récepteur peut encore fonctionner sur des canaux
sélectifs en fréquence [APB02, APDB03], même si le modèle d’observation n’a pas explicitement inclus la
propagation par trajet multiple. Un tel modèle ainsi qu’un comparatif des performances seront présentés au
paragraphe 4.4.
Les ﬁgures 4.4 a) et b) illustrent le comportement du récepteur parallèle C/S, en utilisant une dynamique
chaotique de type Chebyshev d’ordre deux et une modulation de l’information de type BPSK. Ainsi on
représente dans la partie a) le diagramme de synchronisation et dans la partie b) on donne un aperçu des
symboles informationnels estimés.
Les paramètres de simulation ont été choisis de la manière suivante :
– simulation en bande de base ;
– fonction chaotique génératrice de type Chebyshev (ordre 2) : f (xk) = 2x2k − 1 ;
– gain d’étalement : G = 63 ;
– rapport Signal à Bruit : SNR = 20 dB ;
Aussi on va préciser le paramétrage du ﬁltre de Kalman employé :
– ﬁltrage non-linéaire UKF ;
– variances des bruit de processus : Qb = 10−2, Qc = 10−1 ;
– variance du bruit de mesure adapté au rapport SNR : R = σc · 10−SNR10 = 5 · 10−3, où la variance de la
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séquence d’étalement est σc = 0.5.
Le diagramme de synchronisation nous conﬁrme que le récepteur travaille avec une méthode de synchro-
nisation chaotique pour réussir en même temps l’estimation du symbole informationnel. Quelques courtes
désynchronisations s’observent au niveau du changement de symbole binaire mais le récepteur réussit ra-
pidement à récupérer la bonne valeur de l’état. En jouant sur les variances du bruit de processus on peut
augmenter ou réduire la rapidité de synchronisation, au risque de pénaliser l’EQM. Une telle étude a été
faite [Luc03] sur le meilleur choix de ces deux variances, et ﬁnalement les valeurs Qb = 10−2, Qc = 10−1
conviennent dans la majorité des situations par rapport au critère de l’EQM de synchronisation.
4.3.2 Estimation simultanée du Code, du Symbole et de la Phase
A l’inverse de la structure précédente de récepteur, basée sur une boucle de Costas pour résoudre la
compensation de phase avant la démodulation, nous allons maintenant développer une autre solution consi-
dérant une erreur de phase possible dans le signal en bande de base. Ainsi la structure présentée dans la
ﬁgure 4.5 réalise la transposition de fréquence avec une porteuse ﬁxe pour obtenir les signaux en phase et en
quadrature.
Fig. 4.5 – Récepteur CD3S basé sur une estimation Code/Symbole/Phase
On va construire le modèle du nouveau récepteur à partir de la structure parallèle Code/Symbole, en
ajoutant un nouveau bloc qui fera l’estimation de l’erreur de phase en utilisant le code d’étalement et le
symbole estimés comme paramètres. On considère un estimateur d’ordre deux pour modéliser l’erreur de
phase entre la porteuse du signal reçu et celle du signal utilisé par la démodulation. Un aspect important est
aussi le changement de dimension de l’état observé qui cette fois va inclure la forme quadratique du signal
reçu, même dans le cas d’une modulation de phase à deux états.
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Fig. 4.6 – Estimateur parallèle Code/Symbole/Phase
Les modèles utilisés pour l’estimation du code, du symbole et de la phase sont donnés par les équations
(4.3), (4.4) et (4.5), respectivement :


ck+1 = f (ck) + vck
yk = sgn
(
bˆk−1
)
ck.g
(
φˆk−1 + εˆk−1
)
+ nk
(4.3)


bk+1 = bk + vbk
yk = bk.f (cˆk−1) .g
(
φˆk−1 + εˆk−1
)
+ nk
(4.4)



 φk+1
εk+1

 =

 φk + εk
εk

+ vφk
yk = sgn
(
bˆk−1
)
.f (cˆk−1) .g (φk) + nk
(4.5)
où g (.) s’exprime comme :
g (φk) =
[
cos (φk) sin (φk)
]T
(4.6)
nk étant le bruit associé à l’observation yk et vφk désignant le bruit de processus associé à l’estimateur de
phase :
yk =
[
yRek , y
Im
k
]T
,nk =
[
n1k, n
2
k
]T
,vφk =
[
v1k, v
2
k
]T (4.7)
Comme déjà considéré pour l’estimateur parallèle Code/Symbole, les bruits sont supposés gaussiens cen-
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Fig. 4.7 – Représentation des paramètres de phase estimés pour : a) une erreur de fréquence nulle et un
canal stationnaire ; b) une erreur de fréquence constante et un canal stationnaire ; c) une erreur de fréquence
sur un canal avec des changements périodiques de phase
trés et indépendants des états :


vck ∼ N (0, Qc) , vbk ∼ N
(
0, Qb
)
vφk ∼ N
(
0,Qφ
)
,Qφ = diag
[
Qφ1 , Qφ2
]
Le bruit d’observation est modélisé par une statistique gaussienne : nk ∼ N (0,R), avec la matrice de
covariance R =σ
2
2 I2.
Pour illustrer le fonctionnement de l’estimateur à erreur de phase nous avons considéré trois cas :
– démodulation sans erreur de fréquence porteuse dans le cas d’un canal stationnaire (ﬁgure 4.7 a) ;
– démodulation avec une erreur de fréquence dans le cas d’un canal stationnaire (ﬁgure 4.7 b) ;
– démodulation avec une erreur de fréquence sur un canal avec des changements périodiques de phase
(ﬁgure 4.7 c).
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Comme la représentation du signal informationnel estimé est équivalente au cas d’une démodulation à
l’aide de deux ﬁltres on considère seulement la variation temporelle des coeﬃcients estimés et de la fréquence
instantanée. Seul le ﬁltrage de Kalman Unscented est utilisé pour ces estimations, à cause d’une meilleure
stabilité par rapport au ﬁltrage EKF et de la diﬃculté de modélisation des fonctions trigonométriques sous
une forme polynomiale pour le ﬁltre ExPKF.
Les paramètres des simulations sont les suivants :
– simulation sur porteuse ;
– fréquence d’échantillonnage : Fe = 44100 Hz ;
– fréquence porteuse : Fp = 8000 Hz ;
– fréquence chip : Fc = 4410 Hz ;
– fonction chaotique génératrice de type Chebyshev (ordre 2) : f (xk) = 2x2k − 1
– gain d’étalement : G = 63 ;
– rapport Signal à Bruit : SNR = 20 dB ;
Pour le paramétrage du ﬁltre on a utilisé les mêmes valeurs que dans le cas du récepteur C/S, en ajoutant
la matrice de covariance pour l’estimation de l’erreur de phase sous la forme Qφ = diag
[
10−5, 10−6
]
. Une
remarque s’impose sur la relative instabilité du ﬁltre au niveau de l’erreur de phase estimée, pour des canaux
très bruités et non-stationnaires : des sauts de phase de ±π peuvent être remarqués, et dans telles situations
l’emploi d’une méthode de modulation diﬀérentielle doit être envisagé.
Pour les deux structures de récepteurs considérées (C/S et C/S/P) des simulations plus exhaustives seront
proposées par la suite avec en particulier une étude comparative sur le critère de TEB.
4.3.3 Méthodes de contrôle de gain
Pour l’application à des canaux réels des structures de récepteurs présentées antérieurement, en plus
de la récupération de la porteuse, l’utilisation d’une méthode de contrôle de gain s’impose pour éviter une
dégradation importante des performances de synchronisation. Même pour un canal stationnaire avec un gain
non-unitaire, des erreurs importantes de synchronisation apparaissent.
Plusieurs approches sont possibles : la plus utilisée en pratique est l’emploi d’une boucle de régulation
indépendante des caractéristiques du signal reçu, en amont du récepteur. Alors, les performances sont assez
limitées, tout particulièrement dans les environnements fortement bruités.
Nous allons proposer deux méthodes de contrôle de gain adaptées aux récepteurs basés sur un modèle de
ﬁltrage Kalman parallèle. La première solution considère une modiﬁcation de la dynamique du système, aﬁn
de transférer les variations de l’atténuation du canal sur l’amplitude du symbole informationnel. Dans le cas
d’une modulation de phase cette modiﬁcation d’amplitude ne va pas inﬂuencer la détection du symbole. La
modiﬁcation de la dynamique non-linéaire est décrite par la relation :
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Fig. 4.8 – La fonction caractéristique initiale et modiﬁée pour une non-linéarité de type Chebyshev d’ordre
deux
f˜(xk) =


f(xk), |xk| ≤ 1
1, |xk| > 1
(4.8)
et avec cette nouvelle caractéristique f˜(·) la démodulation s’opère de la même manière par la structure
Kalman parallèle. Les nouveaux modèles dynamiques construits à partir des équations déjà considérées dans
la section précédente, sont donnés par les relations suivantes :


ck+1 = f˜ (ck) + vck
yk = bˆk−1ck + nk
(4.9)


bk+1 = bk + vbk
yk = bkf˜(cˆk−1) + nk
(4.10)
La ﬁgure 4.8 représente la nouvelle fonction caractéristique, avec des valeurs possibles pour la séquence
chaotique limitées à l’intervalle [−1, 1], forçant ainsi la variation du gain de canal à inﬂuencer l’amplitude de
l’état bk. On observe aussi que le modèle d’observation (4.9) ne fait plus apparaître l’opérateur non-linéaire
signe. Ces modiﬁcations vont dégrader sensiblement la statistique de l’état à chaque étape de ﬁltrage, comme
nous le verrons par la suite.
La deuxième méthode proposée utilise les propriétés statistiques de la séquence d’étalement chaotique
pour accomplir la correction du gain. Grâce à la boucle mise en oeuvre, le code chaotique estimé en réception
sera ajusté pour faire coïncider son moment d’ordre deux avec celui de la séquence originale. Ainsi dans le
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Fig. 4.9 – a) Implémentation de la boucle de contrôle de gain statistique ; b) Inverse du gain estimé et
variations du canal
cas d’une caractéristique Chebyshev d’ordre deux, caractérisée par une variance de 0.5, on peut réaliser un
contrôle par la pondération suivante du gain :
Gn+1 = Gn
0.5
E {cˆ2k}
(4.11)
où n est l’indice associé au symbole.
Avec l’évaluation de la statistique du code estimé, à la fréquence symbole, la boucle permet le calcul de
l’inverse du gain du canal. Dans ces conditions une variation plus lente de l’atténuation du canal par rapport
à cette fréquence d’ajustement du gain (fréquence symbole) permettra un meilleur contrôle de l’amplitude
du signal à l’entrée du récepteur. La ﬁgure 4.9 a) illustre le principe du contrôle de gain mis en oeuvre ; dans
la partie b) un exemple de fonctionnement de celle-ci est proposé pour une variation périodique du gain du
canal. On peut remarquer que la valeur de Gk suit eﬀectivement les variations de l’inverse du coeﬃcient de
transfert du canal.
Nous allons maintenant examiner de manière comparative le comportement des deux approches de contrôle
de gain proposées. Les paramètres choisis pour ces simulations sont les mêmes que ceux utilisés pour les
récepteurs à ﬁltrage parallèle, avec un rapport SNR = 20dB constant sur l’ensemble de la séquence transmise.
Ainsi dans la ﬁgure 4.10, on représente l’évolution du signal informationnel : si dans le cas de la dynamique
modiﬁée (ﬁg. 4.10 a) l’amplitude du symbole suit les variations du gain du canal, dans le cas de la boucle de
contrôle statistique (ﬁg. 4.10 b) on ne remarque pas de modiﬁcations sur l’aspect du symbole estimé.
Au niveau des performances des méthodes proposées une première observation est à faire sur les dia-
grammes de synchronisation présentés. Comme on s’y attendait la non-linéarité très forte introduite par la
méthode de la dynamique modiﬁée se retrouve dans les performances de synchronisation dont le diagramme
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Fig. 4.10 – Estimation du signal informationnel en fonction du gain du canal pour : a) la méthode du modèle
dynamique modiﬁé ; b) la méthode statistique (contrainte sur le moment d’ordre deux du code)
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Fig. 4.11 – Diagramme de synchronisation pour : a) la méthode du modèle dynamique modiﬁé ; b) la méthode
statistique
est présenté dans la ﬁgure 4.11 a). Par contre encore une fois la méthode statistique s’impose avec un très
bon diagramme de synchronisation (ﬁg. 4.11 b).
Pour mesurer les performances des méthodes proposées d’une manière générale et aussi voir l’eﬀet du
coeﬃcient de transfert sur le récepteur à estimation simultanée sans compensation de gain, on a utilisé
un canal stationnaire avec le gain relatif qui varie linéairement dans l’intervalle [0.2, 3] au même rapport
SNR = 20dB. Cette valeur importante du SNR a été choisie aﬁn que l’inﬂuence du bruit sur les performances
des récepteurs soit réduite, pouvant ainsi conclure qu’une mauvaise performance est liée directement aux
variations de gain et à l’algorithme de compensation choisi.
Avec ces hypothèses un critère sur l’EQM de synchronisation entre la séquence d’étalement initiale et
la séquence estimée, peut être utilisé pour donner l’aperçu de l’eﬃcacité des méthodes de contrôle de gain
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Fig. 4.12 – Inﬂuence du gain du canal sur l’EQM de synchronisation pour le système standard et les méthodes
de contrôle de gain présentées
(ﬁgure 4.12).
Le récepteur standard (sans contrôle de gain) se caractérise par une EQM petite pour un coeﬃcient de
transfert unitaire mais par contre une forte variation de ce coeﬃcient va conduire rapidement à une désyn-
chronisation. La structure qui utilise la dynamique modiﬁée est caractérisée par une erreur de synchronisation
légèrement plus importante dans le voisinage du gain unitaire mais elle parvient à compenser un accrois-
sement important du gain. On remarque de même qu’elle présente une amélioration limitée pour des gains
inférieurs à un.
Si on se réfère maintenant à l’emploi de la boucle de contrôle statistique, le gain de canal n’a presque
aucune inﬂuence sur le récepteur ; Celui-ci peut alors fonctionner avec succès pour presque n’importe quelle
variation du canal. La limite est atteinte quand le canal a une variation rapide sur une période symbole,
entraînant alors une mauvaise reconstruction du code d’étalement.
4.3.4 Récepteur basé sur une structure de type corrélateur
Nous avons cherché à mettre au point des solutions de récepteurs moins coûteuses en calculs que les struc-
tures à ﬁltres parallèles vus précédemment. La méthode la plus simple pour récupérer le signal informationnel
étalé par l’intermédiaire d’une séquence chaotique est l’emploi d’une structure de type corrélateur. De façon
générale le corrélateur représente aussi la solution optimale théorique avec les hypothèses de la connaissance
complète de la séquence d’étalement et un canal stationnaire aﬀecté par un bruit gaussien.
Nous allons voir dans les développements qui suivent que la récupération du signal informationnel reste
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possible même avec la méconnaissance du code d’étalement, en gardant une hypothèse de parité sur la
fonction génératrice chaotique. Cette hypothèse conjointement à la modulation de phase d’ordre deux nous
garantissent que par propagation directe de l’échantillon chip antérieurement observé à travers la dynamique
non-linéaire, on obtient une estimation de la séquence d’étalement initiale, aﬀectée par un bruit. Le schéma
qui présente cette variante de démodulateur est donné dans la ﬁgure 4.13.
Dans ce schéma L est le gain d’étalement utilisé, et de façon similaire avec les notations précédentes
yk représente l’état observé et bˆn le symbole informationnel estimé où n =
⌊
k
L
⌋
. La détection du symbole
informationnel sera accomplie par la corrélation directe entre la valeur propagée et l’état observé, la décision
étant prise avec un simple détecteur à seuil.
La méconnaissance de la séquence d’étalement va se traduire sous la forme d’un bruit à l’issue de la
propagation directe de l’échantillon observé. Par exemple, pour le cas particulier d’une fonction Chebyshev
d’ordre deux nous aurons les relations suivantes :
f (yk) = f (bkck + nk)
= 2 (bkck + nk)
2 − 1
= 2b2kc
2
k + 4bkcknk + 2n
2
k − 1
= f (ck) + 4bkcknk + 2n2k (4.12)
Donc nous obtenons :
f (yk) = ck+1 + nrk (4.13)
où nrk = 4bkcknk + 2n
2
k est le bruit résultant de la propagation de l’observation. Bien sûr cette relation
n’est valable que dans le cas d’un canal aﬀecté par un bruit additif gaussien.
Nous constatons que le terme de bruit additif de la relation (4.13) a une dépendance d’ordre deux avec
le bruit dans le canal ; Ainsi dans un scénario avec un SNR bas, le principe de prédiction à l’aide du modèle
chaotique va probablement entraîner des performances limitées. Si on passe à une dynamique de non-linéarité
plus forte, par exemple un polynôme Chebyshev d’ordre quatre, les eﬀets de la propagations seront plus
Fig. 4.13 – Récepteur CD3S exploitant un corrélateur
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critiques, le bruit récursif ajouté étant cette fois dépendant à l’ordre quatre avec le bruit présent dans le
canal. Bien sûr cette dépendance va inﬂuencer d’autant plus les performances générales des méthodes. Ces
conclusions qualitatives se retrouvent bien sur les courbes de TEB présentées dans les ﬁgures 4.15 et 4.16.
4.3.5 Résultats obtenus par simulation numérique
Pour un système de communication numérique le meilleur critère de performance est donné par le taux
d’erreur binaire, et dans notre cas de simulation, d’un système mono-utilisateur, le paramètre d’intérêt
sera le rapport signal à bruit moyen et bien sûr les caractéristiques du canal utilisé. La robustesse des
récepteurs proposés en présence de bruit et d’imperfections du canal de communication a été étudiée à l’aide
de simulations Monte-Carlo, avec un objectif de TEB = 10−3.
La séquence chaotique utilisée, comme déjà précisée, est une dynamique de type Chebyshev d’ordre deux.
Pour les simulations, les deux structures C/S et C/S/P ont été mises en oeuvre sur les canaux suivants :
– canal gaussien stationnaire sans erreur de phase et un coeﬃcient de transfert du gain de valeur unité ;
– canal gaussien non-stationnaire avec des variations périodiques de phase et de gain ; Les variations de
phase sont produites par changement sinusoïdal de la fréquence instantanée avec une amplitude de
20 Hz et une période de 0.1 s. On mentionne que la fréquence porteuse choisie est Fp = 8000 Hz. Le
gain de canal subit une variation périodique dans l’intervalle [1.5, 4.5].
Les résultats pour les conditions présentées ci-dessus sont données dans les ﬁgures 4.14. Les ﬁgures a) et
b) montrent les eﬀets des méthodes de contrôle de gain sur les performances des structures C/S et C/S/P,
lorsque le gain de canal ne varie pas. Le choix de représenter ces deux méthodes sur des ﬁgures diﬀérentes
est justiﬁé par l’écart important des performances observées, par exemple dans l’intervalle [8dB, 12dB] les
structures C/S n’ont donné aucune erreur lors de nos simulations. Dans le cas du canal stationnaire, la
structure C/S oﬀre des performances bien meilleures que la structure C/S/P.
Cette observation se retrouve dans le cas du canal non-stationnaire mais avec un écart nettement moindre
entre les courbes de TEB. Si dans le cas stationnaire la distance se situe autour de 7 − 8dB, nous avons
maintenant un écart de 2−3dB environ, pour le cas de la boucle de contrôle statistique. Le bon fonctionnement
de cette solution de contrôle de gain, observé sur la ﬁgure 4.12 se retrouve bien en terme de TEB. On peut
remarquer aussi que la probabilité d’erreur associée à la structure C/S/P suit une décroissance plutôt de type
linéaire, ainsi la distance par rapport aux autres courbes ne reste pas constante. L’ensemble des simulations
numériques montre donc que l’introduction au niveau du démodulateur d’un état supplémentaire pour la
phase tend à dégrader les performances.
Un deuxième groupe de simulations va maintenant montrer l’eﬃcacité des diﬀérentes méthodes d’estima-
tion d’état en considérant toujours le critère de TEB. Comme la transformée polynomiale exacte proposée
suppose un modèle dynamique d’ordre un, nous nous limiterons cette fois au cas du récepteur C/S, avec
CHAPITRE 4. RÉCEPTEURS COMPLETS À ÉTALEMENT DE SPECTRE PAR SÉQUENCE CHAOTIQUE DIRECTE 98
−2 −1 0 1 2 3 4 5 6
10−4
10−3
10−2
10−1
100
BER/CNR − canal stationnaire | Récepteur: C/S
CNR [dB]
BE
R
C/S − sans CAG
C/S − dynamique mod.
C/S − boucle de controle
8 9 10 11 12 13 14 15
10−4
10−3
10−2
10−1
100
BER/CNR − canal stationnaire | Récepteur: C/S/P
CNR [dB]
BE
R
C/S/P − sans CAG
C/S/P − dynamique mod.
C/S/P − boucle de controle
a) b)
8 9 10 11 12 13 14 15 16
10−4
10−3
10−2
10−1
100
BER/CNR − canal non−stationnaire | Récepteurs: C/S + C/S/P
CNR [dB]
BE
R
C/S/P − dynamique mod.
C/S/P − boucle de controle
C/S − dynamique mod.
C/S − boucle de controle
c)
Fig. 4.14 – a) TEB du récepteur C/S sur un canal AWGN à gain unité ; b) TEB du récepteur C/S/P sur un
canal AWGN à gain unité ; c) TEB des structures C/S et C/S/P sur un canal non-stationnaire aﬀecté par
un bruit gaussien.
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Fig. 4.15 – TEB des récepteurs proposés pour une dynamique Chebyshev de 2-ème ordre et pour un gain
d’étalement de : 31 (à gauche) et 63 (à droite).
l’hypothèse d’un verrouillage de phase en amont. Pour comparer nous considérons aussi le récepteur présenté
dans la sous-section 4.3.4, basé sur un corrélateur avec la propagation de l’état observé à travers la dyna-
mique non-linéaire. Comme les deux récepteurs considérés traitent la récupération de porteuse en amont,
nous menons les simulations en bande de base aﬁn de limiter le coût de calcul. Notre objectif étant de juger
de la capacité des méthodes d’estimation d’état à fonctionner en présence de dynamique non-linéaire, nous
considérons les ordres 2 et 4 de polynômes de Chebyshev. Les résultats seront montrés à chaque fois pour
deux valeurs du gain d’étalement (31 et 63).
Pour la dynamique d’ordre deux (ﬁgs. 4.15) on observe dans les deux cas que la structure de type corréla-
teur obtient les meilleures performances, mais en augmentant le gain d’étalement, l’écart entre cette méthode
et celles basées sur l’estimation d’état diminue. Si on compare maintenant les structures à ﬁltrage parallèle,
la variante scaled-UKF prend le dessus sur la solution ExPKF ; Ce comportement s’explique par l’ajuste-
ment du calcul des moments eﬀectué par le ﬁltre scaled-UKF pour combattre les éventuelles divergences
de la covariance des erreurs. Aussi on n’observe pas de diﬀérence importante entre la solution ExPKF et
l’implémentation UKF, comme dans le cas particulier du polynôme de Chebyshev d’ordre deux cette dernière
approche permet un calcul correct des moments.
Pour la dynamique chaotique de 4-ème ordre, les courbes de TEB sont données dans les ﬁgures 4.16 a)
et b). On observe une diminution légère des performances pour tous les récepteurs. Cette fois, il est mieux
de démoduler par ﬁltrage Kalman parallèle qu’à l’aide d’un corrélateur. Comme il a déjà été évoqué la
moins bonne performance de cette dernière approche provient de l’ampliﬁcation du bruit par la dynamique
fortement non-linéaire. Le démodulateur à ﬁltre ExPKF oﬀre cette fois, avec l’implémentation UKF, les
meilleures performances. La non-linéarité accentuée provoque une légère dégradation du TEB obtenu par
ﬁltrage scaled-UKF.
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Fig. 4.16 – TEB des récepteurs proposés pour une dynamique Chebyshev de 4-ème ordre et pour un gain
d’étalement de : 31 (à gauche) et 63 (à droite).
Une dernière observation est nécessaire à propos du coût de calcul : sur ce plan l’implémentation ExPKF
excelle car il n’y a aucune propagation d’échantillons et l’expression des moments est calculée analytiquement,
à l’inverse des méthodes de ﬁltrage de type UKF.
4.4 Généralisation du filtrage Kalman parallèle pour les canaux à
trajets multiples
4.4.1 Structure du récepteur
Les méthodes proposées dans la première partie de ce chapitre ont un avantage important par rapport à
tout autre type de récepteur à étalement de spectre ; En eﬀet la tâche de synchronisation n’est plus traitée
comme un problème à part entière mais est résolue intrinsèquement par la propriété de synchronisation du
chaos. Par contre cette simpliﬁcation structurelle du récepteur se traduit par une augmentation du taux
d’erreur binaire. Il est maintenant proposé de comparer les récepteurs basés sur la synchronisation chaotique
avec des variantes de récepteurs qui utilise des méthodes d’acquisition et de poursuite généralement associées
aux systèmes à étalement du spectre, gardant quand même une estimation du symbole par ﬁltrage de Kalman
parallèle [ALBS05].
La structure générale du récepteur est présentée dans la ﬁgure 4.17. Ainsi une fois l’étape d’acquisition
achevée et le signal transposé en bande de base, on utilise une boucle à verrouillage de retard (Delay Locked
Loop - DLL) pour garder la synchronisation du récepteur ; La solution proposée est similaire à celle d’un
récepteur à étalement de spectre classique [Pro95]. Pour ce qui concerne la boucle à verrouillage de retard
on utilise deux branches avec les versions du signal de référence en retard et en avance, correspondant
CHAPITRE 4. RÉCEPTEURS COMPLETS À ÉTALEMENT DE SPECTRE PAR SÉQUENCE CHAOTIQUE DIRECTE 101
Fig. 4.17 – Structure du récepteur CD3S proposé
respectivement aux indices τ = −1 et τ = +1 :
r(τ)(k) = r
(
τTe + k
Tc
Te
)
(4.14)
où Tc et Te sont la période chip et la période d’échantillonage, respectivement.
La branche qui obtient la meilleure réponse en corrélation va avoir une inﬂuence sur le retard ou l’avance
du code de référence, respectivement. A cette conﬁguration de base on a ajouté une décision par seuils, qui
permet d’apporter une certaine tolérance sur le positionnement de la référence.
Grâce à cette approche le symbole et l’erreur de phase seront estimés à la fréquence chip, en utilisant
une structure d’estimation parallèle similaire à celle développée dans la section précédente. A cause de la
non-linéarité présentée par l’estimation de phase, on va utiliser la méthode de ﬁltrage de type scaled-UKF.
Ce ﬁltre a déjà prouvé qu’il assure une meilleure robustesse que le populaire EKF, à un niveau de complexité
similaire.
Deux cas seront présentés : le premier considère le modèle de ﬁltrage parallèle développé pour la prise en
compte d’un seul trajet de propagation. En dépit de sa simplicité apparente, nous verrons par la suite que cette
méthode fonctionne aussi à des niveaux de bruit importants et en présence de trajets multiples. Des signaux
expérimentaux, recueillis lors d’essais de transmissions acoustiques sous-marines, seront en particulier utilisés.
Une deuxième variante de récepteur sera considérée, prenant en compte dans le processus d’estimation les
retards et gains associés à diﬀérents trajets. Ces résultats ont fait l’objet des publications [APDB03, ALBS05].
4.4.2 Généralisation des modèles de filtrage Kalman
Ce paragraphe est destiné à l’introduction des modèles employés par la structure d’estimation parallèle.
Ainsi comme on a déjà présenté dans la première partie de la section, on va choisir un modèle qui va
prendre en compte un seul trajet, et après une deuxième version avec la modélisation de plusieurs échos.
Dans les deux cas l’estimateur Kalman a la même structure parallèle, avec un ﬁltre associé à l’estimation du
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symbole à l’instant k, en utilisant le dernier paramètre de phase estimé φˆk−1 et le deuxième ﬁltre qui suit les
ﬂuctuations de la phase avec la connaissance du dernier symbole estimé bˆk−1. Comme auparavant les deux
ﬁltres fonctionnent à la fréquence chip.
Modèle à un seul trajet
La première solution est facilement écrite à partir du modèle général présenté par la solution C/S/P.
Ainsi le processus qui assure l’estimation du symbole bk est présenté sous la forme suivante :


bk+1 = bk + vbk
yk = bk.f (ck−1) .g
(
φˆk−1
)
+ nk
(4.15)
où ck est le code d’étalement utilisé et où vbk ∼ N
(
0, Qb
)
est le terme de bruit de processus, nécessaire
pour que le ﬁltre suive les changements de symbole.
Le modèle qui estime l’erreur de phase est donné aussi par le système suivant :


φk+1 = φk + v
φ
k
yk = sgn
(
bˆk−1
)
.f (ck−1) .g (φk) + nk
(4.16)
On observe que cette fois on a fait le choix de modéliser l’estimation de la phase par un processus d’ordre
un. Les résultats obtenus sur des signaux réels, qui seront présentés dans la prochaine section, nous conﬁrment
que ce choix a été judicieux, réalisant un compromis entre les performances et le coût de calcul. De même
on a le bruit de processus vφk ∼ N
(
0, Qφ
)
qui cette fois va prendre en compte en plus des ﬂuctuations de la
phase, les erreurs dues à la modélisation.
De façon similaire avec les modèles présentés dans la section 4.3, g (.) désigne la projection de la phase
estimée sur les axes réel et imaginaire yk =
[
yRek , y
Im
k
]T :
g (φk) =
[
cos (φk) sin (φk)
]T
(4.17)
De même le bruit d’observation additif nk =
[
n1k, n
2
k
]T respecte une loi gaussienne nk ∼ N (0,R), avec la
matrice de covariance R =σ
2
2 I2 où σ
2 est la variance du bruit d’observation supposé présent dans le canal. En
pratique le choix de la variance du bruit de processus n’inﬂuence pas de manière décisive les performances,
tant qu’elle se trouve dans un intervalle assez large autour de la vraie valeur. De même les états
{
vbk, v
φ
k ,nk
}
sont considérés indépendants avec tous les autres paramètres qui forment les modèles.
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Modèle à trajets multiples
En utilisant la même solution d’estimation que dans le cas mono-trajet, on propose une nouvelle structure
générale qui va prendre en compte plusieurs échos dus à la propagation dans le canal.
A partir des expérimentations, on a remarqué que le retard ainsi que les diﬀérences de phase entre les
trajets ont des variations limitées ; Ainsi le modèle général construit va avoir un état de phase φk corres-
pondant par exemple au trajet le plus énergétique, choisi comme référence, et plusieurs états
{
εik
}
i=1,...,M+1
seront introduits pour estimer la phase relative des trajets qui se situent aux écarts temporels {iTc}.
Ainsi les modèles de processus et d’observation qui donnent l’estimation du symbole seront écrits de la
manière suivante :


bk+1 = bk + vbk
yk = bk.
(
G0kf (ck−1) .g
(
φˆk−1
)
+
+
∑M
i=1 G
i
kf (ck−i−1) .g
(
φˆk−1 + εˆik−1
))
+ nk
(4.18)
où l’ensemble
{
Gik
}
i=1,...,M+1
désigne les gains des trajets sélectionnés, calculés par corrélation au niveau
des DLL et où φˆk−1 représente la dernière phase estimée pour le trajet référence, normalement choisi le plus
énergétique, et
{
εˆik−1
}
i=1,...,M
sont les phases relatives estimées des autres échos sélectionnés.
Pour suivre tous les termes de phase, un deuxième ﬁltre de Kalman est employé, dont le modèle prend la
forme : 



φk+1
ε1k+1
...
εMk+1


=


φk
ε1k
...
εMk


+ vφk
yk = bk.
(
G0kf (ck−1) .g (φk) +
+
∑M
i=1 G
i
kf (ck−i−1) .g
(
φk + εik
))
+ nk
(4.19)
où g (.) est la fonction de décomposition vectorielle (4.17), et yk, nk étant l’état observé et le vecteur du
bruit :
yk =
[
yRek , y
Im
k
]T
,nk =
[
n1k, n
2
k
]T (4.20)
Les bruits sont de nouveau supposés gaussiens centrés et indépendants avec les autres paramètres qui
construisent le modèle :
vbk ∼ N
(
0, Qb
)
, vφk ∼ N
(
0,Qφ
)
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Fig. 4.18 – Structure du récepteur RAKE utilisé
Le modèle particulier d’estimation de la phase considéré ci-dessus suppose une variation très petite des
phases relatives entre les échos. Ainsi la matrice de covariance de processus Qφ sera constituée avec des valeurs
plus petites pour les éléments liés aux erreurs de phase relatives. Le bruit d’observation nk ∼ N (0,R) gardera
les mêmes propriétés que dans le cas mono-trajet.
Un problème important posé par ce modèle est l’évaluation, avant l’application du ﬁltrage lui-même, des
gains Gik et des retards relatifs i entre les trajets ; Pour le moment cette question est traitée par des calculs
de corrélation, d’une manière semblable à celle utilisée dans un récepteur standard de type RAKE.
4.5 Récepteur RAKE - MRC
En présence de canaux sélectifs en fréquence, des traitements de type RAKE sont souvent mis en oeuvre.
Cette solution classique [PG56, Pro95] sera considérée à titre de comparaison.
L’emploi de pondérations au niveau des corrélations partielles réalisées, sont spéciﬁques aux structures
RAKE-MRC (Maximum Ratio Combining). Ainsi chaque coeﬃcient de pondération complexe est calculé par
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une méthode de retour de décision. La réponse impulsionnelle estimée est ensuite utilisée pour la détection
du prochain symbole, avec pour hypothèse que le canal subit peu de modiﬁcations sur la durée du symbole.
On a introduit aussi au niveau de chaque coeﬃcient de corrélation obtenu, une sélection des trajets les
plus énergétiques pour limiter l’inﬂuence du bruit ou des termes résultant des propriétés de corrélation
non-optimales de la séquence d’étalement.
Nous ne détaillons pas plus l’implémentation RAKE-MRC comme il s’agit d’une méthode très connue et
largement utilisée dans les applications de communication où la propagation se produit par trajets multiples
[Pro95, GL00].
4.6 Résultats expérimentaux
Des essais à la mer ont été réalisés1 dans la rade de Brest en juillet 2003 pour évaluer les performances
des méthodes à étalement de spectre par séquence chaotique. Les canaux acoustiques sous-marins rencontrés,
avec une profondeur allant de 20 m à 40 m (eaux peu profondes) sont réputés diﬃciles.
La structure du signal de test est donnée dans la ﬁgure 4.19. Ainsi la première partie est réalisée par
un signal de type “chirp”, introduit pour une détection de présence, en écoutant directement le signal en
réception. Ceci est possible pour des SNR positifs, comme la bande de transmission utilisée se trouve dans
la gamme audible par l’oreille humaine. Juste après le “chirp”, huit symboles d’acquisition sont introduits,
caractérisés par un code périodique. Le choix a été d’utiliser même pour les symboles d’acquisition une
séquence chaotique générée par la même non-linéarité que la séquence d’étalement associées aux symboles
informationnels. Les symboles d’acquisition sont suivis par 200 symboles informationnels modulés BPSK,
avec une séquence d’étalement non-périodique de type Chebyshev, d’ordre deux.
Fig. 4.19 – Structure du signal de test utilisé
Pour la majorité des réponses impulsionnelles estimées on a observé la présence d’un nombre assez réduit
de trajets, allant d’un seul trajet jusqu’à 3 échos suﬃsamment énergétiques pour réaliser la détection. Ce
critère de choix des trajets suﬃsamment énergétiques a été fait par exemple dans le cas du récepteur RAKE,
avec un seuil de 3 dB relatif à l’écho le plus puissant.
1Les moyens expérimentaux ont été fournis par le GESMA (Groupe d’Etude Sous-Marines de l’Atlantique, Brest)
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Pour illustrer le fonctionnement des méthodes proposées on a choisi 3 signaux avec les paramètres de
transmission donnés par le tableau 4.1. Ainsi on a fait le choix de plusieurs signaux caractérisés par un gain
d’étalement de L = Fc/Fb = 63 avec des SNR estimés en entrée du récepteur entre −8.7 dB et 2.3 dB. La
fréquence chip varie aussi entre 2100 Hz et 4410 Hz.
Nr. Sig. Fe [Hz] Fc [Hz] Fp [Hz] L Est. SNR NEB-1T NEB-2T NEB-RAKE
1 44100 2100 9800 63 2.3 dB 0 0 0
2 44100 4410 8820 63 -8.7 dB 0 0 1
3 44100 2940 9800 63 -4.6 dB 0 0 0
Table 4.1: Paramètres des signaux choisis
Dans l’ensemble des résultats expérimentaux exposés ci-après seront considérés les trois récepteurs sui-
vants : la variante RAKE-MRC ainsi que les implémentations mono-trajets et multi-trajets des récepteurs
à ﬁltres de Kalman parallèle (sans synchronisation chaotique). Les premiers résultats obtenus (ﬁg. 4.20),
concernent la structure RAKE. En regardant ces ﬁgures on observe que les précisions faites sur le nombre
des trajets se vériﬁes. De même l’énergie de ces trajets diﬀère d’un cas à l’autre, ce qui signiﬁe une modiﬁca-
tion importante au niveau de la structure du canal de propagation. Etant donné le nombre limité de trajets
énergétiques dans le canal, nous nous limiterons à deux trajets dans la mise en oeuvre du récepteur à ﬁltre
de Kalman parallèle généralisé.
Pour les implémentations des récepteurs à ﬁltres de Kalman plusieurs critères de comparaison seront utili-
sés. Ainsi dans le premier groupe de ﬁgures 4.21 on présente l’état symbole estimé, avec la représentation des
20 derniers symboles estimés, aﬁn d’avoir un aperçu du fonctionnement de la méthode de ﬁltrage en général.
La sélection des derniers symboles nous assure aussi que les éventuels problèmes de transition présentés par le
mécanisme de ﬁltrage seront passés. On observe des diﬀérences importantes pour les deux implémentations :
si dans le cas du premier signal, caractérisé par un seul trajet très énergétique, la méthode à un seul trajet a
un meilleur comportement, la situation s’inverse dans le cas du signal no. 2. La présence d’un écho presque à
la même énergie que le trajet le plus puissant, va donner cette fois l’avantage à la structure bi-trajet, même
avec le cas d’un SNR diﬃcile (SNR estimé = - 8.7 dB). Le troisième signal ne présente pas un avantage
décisif pour une des deux méthodes présentées.
La relation d’ordre sur l’énergie des trajets est conﬁrmée par les ﬁgures 4.22 où le contrôle de gain est
illustré. Ainsi dans la ﬁgure b) une distinction importante s’observe qui disparaît totalement dans la ﬁgure d).
On peut observer une diﬀérence signiﬁcative entre les variations du gain associées à chaque implémentation.
Ceci se justiﬁe étant donné que la solution à deux trajets passe de l’approche statistique, considérée pour la
propagation d’un seul trajet, à une approche de type corrélateur employée pour l’estimation du gain de chaque
échos considéré. Généralement, comme il a déjà été précisé dans la section précédente, le fonctionnement de
la méthode statistique est meilleur étant moins inﬂuencé par le bruit de type impulsionnel. Cette observation
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Fig. 4.20 – Réponse impulsionnelle estimée (en valeur absolue) par le récepteur RAKE-MRC à gauche et la
variante avec la sélection de trajets à droite pour diﬀérents signaux : signal 1 (ﬁgs. a et b) ; signal 2 (ﬁgs. c
et d) ; signal 3 (ﬁgs. e et f)
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Fig. 4.21 – Etat symbole estimé par les variantes de récepteurs à un trajet (à gauche) et à deux trajets (à
droite) pour diﬀérents signaux : signal 1 (ﬁgs. a et b) ; signal 2 (ﬁgs. c et d) ; signal 3 (ﬁgs. e et f)
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peut se faire directement sur l’ensemble des courbes, observant une variation plus lisse dans le cas mono-trajet.
Concernant le problème de l’estimation de phase, à l’exception de courtes périodes transitoires, on obtient
généralement pour les deux implémentations la même caractéristique décroissante (ﬁgures 4.23).
Pour le modèle à deux trajets on peut observer dans les ﬁgures 4.24, un léger accroissement de la phase re-
lative qui a tendance à se stabiliser asymptotiquement. On associe ce comportement à la période de transition
du ﬁltre, nécessaire pour converger vers la vraie valeur. D’ailleurs la résolution du problème de paramétrage
du ﬁltre à estimation de phase présente une diﬃculté. Celle-ci réside surtout dans le choix de la covariance
de bruit pour l’estimation de phase du trajet le plus énergétique. Une variance trop importante conduit dans
certains cas à une divergence du ﬁltre, en revanche une variance trop petite limite l’adaptabilité du ﬁltre.
Dans ce but on donne dans le tableau 4.1 les covariances utilisées pour les trois signaux choisis.
Signal 1 2 3
Qφ
[
5e− 4 0
0 1e− 5
] [
5e− 3 0
0 1e− 5
] [
5e− 4 0
0 1e− 5
]
Tab. 4.2 – Paramétrage du modèle d’estimation de la phase
Un dernier critère d’analyse présenté dans ce chapitre est la réponse de la boucle à verrouillage de retard.
Ces évaluations étant indépendantes du modèle choisi, à un ou bien deux trajets, on observe dans les ﬁgures
4.25 la similarité présentée par celles-ci, ainsi le retard du trajet estimé pour le modèle à un trajet correspond
exactement au trajet le plus énergétique dans le cas du modèle à deux trajets. On ajoute à cette conclusion
les deux observations suivantes :
– la première remarque concerne le diagramme du retard de code qui a en général une caractéristique
assez plate, signiﬁant ainsi qu’il n’existe pas de dérive persistante entre les fréquences d’échantillonnage
à l’émission et en réception ;
– une deuxième observation est faite sur la distance relative entre les deux trajets considérés qui reste
presque constante pour toute la gamme des signaux présentée, ainsi on peut conclure que le canal est
caractérisé par une réponse impulsionnelle presque constante en ce qui concerne la position des trajets
principaux.
Une dernière conclusion est faite sur le critère de nombre d’erreurs (NEB - nombre d’erreurs binaire)
au niveau de la démodulation. On a choisi de donner plutôt dans le tableau 4.1 le nombre d’erreurs plutôt
que le taux d’erreur binaire, compte tenu du nombre réduit de symboles transmis. Ainsi on observe que
les récepteurs proposés arrivent à atteindre de bonnes performances. En particulier, pour le signal no. 2 le
ﬁltrage Kalman parallèle permet d’obtenir le plus faible taux d’erreur.
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Fig. 4.22 – Gains estimés par les variantes de récepteurs à un trajet (à gauche) et à deux trajets (à droite)
pour diﬀérents signaux : signal 1 (ﬁgs. a et b) ; signal 2 (ﬁgs. c et d) ; signal 3 (ﬁgs. e et f)
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Fig. 4.23 – Phases estimées par les variantes de récepteurs à un trajet (à gauche) et à deux trajets (à droite)
pour diﬀérents signaux : signal 1 (ﬁgs. a et b) ; signal 2 (ﬁgs. c et d) ; signal 3 (ﬁgs. e et f)
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Fig. 4.24 – Phase relative estimée pour : le signal 1 - (a) ; le signal 2 - (b) ; le signal 3 - (c)
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Fig. 4.25 – Retards de code estimés par les variantes de récepteurs à un trajet (à gauche) et à deux trajets
(à droite) pour diﬀérents signaux : signal 1 (ﬁgs. a et b) ; signal 2 (ﬁgs. c et d) ; signal 3 (ﬁgs. e et f)
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4.7 Conclusion
Ce chapitre a considéré le problème général de la réalisation d’une structure de récepteur adaptée à un
système de transmission à étalement du spectre, de type séquence chaotique directe. Ainsi dans le schéma
du système, on est parti sur une structure classique d’émetteur remplaçant la séquence d’étalement binaire
par une séquence chaotique à valeurs réelles dans un intervalle bien précisé. Pour les variantes de récepteurs
proposées on a considéré deux familles :
– récepteurs à synchronisation chaotique, où le mécanisme de synchronisation est intrinsèque à la struc-
ture déployée. Dans ce cas le récepteur connait juste la dynamique non-linéaire de la séquence d’éta-
lement ; La séquence originale d’étalement est alors reconstruite et simultanément le symbole informa-
tionnel est estimé. Une telle méthode est très sensible à la caractéristique de transmission de l’ensemble
émetteur-canal-récepteur ; Des méthodes appropriées de contrôle de gain et de correction de la phase
résiduelle ont été développées. Finalement des simulations ont été réalisées pour évaluer ces nouvelles
méthodes dans diverses conﬁgurations (C/S, C/S/P).
– récepteurs à synchronisation de séquence classique : cette fois la synchronisation est obtenue en suivant
les étapes normales d’acquisition et de poursuite. L’application au canal acoustique sous-marin, réputé
diﬃcile, nous a obligé à considérer cette voie alternative. Ainsi on propose plusieurs structures, en
débutant avec un récepteur classique de type RAKE-MRC, suivi de deux autres variantes basées sur
des méthodes à ﬁltrage de Kalman pour l’estimation du symbole et de l’éventuelle erreur de phase. Ces
trois méthodes ont été testées sur trois signaux acoustiques caractérisés par diﬀérents niveaux de SNR,
et de forme de réponse impulsionnelle.
En conclusion on peut dire que les méthodes présentées dans ce chapitre élargissent la gamme de solutions
au problème de la démodulation pour un système à étalement de spectre par séquence chaotique. Ainsi on
peut choisir en fonction de l’application entre une solution simple au niveau de la structure de réception mais
avec des performances limitées et d’autres variantes plus robustes qui supposent par contre une complexité
supérieure.
Le chapitre prochain sera destiné à une autre structure de récepteur qui va utiliser cette fois un modèle
de ﬁltrage Kalman linéaire pour maximiser l’énergie disponible à la démodulation du signal informationnel.
Chapitre 5
Estimation de canal par filtrage Kalman
linéaire
5.1 Introduction
Le problème d’estimation du canal reste une étape très importante surtout en présence de forte interférence
inter-symbole et/ou de nonstationarité. Dans la littérature plusieurs solutions ont été proposées, dont les plus
performantes utilisent des algorithmes adaptatifs (LMS, RLS) associés à des structures à retour de décision.
Il a déjà été prouvé [FSSJ01] qu’une solution basée sur un système à étalement de spectre par séquence
directe, avec un ou plusieurs échos considérés [ALBS05], peut oﬀrir des performances intéressantes en termes
de taux d’erreurs binaires (TEB) et sécurité de la transmission.
Notre objectif étant d’étudier l’estimation du canal pour des systèmes de communications sous-marines,
les solutions développées dans ce chapitre pourront engendrer un coût de calcul plus important, avec en
particulier un traitement à fréquence chip. Nous verrons que le problème d’estimation des coeﬃcients du
canal peut être représenté sous la forme d’un modèle linéaire, qui permet une implémentation directe par
une structure de ﬁltrage de Kalman linéaire. Quelques articles récents [TY00, KFSW02, LMG02, TSS05]
proposent la structure de récepteur de type Kalman, dans le cas des canaux à trajets multiples, comme un
outil important pour augmenter les performances en TEB et du nombre d’utilisateurs. Dans notre cas, nous
allons ajouter à la structure de ﬁltrage Kalman une méthode de suppression des termes d’interférence, dans
l’objectif de réduire le coût de calcul global. En fait, ceci permet la représentation de l’algorithme matriciel
original sous une forme simpliﬁée vectorielle, avec même la possibilité d’obtenir une solution scalaire.
Deux cas seront traités, le premier va considérer que le système emploie une séquence d’étalement courte,
caractérisée par des propriétés de corrélation périodiques. Ainsi on va prouver que le modèle d’observation
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peut alors être écrit en fonction de la matrice d’auto-corrélation qui a dans ce cas quelques propriétés de
symétrie. Une autre conséquence de cette périodicité est que le modèle peut être considéré constant à tout
moment, avec l’évaluation de la matrice d’auto-corrélation avant la mise en marche du système. La méthode
permet de calculer également la réponse du canal à une fréquence plus importante que la fréquence chip, ce
qui peut présenter de l’intérêt dans des scénarios à faible SNR, caractérisés par des trajets multiples.
La deuxième méthode va traiter le cas des séquences d’étalement longues, considérées non-périodiques
pour toute la durée de la transmission. Le modèle dynamique, de structure similaire au cas précédent, va
alors évoluer au cours de temps ; La matrice d’auto-corrélation devant être recalculée, un coût de calcul plus
important, sera nécessaire. Nous proposons alors quelques méthodes de simpliﬁcation pour le calcul de la
matrice d’auto-corrélation, avec une inﬂuence limitée sur les performances globales. A l’exception de ce calcul,
l’algorithme est implémenté avec le même procédé d’annulation d’interférences que celui utilisé dans le cas
périodique. Quelques simpliﬁcations supplémentaires nous permettent d’écrire une solution asymptotique.
Finalement, pour réaliser la démodulation, une solution à retour de décision avec une hypothèse a priori
sur le symbole courant est proposée. Il a déjà été prouvé [SF00] qu’une telle méthode surpasse quelques
structures conventionnelles avec un traitement à fréquence chip. De cette façon nous transférons l’incertitude
de symbole dans une structure multi-branche avec une prise de décision par rapport à un critère d’erreur
minimale parmi les hypothèses faites. Un problème présenté par cette solution concerne le nombre de branches
nécessaires, croissant avec l’ordre de modulation utilisé.
Les schémas proposés sont ensuite testés en conditions de simulation ainsi que sur des signaux réels obtenus
sur des canaux acoustiques sous-marins. Nous montrerons, à l’aide de ces expériences, que les performances
en termes de TEB et d’estimation de canal sont améliorées par rapport à d’autres systèmes.
Ces travaux n’ont pour l’instant été validés, que par le biais de signaux expérimentaux ou par simulations
numériques ; Il reste à examiner plus en profondeur les performances des méthodes proposées.
5.2 Système à étalement de spectre DS-SS à séquence courte
Comme on a déjà mentionné dans l’introduction, ce premier cas suppose un code périodique à l’entrée
du récepteur. On trouve souvent cette situation dans le cas des signaux d’acquisition.
5.2.1 Modèle linéaire associé à l’estimation récursive du canal
Ainsi le signal complexe d’acquisition, en bande de base, pour un système à étalement de spectre par
séquence directe est donné par la relation suivante :
r (t) =
L−1∑
l=0
c (l)h (t− lTc) + n (t) (5.1)
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où c (l) représente les “chips” qui forment la séquence d’étalement périodique de longueur L, h (t) est la
réponse impulsionnelle du canal incluant l’eﬀet des ﬁltres de transmission/réception, Tc est la durée “chip”
et n (t) désigne le bruit additif supposé dans le canal. Le modèle du signal est celui d’un système mono-
utilisateur, le terme de signal d’acquisition étant utilisé pour désigner qu’aucune information n’est associée
pour l’instant. On suppose en plus que la longueur du code d’étalement est supérieure à l’étalement temporel
Tm du canal (LTc > Tm). Cette condition nous garantit que du coté du récepteur une quantité maximale
d’énergie sera disponible.
Le signal donné par l’équation (5.1) est échantillonné à une fréquence p/Tc plus importante que la fré-
quence Nyquist, en considérant que la bande du signal est limitée à ±1/Tc :
r (k) =
pL−1∑
l=0
h (l) c (k − l) + n (k) (5.2)
Il faut mentionner que dans l’équation ci-dessus présentée h et c désignent les versions sur-échantillonées
des leurs corréspondants introduits dans (5.1).
Si pour un k ﬁxé, on réalise la corrélation entre le signal reçu échantillonné et des versions retardées du
code d’étalement sur la période du code pL, on obtient :
zjk =
pL−1∑
i=0
c∗k (i− j) r (k + i)
=
pL−1∑
i=0
c∗k (i− j)
[
pL−1∑
l=0
h (l) ck (k + i− l) + n (k + i)
]
=
pL−1∑
l=0
h (l)
pL−1∑
i=0
c∗k (i− j) ck (k + i− l) +
pL−1∑
i=0
c∗ (i− j)n (k + i)
=
pL−1∑
l=0
h (l) Γcc (k + j − l) + njk (5.3)
où Γcc (·) représente l’auto-corrélation de la séquence d’étalement sur-échantillonnée et njk désigne le bruit
résiduel obtenu après la corrélation. Compte tenu de la périodicité de la séquence d’étalement, le vecteur
Γcc (·) contenant les valeurs d’auto-corrélation sur l’intervalle discret {0, ..., pL− 1} est périodique.
Dans l’objectif d’alléger la notation l’indice initial sera considéré nul dans la relation (5.3), et par la suite
on écrira sous forme matricielle le vecteur d’observation zk :
zk =
[
z0k, z
1
k, ..., z
pL−1
k
]T
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= Γcch + nk (5.4)
où h = [h (0) , h (1) , ..., h (pL− 1)]T est le vecteur de réponse impulsionnelle du canal, nk =
[
n0k, n
1
k, ..., n
pL−1
k
]T
est le vecteur des bruits résiduels obtenus après la corrélation et Γcc est la matrice Toeplitz d’auto-correlation
associée au code d’étalement :
Γcc =


Γcc (0) Γcc (1) ... Γcc (pL− 1)
Γcc (1) Γcc (0) ... Γcc (pL− 2)
... ... ...
Γcc (pL− 1) Γcc (pL− 2) ... Γcc (0)


(5.5)
Si on considère un modèle AR d’ordre un pour caractériser l’évolution des coeﬃcients du canal, on obtient
un modèle général qui peut être écrit sous la forme de l’équation de processus suivante :
hk+1 = hk + vk (5.6)
En complétant cette équation de processus générale avec les observations données par la relation (5.4),
on obtient un modèle complet pour l’évolution des coeﬃcients du canal de l’instant k à l’instant k+1, où vk
est un bruit de processus gaussien circulaire qui va compenser éventuellement toute erreur de modélisation.
L’estimateur optimal récursif au sens de la minimisation de l’EQM, pour un modèle linéaire quelconque,
avec la supposition de gaussianité des bruits de processus et d’observation, est le ﬁltre de Kalman. En dépit
du coût de calcul élevé, cette approche est intéressante car elle permet d’établir une borne de performances
pour les algorithmes développés par la suite.
Pour expliciter les relations qui interviennent dans une structure de ﬁltrage de type Kalman on considère
ainsi le modèle général suivant :


hk+1 = hk + vk
zk = Γcchk + nk
(5.7)
A partir de ce modèle on peut développer par la suite les équations caractéristiques pour les deux étapes
de ﬁltrage :
– étape de mise à jour temporelle
hˆ−k+1 = hˆk
P−k+1 = Pk + Q (5.8)
– étape de mise à jour par des observations
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Kk+1 = P−k+1Γ
T
cc
(
ΓccP−k+1Γ
T
cc + R
)−1
hˆk+1 = hˆ−k+1 + Kk+1
(
zk − Γcchˆ−k+1
)
Pk+1 = (IpL −Kk+1Γcc)P−k+1 (5.9)
En ce qui concerne les termes d’interférence entre les diﬀérents trajets obtenus après corrélation, le modèle
de ﬁltrage considéré les estime implicitement par l’intermédiaire du modèle de la matrice d’auto-corrélation.
On observe que pour les relations (5.8) et (5.9), le coût de calcul le plus important correspond à l’expression
du gain de Kalman Kk, qui nécessite l’inversion de la matrice
(
ΓccP−k Γ
T
cc + R
)
; Pour une seule étape, le
coût de calcul de l’algorithme est de l’ordre de (pL)2.
5.2.2 Suppression des termes d’interférence
Quelques articles récents proposent la méthode de suppression de termes d’interférence, pour le cas d’une
propagation à trajets multiples, comme un outil important pour augmenter les performances de systèmes
en TEB et nombre d’utilisateurs [GRL99, MS03, KPIL02]. Dans notre cas nous utiliserons ce principe avec
pour objectif principal de réduire le coût de calcul global du processus de ﬁltrage.
Ainsi on suppose à l’instant k que le vecteur de coeﬃcients du canal hˆk suit de près la vraie réponse
impulsionnelle, en considérant la matrice :
Z = (1pL − IpL) Γcc (5.10)
On peut déduire du vecteur d’observation l’interférence due aux autres coeﬃcients de canal et ainsi obtenir
un nouveau vecteur d’observation :
zi−k = zk − Zhˆk (5.11)
Cette relation permet de modiﬁer le modèle (5.7), sous la forme suivante :


hk+1 = hk + vk
zi−k = Whk + nk
(5.12)
où W = Γcc (0) est un scalaire qui représente l’énergie de la séquence d’étalement (énergie symbole).
Avec cette hypothèse le modèle d’estimation récursif devient :
– étape de mise à jour temporelle
hˆ−k+1 = hˆk
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P−k+1 = Pk + Q (5.13)
– étape de mise à jour par des observations
Kk+1 = P−k+1W
(
W 2P−k+1 + R
)−1
hˆk+1 = hˆ−k+1 + Kk+1
(
zi−k+1 −W hˆ−k+1
)
Pk+1 = (IpL −Kk+1W )P−k+1 (5.14)
On considère les bruits d’observation et de processus non-corrélés entre-eux et avec les états. Ainsi les
matrices Q et R sont diagonales avec la même valeur sur la diagonale, car aucune connaissance sur les
termes ne nous permet de pondérer diﬀéremment ces valeurs pour chaque coeﬃcient. Si on initialise aussi
la matrice de covariance des erreurs sous forme diagonale, sans connaissance a priori sur la statistique des
termes d’erreur alors le même coeﬃcient peut être considéré le long de la diagonale. En utilisant le même
principe, par la suite on peut dire que la covariance prédite et le gain Kalman sont sous forme diagonale avec
des éléments égaux sur la diagonale. Ainsi l’implémentation récursive du ﬁltre de Kalman pour l’étape de
mise à jour par des observations devient :
Kk+1 = WP−k+1
(
W 2P−k+1 + R
)−1
hˆk+1 = hˆ−k+1 + Kk+1
(
zi−k+1 −W hˆ−k+1
)
Pk+1 = (1−WKk+1)P−k+1 (5.15)
Les équations données par (5.14) ont simpliﬁées l’algorithme, transformant la solution matricielle en forme
scalaire pour l’expression du gain de Kalman et de la covariance des erreurs.
5.2.3 Solution asymptotique
A partir de la théorie du ﬁltrage de Kalman et avec l’hypothèse de modèle invariant en temps et linéaire,
on peut calculer une solution asymptotique associée au modèle de ﬁltrage développé [BSL93].
Ainsi pour toute matrice de covariance des erreurs prédite initiale P−0 , on a limk→∞P
−
k = P
−∞ où :
P−∞ = P
−
∞
[
I− ΓTcc
(
ΓccP−∞Γ
T
cc + R
)−1
ΓccP−∞
]
+ Q (5.16)
Le gain Kalman Kk va de même converger vers une matrice invariante K∞ qui en utilisant l’équation
(5.13) peut être obtenue sous la forme suivante :
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K∞ = P−∞Γ
T
cc
(
ΓccP−∞Γ
T
cc + R
)−1
(5.17)
Dans le cas du modèle simpliﬁé (5.12), la relation (5.16) peut être résolue comme une forme quadratique
en fonction de P−∞ :
P−∞ =
1
2
(
Q±
√
Q2 +
4QR
W 2
)
(5.18)
En sélectionnant la solution positive on obtient la valeur du gain asymptotique et on peut écrire l’algo-
rithme dans sa forme la plus simple comme l’équation récursive suivante :
hˆk+1 = hˆk + K∞
(
zi−k −W hˆk
)
(5.19)
où
K∞ = WP−∞
(
W 2P−∞ + R
)−1 (5.20)
Dans la section destinée aux résultats numériques on va comparer le fonctionnement de cette solution
asymptotique avec les autres variantes d’estimateurs que nous développerons.
5.2.4 Introduction d’une étape de troncature
Dans le cas des algorithmes récursifs une approche fréquemment utilisée est de supprimer les coeﬃcients
qui éventuellement peuvent introduire des erreurs dans le processus d’estimation. La solution immédiate qui
se présente est de rejeter l’ensemble des coeﬃcients de faibles valeurs par seuillage.
De façon générale une telle approche n’est pas utilisée dans le cas de l’algorithme de Kalman, mais dans
notre contexte on va démontrer à l’aide de simulations numériques que le gain en performance apporté n’est
pas négligeable. Qualitativement on peut énoncer aussi que pour le modèle simpliﬁé (5.12) la troncature a
un rôle très inﬂuent, car tout trajet faux pris en compte va introduire par la suite d’importantes erreurs dans
le processus d’estimation.
L’emploi de l’étape de troncature va se faire en utilisant la fonction non-linéaire suivante :
hk =


hˆk (l) ,
∣∣∣hˆk (l)∣∣∣ ≥ αT hˆmax
0,
∣∣∣hˆk (l)∣∣∣ < αT hˆmax , l ∈ {0, ..., pL− 1} (5.21)
où hˆmax = maxl∈{0,...,pL−1}
∣∣∣hˆk (l)∣∣∣, et 0 ≤ αT < 1.
CHAPITRE 5. ESTIMATION DE CANAL PAR FILTRAGE KALMAN LINÉAIRE 122
10 20 30 40 50 60
0
0.2
0.4
0.6
0.8
1
Retard [Tc]
Réponse impulsionnelle du canal
Am
pl
itu
de
s 
de
s 
tra
jet
s
Fig. 5.1 – Réponse impulsionnelle du canal considéré
5.2.5 Résultats numériques
Pour évaluer les propriétés de convergence des méthodes proposées auparavant on a considéré l’exemple
d’un canal invariant en temps caractérisé par trois trajets ; la réponse impulsionnelle correspondante est
donnée dans la ﬁgure 5.1. L’ensemble de simulations est réalisé avec un gain d’étalement L = 63 et en
présence d’un bruit blanc gaussien dont la variance est calculée pour avoir un SNR de −5dB à l’entrée de
l’estimateur.
L’inﬂuence de l’étape de troncature va être vériﬁée en utilisant cinq variantes d’estimateur, correspondant
aux valeurs (exprimé en dB) du coeﬃcient de troncature αT = {−40dB,−30dB,−20dB,−10dB} et au cas
où tous les trajets sont sélectionnés. Les simulations ont été eﬀectuées pour la forme générale de l’algorithme
donnée par les équations (5.7) - (5.9).
Dans la ﬁgure 5.2 b) nous avons calculé l’erreur d’estimation avec l’hypothèse que seuls les trajets les
plus énergétiques, par rapport à un seuil de −3 dB sous le trajet le plus puissant, sont pris en compte pour
une démodulation éventuelle.
A partir des ﬁgures 5.2 a) et b) on observe que dans le cas où l’étape de troncature n’est pas présente,
la convergence du ﬁltre est moins bonne et l’erreur d’estimation résiduelle reste importante même si on
applique une sélection des trajets les plus énergétiques (un seuil de −3dB). L’introduction d’un coeﬃcient de
troncature, même de petite valeur, va avoir un impact visible sur la convergence de l’algorithme en vitesse et
erreur. Ainsi les ﬁgures 5.2 a) et b) nous conﬁrment que pour une valeur αT de −40dB on obtient de bonnes
performances sur cet exemple, et par la suite ce choix sera fait pour toutes les implémentations discutées dans
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Fig. 5.2 – Erreur d’estimation du canal pour diﬀérentes valeurs de αT : a) sans sélection, b) une sélection
des trajets les plus énergétiques est réalisée
le reste de ce chapitre. Pour une valeur plus importante de αT , pendant les premières étapes d’estimation,
en situation de bruit important dans le canal ou de canaux non-stationnaires, le système peut perdre des
trajets importants.
Mentionnons que le choix du coeﬃcient de troncature est aussi très dépendant des covariances des bruits
de processus et d’observation, qui vont quantiﬁer le dégré d’évolution de la dynamique ; Il faut prendre garde
à ce que l’apparition d’un trajet assez énergétique ne soit pas empêchée par l’étape de troncature.
Dans la ﬁgure 5.3, les coeﬃcients du canal estimés sont illustrés dans le cas de l’algorithme général (eq.
5.12 - 5.14), avec le paramétrage présenté ci-dessus.
Pour tester par la suite les performances des diﬀérentes méthodes d’estimation de canal, on a employé
une série de simulations Monte Carlo ; ainsi on a lancé 20 simulations successives pour le canal de la ﬁgure
5.1 avec un rapport SNR de −5dB et un seuil de troncature αT valant −40dB. Les résultats sont présentés
dans les ﬁgures 5.4 a) et b).
A partir de ces ﬁgures on peut faire plusieurs interprétations. La première concerne la convergence rapide
de la solution asymptotique par rapport à celle qui utilise juste la suppression des termes d’interférence et
même par rapport à la méthode du modèle complet. Mais en dépit de cette caractéristique la ﬁgure 5.4 a)
nous montre aussi que le modèle complet arrive à rattraper la courbe associée à la solution asymptotique.
Dans la ﬁgure 5.4 b), où pour le calcul de l’erreur une sélection des trajets les plus énergétiques est réalisée,
on observe une convergence très rapide de la méthode de suppression des termes d’interférence mais qui est
ﬁnalement devancée par les solutions de modèle complet et asymptotique.
Finalement on peut conclure que la solution de suppression des termes d’interférence oﬀre un assez bon
compromis entre la convergence et les performances asymptotiques si on emploie conjointement une sélection
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Fig. 5.3 – Réponse impulsionnelle du canal estimée
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Fig. 5.4 – Erreur d’estimation du canal pour diﬀérentes variantes d’estimateurs (simulation MC) : a) sans
sélection, b) une sélection des trajets les plus énergétiques est réalisée
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des trajets les plus énergétiques. La solution asymptotique oﬀre le coût de calcul le plus réduit mais dans le
cas des systèmes de communications réels, sa mise en oeuvre s’avère délicate.
Ainsi comme l’application aux canaux acoustiques sous-marins est l’un de nos objetifs, la solution à
suppression des termes d’interférence est favorisée. Ce type de canal est caractérisé par une assez forte
instabilité et par une connaissance approximative des paramètres de bruit à l’entrée du récepteur, la solution
à suppression des termes d’interférence est favorisée. Ce choix est validé aussi par le fait qu’en condition
d’instabilité du canal, la convergence par rapport aux trajets énergétiques est un paramètre prépondérant à
prendre en compte.
5.3 Système à étalement de spectre DS-SS à séquence longue
5.3.1 Modèle associé
Dans le cas de séquences d’étalement non-périodiques la fonction d’auto-corrélation perd son caractère
périodique. Comme nous procéderons à l’estimation du canal à fréquence chip, il faudra considérer les éven-
tuels changements de phase introduits par l’information ; Dans ce cas le signal reçu échantillonné prend la
forme suivante :
r (k) =
pL−1∑
l=0
h (l) d
⌊
k − l
pL
⌋
c (k − l) + n (k) (5.22)
où d
⌊
·
pL
⌋
représente le symbole informationnel et où c (·) désigne la séquence d’étalement non-périodique.
De même que dans le cas périodique on considère un indice initial nul (le premier trajet détecté du premier
symbole est obtenu pour k = 0 et l = 0).
Dans le prochain paragraphe, nous présenterons la procédure de prise de décision ; Pour construire tout
d’abord le modèle récursif d’estimation du canal nous considèrons les symboles informationnel connus, et on
déﬁnit la séquence d’étalement non-périodique comme suit :
s (k) = d
⌊
k
pL
⌋
c (k) (5.23)
En utilisant la même idée que dans le cas périodique, on réalise des corrélations entre le signal reçu,
donné par l’équation (5.22) et des versions retardées de la séquence d’étalement considérée s (·), pour obtenir
l’observation :
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Fig. 5.5 – Calcul de la matrice d’auto-corrélation pour une séquence non-périodique porteuse d’information
zjk =
pL−1∑
i=0
s (k + i− j) r (k + i)
=
pL−1∑
i=0
s∗ (k + i− j)
[
pL−1∑
l=0
h (l) s (k + i− l) + w (k + i)
]
=
pL−1∑
l=0
h (l)
pL−1∑
i=0
s∗ (k + i− j) s (k + i− l) +
pL−1∑
i=0
s∗ (k + i− j)w (k + i)
=
pL−1∑
l=0
h (l) Γss (k, j, l) + v
j
k (5.24)
Le calcul de la matrice d’auto-corrélation dans ce cas précis est illustré dans la ﬁgure 5.5. Pour cet exemple
le gain d’étalement est considéré égal à l’étalement temporel supposé de pL chips.
Dans ce contexte, le vecteur d’observation pourra s’écrire sous la forme matricielle suivante :
zk = Γkssh + nk (5.25)
où nk est le vecteur de bruit résiduel et Γkss est déﬁnie par :
Γkss =


Γss (k, 0, 0) Γss (k, 0, 1) ... Γss (k, 0, pL− 1)
Γss (k, 1, 0) Γss (k, 1, 1) ... Γss (k, 1, pL− 1)
... ... ...
Γss (k, pL− 1, 0) Γss (k, pL− 1, 1) ... Γss (k, pL− 1, pL− 1)


(5.26)
Nous pouvons remarquer que pour le cas d’une modulation BPSK et un code d’étalement à valeur réelles,
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la matrice Γkss conservera la propriété de symétrie.
Ainsi le modèle d’estimation du canal est donné par :


hk+1 = hk + vk
zk = Γksshk + nk
(5.27)
La structure de ces équations est donc similaire à celle que nous avons rencontrées dans le cas d’une
séquence périodique, si ce n’est que la matrice d’auto-corrélation doit être calculée à chaque étape d’estimation
k.
5.3.2 Suppression des termes d’interférence et solution asymptotique associée
En général, dans le cas de séquences non-périodiques, on ne peut pas simpliﬁer le modèle (5.27) en utilisant
la méthode de suppression des termes d’interférence, à cause du format de la matrice Γkss. D’après la forme
générale donnée par l’équation (5.26), on voit que dans le cas le plus favorable, cette matrice est symétrique
et variable au cours du temps ; Il faut donc la recalculer pour chaque nouvel instant, augmentant ainsi le coût
de calcul global. Par contre on peut toujours écrire une forme où les matrices sont diagonales aﬁn de réduire
le coût de calcul au niveau de l’algorithme de Kalman, qui implique toujours l’inversion d’une matrice de
dimension pL× pL. Ainsi nous considérerons un modèle similaire à celui mis en oeuvre pour la suppression
des termes d’interférence dans le cas périodique :


hk+1 = hk + vk
zi−k = Wk  hk + nk
(5.28)
où cette fois Wk désigne le vecteur diagonal de la matrice Γkss.
Le modèle (5.28) peut être simpliﬁé sous la forme d’un algorithme à gain de Kalman scalaire avec l’hypo-
thèse que la longueur pL sur laquelle on fait la corrélation est assez importante, ou que le code d’étalement
garde une énergie constante sur pL (vrai dans le cas des séquences binaires). Cette simpliﬁcation revient au
fait que les éléments de la diagonale peuvent être considérés égaux :
Γss (k, j, j) = Wk (j) = W, j ∈ {0, ..., pL− 1} (5.29)
En plus si L est égal au gain d’étalement on peut faire l’approximation que les éléments diagonaux sont
égaux à l’énergie symbole Es.
La solution asymptotique dans ce cas est similaire à celle obtenue dans le cas périodique (eq. 5.18, 5.19
et 5.20).
Du point de vue analytique nous allons voir à partir des relations suivantes qu’une deuxième équation
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d’observation peut être construite. Ainsi considérant l’expression donnée par l’équation (5.24) on propose
d’avancer l’instant de référence k avec l’index j, et par la suite l’équation d’observation devient :
zˇjk = z
j
k+j =
pL−1∑
i=0
s (k + i) r (k + i + j)
=
pL−1∑
i=0
s∗ (k + i)
[
pL−1∑
l=0
h (l) s (k + i + j − l) + w (k + i + j)
]
=
pL−1∑
l=0
h (l)
pL−1∑
i=0
s∗ (k + i) s (k + i + j − l) +
pL−1∑
i=0
s∗ (k + i)w (k + i + j)
=
pL−1∑
l=0
h (l) Γss (k, j − l) + vjk (5.30)
Sous cette nouvelle forme on observe que la fonction d’auto-corrélation est déﬁnie relativement à la
diﬀérence entre les indices j et l et non plus en valeur absolue de ces mêmes indices.
5.3.3 Algorithme d’estimation du canal et décision symbole
Dans le développement des équations précédentes nous avons inclut les symboles informationnels, supposés
connus, dans le signal complexe considéré. Notre but est d’utiliser la meilleure estimation de canal possible
pour démoduler le signal informationnel avec un TEB minimal ; Ainsi les deux problèmes énoncés sont
réciproques.
Bien sûr, avant que toute démodulation soit possible une phase d’acquisition est nécessaire ; Nous la
supposerons ici déjà accomplie.
Parmi les algorithmes d’estimation (conjointe canal-symbole), il est assez fréquent de trouver des struc-
tures de type retour de décision ; Nous ferons ici le choix d’une approche similaire. Ainsi l’idée principale
de l’algorithme est d’utiliser les symboles informationnels détectés antérieurement pour faire l’estimation du
canal associée au symbole courant. On souligne que dans notre cas on peut utiliser l’ensemble des coeﬃcients
du canal estimé à la fréquence chip, approche peu courante dans les méthodes à retour de décision classiques.
Le problème réciproque dont nous avons parlé ci-dessus, qui peut être observé dans la ﬁgure 5.5, réside
dans le fait que le calcul complet de la matrice d’auto-corrélation suppose la connaissance du symbole courant.
Cette condition impose l’emploi d’une hypothèse sur la valeur du symbole courant qui par la suite va être
utilisée pour la construction de la séquence supposée être présente dans le canal. Une approche similaire a
déjà été développée par Stojanovic et al. [SF00] dans le même contexte de système à étalement de spectre
par séquence directe.
Avec ces précisions on présente dans la ﬁgure 5.6 la structure générale du récepteur à retour de décision,
réalisant conjointement l’estimation du canal et la décision symbole à partir d’hypothèses sur l’information.
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Fig. 5.6 – Structure générale du récepteur à retour de décision avec une hypothèse sur le symbole courant
L’information connue a priori est la séquence d’étalement non-périodique employée à l’émission ainsi
que les symboles estimés antérieurement. On peut observer à partir de la ﬁgure 5.6 que la complexité de
l’algorithme augmente avec l’ordre M de modulation choisi ; Pour chaque symbole il est nécessaire de procéder
à “une reconstruction du code”, une estimation des coeﬃcients du canal, ainsi qu’à une étape de décision. Ainsi
l’algorithme démarre avec la supposition que sur chaque branche le symbole courant est Sm qui appartient
à l’alphabet A = {S1, S2, ..., SM}. Ensuite pour chaque hypothèse, un algorithme d’estimation de canal est
employé.
La partie décision ainsi que le choix du symbole le plus probable peuvent être implémentés de diﬀérentes
façons. La solution la plus classique est d’utiliser pour chaque branche une estimation du symbole transmis
avec une structure de type RAKE, et ensuite l’hypothèse symbole la plus probable est choisie par rapport
à un critère d’erreur minimale. Ainsi si on a à la sortie de la structure RAKE la valeur d˜
⌊
k
pL
⌋
le choix du
symbole est fait par rapport à la relation suivante :
dˆ
⌊
k
pL
⌋
= arg min
i=1..M
∣∣∣∣Si − d˜
⌊
k
pL
⌋∣∣∣∣
2
(5.31)
Comme nous le verrons au travers des résultats expérimentaux, cette approche donne des résultats inté-
ressants. Nous avons alors cherché à améliorer encore les performances en exploitant mieux l’estimation du
canal. Ainsi par exemple on peut dire qu’une hypothèse de symbole fausse va se traduire par une mauvaise
construction de la matrice Γkss avec pour conséquence une mauvaise estimation du canal ; A l’inverse une
hypothèse correcte du symbole mènera à la meilleure estimation de canal. Dans ce cas un autre critère de
décision peut correspondre à l’énergie des trajets les plus puissants. La meilleure solution sera de pondérer
toutes ces informations disponibles pour prendre une décision par rapport à un critère optimal (ex. maximum
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Sig. Fc [Hz] Fp [Hz] Est. SNR pFc
NEB
RAKE
BPSK
NEB
RAKE
DBPSK
NEB
Hypoth.
BPSK
NEB
Hypoth.
DBPSK
1 2100 9800 2.3 dB Fc 0 0 0 0
2 4410 8820 -8.7 dB Fc 1 2 0 0
3 2940 9800 -4.6 dB Fc 0 0 0 0
4 2100 9800 < -10 dB Fc 28 20 145 9
- - - - 3Fc - - 172 1
Tab. 5.1 – Paramètres des signaux traités et résultats obtenus
de vraisemblance).
5.3.4 Résultats expérimentaux
Pour évaluer les performances des méthodes de démodulation/estimation de canal dans le cas des systèmes
à étalement de spectre par séquences non-périodiques, nous avons considéré les mêmes signaux de test que
ceux déjà employés dans le chapitre précédent. Le contexte est celui d’un canal acoustique sous-marin ; Comme
on a déjà présenté dans la ﬁgure 4.19, après un signal “chirp” et une séquence d’acquisition périodique, une
séquence informationnelle de 200 symboles, modulés BPSK, est transmise. La séquence d’étalement non-
périodique employée est chaotique (dynamique Chebyshev d’ordre 2).
En plus des trois signaux considérés dans le tableau 4.1 on a ajouté une expérimentation réalisée à un SNR
très réduit (inférieur à −10 dB). Pour ce dernier essai, nous avons un traitement à un fréquence supérieure
à la fréquence chip qui se traduit par une amélioration des performances, comme on peut l’observer dans le
tableau 5.1.
Deux structures du récepteur ont été considérées :
– La première solution est représentée par la structure RAKE à retour de décision, déjà employée comme
référence dans le chapitre précédent ; Cette structure fait une estimation de canal à fréquence symbole ;
– La deuxième solution est le récepteur à hypothèse de symbole et retour de décision, exposé dans le
paragraphe précédent.
Tous les signaux échantillonnés en réception à la fréquence Fe = 44100Hz avec un gain de traitement de 63,
et pour chaque méthode on mesure le nombre d’erreurs binaire (NEB) obtenues en modulation BPSK puis
DBPSK, sur l’ensemble des 200 symboles transmis.
Le nombre d’erreurs présenté dans le tableau 5.1 nous donne un aperçu global du fonctionnement des
deux solutions de démodulateurs ; La meilleure performance est obtenue à l’aide du récepteur à hypothèse
de symbole et estimation de canal par ﬁltrage de Kalman. Ce bon comportement est surtout remarqué pour
le cas d’une modulation diﬀérentielle, car le retour de décision peut entraîner une inversion de la phase
du symbole transmis. Observons que l’emploi d’une estimation des coeﬃcients du canal à une fréquence
supérieure à la fréquence chip se traduit par une meilleure récupération de l’énergie transmise et ainsi un
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meilleur TEB.
En parallèle avec le nombre d’erreurs on a choisi d’illustrer quelques caractéristiques : réponses impul-
sionnelles estimées par le récepteur RAKE classique (ﬁg. 5.7) ainsi que par l’estimateur à hypothèse symbole
(ﬁg. 5.8), et constellations obtenues pour cette dernière approche (ﬁg. 5.9)
Une dernière observation peut être faite au niveau des constellations obtenues, où une légère rotation est
notée. Cet eﬀet, causé par une fréquence Doppler, pourra être corrigé par une boucle de contrôle de phase.
5.4 Conclusion
Ce chapitre avait comme objectif l’introduction d’une nouvelle méthode d’estimation du canal à fréquence
chip, dans le cas d’un système à étalement de spectre par séquence directe, en utilisant une structure de type
Kalman linéaire. Nous avons montré que dans le cas des séquences d’étalement longues un modèle linéaire
peut encore être contruit aﬁn d’estimer le canal par ﬁltrage Kalman. Ensuite, pour limiter le coût de calcul
important engendré par le traitement matriciel, on a utilisé une méthode de réduction des termes d’interfé-
rence. Des solutions asymptotiques pour l’algorithme de ﬁltrage sont proposées. Les méthodes développées
ont été evaluées en conditions de simulation ainsi que sur des signaux réels, dans le contexte de communica-
tions acoustiques sous-marines, avec des séquences d’étalement chaotiques. En perspective, les algorithmes
d’estimation de canal et de décision pourraient être développées dans un contexte d’optimalité par rapport à
un critère à déﬁnir. Des solutions multi-utilisateur seraient de même envisageables pour oﬀrir de meilleures
performances aux systèmes d’étalement par séquence directe à codes longs.
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Fig. 5.7 – Réponse impulsionnelle du canal, estimée à fréquence symbole par une solution de type corrélateur
pour le signal : a - 1 ; b - 2 ; c - 3 ; d - 4 ; e - 4 avec sur-échantillonage
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Fig. 5.8 – Réponse impulsionnelle du canal, estimée à fréquence chip par la solution de type ﬁltrage de
Kalman linéaire, pour le signal : a - 1 ; b - 2 ; c - 3 ; d - 4 ; e - 4 avec sur-échantillonage
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Fig. 5.9 – Constellation obtenue à la sortie de la structure RAKE avec les coeﬃcients du canal estimés
par ﬁltrage de Kalman linéaire, à fréquence chip, pour le signal : a - 1 ; b - 2 ; c - 3 ; d - 4 ; e - 4 avec
sur-échantillonage
Chapitre 6
Compression de l’information à l’aide de
systèmes chaotiques
6.1 Introduction
Le codage désigne de manière générale toute transformation de l’information sous forme numérique dans
l’objectif d’optimiser certaines caractéristiques d’un système de transmission. Le problème de compression en
est un cas particulier ; Dans ce cas le but est de réduire au mieux l’espace nécessaire à la représentation d’une
quantité d’information donnée. Dans son article [Sha48], Claude E. Shannon a formulé pour la première fois
la théorie de l’information et du codage ; Ce travail reste la réference de toutes les méthodes de compression
développées depuis.
De façon générale on peut classiﬁer tous les algorithmes de compression en deux classes fondamentales :
algorithmes de compression sans perte et avec pertes au niveau de l’information regénérée. Les deux cas ont
comme but la suppression de la redondance dans une séquence informationnelle, le premier avec l’objectif de
la reconstruction totale de la séquence initiale et le deuxième supposant acceptable une certaine distorsion.
Dans ce chapitre nous proposons d’appliquer certains systèmes dynamiques chaotiques au problème de
la compression sans perte. Vu l’enjeu économique important de la compression, de nombreux algorithmes
ont été développés. Après la publication de l’article de Shannon, le premier algorithme de compression a
été proposé par Fano [Fan49], d’où l’appelation d’algorithme de Shannon-Fano qui propose d’arranger les
symboles dans une liste décroissante en fonction de leur probabilité d’apparition. Cette liste est ensuite divisée
en deux groupes telle que les probabilités totales obtenues au sein de chaque groupe soient presque égales, et
à chacun d’eux sera associé le symbole 0 ou 1. Ce principe est de nouveau appliqué, de manière itérative, à
chacun des groupes précédents et il en résulte un code binaire de longueur variable associé à chaque symbole
135
CHAPITRE 6. COMPRESSION DE L’INFORMATION À L’AIDE DE SYSTÈMES CHAOTIQUES 136
informationnel.
En 1952, Huﬀman [Huf52] propose son algorithme de compression, qui considère la construction d’un
arbre binaire, toujours en fonction de la distribution de probabilité. La méthode permet la construction
plus facile du code de compression ; Son utilisation est fréquente en pratique. Il faut préciser que les deux
algorithmes présentés ci-dessus ont des performances sous-optimales par rapport au critère entropique donné
par Shannon.
Une dernière méthode évoquée sera celle proposée par Elias et plus tard publiée par Abramson [Abr63],
méthode qualiﬁée d’arithmétique. Plusieurs développements successifs sont recensés dans [Ris76, Rub79,
WNC87]. L’idée principale de l’algorithme est de représenter un code source sous la forme d’un intervalle
réel inclus dans [0, 1], en utilisant les probabilités d’apparition de chaque symbole pour en déterminer la di-
mension. Ainsi une probabilité d’apparition importante va avoir un eﬀet de réduction moins prononcé qu’une
probabilité d’apparition faible. On a choisi d’employer le même principe pour la méthode de compression
basée sur la dynamique chaotique ; Nous montrerons que les performances atteignent la limite entropique.
La forte progression des applications de télécommunications aux cours des trente dernières années a en-
traîné le développement d’algorithmes de compression plus évolués, adaptatifs, avec une approche statistique
où le modèle de probabilité associé change avec la séquence informationnelle. Citons en particulier l’algo-
rithme de Huﬀman adaptatif [Gal78] ou les algorithmes Lempel-Ziv-Welch [ZL77, ZL78, Wel84]. Pour obtenir
une description comparative des techniques de compression pré-citées le lecteur pourra se référer à [LH].
A l’inverse de l’activité sur les algorithmes de compression, l’emploi de séquences chaotiques dans le
domaine des télécomnunications est plus récent, en particulier pour ce qui concerne l’application au codage
et à la compression. L’utilisation du chaos à des ﬁns de cryptage a fait l’objet d’investigations plus nombreuses
[Bap98, JK01]. Récemment, Schweizer et al. [SS01a, SS01b] ont développé la notion de dynamique symbolique
pour eﬀectuer un codage de canal.
Dans ce chapitre, nous allons montrer que la dynamique chaotique symbolique peut tout aussi bien
s’appliquer au problème de compression d’information ; Une formulation plus générale que la compression
arithmétique, facilitant l’implémentation, et oﬀrant des performances comparables, sera obtenue. Ces résul-
tats ont fait l’objet d’une publication dans une conférence internationale [LSAB04].
6.2 Notions sur la dynamique symbolique
La dynamique symbolique est utilisée pour l’analyse des séquences symboliques qui ont été générées par
un système dynamique. L’adaptation des déﬁnitions de la dynamique symbolique aux systèmes chaotiques
considère la répartition du nombre inﬁni de trajectoires en un nombre ﬁni de trajectoires possibles.
Cette déﬁnition donnée par Schweizer [SS01a] décrit presque totalement l’approche symbolique générale
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appliquée aux séquences chaotiques. Nous ne considérons pas de formalisme mathématique général pour
démontrer les propriétés statistiques d’une séquence chaotique quelconque, mais plutôt une application par-
ticulière de la dynamique symbolique au générateur de type Bernoulli suivant :
f(x) =


f{1}(x) = 2x, x ∈ I{1} = [0, 0.5]
f{2}(x) = 2x− 1, x ∈ I{2} = (0.5, 1]
(6.1)
Dans l’équation ci-dessus on a considéré les intervalles juxtaposés et disjoints deux à deux I{n}, avec les
propriétés ∩Nn=1I{n} = Ø et ∪Nn=1I{n} = I, pour le cas où N = 2, n = 1...N et I = [0, 1]. Pour déﬁnir une
application symbolique dans ce cas précis on considère une séquence informationnelle s = {si, i = 1...M |si ∈
S} où S représente l’alphabet des symboles disponibles S{n} ∈ S, n = 1...N , dans le but d’associer à chaque
symbole S{n} un intervalle I{n}. De cette façon nous avons déﬁni une fonction bijective entre l’ensemble
∪Nn=1I{n} = I qui représente l’espace d’état de la fonction chaotique à l’alphabet ∪Nn=1S{n} = S. On a
employé la terminologie d’alphabet pour faciliter l’explication de l’algorithme de compression présenté dans
les sections suivantes.
On observe que pour chaque intervalle I{n} le générateur Bernoulli, donné par l’équation (6.1), associe
une fonction linéaire f{n} : I{n} → I. Cette fonction linéaire sur l’intervalle particulier I{n} est bijective et
en conséquence inversible, ainsi nous pouvons aﬃrmer qu’il existe f−1{n} : I → I{n} pour chaque n = 1...N .
On va montrer sous la forme d’un exemple comment le processus de codage d’une séquence information-
nelle fonctionne, et pour celle-ci on suppose que le dernier symbole est sM = S{2}. La conséquence que le
symbole sM = S{2} à l’instant M soit le dernier nous conduit à l’hypothèse qu’au rang M +1 tout l’intervalle
de valeurs possibles de conditions initiales (IC) pour l’état est (I).
La fonction qui propage n’importe laquelle des valeurs de l’intervalle I à l’intervalle I{2} est donnée par
f−1{2} et la propriété de bijectivité nous assure que pour n’importe quelle valeur dans I lui correspondra
juste une valeur dans I{2} et vice versa. Alors ﬁnalement pour le M -ième symbole on obtient :
I{M} = f−1{2}(I) = I{2} (6.2)
où la notation I{i} a été choisie pour désigner l’intervalle des conditions initiales possibles et nécessaires
pour que la séquence de symboles soit {si, si+1, ..., sM}. On va continuer l’application du même principe,
cette fois pour le symbole de rang M − 1, choisi par exemple comme sM−1 = S{1}. Cette fois, l’intervalle de
valeurs disponible sera limité à I{M}, et en conséquence l’intervalle des conditions initiales possibles est donné
par I{M−1} = f−1{1}
(
I{M}
)
. En général on peut exprimer la relation (6.2) pour n’importe quel symbole si
avec la valeur Sn, par la récurrence :
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Fig. 6.1 – a) Intervalle de CI possibles déduit par la propagation inverse ; b) Forme de la fonction inverse
f−1 (·)
I{i} = f−1{n}(I{i+1}) (6.3)
L’application de la relation de propagation inverse ci-dessus au générateur Bernoulli (6.1) est illustrée à
la ﬁgure 6.1 a) pour la séquence de symboles S{2}, S{1}, S{2}. Dans la partie b) de la ﬁgure sont représentées
les fonctions inverses f−1 (·) utilisées.
Nous venons d’exposer le mécanisme de propagation inverse qui nous permet de trouver l’intervalle de
conditions initiales nécessaire à la reconstruction de la séquence informationnelle S{2}, S{1}, S{2}. On souligne
que cet intervalle est uniquement déﬁni pour l’application Bernoulli d’ordre deux choisie. Cela signiﬁe que
dans tous les développements qui vont suivre, l’intervalle obtenu sera associé à ce générateur ; Ainsi la
méconnaissance d’un de ces deux éléments rendra la reconstruction impossible.
6.3 Générateur probabiliste de Bernoulli
Nous introduisons ici un système dynamique chaotique particulier dénommé générateur probabiliste de
Bernoulli. La caractéristique de ce système prendra la forme d’une fonction linéaire par portions, non-
uniforme, décrivant un processus de Markov d’ordre 1. La non-uniformité vient de l’idée que les intervalles
I{n} peuvent être de largeurs inégales.
Pour déﬁnir le générateur on va considérer le même alphabet S mais, cette fois, associé à la probabilité
d’apparition Pn, n = 1...N de chaque symbole. Alors on peut écrire pour l’ensemble des intervalles I{n} ainsi
que pour les probabilités Pn, les relations suivantes :
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Fig. 6.2 – Fonction caractéristique d’un générateur probabiliste de Bernoulli
∪Nn=1I{n} = I = [0, 1]∑N
n=1 Pn = 1
∩Nn=1I{n} = φ
Pn : probabilité d’apparition du symbole Sn
(6.4)
Avec les expressions données par (6.4) on peut facilement obtenir une relation entre probabilités d’appa-
rition et intervalles, déﬁnissant l’espace d’état où s’appliquera la dynamique symbolique :
I{1} = [0, P1]
I{n} =
]∑n−1
i=1 Pi,
∑n
i=1 Pi
]
, n = 2...N
(6.5)
Alors la fonction caractéristique pour le générateur probabiliste de Bernoulli prendra la forme :
fp(x) =


f
{1}
p (x) = 1P1x, x ∈ I{1}
f
{2}
p (x) = 1P2 (x− P1) , x ∈ I{2}
.....
f
{N}
p (x) = 1PN
(
x−∑N−1n=1 Pn) , x ∈ I{N}
(6.6)
La représentation d’une telle fonction caractéristique est donnée dans la ﬁgure 6.2.
Si on étudie les propriétés de la fonction caractéristique donnée dans (6.6) on observe qu’elle respecte
les conditions nécessaires pour l’application de la dynamique symbolique inverse, en particulier que la partie
déﬁnie par f{n}p : I{n} → I est bijective sur son intervalle de déﬁnition, et comme conséquence inversible.
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Alors on peut aﬃrmer que la fonction f−1{n}p : I → I{n} existe pour tous n = 1...N , avec pour expression :


f
−1{1}
p (x) = P1x
f
−1{n}
p (x) = Pnx +
∑n−1
i=1 Pi
(6.7)
L’expression donnée ci-dessus sera le coeur de l’algorithme de compression présenté dans la section sui-
vante. Nous verrons que la dynamique symbolique inverse ainsi appliquée conduira à des performances de
compression très intéressantes du point de vue du taux de compression et du coût de calcul.
6.4 Un algorithme de compression chaotique
6.4.1 Performances de l’algorithme proposé
Pour réaliser un certain niveau de compression on doit associer à l’algorithme de compression certaines
des propriétés statistiques du signal informationnel original, le but étant de réduire la redondance.
Généralement l’information apportée par un symbole source si est déﬁnie par − log2 (p (si)), et par consé-
quent l’on déﬁnit l’entropie d’un alphabet source comme la moyenne du contenu en information :
H = −
N∑
n=1
Pn log2(Pn) (6.8)
L’optimalité du code de compression est considérée au sens de la redondance minimale, qui est déﬁnie par
la diﬀérence entre la longueur moyenne de mot de code (codeword) et l’entropie de l’alphabet associé. Ainsi
un code est considéré asymptotiquement optimal si pour une distribution donnée de probabilité, le rapport
entre la longueur moyenne du codeword et l’entropie approche 1 lorsque l’entropie tends vers l’inﬁni.
Dans la section 6.2 nous avons vu qu’en utilisant un générateur particulier linéaire par morceaux, on peut
"coder" une séquence de symboles sous la forme d’un intervalle de conditions initiales, et que ce codage, est
réalisé de manière unique grâce aux propriétés de bijectivité de la fonction caractéristique du générateur.
En exploitant le générateur probabiliste de Bernoulli exposé dans le paragraphe 6.3, nous allons voir que les
performances du codage atteignent la limite entropique.
La compression est réalisée en trouvant le meilleur état initial, codé sous un format binaire, qui associé
au générateur probabiliste de Bernoulli (6.6) (élaboré lui-même à partir de la distribution de probabilité des
symboles), pourra regénérer la séquence informationnelle initiale en utilisant la dynamique symbolique. Les
performances de la méthode seront données par la longueur minimale de la séquence binaire qui permettra
le codage de l’état initial dans un intervalle particulier. En général on sait que pour un intervalle quelconque
I ′ ⊂ [0, 1[ de dimension d, on peut trouver une valeur x ∈ I ′ représentée par un nombre de bits − log2 d.
En utilisant ce principe, on calcule la performance de compression de l’algorithme avec l’expression de la
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dimension de l’intervalle de conditions initiales obtenu par propagation inverse. Ainsi on va considérer de
la même manière que dans la section 6.2, la séquence informationnelle s = {si, i = 1...M |si ∈ S} où S est
l’alphabet choisi, S{n} ∈ S, n = 1...N , avec la probabilité d’apparition de chaque symbole donnée par :
Pn =
1
M
card
{
si|si = S{n}
}
(6.9)
Cette fois avec la déﬁnition de la distribution de probabilité discrète on peut construire l’ensemble d’in-
tervalles contigus I{n} exprimés en (6.5) et bien sûr le générateur probabiliste de Bernoulli (6.6), caractérisé
par la propriété de bijectivité sur chaque intervalle I{n}. L’emploi de la méthode de propagation inverse nous
permet de trouver l’expression récurrente pour l’intervalle I{i} de valeurs possibles et nécessaires de CI, pour
coder le symbole si = S{n}, nous aurons :
I{i} = f−1{n}p
(
I{i+1}
)
(6.10)
Avec cette relation et sachant que la fonction f−1{.}p est linéaire sur l’intervalle I{i+1} ⊂ I{n}, on peut
calculer une expression de récurrence pour la dimension de l’intervalle I{i} ; Toujours dans le cas où si = S{n},
est pour une probabilité d’apparition 0 ≤ Pn < 1 :
size
(
I{i}
)
= Pnsize
(
I{i+1}
)
(6.11)
Grâce à cette relation récursive et à la déﬁnition de la distribution de probabilité discrète (6.9), nous obte-
nons une relation permettant le calcul direct de la largeur d’intervalle de condition initiales pour compresser
toute la séquence informationnelle :
size
(
I{1}
)
=
∏M
i=1
P (si ∈ S) =
∏N
n=1
(Pn)
PnM (6.12)
Finalement on obtient le nombre nécessaire de bits pour le codage d’une condition initiale dans l’intervalle
I{1} en prenant le logarithme de cette expression :
− log2
(
size
(
I{1}
))
= −
∑N
n=1
PnM log2 (Pn) = M ·H (6.13)
Ainsi nous constatons l’optimalité de l’algorithme de compression proposé, puisque l’entropie de la sé-
quence informationnelle est atteinte. Bien sûr on peut remarquer la similarité avec l’algorithme arithmétique
évoqué en début de ce chapitre, mais ce dernier se diﬀérencie par une technique de projection directe, diﬃcile
à implémenter en pratique et nécessitant un coût de calcul important. Quelques travaux récents proposent des
versions allégées de cet algorithme au niveau de la charge de calcul tout en gardant les mêmes performances
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[BG03].
La procédure de décompression pour l’algorithme proposé est très simple à mettre en oeuvre ; En utilisant
la condition initiale déterminée ainsi que le générateur probabiliste de Bernoulli déﬁni par {Pn} on génère
une séquence chaotique contenue dans les limites de chacun des intervalles obtenus lors de la compression.
La prise de décision sur les symboles lors de l’étape de reconstruction se fera en observant simplement dans
quel intervalle {I{n}} se place l’état à chaque itération de la dynamique (6.6).
La nécessité de connaître le générateur probabiliste utilisé à la compression nous assure aussi le cryptage de
la séquence informationnelle. Tout autre générateur employé pour la décompression va produire une séquence
de symboles totalement décorrélée avec l’originale. Cette décorrélation est garantie par le comportement
chaotique : toute perturbation de la condition initiale se traduit par une trajectoire divergente par rapport
à la vraie séquence.
Le problème de cette implémentation, d’ailleurs retrouvé dans le cas de l’algorithme arithmétique, est que
l’on ne sait pas quand s’arrêter ; Ainsi nous devons ajouter à l’espace de symboles un caractère spéciﬁque
de ﬁn de séquence. Ceci aﬀectera l’optimalité du processus de compression en pratique mais pour le cas de
séquences informationnelles inﬁniment longues l’optimalité au sens de l’entropie est toujours garantie.
6.4.2 Implémentation en pratique
Pour l’implémentation en pratique de l’algorithme proposé il faut transférer toutes les opérations sous
forme binaire. On propose deux solutions pour y arriver. La première et la moins coûteuse est d’utiliser un
format binaire pour toutes les opérations de multiplication et d’addition à réaliser. Même si cette méthode
est la plus performante, elle suppose par contre le développement d’une bibliothèque de fonctions de calcul
arithmétique particulière. Alors nous avons préféré la seconde approche, reposant sur des opérations en
virgule ﬂotante et codage de la condition initiale en binaire.
Quelle que soit la méthode choisie on propose l’expression d’une valeur quelconque x ∈ [0, 1[, sous forme
de somme inﬁnie de puissances négatives de deux :
x =
∞∑
k=1
bk2−k (6.14)
où bk = {0, 1} , k = 1...∞.
Si on considère que l’intervalle I{1}, obtenu par la propagation inverse de toute la séquence informa-
tionnelle est déﬁni sous la forme I{1} = [linf , lsup], avec linf , lsup ∈ [0, 1[, on peut démontrer la proposition
suivante sur le calcul d’une condition initiale dans l’intervalle déterminé.
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Proposition 1. Etant donné un intervalle [linf , lsup] ⊂ [0, 1[, on va démontrer qu’avec l’expression de
ses limites en fonction d’une somme inﬁnie de puissances négatives de deux linf =
∑∞
k=1 b
{i}
k 2
−k, lsup =∑∞
k=1 b
{s}
k 2
−k, il existe M < ∞ toujours tel que b{i}k = b{s}k ∀ k ≤ M , avec b{i}M+1 = b{s}M+1. Aussi, la valeur
xCI =
∑M+1
k=1 b
{s}
k 2
−k appartient à l’intervalle [linf , lsup].
Démonstration : Deux cas de ﬁgure vont être considérés pour montrer l’existence de M :
– cas où 0.5 ∈ ]linf , lsup[
Dans ce cas l’expression des limites de l’intervalle sous la forme (6.14), implique b{i}1 = 0 et b
{s}
1 = 1. Nous
considérons alors que M = 0 et aussi xCI = 2−1 ∈ [linf , lsup] qui convient pour répondre au problème.
– cas où 0.5 /∈ ]linf , lsup[
Dans ce cas nous allons utiliser la propriété suivante :
∞∑
k=M
2−k = 2−M lim
k→∞
1− 2−k−1
1− 2−1 = 2
−M+1 (6.15)
Pour la preuve de l’existence de M , on va écrire les inégalités suivantes pour une valeur quelconque
l ∈ [0, 1[ :
l =
∞∑
k=1
bk2−k
= b12−1 +
∞∑
k=2
bk2−k
≥ b12−1 (6.16)
l =
∞∑
k=1
bk2−k
= b12−1 +
∞∑
k=2
bk2−k
< b12−1 +
∞∑
k=2
2−k
< b12−1 + 2−1 (6.17)
Avec les expressions (6.16) et (6.17) nous allons maintenant montrer l’égalité des symboles binaires b{i}k
et b{s}k pour k ≤M .
La supposition b{i}1 = 1 et b
{s}
1 = 0 nous conduirait à lmin ≥ 0.5, lmax < 0.5 ce qui est en contradiction
avec l’hypothèse de départ lmin < lmax. De la même façon, si nous supposons que b
{i}
1 = 0 et b
{s}
1 = 1 on
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a lmin < 0.5 et lmax ≥ 0.5 qui par contre ne respecte pas l’hypothèse initiale que 0.5 /∈ ]linf , lsup[. Nous
pouvons en conclure qu’il existe bien M ≥ 1 tel que b{i}k = b{s}k , ∀ k ≤M .
L’existence de M étant prouvée, en supposant de façon similaire les diﬀérentes combinaisons possibles
des valeurs de b{i}M+1 et b
{s}
M+1, nous obtenons comme seule solution admissible b
{i}
M+1 = 0 et b
{s}
M+1 = 1.
On va choisir alors la variable xCI =
∑M+1
k=1 b
{s}
k 2
−k qui respecte les inégalités suivantes :
linf =
∞∑
k=1
b
{i}
k 2
−k
=
M∑
k=1
b
{i}
k 2
−k +
∞∑
k=M+2
b
{i}
k 2
−k
<
M∑
k=1
b
{i}
k 2
−k + 2−M−1
<
M+1∑
k=1
b
{s}
k 2
−k
< xCI (6.18)
lsup =
∞∑
k=1
b
{s}
k 2
−k
=
M+1∑
k=1
b
{s}
k 2
−k +
∞∑
k=M+2
b
{s}
k 2
−k
≥
M+1∑
k=1
b
{s}
k 2
−k
≥ xCI (6.19)
Ainsi xCI =
∑M+1
k=1 b
{s}
k 2
−k appartient bien à l’intervalle [linf , lsup].
La notation xCI a été choisie pour désigner la condition initiale ﬁnalement sélectionnée comme la repré-
sentation binaire de la séquence informationnelle compressée.
6.4.3 Exemple d’application de l’algorithme proposé
Pour illustrer le fonctionnement de l’algorithme on a choisi de compresser deux séquences avec la même
longueur et la même distribution de probabilité des symboles (table 6.1). Ce choix va nous permettre d’ob-
server l’inﬂuence de l’ordre des symboles sur la trajectoire chaotique générée et sur la condition initiale
déterminée (ﬁgure 6.4 a,b).
Séquence no. #1 : ”AABACABCCACBAACAC#”, longueur : M = 18
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Caractère Probabilité Intervalle I{n}
A 0.4444 [0, 0.44]
B 0.1667 (0.44, 0.61]
C 0.3333 (0.61, 0.94]
# 0.0556 (0.94, 1]
Tab. 6.1 – Probabilité d’apparition des symboles
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Fig. 6.3 – a) Histogramme de la distribution de probabilité discrète ; b) Générateur probabiliste de Bernoulli
Entropie : H = 1.7108, codage normal pour les IC (conditions initiales) :H ·M = 30.7944
CI codée : [0 0 0 1 1 0 0 1 0 0 0 1 0 1 1 0 1 1 0 1 0 1 1 0 0 0 1 1 0 0 1], longueur de
31 bits
Valeur réelle de la CI : x0 = 0.09800471039489
Séquence no. #2 : ”ABAACABCACCBACAAC#”, longueur : M = 18
CI codée : [0 0 1 1 0 1 0 1 0 0 1 0 1 1 0 0 0 0 0 0 1 0 1 1 1 1 0 1 1 0 1], longueur de
31 bits
Valeur réelle de la CI : x0 = 0.20770334312692
Une explication qualitative des ﬁgures 6.4 a) et b), est que la propriété de bijectivité des fonctions f{n}p (x)
nous assure que la trajectoire régénérée à partir de l’état initial x0 sera toujours contenue dans les intervalles
I{i}, obtenus par propagation inverse. On observe que pour les deux séquences la génération de la trajectoire
s’arrête en détectant le symbole de ﬁn de séquence. Une autre manière de réaliser la décompression, diﬀérente
de l’emploi d’un symbole de ﬁn de séquence, peut être considérée, avec une longueur ﬁxe de la séquence
informationnelle à compresser.
Une observation s’impose au niveau des possibilités de reconstruction de la séquence des symboles dans
le cas où une erreur sera commise au niveau de la condition initiale (représentée sous format binaire). En
fonction de la position de cette erreur dans la séquence binaire (proche de MSB or LSB) il se peut que les
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Fig. 6.4 – Limites des trajectoires qui déterminent l’intervalle récurrent des CI et la trajectoire régénérée
pour la séquence informationnelle : a) #1 ; b) #2
premiers symboles informationnels soit correctement regénérés, mais dans le cas où un symbole de ﬁn de
séquence est utilisé, nous allons commettre aussi une erreur sur la longueur de la séquence regénérée. L’usage
d’une séquence de longueur ﬁxe se place de ce point de vue, comme un avantage.
Le choix d’une stratégie pour l’étape de décompression dépend fortement de la nature de l’information
manipulée.
6.5 Conclusion
Un algorithme de compression sans pertes, optimal par rapport à un critère d’entropie a été présenté
dans ce chapitre. L’idée principale est d’utiliser les systèmes chaotiques comme une nouvelle méthode de
compression et même de cryptage ; Un coût de calcul limité est ainsi obtenu. Un type particulier de généra-
teur chaotique, appelé générateur probabiliste de Bernoulli, a été considéré pour transformer une séquence
informationnelle quelconque en une trajectoire comprise dans l’intervalle [0, 1].
Seul l’algorithme statique de compression est considéré dans ce chapitre, une forme adaptative peuvant
être envisagée pour améliorer les performances. L’emploi d’une fonction linéaire par parties permet une
reconstruction rapide de la séquence initiale, rendant la méthode très intéressante pour des implémentations
en temps réel.
Conclusions
Dans ce document ont été présentés plusieurs aspects sur les communications numériques à l’aide de
systèmes dynamiques chaotiques. Les contributions apportées peuvent être classées en trois catégories prin-
cipales :
– étude sur la synchronisation chaotique en utilisant des méthodes d’estimation d’état avec un accent
important sur la mise en place d’une nouvelle méthode de ﬁltrage de Kalman non-linéaire ;
– mise en place de plusieurs structures de récepteurs adaptés aux systèmes de communication à porteuse
chaotique, en simulation et sur des canaux réels ;
– réalisation d’une méthode de compression basée sur la dynamique symbolique chaotique.
On présente par la suite pour chaque point évoqué ci-dessus les aspects importants qui caractérisent l’origi-
nalité de chaque méthode ainsi que les perspectives de nouveaux résultats.
Dans un système de communication à porteuse chaotique, la synchronisation est l’élément le plus impor-
tant qui doit être pris en compte pour assurer les meilleures performances de transmission. Ainsi dans ce but,
on a développé une nouvelle méthode d’estimation d’état, représentée par le ﬁltre de Kalman Polynomial
Exact (ExPKF).
On a prouvé ainsi dans le chapitre 3, que pour un modèle polynomial monodimensionnel on peut calculer
facilement la statistique exacte d’ordre deux d’une v. a. aléatoire qui subit cette transformation. Les relations
obtenues pour les moments d’ordre un et deux suivent des expressions de calcul matricielles rendant ainsi une
application en pratique très facile à implémenter. A partir de ces relations, le développement d’un algorithme
de ﬁltrage récursif de type Kalman est immédiat. Cet algorithme a été développé pour un modèle polyno-
mial général rendant ainsi possible son application à tout problème d’estimation récursive où le processus
adopte une forme polynomiale. En ce qui concerne son application directe à la synchronisation chaotique,
l’expression de moments de l’état transformé peut être encore simpliﬁé en explicitant les relations matricielles
analytiquement, pour obtenir un coût de calcul très réduit.
Les performances de cette méthode ont été évaluées, dans le paragraphe 3.5, dans plusieurs cas de ﬁgure,
en la comparant à d’autres solutions de ﬁltrage de Kalman : analyse graphique de la transformation Exacte,
étude sur la stabilité pour un modèle particulier, EQM de synchronisation et une évaluation de la consistence
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du mécanisme de ﬁltrage. Sur tous les plans la méthode Exacte a montré des performances supérieures et a
conﬁrmé ainsi que cette solution originale a un potentiel important pour la synchronisation chaotique.
Les premières perspectives pour le ﬁltrage ExPKF portent sur la possibilité d’appliquer cet algorithme
à d’autres applications propres aux méthodes d’estimation d’état comme le positionnement, les méthodes
de classiﬁcation, et en général à tout modèle polynomial. Du point de vue de l’applicabilité aux problèmes
multi-dimensionnels, le ﬁltrage Exact peut être adapté à ce cas de ﬁgure en réalisant une transformation de
diagonalisation de la matrice de covariance, étude d’ailleurs menée actuellement.
En ce qui concerne les récepteurs à porteuse chaotique on a étudié plusieurs variantes à synchronisation
chaotique ainsi que d’autres solutions plus classiques à synchronisation par boucle de retard de code. Pour
les récepteurs à synchronisation chaotique on a mis l’accent sur les systèmes qui emploient des méthodes
d’estimation d’état, étant donné les bonnes performances présentées. Dans le paragraphe 4.3, on a considéré
plusieurs solutions de traitement en bande de base du signal reçu par estimation parallèle du code d’étalement
chaotique, du symbole transmis ainsi qu’éventuellement de l’erreur de phase ou du gain introduit par le canal.
Pour le contrôle de gain on a considéré deux solutions : une approche de dynamique modiﬁée et une boucle
de contrôle qui utilise les propriétés statistiques de la séquence chaotique utilisée ; Ces solutions sont ensuite
testées par rapport à un critère de TEB sur diﬀérents canaux de communications.
Pour mettre en évidence l’eﬃcacité de la nouvelle méthode d’estimation d’état Exacte sur les performances
du récepteur à estimation parallèle, on a testé cette solution par rapport aux autres versions de ﬁltrage
Kalman. En plus on a ajouté un schéma de démodulation basé sur une structure de type corrélateur. Les
résultats obtenus sur des canaux stationnaires ont montré l’eﬃcacité de la version Exacte de ﬁltrage pour
diﬀérents gains d’étalement et pour diverses fonctions non-linéaires.
Pour des applications sur des canaux réels diﬃciles comme c’est le cas des transmissions acoustiques
sous-marines, on a utilisé aussi des versions de récepteurs où la synchronisation est réalisée par des méthodes
classiques. Dans ces situations on considère l’emploi d’un modèle de ﬁltrage parallèle qui prend en compte
un seul trajet énergétique, ainsi qu’un modèle généralisé qui utilise l’énergie transmise sur plusieurs trajets.
Dans le paragraphe 4.6, ces deux solutions sont comparées ensuite avec un récepteur de type RAKE-MRC
sur plusieurs signaux réels à diﬀérents SNR ; Les résultats montrent la supériorité de la solution d’estimation
parallèle à plusieurs trajets en condition d’écart énergétique minime entre les diﬀérents échos.
A partir des résultats obtenus avec cette version on a réalisé par la suite un nouveau schéma qui estime
cette fois, la majorité des trajets énergétiques présents à l’entrée du récepteur. Ce schéma est obtenu en
développant l’équation d’observation des coeﬃcients du canal pondérés par la matrice d’auto-corrélation.
L’avantage de ce modèle est qu’il prend en compte les termes d’inter-corrélation entre la séquence d’étalement
et sa version retardée, augmentant ainsi les performances du système pour des codes d’étalement avec une
fonction d’auto-corrélation sous-optimale ; Ce modèle linéaire permet l’emploi d’un ﬁltre de Kalman linéaire
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comme estimateur optimal par rapport à un critère d’erreur quadratique minimal. En fonction du code utilisé,
on a considéré deux cas : séquences d’étalement courtes et séquences d’étalement longues.
Pour les séquences d’étalement courtes le modèle linéaire obtenu ne change pas avec le signal reçu, ainsi
diminuant le coût de calcul. Par la suite, pour réduire le coût de calcul, dû en partie aux relations d’inversion
matricielles, on a utilisé une méthode de suppression de termes d’interférences rendant ainsi l’algorithme sous
forme scalaire. Cette version de l’algorithme a subit ultérieurement plusieurs modiﬁcations pour augmenter
la vitesse de convergence ou pour obtenir sa forme asymptotique.
Les séquences d’étalement longues ou la présence des symboles informationnels vont déterminer le chan-
gement de la matrice d’auto-corrélation et de même le changement du modèle. Cette nécessité de recalculer
la matrice d’auto-corrélation à chaque étape ainsi que la perte de quelques propriétés comme la forme Toe-
plitz, vont conduire à un coût de calcul beaucoup plus important. Pour résoudre ce problème on eﬀectue
quelques approximations ainsi que la suppression des termes d’interférence, qui vont conduire ﬁnalement
à un algorithme mono-dimensionnel. L’estimation du canal en présence des symboles informationnels a été
réalisée avec un algorithme à retour de décision conjointement avec l’estimation du symbole par une structure
de type RAKE. Dans le paragraphe 5.3.4, cet algorithme a été testé de même sur des signaux acoustiques
sous-marins : les performances ainsi obtenues, en terme de TEB, se sont bien avérées supérieures à celles de
la structure classique RAKE-MRC.
La dernière partie du document est dédiée à la présentation d’une méthode de compression originale qui
utilise la dynamique symbolique chaotique pour réaliser le codage d’une séquence informationnelle sous la
forme d’un intervalle de conditions initiales. On démontre que l’emploi d’un générateur particulier, dénommé
générateur probalistique de Bernoulli, construit en fonction de la probabilité d’apparition de chaque symbole,
va générer la séquence informationnelle initiale à partir d’une condition initiale située dans un intervalle
donné (la détermination de celui-ci est issue de l’étape de compression). Théoriquement on démontre dans le
paragraphe 6.4.1, que la performance de compression atteint la limite entropique, ainsi on obtient le résultat
très important que la méthode développée est optimale.
Rappelons que cet algorithme suit les mêmes étapes que la compression arithmétique, mais avec une
formulation plus générale grâce aux systèmes dynamiques chaotique, ce qui en fait l’originalité. En perspec-
tive, en utilisant cette approche, on pourra développer un algorithme de compression qui sera associé à la
probabilité conditionnée d’apparition des symboles à un ordre supérieur.
Une des perspectives les plus importantes concerne l’application des méthodes développées dans ce tra-
vail de thèse dans un cadre de système de communication à accès multiple. Si l’emploi d’une méthode de
synchronisation chaotique devient diﬃcile dans un cas multi-utilisateur, une approche plus facile peut être
développée en considérant les solutions de suppression des termes d’interférences adaptées en plus à ce cas
de ﬁgure, avec la prise en compte de l’interférence inter-utilisateurs.
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Les résultats en terme de TEB obtenus en simulation ou sur des canaux de transmission réels, ainsi que
l’aspect stochastique des signaux modulés à porteuse chaotique, qualiﬁent les méthodes développées comme
des systèmes LPI, mais une étude théorique sur les méthodes d’interception reste à faire pour valider vraiment
les systèmes chaotiques pour des applications qui demandent un niveau de sécurité important.
Annexe A
Exposants de Lyapunov
Dans le premier chapitre on a déﬁni les exposants de Lyapunov en fonction de la déformation subie par
une sphère de conditions initiales possibles sur une i-ème direction :
λi = lim
t→∞
1
t
ln
δi (t)
δi (0)
, i = 1...n (A.1)
Ainsi on peut dire que les exposants positifs mesurent la divergence dans la direction correspondante
(direction dilatante) et les exposants négatifs donnent le taux de convergence vers l’attracteur dans les
directions contractantes.
Cette déﬁnition est donnée comme une formulation générale du lien entre la stabilité des trajectoires dans
l’espace de phase et les exposants de Lyapunov. Une autre approche plus analytique en utilisant la matrice de
Oseledec a été présentée par Abarbanel et al. [ABK91]. Généralement on part avec l’hypothèse d’un système
avec une dimension d de l’espace de phase et un ensemble de vecteurs de données de la même dimension d :
y (t = t0 + n∆t) = y (n), échantillonnés aux instants t = t0 + n∆t. En plus, on considère que la dynamique
du système en temps discret est donnée par :
y (n + 1) = F (y (n)) (A.2)
Ainsi une petite perturbation z (n) va évoluer en accord avec la dynamique linéarisée du système :
z (n + 1) = DF (y (n)) · z (n) (A.3)
où DF (x) est le Jacobien de dimension d× d :
DF (x)n,k =
∂F (x)n
∂xk
, n, k = 1, 2, ..., d
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La perturbation initiale z (n) va évoluer après L étapes sous la forme suivante :
z (n + L) = DF (y (n + L− 1)) · z (n + L− 1)
= DF (y (n + L− 1)) ·DF (y (n + L− 2)) · ... ·DF (y (n)) · z (n)
= DFL (y (n)) · z (n) (A.4)
où la matrice DFL (y (n)) est déﬁnie par :
DFL (y (n)) =
L−1∏
i=0
DF (y (n + i))
Par la suite en déﬁnissant les matrices :
OSL (L,x) =
{
DFL (x) ·
[
DFL (x)
]T}1/2L
(A.5)
OSL (x) = lim
L→∞
OSL (L,x) (A.6)
Osedelec a démontré que la limite donnée par la matrice OSL (x) de dimension d × d existe. En plus,
les valeurs propres de la matrice, désignées par exp (λi) , i = 1, 2, ..., d sont indépendantes de x, pour tout
x situé dans le même bassin d’attraction. Ainsi il est facile à reconnaître que les valeurs λi déﬁnies de telle
façon représentent une généralisation des exposants de stabilité Lyapunov pour un point ﬁxe x.
Quelques propriétés importantes associées aux systèmes dynamiques peuvent être ainsi caractérisées :
– premièrement, comme on a déjà présenté dans le chapitre destiné aux systèmes chaotiques, l’existence
de l’attracteur est lié directement à l’idée que le système doit être dissipatif, condition équivalente avec
la négativité de la somme des exposants Lyapunov :
∑d
i=1 λi < 0
– l’exposant le plus grand gouverne l’évolution à long terme du système dynamique et donne ainsi des
limites quantitatives sur la predictibilité de son évolution
– la déﬁnition d’un système chaotique est liée directement à l’existence d’un exposant Lyapunov positif
– l’entropie qui mesure le taux global de divergence des trajectoires est égal à la somme des exposants
positifs de Lyapunov :
K =
n∑
i=1
λi, λ1 ≥ ... ≥ λn > 0 ≥ λn+1... ≥ λd (A.7)
– calcul de la dimension de Kaplan-Yorke [GP83c] :
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DKY = j +
∑j
i=1 λi
|λj+1| (A.8)
où j est tel que
∑j
i=1 λi > 0 et
∑j+1
i=1 λi < 0.
Annexe B
Formulation du Filtre de Kalman Etendu
(EKF)
Cette annexe est réalisée sous la forme d’un complément à l’introduction du ﬁltre de Kalman Etendu
déjà présentée succinctement dans le chapitre 2. Dans ce chapitre ont été introduites les relations de base
qui forment l’algorithme récursif de ﬁltrage, mais aucun détail n’a été donné sur les équations de mise à jour
temporellle et de mise à jour à l’issue d’observations.
On part de l’idée que le calcul récursif de la statistique suﬃsante représentée par la moyenne et la variance
conditionnelle dans le cas linéaire Gaussien est la plus simple méthode d’estimation d’état [BSL93]. Alors il
est sohaitable d’obtenir une structure similaire dans le cas non-linéaire ; un tel estimateur est dénommé ﬁltre
de Kalman étendu, pour sa similarité avec le ﬁltre de Kalman classique.
Le modèle employé pour la déduction considère le cas général donné par le système d’équations (2.1) dont
les bruits additifs {vk,nk} sont considérés centrés, gaussiens et avec une inter-corrélation nulle (eq. 2.2).
Comme dans le cas linéaire on doit alors estimer à l’instant k :
– une approximation de la moyenne conditionnelle : xˆk|k ≈ E
[
xk|Yk
]
– la matrice de covariance associée : Pk|k
B.1 Etape de mise à jour temporelle
Pour obtenir l’état prédit xˆk+1|k la fonction non-linéaire associée à l’équation de processus sera développée
en série de Taylor autour du dernier état estimé xˆk|k avec les termes jusqu’au premier ou deuxième ordre
selon l’ordre condiséré du ﬁltre, respectivement :
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xk+1 = f
(
xˆk|k
)
+ fx (k)
(
xk − xˆk|k
)
+
1
2
nx∑
i=1
ei
(
xk − xˆk|k
)T
f ixx (k)
(
xk − xˆk|k
)
+ HOT + vk (B.1)
où ei est le i-ème vecteur de base Cartésien, de dimension nx (la i-ème composante unité et le reste zéro),
fx (k)  ∇xf |xˆk|k (B.2)
est le Jacobien de la fonction f (·) évaluée en xˆk|k,
f ixx (k)  ∇x∇Tx f i
∣∣
xˆk|k
(B.3)
est le Hessien de la i-ème composante de f (·) et HOT représente les termes d’ordre supérieur qui seront
négligés par la suite.
Sous cette forme l’état prédit à l’instant k+1 à partir de l’état estimé à l’instant k est obtenu en prenant
l’espérance mathématique de (B.1) (on néglige les termes d’ordre supérieur :
xˆk+1|k = f
(
xˆk|k
)
+
1
2
nx∑
i=1
eitr
[
f ixx (k)Pk|k
]
(B.4)
L’erreur de prédiction de l’état est obtenue par la soustraction de (B.1) de l’équation (B.4), et obtenir :
x˜k+1|k = fx (k) x˜k|k +
1
2
nx∑
i=1
ei
{
x˜Tk|kf
i
xx (k) x˜k|k − tr
[
f ixx (k)Pk|k
]}
+ vk (B.5)
En multipliant ce vecteur par son transposé et en prenant par la suite l’espérance mathématique, on
obtient la valeur de la covariance des erreurs prédite [BSL93] :
Pk+1|k = fx (k)Pk|kfTx (k) +
1
2
nx∑
i=1
nx∑
j=1
eieTj tr
[
f ixx (k)Pk|kf
j
xx (k)Pk|k
]
+ Q (B.6)
Il faut mentionner que la relation qui donne l’état prédit inclue un terme d’ordre deux, appelé terme de
correction, sera négligé dans la cas où la solution de ﬁltrage EKF à premier ordre est considérée. De même
l’expression de la covariance des erreurs prédite (eq. B.8) contient un terme d’ordre quatre qui sera aussi
négligé dans le cas du EKF au premier ordre. On remarque de même que la version EKF au premier ordre du
ﬁltre est similaire au ﬁltrage linéaire, où dans ce cas le Jacobien fx (k) joue le rôle de matrice de transition.
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B.2 Etape de mise à jour par des observations
De façon similaire, on obtient les relations suivantes pour l’état observé et la covariance des erreurs
prédites :
yˆk+1|k = h
(
xˆk+1|k
)
+
1
2
nx∑
i=1
eitr
[
hixx (k)Pk+1|k
]
(B.7)
Sk+1 = hx (k)Pk+1|khTx (k) +
1
2
nx∑
i=1
nx∑
j=1
eieTj tr
[
hixx (k)Pk+1|kh
j
xx (k)Pk+1|k
]
+ R (B.8)
où
hx (k)  ∇xh|xˆk+1|k (B.9)
est le Jacobien de la fonction h (·) évaluée en xˆk+1|k, et où
hixx (k)  ∇Tx∇xhi
∣∣
xˆk+1|k
(B.10)
est le Hessien de la i-ème composante de h (·).
Comme dans l’étape de mise à jour temporelle les termes de “correction” dans l’expression de l’état et de
la covariance sont négligés pour le EKF au premier ordre. Dans ce cas le Jacobien hx (k) joue aussi le rôle
correspondant de matrice de mesure. Par la suite l’expression du gain du ﬁltre, ainsi que les équations de
mise à jour de l’état et de la covariance estimées sont identiques au cas linéaire :
Kk+1 = Pk+1|khTx (k)S
−1
k+1
xˆk+1|k+1 = xˆk+1|k + Kk+1
(
yk+1 − yˆk+1|k
)
Pk+1|k+1 = Pk+1|k −Kk+1Sk+1KTk+1 (B.11)
Annexe C
Compléments sur la Transformation
Polynomiale Exacte
Dans le chapitre 3, la transformation polynomiale exacte a été introduite comme une méthode de calcul
de la statistique issue de la transformation d’une v.a. x par une fonction polynomiale : f(x) =
∑N
n=0 anx
n.
Comment il a été déjà prouvé les moments d’ordre un et deux de la v.a. y peuvent être déterminés à l’aide
des relations matricielles. Au moment où ces relations ont été introduites nous nous sommes volontairement
limités à un développement analytique concis pour éviter d’alourdir le chapitre. Cette annexe a comme but
de compléter ces relations en démontrant pas à pas les étapes successives qui ont mené à ces résultats.
Ainsi, pour le calcul de la valeur moyenne de la v.a. y, à partir de la relation (3.4) qui présente le
développement en série de Taylor appliquée à la v.a. y, on obtient :
y¯ = E [y]
= f (x¯) +
N∑
n=2
E [(∆x)n]
n!
dnf
dxn
∣∣∣∣
x=x¯
= f (x¯) +
N∑
n=2
mn
n!
dnf
dxn
∣∣∣∣
x=x¯
(C.1)
où mn désigne le moment centré d’ordre n pour la v.a. ∆x.
L’expression des dérivées (3.6) est obtenue de la manière suivante :
dnf
dxn
=
N∑
i=0
ai
dn
dxn
(
xi
)
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=
N∑
i=n
ai

 i∏
j=i−n+1
j

xi−n
=
N∑
i=n
ai
i!
(i− n)!x
i−n (C.2)
Avec les notations des moments m0 = 1, et m1 = E [∆x] = 0, le développement ﬁnal est obtenu :
y¯ =
N∑
n=0
mn
n!
N∑
i=n
ai
i!
(i− n)! x¯
i−n
=
N∑
n=0
mn
N∑
i=n
aiC
n
i x¯
i−n (C.3)
avec son équivalent matriciel :
y¯ = aT0:NC
x¯m0:N (C.4)
Pour l’expression du moment d’ordre deux, en utilisant le même développement en série de Taylor, on
obtient :
σ2y = E
[
(y − y)2
]
= E

(f (x¯) + N∑
n=1
(∆x)n
n!
dnf
dxn
∣∣∣∣
x=x¯
− f (x¯)−
N∑
n=2
mn
n!
dnf
dxn
∣∣∣∣
x=x¯
)2
= E

(∆x df
dx
∣∣∣∣
x=x¯
+
N∑
n=2
(∆x)n −mn
n!
dnf
dxn
∣∣∣∣
x=x¯
)2
= E
[(
∆x
df
dx
∣∣∣∣
x=x¯
)2]
+ 2E
[(
∆x
df
dx
∣∣∣∣
x=x¯
)
·
(
N∑
n=2
(∆x)n −mn
n!
dnf
dxn
∣∣∣∣
x=x¯
)]
+ ...
E


(
N∑
n=2
(∆x)n −mn
n!
dnf
dxn
∣∣∣∣
x=x¯
)2 (C.5)
En utilisant le moment centré d’ordre n l’équation ci-dessus présentée peut être mise sous la forme
suivante :
σ2y = m2
(
df
dx
)2∣∣∣∣∣
x=x¯
+ 2
N∑
n=2
E
[
(∆x)n+1
]
n!
df
dx
dnf
dxn
∣∣∣∣∣∣
x=x¯
− 2E [∆x]
N∑
n=2
mn
n!
df
dx
dnf
dxn
∣∣∣∣
x=x¯
+ ...
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E
[
N∑
n=2
N∑
k=2
(
(∆x)n −mn
n!
dnf
dxn
∣∣∣∣
x=x¯
)
·
(
(∆x)k −mk
k!
dkf
dxk
∣∣∣∣∣
x=x¯
)]
= m2
(
df
dx
)2∣∣∣∣∣
x=x¯
+ 2
N∑
n=2
mn+1
n!
df
dx
dnf
dxn
∣∣∣∣
x=x¯
+
N∑
n=2
N∑
k=2
E
[
((∆x)n −mn)
(
(∆x)k −mk
)]
n! · k!
dnf
dxn
dkf
dxk
∣∣∣∣
x=x¯
= m2
(
df
dx
)2∣∣∣∣∣
x=x¯
+ 2
N∑
n=2
mn+1
n!
df
dx
dnf
dxn
∣∣∣∣
x=x¯
+ ...
N∑
n=2
N∑
k=2
E
[
(∆x)n+k
]
−mnE
[
(∆x)k
]
−mkE [(∆x)n] + mnmk
n! · k!
dnf
dxn
dkf
dxk
∣∣∣∣
x=x¯
= m2
(
df
dx
)2∣∣∣∣∣
x=x¯
+ 2
N∑
n=2
mn+1
n!
df
dx
dnf
dxn
∣∣∣∣
x=x¯
+
N∑
n=2
N∑
k=2
mn+k −mnmk
n! · k!
dnf
dxn
dkf
dxk
∣∣∣∣
x=x¯
(C.6)
En utilisant les mêmes hypothèses sur les moments m0 et m1 la relation (C.6) peut être écrite :
σ2y =
N∑
n=1
N∑
k=1
mn+k −mnmk
n! · k!
dnf
dxn
dkf
dxk
∣∣∣∣
x=x¯
(C.7)
De la même façon pour les dérivées on obtient :
1
n! · k!
dnf
dxn
dkf
dxk
=
(
N∑
i=n
ai
i!
n!(i− n)!x
i−n
)
 N∑
j=k
aj
j!
k!(j − k)!x
j−k


=
N∑
i=n
N∑
j=k
aiajC
n
i C
k
j x
i+j−n−k (C.8)
Par la suite avec les mêmes notations matricielles que celles présentées déjà dans le chapitre 3 la relation
(C.7) devient :
σ2y =
N∑
n=1
N∑
k=1
(mn+k −mnmk)
(
aT1:NC
x¯
n,ka1:N
)
(C.9)
A partir de l’équation (C.9) on obtient la relation ﬁnale matricielle pour le moment d’ordre 2 de la v.a.
y :
σ2y = 11×N
(M Cx¯)1N×1 −mT1:NCx¯m1:N (C.10)
Une dernière expression est obtenue pour la covariance de transition Pxy entre les variables x et y :
Pxy = E [(x− x¯) (y − y)]
= E [∆x · y]− E [∆x · y]
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= E
[
∆x
(
f (x¯) +
N∑
n=1
(∆x)n
n!
dnf
dxn
∣∣∣∣
x=x¯
)]
= E [∆x · f (x¯)] + E
[
N∑
n=1
(∆x)n+1
n!
dnf
dxn
∣∣∣∣∣
x=x¯
]
=
N∑
n=1
mn+1
N∑
i=n
aiC
n
i x¯
i−n (C.11)
et en conséquence avec les mêmes notations utilisées antérieurement l’expression ﬁnale matricielle est
obtenue :
Pxy = aT0:NC
x¯m1:N+1 (C.12)
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