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ABSTRACT
The C III] λλ1907, 1909 emission doublet has been proposed as an alternative to Lyman-α in redshift confirmations of galaxies at
z & 6 since it is not attenuated by the largely neutral intergalactic medium at these redshifts and is believed to be strong in the young,
vigorously star-forming galaxies present at these early cosmic times. We present a statistical sample of 17 C III]-emitting galaxies
beyond z ∼ 1.5 using ∼30 h deep VLT/MUSE integral field spectroscopy covering 2 square arcminutes in the Hubble Deep Field South
(HDFS) and Ultra Deep Field (UDF), achieving C III] sensitivities of ∼2×10−17 erg s−1 cm−2 in the HDFS and ∼7×10−18 erg s−1 cm−2
in the UDF. The rest-frame equivalent widths range from 2 to 19 Å. These 17 galaxies represent ∼3% of the total sample of galaxies
found between 1.5 . z . 4. They also show elevated star formation rates, lower dust attenuation, and younger mass-weighted ages
than the general population of galaxies at the same redshifts. Combined with deep slitless grism spectroscopy from the HST/WFC3
in the UDF, we can tie the rest-frame ultraviolet C III] emission to rest-frame optical emission lines, namely [O III] λ5007, finding a
strong correlation between the two. Down to the flux limits that we observe (∼1× 10−18 erg s−1 cm−2 with the grism data in the UDF),
all objects with a rest-frame [O III] λλ4959, 5007 equivalent width in excess of 250 Å, the so-called extreme emission line galaxies,
have detections of C III] in our MUSE data. More detailed studies of the C III]-emitting population at these intermediate redshifts will
be crucial to understand the physical conditions in galaxies at early cosmic times and to determine the utility of C III] as a redshift
tracer.
Key words. galaxies: high-redshift – intergalactic medium – galaxies: evolution
1. Introduction
Large samples of candidate z > 6 galaxies have been con-
structed with the Lyman-break technique on deep imaging
data, using Hubble Space Telescope (HST) Advanced Camera
for Surveys (ACS) data at optical wavelengths (Stanway et al.
2003; Dickinson et al. 2004) before moving to higher red-
shifts and larger samples with HST Near Infrared Cam-
era and Multi-Object Spectrometer (NICMOS) data at near-
infrared wavelengths (e.g., Bouwens et al. 2004). Eventually,
the installation of the Wide Field Camera 3 (WFC3) on
? Based on observations made with ESO telescopes at the La Silla
Paranal Observatory under program IDs 60.A-9100(C), 094.A-2089(B),
095.A-0010(A), 096.A-0045(A), and 096.A-0045(B). This work is also
based on observations made with the NASA/ESA Hubble Space Tele-
scope, programs GO-12099 and 12177, obtained at the Space Telescope
Science Institute, which is operated by the Association of Universities
for Research in Astronomy, Inc., under NASA contract NAS 5-26555.
?? NOVA Fellow.
the HST, with a higher sensitivity and larger field of view
than NICMOS, has led to samples of hundreds of robust
photometric candidates (e.g., Bunker et al. 2010, Trenti et al.
2011, Ellis et al. 2013, McLure et al. 2013, Oesch et al. 2013,
Schenker et al. 2013, Schmidt et al. 2014, Bouwens et al. 2015,
Bowler et al. 2015, Finkelstein et al. 2015). Complementary re-
sults have also been obtained from larger and often shal-
lower ground-based imaging campaigns (e.g., Taniguchi et al.
2005, Ouchi et al. 2009, 2010, Hu et al. 2010, Shibuya et al.
2012, Tilvi et al. 2013, Konno et al. 2014, Matthee et al. 2015).
While the number of photometric candidates is impressive,
only small subsamples of these candidates have been con-
firmed spectroscopically with Lyman-α (e.g., Hu et al. 2010,
Ouchi et al. 2010, Kashikawa et al. 2011, 2012, Pentericci et al.
2011, Vanzella et al. 2011, Shibuya et al. 2012, Finkelstein et al.
2013, Ouchi et al. 2013, Oesch et al. 2015, Stark et al. 2015b,
Sobral et al. 2015, Zitrin et al. 2015b, Schmidt et al. 2016,
Song et al. 2016, Tilvi et al. 2016, Laporte et al. 2017). See
Stark (2016) and references therein for a comprehensive review.
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This is not for lack of trying, as many studies have re-
turned negative results in the search for the highest red-
shift Lyman-α emitters (e.g., Fontana et al. 2010, Caruana et al.
2012, Bunker et al. 2013, Treu et al. 2013, Matthee et al. 2014,
Pentericci et al. 2014). Emission line redshifts are often pre-
ferred compared to the direct spectral detection of the contin-
uum break (the so-called Lyman break) due to the faint con-
tinuum levels in high-redshift galaxies, although a handful of
exceptional cases exist where a continuum break is detected at
high redshift (e.g., Tanvir et al. 2009, Oesch et al. 2016). Even
a combined 52-h VLT/FORS2 spectrum of one of the brightest
and most robust z ∼ 7 candidates in the Hubble Ultra Deep Field
(UDF) does not show Lyman-α or continuum emission in the
expected wavelength range (Vanzella et al. 2014). Much of the
difficulty is believed to be caused by the increasingly neutral in-
tergalactic medium at these redshifts (e.g., Dijkstra et al. 2007),
which would attenuate the Lyman-α emission that is relied upon
to confirm the redshifts.
Some authors have suggested that other, relatively strong
emission lines can be used to confirm redshifts at z & 6,
namely the semi-forbidden C III] doublet at (vacuum) 1906.7
and 1908.7 Å (Stark et al. 2014; Zitrin et al. 2015a). The actual
samples of galaxies where this doublet is observed has remained,
until recently (Du et al. 2017), very small and is predominately
limited to z ∼ 0 galaxies (Leitherer et al. 2011; Rigby et al.
2015) and blue, low-mass z ∼ 1–3 galaxies (Erb et al. 2010;
Amorín et al. 2017) of which the majority are strongly grav-
itationally lensed (Christensen et al. 2010, 2012; Bayliss et al.
2014; Stark et al. 2014; Rigby et al. 2015; Patrício et al. 2016).
New results at z ∼ 6–7 from Stark et al. (2015a, 2017) have
shown strong C III] emission and posit that the cause is an ex-
tremely hard ionization field produced by low-metallicity stellar
populations.
However, it must be stressed that the samples of C III] emis-
sion in star-forming galaxies are currently small and, at least at
z > 0, biased toward the lowest mass, bluest galaxies. While
these galaxies may be similar to galaxies forming at the earli-
est cosmic times, they are not fully representative of the general
galaxy population; Shapley et al. (2003) found C III] at approx-
imately 10% of the flux of Lyman-α in a stacked spectrum of
∼1000 Lyman break galaxies (LBGs) at z ∼ 3 (cf. Rigby et al.
2015, who show that this flux ratio varies between samples at
fixed redshift).
The general picture of C III], then, is that it is nearly om-
nipresent in star-forming galaxies at z > 0 albeit at relatively
faint fluxes with a strength that may increase with a higher ion-
ization parameter and/or decreasing stellar mass or gas phase
metallicity. Shocks and active galactic nuclei (AGN) are also
capable of producing C III] emission in galaxies. The relative
contributions of these mechanisms compared to star formation
is still unknown. Given this, there is a clear need for a larger
and more representative sample of galaxy spectroscopy that is
capable of finding C III] even at modestly low fluxes. Here we
combine extremely deep optical spectroscopy from MUSE (the
Multi-Unit Spectroscopic Explorer; Bacon et al. 2010) on the
ESO Very Large Telescope (VLT) with deep multi-band photom-
etry in the UDF and the Hubble Deep Field South (HDFS) along
with HST/WFC3 near-infrared slitless grism spectroscopy (in
the UDF only) to systematically obtain a sample of (unlensed)
1.5 . z . 4 C III] emitters. Given the amount of ancillary infor-
mation present in these areas, we can investigate the prevalence
of C III] emission with properties such as stellar mass, (specific)
star formation rate, and UV luminosity.
We refer to the combined [C III] λ1907 and C III] λ1909
doublet as C III] throughout except when otherwise noted. We
adopt a flat ΛCDM cosmology (Ωm = 0.3, ΩΛ = 0.7, and
H0 = 70 km s−1 Mpc−1) and AB magnitudes (Oke 1974).
2. Data
2.1. MUSE observations
We used the udf-10, which is the deepest pointing in a larger
3′ × 3′ mosaic of nine MUSE pointings in the UDF. Details of
the reduction of the udf-10 data are given in Bacon et al. (2017),
hereafter referred to as Paper I. In this reduction, 156 individual
exposures were combined into a single 1′×1′ MUSE cube with a
median exposure time per pixel of 31.6 h. The effective FWHM
of the seeing (white light) is 0.65′′.
Because of its similar depth (∼27 h), we also incorpo-
rated the HDFS data taken as part of the commissioning of
MUSE (Bacon et al. 2015). We used a new post-processing
of the MUSE data cube, v1.351, similar to that presented in
Borisova et al. (2016). The main differences between this reduc-
tion and the publicly released cube, which used the pipeline de-
scribed in Weilbacher et al. (2012), is improved flat fielding and
sky subtraction (using CubeEx; Cantalupo, in prep.). The av-
erage FWHM of the seeing (white light) in the HDFS cube is
0.77′′.
White light images (the MUSE cube flattened along the spec-
tral direction) and exposure maps for the two fields are shown in
Fig. 1.
For the remainder of this analysis, we discuss one-
dimensional spectra extracted from the MUSE data cubes. For
sources that are unresolved at the spatial resolution of MUSE,
a weighted extraction using a single kernel is insufficient since,
owing to the wavelength-dependent point spread function (PSF),
we would be adding too little flux in the blue and relatively
more in the red. Thus we integrated the source flux in a re-
gion defined by its original segmentation area convolved with
a Gaussian of 0.6′′ FWHM to take into account the MUSE reso-
lution, weighted by the wavelength-dependent PSF in the spec-
trum extraction. We centered the PSF on the center of the object
when performing the summation. As noted in Paper I, this is the
optimal way of extracting the spectrum for small and/or faint
objects.
Details of the redshift determinations for the HDFS data
are given in Bacon et al. (2015) and for the udf-10 data in
Inami et al. (2017, hereafter Paper II). We briefly summarize the
general methods here.
The starting samples for redshift determinations are the
respective photometric catalogs for the field. For continuum-
selected objects, one-dimensional spectra were extracted from
the MUSE cubes. We compared the spectra to spectroscopic tem-
plates derived from MUSE data for an initial redshift determina-
tion and then were inspected by multiple individuals for confir-
mation. The majority of redshifts come from emission lines with
the additional constraint that the two-dimensional profile of the
emission line in a pseudo-narrowband image should be coher-
ent. We can only accurately determine redshifts from absorption
features in bright sources, where the continuum is resolved well.
As noted in Bacon et al. (2015), some objects have emission
lines with high equivalent widths (EWs) in excess of 100 Å that
are easily detectable with MUSE but the galaxy is otherwise too
faint for a continuum detection, even in the deep HST imaging
1 Data.muse-vlt.eu/HDFS/v1.30/DATACUBE-HDFS-1.34.
fits.gz
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Fig. 1. Exposure maps (left) and white light images (right) for the two MUSE data cubes used here: udf-10 version 0.42 (top) and HDFS version
1.34 (bottom). The pink stars in the white light images show the positions of C III] emitters (see Sect. 4 and Table 2).
that exists in these fields. The tool, ORIGIN, has been developed
to search for these emission lines in the full MUSE data cubes
(based on algorithms described in Paper I; Bourguignon et al.
2012, Paris 2013); this tool accounts for a spectrally varying
instrumental PSF and the spectral similarities of neighboring
pixels. This algorithm is applied to the udf-10 data. For refer-
ence, this method detects 152 plausible emission line sources
in the udf-10 that were missed in the input photometric catalog
(Rafelski et al. 2015), but have a counterpart in the HST imag-
ing from which photometry can be extracted; 32 of these sources
have no HST counterpart at all. Another algorithm, MUSELET2,
applied to the HDFS data, detects emission lines in pseudo-
narrowband images following an emission line profile with a
velocity of σ = 100 km s−1 (Bacon et al. 2015; Richard et al.
2015). One-dimensional spectra were extracted for these sources
and redshifts were determined in an identical way to the photo-
metrically selected sources.
In total, there are 308 redshift determinations in the udf-
10 cube and in this version of the HDFS cube there are 239 red-
shifts (all confidence levels; Paper II). We used these redshifts as
inputs to a C III] line search as described in Sect. 3.1.
2.2. Photometry
In the HDFS, we used the catalogs from Wuyts et al.
(2007), who combined the optical through near-IR imaging
from HST/WFPC2 (F300W, F450W, F606W, and F814W;
2 http://mpdaf.readthedocs.io/en/latest/muselet.html
Casertano et al. 2000) and VLT/ISAAC (Js, H, and Ks;
Labbé et al. 2003) with Spitzer Space Telescope IRAC imaging
in the 3.6, 4.5, 5.8, and 8 µm bands. In the udf-10, the MUSE
redshift identifications were performed using the Rafelski et al.
(2015) photometric catalog as an input. This catalog con-
tains 11 HST/WFC3 and ACS photometric bands, but does
not include photometric coverage redward of 1.7 µm. There-
fore, we chose to use the 26-band 3D-HST photometric cata-
log of Skelton et al. (2014), which includes both ground-based
and HST-based optical/near-IR photometry and IRAC photom-
etry, supplemented by 3D-HST grism spectroscopic data and
Spitzer/MIPS 24 µm photometry from Momcheva et al. (2016).
We refer to this combined photometric catalog as the 3D-HST
photometry in the following. This catalog provides grism red-
shifts that are a crucial addition to our spectral energy distribu-
tion (SED) fitting in Sect. 4.3 in cases where we do not have
a redshift from MUSE. The near-IR coverage provided is also
important since, for example, Wuyts et al. (2007) demonstrated
the constraining power that observations at Spitzer/IRAC wave-
lengths provide on the derived SED-fitting parameters. Finally,
the 3D-HST photometric bands cover a similar wavelength range
as those used in the HDFS, making the derived results compara-
ble between the fields.
For all galaxies we calculated β, the UV continuum slope, by
performing a power-law fit to all photometric data points where
the central wavelength of the filter covers the rest-frame wave-
length range 1300 < λ/Å < 2500 for the galaxy, requiring at
least two photometric points in this range. For non stellar objects
that do not have a MUSE redshift, we computed photometric
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redshifts with EAZY3 (Brammer et al. 2008). Within EAZY, we
adopted an R-band (F606W) prior, which defines the prior prob-
ability distribution on redshift for a given apparent magnitude,
p(z|m0). In addition to the standard five templates, we included
a young, dusty template and an old, red galaxy template (as de-
scribed in Whitaker et al. 2011).
2.3. HST grism spectroscopy
The grism spectra here come from deep stacks of all avail-
able G141 grism data in the udf-10 region, which include eight
orbits from the 3D-HST program (GO-12177; Brammer et al.
2012, Momcheva et al. 2016) and nine orbits from supernova
follow-up observations from the CANDELS program (GO-
12099; Rodney et al. 2012). The grism observations are com-
bined in a similar way to that mentioned in Brammer et al.
(2013) and van Dokkum et al. (2013), but specifically using the
Grizli4 code. Line fluxes are determined according to the spa-
tial profile of the galaxy from its F140W morphology, which is
similar in wavelength coverage to the G141 grism; cf. the PSF-
weighting used in the MUSE spectral extractions: in the case of
a compact object, like the majority of our C III] emitters, these
flux determinations should be comparable. In our calculations
of equivalent widths we determine the continuum level from the
broadband photometry (either F125W or F160W, depending on
the wavelength of the line), correcting for the contribution of the
emission lines; in most cases the continuum is not detected spec-
troscopically.
3. Methods
3.1. Emission line recovery
As described in Sect. 2.1, redshifts for MUSE detections
were determined using a combination of manual inspections
and automated template fitting. For each object with a red-
shift, we fit the spectrum with Platefit (Tremonti et al. 2004;
Brinchmann et al. 2004), which constrains the local continuum
level and measures the strengths of the emission and absorption
features in the observed wavelength range. Platefit allows for
velocity shifts up to 300 km s−1 of all lines from the input “sys-
temic” redshift. In cases where Ly-α is significantly offset from
the true systemic redshift of the galaxy, as traced by C III], then
Platefit would not correctly recover C III] or other spectral
features. Additionally, since the input redshifts come from tem-
plate matches they can be off by ∼0.1 Å owing to, for example,
variable line strengths or widths, so this feature further refines
the redshift determination.
In order to assess the practical flux limits of the (one-
dimensional) MUSE spectra, we inserted an artificial emission
line doublet with the same rest-frame spacing as the C III] dou-
blet, centered at rest-frame 2000 Å according to the redshifts
described in Sect. 2.1. The doublet has a fixed 1907/1909 flux
ratio of 1.53 (the low-density limit from Keenan et al. 1992, but
cf. Sect. 4.1) and a fixed width of 80 km s−1 (σ, which is the de-
fault Platefit line width). The position of the artificial 2000 Å
doublet does not overlap with any other major nebular or stel-
lar spectral feature and is close enough to the actual position of
C III] such that the continuum determination (plus the associated
uncertainties) and the effect of bright OH skylines at the highest
redshifts, which are most prevalent in the red, are similar.
3 https://github.com/gbrammer/eazy-photoz/
4 https://github.com/gbrammer/grizli/
Table 1. Limiting emission doublet sensitivities.
Detection 90% 75% 50%
threshold Recovery Recovery Recovery
HDFS
3σ –16.70 –16.89 –17.09
udf-10
3σ –17.13 –17.32 –17.52
Notes. All fluxes are in log cgs units (erg s−1 cm−2). These values are
extracted from the data shown in Fig. 2. The detection thresholds quoted
here use the integrated doublet S/N values from Platefit, and are nor-
malized at an input flux of 10−16 erg s−1 cm−2. For the remainder of this
work, we adopt 3σ as the detection threshold.
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Fig. 2. Results from the test inserting a simulated emission line dou-
blet at 2000 Å (rest frame) and recovering the line using Platefit at
a significance of 3σ. The curves show fits for the lognormal cumulative
distribution functions of the data assuming Poisson errors in the num-
ber of recovered objects. Numerical results for the flux limits at fixed
completeness levels (90%, 75%, and 50%, normalized at an input line
flux of 10−16 erg s−1 cm−2) and using fixed detection thresholds (3σ in
integrated doublet S/N) are shown in Table 1.
The results of this exercise are shown in Fig. 2 and Table 1.
The normalized recovery fraction is the fraction of the input
lines that could be retrieved successfully by Platefit at a line
flux of 10−16 erg s−1 cm−2. At this flux level, the recovery curves
for both fields are flat. In approximately 14% of the spectra
tested here (30 out of 211), no artificial line could be recov-
ered (>3σ) at this flux level. This is primarily due to severe sky-
line contamination in the MUSE optical spectra, particularly at
red wavelengths. We can therefore consider the results to be the
wavelength-averaged recovery fraction for lines that fall within
clean wavelength windows since the MUSE line sensitivity is,
modulo severe skyline contamination, relatively constant with
wavelength (see Paper I).
Even though we could observe C III] in MUSE up to a red-
shift of ∼4, the highest redshift C III] emitter in our sample
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Table 2. MUSE C III] detections.
MUSE ID RA Dec 3D-HST ID R15 ID z C III] Flux C III] EW mF606W
(degrees) (degrees) (10−20 erg s−1 cm−2) (Å)
HDFS-74 338.22214 –60.56792 ... ... 1.984 179 ± 53.9 4.06 ± 1.75 25.48
HDFS-87 338.22859 –60.56170 ... ... 2.671 190 ± 56.3 4.42 ± 1.73 25.71
HDFS-97 338.23123 –60.56595 ... ... 1.571 702 ± 73.7 11.7 ± 2.34 25.91
HDFS-100 338.22970 –60.55974 ... ... 2.855 269 ± 40.8 19.1 ± 8.93 26.74
HDFS-126 338.24610 –60.56492 ... ... 2.372 179 ± 45.1 6.00 ± 2.50 26.03
UDF10-22 53.15447 –27.77144 30 443 8942 2.226 424 ± 17.9 2.03 ± 0.095 23.94
UDF10-41 53.15288 –27.77250 30 427 9177 1.847 504 ± 17.2 4.93 ± 0.242 24.85
UDF10-42 53.15829 –27.77745 29 293 9667 1.550 367 ± 20.7 2.92 ± 0.247 24.77
UDF10-51 53.16518 –27.78161 28 248 10137 2.228 240 ± 16.5 4.76 ± 0.495 25.42
UDF10-64 53.16001 –27.77100 30 782 9013 1.847 159 ± 27.6 2.91 ± 0.584 25.59
UDF10-99 53.16308 –27.78560 26 992 6622 2.543 59.5 ± 11.6 4.05 ± 1.18 26.48
UDF10-164 53.16935 –27.78498 27 151 6753 1.906 210 ± 16.0 14.8 ± 3.10 27.02
UDF10-231 53.16210 –27.77256 30 259 9187 2.447 120 ± 14.7 16.1 ± 5.88 27.52
UDF10-6664 53.16234 –27.78444 27 421 22123 2.394 116 ± 30.0 2.89 ± 0.631 25.68
UDF10-6668 53.15342 –27.78104 28 278 7606 1.850 543 ± 16.2 11.2 ± 0.745 26.13
UDF10-6670 53.16747 –27.78183 28 093 7257 2.069 191 ± 15.2 9.11 ± 1.96 26.54
UDF10-6674 53.16656 –27.77526 29 650 9459 2.542 52.8 ± 10.1 3.08 ± 0.961 26.74
Notes. Table of objects with detected C III] according to the criteria outlined in Sect. 3.1. MUSE IDs come from Bacon et al. (2015) and Paper II
for the HDFS and the udf-10, respectively; 3D-HST IDs from the Skelton et al. (2014) catalog refer specifically to the GOODS-S photometric
catalog; “R15” refers to the Rafelski et al. (2015) catalog.
(described in Sect. 4) is at z = 2.9. We attribute this to (1)
the difficulty in having a clear line identification and recovery
at wavelengths longer than ∼7500 Å, where OH skylines be-
come stronger in the MUSE spectra and (2) the larger flux un-
certainties associated with these wavelengths due to the sky-
lines. While we present line flux sensitivities in Table 1 and
Fig. 2 that are averaged over all wavelengths, in reality the
probability that a real emission line is completely or partially
masked by a skyline is a function of redshift. As described
above, the number of clean wavelength windows in which we
could recover an emission feature at an arbitrary flux level (i.e.,
10−16 erg s−1 cm−2, as in Fig. 2 and Table 1) decreases with wave-
length and hence redshift. For the brightest fluxes measured in
Sect. 4, 7 × 10−18 erg s−1 cm−2, we expect the udf-10 data to be
∼90% complete when averaged over all clean wavelengths. For
the faintest, 5 × 10−19 erg s−1 cm−2, we are only ∼5% complete
when averaged over all clean wavelengths.
The determination of a line equivalent width is dependent
on a line flux measurement and a continuum measurement. Par-
ticularly in the faintest sources, accurate determinations of the
continuum level can be difficult to make. In order to explore the
combined uncertainties between the line and continuum fits, we
performed a Monte Carlo simulation for each spectrum by cre-
ating a series of mock spectra where each flux point is randomly
perturbed from its measured value according to the statistical
variance at that point. These perturbations are Gaussian and the
variances include an empirical correction for the correlation be-
tween pixels (see Sect. 3.1.5 of Paper I for details). We then run
Platefit on the mock spectra and determine the C III] equiva-
lent width. This procedure is repeated 500 times on each object.
We therefore determined the (rest-frame) C III] equivalent
width according to
EWC III],0 = mean
(
F1907,i + F1909,i
0.5 × (Cont1907,i +Cont1909,i)
)
, (1)
where Fi and Conti refer to the line flux and continuum in the
ith Monte Carlo simulation determined with Platefit for each
component of the doublet; quoted uncertainties in EW, which
are listed in Table 2, are the 1σ standard deviations of these
same distributions. This value of EW is defined to be positive
for emission lines. The means and standard deviations of the flux
measurements from these simulations are also listed in Table 2.
Our criteria for a C III] detection is a combined S/N in the
doublet of 3 (i.e., the yellow curves in Fig. 2), a positive mea-
sured flux value in both 1907 and 1909 Å components, a velocity
width σ < 200 km s−1 in each component, and a combined dou-
blet rest-frame equivalent width greater than 1 Å. The constraint
on the velocity width removes cases where large-scale contin-
uum features are fit as emission lines, and the constraint on the
equivalent width compensates for the flux-limited nature of our
survey.
3.2. Spectral energy distribution fitting
We used MAGPHYS (da Cunha et al. 2008) with the high-z exten-
sion (da Cunha et al. 2015), which includes new star formation
histories and new dust priors, to fit the broadband SEDs of the
galaxies. By default the MAGPHYS high-z extension only allows
for a minimum stellar mass of 108 M, but we modified this limit
to 106 M to account for the depth of the broadband imaging in
these fields.
There are 777 (3D-HST) photometric sources in the MUSE
udf-10 footprint and 544 photometric sources in the MUSE
HDFS footprint. Redshift determinations for each photometric
source are made using, in order of reliability, (1) MUSE optical
spectroscopy; (2) other ground-based spectroscopy from the lit-
erature (see discussion in Skelton et al. 2014); (3) WFC3/G141
grism spectroscopy (udf-10 only); and (4) photometric redshifts
using EAZY (Brammer et al. 2008). Applying a cut in redshift
where we would be able to observe C III] with MUSE (1.49 <
z < 3.90) yields 322 sources in the udf-10 and 331 sources
sources in the HDFS. This sample of 653 galaxies is referred
to as the total photometric sample throughout.
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Fig. 3. MUSE spectra of the five C III]-emitters in the HDF-S. Black
denotes the measured flux and pink denotes the 1σ error on the flux; the
best-fit C III] doublet and 50 Monte Carlo iterations (performed on the
spectrum with fluxes perturbed according to the measured errors) are
shown with dark and light blue lines.
4. C III] detections
Applying the criteria outlined in Sect. 3.1, we detect a total
of 17 C III] emitters, 5 in the HDF-S (Fig. 3) and 12 in the
udf-10 (Fig. 4) summarized in Table 2. Even in the udf-10 where
HST imaging shows a high spatial density of sources, all of our
MUSE detections can be unambiguously attributed to a single
source in both the Skelton et al. (2014) and Rafelski et al. (2015)
catalogs.
If we were to relax our requirement on S/N to 1.5, we would
have a sample of 29 emitters (20 in the udf-10 and 9 in the
HDF-S). We choose the S/N > 3 threshold to ensure that the
sample was clean of contaminants. Since the flux uncertainties
are larger in the red spectral regions because of the strong sky-
line contamination, lines in these regions are intrinsically less
certain. Eight of the 1.5 < S/N < 3 possible C III] emitters have
redshifts z > 2.9, implying that C III] lies redward 7500 Å.
In total, these 17 C III] detections constitute 3% of the full
sample of galaxies considered here. The overall completeness
of our search, and therefore the true fraction of C III] emit-
ters, is difficult to establish. As described in Bacon et al. (2015)
and Paper II, the completeness of MUSE redshifts is mainly a
function of continuum magnitude; the 50% completeness of the
udf-10 (HDFS) is reached at F775W ∼ 26.5 (F814W ∼ 26).
Between z ∼ 1.5 and 2.9, C III] is the primary emission fea-
ture used in identifying redshifts, although brighter sources can
have redshifts determined by absorption lines. Above this red-
shift, many sources have redshifts that come from Ly-α. Unfor-
tunately, it is nontrivial to determine the systemic redshift from
Ly-α (cf. Verhamme et al., in prep.) and hence it is difficult to
ascertain the true flux distribution of C III] for objects that have
strong Ly-α, which would be used in the initial redshift determi-
nation, since we do not a priori know exactly where C III] should
be located. In the most extreme cases, Ly-α can be offset by up
to 1000 km s−1 from the systemic redshift (Paper II). These fac-
tors and the wavelength-dependent ability to observe C III] due
to skyline contamination do not allow us to definitively obtain a
corrected number density for C III] emitters in this data set.
Figures 3 and 4 show the best-fit emission line model from
Platefit along with 50 of the Monte Carlo simulations for each
spectrum. It is clear that the Monte Carlo simulations are neces-
sary not only for an accurate determination of the continuum
level, as described in Sect. 3.1, but also for obtaining an accurate
picture of the line profile. Some objects that are clearly emis-
sion doublets, such as HDFS-87, have a best fit that is a single
broad feature with no flux in a second component of the dou-
blet. In other cases, such as UDF10-42, Platefit fits a single
broad emission line as the blue component of C III] combined
with a broad absorption line as the red component; Platefit
does allow emission line amplitudes to be negative. This can be
due to the initial conditions of the fitting or the nonlinear least
squares algorithm settling at a local minimum for such a solu-
tion. Since we do not impose restrictions on, for example, the
amplitude ratio of the two components of C III], the Monte Carlo
simulations provide some additional redundancy to ensure that
all objects in our sample are definitively C III] emitters; all emis-
sion lines shown here are, when incorporating the Monte Carlo
simulations, well fit by an emission doublet with a line spacing
corresponding to C III].
4.1. Electron densities
The ratio of [C III] 1907 Å to C III] 1909 Å can also be used
as a tracer of the electron density in the interstellar medium,
much like [O II] 3727/3729 Å. This is because the two lines
come from the same ion at different energy levels with nearly
the same excitation energy, hence the relative populations in
each level are determined by the ratio of collision strengths
(Osterbrock & Ferland 2006). This ratio as a function of tem-
perature and electron density is shown in Fig. 5. Sanders et al.
(2016) have found an elevated electron density in z ∼ 2.3 galax-
ies compared to local star-forming galaxies: using [O II] λλ3727,
3729 and [S II] λλ6716, 6731, they find mean electron densities
of 225 cm−3 and 290 cm−3 compared to 26 cm−3 locally. While
the C III] 1907/1909 ratio saturates to a ratio of 1.53 at densities
below ∼103 cm−3, we do observe electron densities in excess of
this for at least some of our objects (four of the objects have
values significantly greater than 103 cm−3 in Table 4), implying
that the average densities in these C III] emitters could be much
higher than locally.
However, the ionization potentials required to create C III]
and [O II] are very different: 24.4 and 13.6 eV, respectively. If
the HII regions that emit these photons are spherical with den-
sities decreasing as 1/r2, then the measured electron densities
from ratios of forbidden lines would be different as a function
of radius. In this model, lines with lower ionization potentials
would measure the outer parts of the HII region due to lumi-
nosity weighting and hence [O II] would trace, on average, a
much lower density interstellar medium than C III]. A more ac-
curate comparison for C III]-derived densities would be [Cl III]
λλ5517, 5537 (23.8 eV) or [Ar IV] λλ4711, 4740 (40.7 eV).
Using data from the Sloan Digital Sky Survey DR7 (York et al.
2000; Abazajian et al. 2009) and the Platefit-based pipeline
from Brinchmann et al. (2008), we derive a sample of 165 galax-
ies with >3σ detections in both [Cl III] lines and 280 galaxies
with >3σ detections in both [Ar IV] lines that are classified as
star forming. Using the Stanghellini & Kaler (1989) conversions
from the flux ratios to electron densities at T = 10 000 K, we
found median (log) electron densities of log ne = 2.5 ± 0.61
from [Cl III] and log ne = 3.4 ± 0.46 from [Ar IV]. Consider-
ing the aforementioned model of HII regions, where the density
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Fig. 4. MUSE spectra of the 12 C III]-emitters in the udf-10. Colors are identical to those in Fig. 3.
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Fig. 5. Ratio of [C III] λ1907 to C III] λ1909 as a function of tempera-
ture and electron density, calculated via PyNeb (Luridiana et al. 2015).
As noted in the text, the density derived from a fixed ratio is nearly
independent of temperature; throughout we assume a temperature of
10 000 K (denoted by the dashed line).
estimate increases with increasing ionization potential, the in-
crease from the local [O II] value of log ne = 1.4 to the [Cl
III] and [Ar IV] values here is expected. Our median value from
C III] is log ne = 3.2, which is consistent with the z ∼ 0 [Ar IV]
value determined here (and still higher than the z ∼ 2.3 [O II]
value of log ne = 2.4 from Sanders et al. 2016).
Further investigations comparing the C III]-derived densities
with, for example, [O II] derived densities for the same objects
will shed more light onto this issue because cases where both
doublets are observed in the same galaxy at high resolution are
rare (Christensen et al. 2010; Patrício et al. 2016). This will re-
quire high-resolution near-IR spectroscopy in addition to MUSE,
since there is no spectral overlap between [O II] and C III] with
the wavelength coverage of MUSE.
4.2. C III] and rest-frame optical emission lines
Connecting the C III] emission with rest-frame optical emis-
sion lines, such as [O III] λ5007, is of particular interest to
establish C III] as a useful redshift indicator in the epoch of
reionization; numerous studies have shown that galaxies at
z & 6 have strong nebular emission features (e.g., González et al.
2012, Labbé et al. 2013, Smit et al. 2014, Huang et al. 2016,
Roberts-Borsani et al. 2016). These rest-frame optical features
for the MUSE C III] emitters are redshifted into near-infrared
wavelengths; in the redshift range 1.5 < z < 2.4, we would
be able to observe C III] with MUSE and [O III] with the G141
grism on HST/WFC3, which provides spectral coverage from
1.1 to 1.7 µm at R ∼ 100. See Sect. 2.3 for a description of the
data. Likewise, we have spectral coverage of C III] and [O II] at
1.8 < z < 3.65. Spectra for the MUSE C III] emitters are shown
in Fig. 6 and summarized in Table 3.
5 The spectral resolution of the G141 grism is too low to resolve the
two components of the [O II] doublet, so we cannot obtain an estimate
of the electron density from the 3727 to 3729 Å ratio in these spectra.
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Table 3. HST grism spectroscopic data for C III] emitters in the udf-10 .
MUSE ID HUDF ID z [O III] EW [O II] EW Hβ EW Hα EW 12+log(O/H) 12+log(O/H)
(Å) (Å) (Å) (Å) (R23, lower) (R23, upper)
UDF10-22 2925 2.226 458 ± 9.52 88.4 ± 5.68 74.1 ± 4.10 ... 8.21 ± 0.052 8.44 ± 0.032
UDF10-41 2900 1.847 973 ± 38.2 86.0 ± 111 73.6 ± 10.3 ... 8.27 ± 0.223 8.42 ± 0.160
UDF10-42 2455 1.550 444 ± 20.9 ... 62.1 ± 10.8 264 ± 23.6 ... ...
UDF10-51 2034 2.228 464 ± 44.4 <279 145 ± 25.6 ... 7.42 ± 0.153 8.82 ± 0.051
UDF10-64 3058 1.847 299 ± 32.3 444 ± 413 24.9 ± 20.9 ... ... ...
UDF10-99 1622 2.543 ... 120 ± 48.6 ... ... ... ...
UDF10-164 1698 1.906 1170 ± 292 <3300 171 ± 74.3 ... 8.41 ± 0.398 8.31 ± 0.280
UDF10-231 2960 2.447 ... <641 ... ... ... ...
UDF10-6664 1727 2.394 473 ± 119 88.8 ± 14.2 65.2 ± 20.4 ... 8.44 ± 0.325 8.28 ± 0.227
UDF10-6668 2090 1.850 937 ± 87.6 <113 180 ± 30.9 ... ... ...
UDF10-6670 2018 2.069 535 ± 66.7 46.1 ± 34.1 39.9 ± 27.6 ... 8.87 ± 0.857 8.09 ± 0.544
UDF10-6674 2720 2.542 ... <209 ... ... ... ...
Notes. Grism spectroscopic data for the C III] emitters in the UDF10. HUDF IDs come from the van Dokkum et al. (2013) catalog. “[O II]”
refers to the combined [O II] λλ3727, 3729 doublet and “[O III]” refers to the combined [O III] λλ4959, 5007 doublet. The redshift coverage of
C III] in MUSE and [O III] in the G141 grism is 1.4 . z . 2.4. All EWs are quoted in the rest frame. Upper limits for [O II] are based on the
broadband JF125W continuum level and the brighter of the 3σ flux measurement from the spectrum or the flux limit of the stacked grism spectra
(3σ ∼ 3.9 × 10−18 erg s−1 cm−2; Brammer et al. 2013). Values of 12 + log(O/H) (gas-phase metallicity) are estimated using the R23 ratio [([O II] +
[O III])/Hβ] and the calibration of Kobulnicky et al. (1999) for both the upper and lower branches of the R23 parameter.
Table 4. Physical parameters for MUSE C III] emitters in the HDFS and udf-10 .
ID log LUV log SFR log M? log Age AV β log ne
(L) (M yr−1) (M) (yr) (mag) (cm−3)
HDFS-74 10.0 0.072+0.000−0.000 8.07+0.000−0.000 7.79+0.000−0.000 0.088+0.000−0.000 ... ...
HDFS-87 10.2 0.212+0.000−0.000 8.21+0.000−0.000 7.79+0.000−0.000 0.088+0.000−0.000 ... ...
HDFS-97 9.71 –0.068+0.045−0.035 8.73+0.155−0.290 8.69+0.195−0.230 0.013+0.025−0.000 ... 3.0 ± 0.90
HDFS-100 9.41 0.422+0.390−0.505 9.71+0.205−0.220 9.08+0.205−0.360 1.04+0.575−0.625 ... 4.4 ± 0.60
HDFS-126 9.92 0.152+0.000−0.080 8.26+0.000−0.000 7.92+0.000−0.000 0.038+0.000−0.000 –1.99 ± 0.004 ...
UDF10-22 11.2 1.43+0.000−0.000 10.1+0.000−0.010 8.43+0.000−0.000 0.463+0.000−0.000 –1.18 ± 0.035 2.9 ± 0.47
UDF10-41 10.4 0.637+0.020−0.045 9.08+0.050−0.050 8.36+0.060−0.090 0.138+0.050−0.025 –1.61 ± 0.038 <3
UDF10-42 10.2 0.427+0.370−0.000 9.06+0.000−0.140 8.60+0.000−0.610 0.038+0.375−0.000 –1.97 ± 0.038 3.5 ± 0.31
UDF10-51 10.2 0.397+0.000−0.000 9.30+0.000−0.000 8.80+0.000−0.000 0.038+0.000−0.000 –1.91 ± 0.110 3.9 ± 0.20
UDF10-64 10.0 0.202+0.035−0.010 8.67+0.035−0.000 8.41+0.000−0.020 0.038+0.025−0.000 –2.34 ± 0.058 ...
UDF10-99 10.0 0.177+0.000−0.000 8.09+0.000−0.000 7.55+0.000−0.000 0.363+0.000−0.000 –1.69 ± 0.421 ...
UDF10-164 9.36 –0.413+0.015−0.000 8.42+0.000−0.315 8.69+0.000−0.225 0.013+0.000−0.000 –2.93 ± 0.474 3.4 ± 0.56
UDF10-231 9.34 –0.388+0.070−0.055 8.07+0.195−0.250 8.46+0.145−0.535 0.038+0.075−0.025 –2.50 ± 0.532 ...
UDF10-6664 10.7 0.882+0.000−0.005 9.02+0.000−0.000 8.01+0.000−0.000 0.713+0.000−0.000 –1.84 ± 0.091 ...
UDF10-6668 9.73 –0.043+0.110−0.000 8.79+0.000−0.090 8.69+0.000−0.085 0.013+0.025−0.000 –2.23 ± 0.091 2.9 ± 0.32
UDF10-6670 9.75 –0.023+0.000−0.080 8.89+0.000−0.160 8.88+0.000−0.195 0.113+0.000−0.100 –2.19 ± 0.316 <3
UDF10-6674 10.2 0.047+0.255−0.055 8.52+0.150−0.055 8.41+0.195−0.325 0.038+0.175−0.025 –1.22 ± 0.360 4.1 ± 0.78
Notes. With the exception of ne, all parameters are derived from broadband SED fits using MAGPHYS (da Cunha et al. 2008). Ultraviolet luminosities
are the unattenuated values at rest-frame 1900 Å, as measured from the best-fit MAGPHYS SED. Values and quoted uncertainties for MAGPHYS
parameters (SFR, M?, Age, and AV ) denote the median and shortest 68% confidence interval centered on the median. Star formation rates are
averaged over the past 0.1 Gyr and ages are mass weighted. The value ne is the electron density measured from the ratio of C III] 1907 to 1909 Å
(Osterbrock & Ferland 2006) at T = 10 000 K when the signal to noise in each of the individual components is >3σ; a measured 1907/1909 ratio
in excess of the value in the low-density limit of 1.53 implies that the actual electron density is <103 cm −3.
With these slitless/integral field unit (IFU) data, we are in the
position to study the relationship between C III] and [O III] emis-
sion without the need for standard preselections (e.g., photomet-
ric redshift) that are necessary for targeted spectroscopic stud-
ies. While previously the strengths of rest-frame optical lines in
C III] emitters could only be estimated via excesses in broadband
photometry (e.g., Stark et al. 2014, Amorín et al. 2017), here we
show that all MUSE C III] detections at 1.5 < z < 2.4 have
significant detections of [O III] and most at z > 1.9 have detec-
tions of [O II].
In the top panel of Fig. 7 we show the relationship between
the rest-frame EWs of C III] and [O III]. Remarkably, the rela-
tionship between the two rest-frame EWs can be approximated
by a linear function, [O III] = 47.9 × C III] + 349. Smit et al.
(2014) have estimated that the average rest-frame EW of [O III]
+ Hβ at z ∼ 6 is 637 Å; if Hβ is 1:8 of the total combined EW
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Fig. 6. HST WFC3/G141 grism spectra (∼1.1−1.7 µm) for all C III] emitters in the MUSE udf-10 region. For each object we show (top) the
stacked two-dimensional grism spectrum and (bottom) the individual one-dimensional optimally extracted data points for each grism frame with
the median and best-fit model shown in pink. The vertical lines denote the positions of [O II], Hβ, [O III], and Hα based on the MUSE redshift,
with >3σ detections in black and nondetections in red. All objects in this area with a rest-frame [O III] EW in excess of 250 Å, the so-called
extreme emission line galaxies (Maseda et al. 2014), are C III] emitters.
(van der Wel et al. 2011) then the EWλλ4959,5007 is 557 Å, imply-
ing a C III] EW of 4.3 Å.
Broadband photometry for C III] emitters in the Stark et al.
(2014) and Amorín et al. (2017) samples also show plausible
signs of contamination from rest-frame optical emission lines
such as [O III]. Such a relation is expected in photoionization
models since the high nebular temperatures, ionization parame-
ters, and ionizing radiation from a young stellar population re-
quired to generate large C III] fluxes also generate large fluxes
in collisionally excited forbidden lines such as [O III] (e.g.,
Jaskot & Ravindranath 2016); the ionization energy for C III]
is 24.4 eV and for [O III] is 35.1 eV. The converse that strong
[O III] flux is associated with strong C III] flux is not necessarily
true since the excitation potentials of the lines are different, i.e.,
∼7 eV for C III] and ∼1 eV for [O III]. We can invert the problem
and study the C III] properties of [O III] emitters selected from
the grism data. As shown in Maseda et al. (2013, 2014), galaxies
selected on the basis of high-EW [O III] (and Hα) at these red-
shifts are nearly always low-mass, low-metallicity, bursty star-
forming galaxies. All objects in the udf-10 footprint that have an
“extreme” [O III] equivalent width (i.e., >250 Å) have detections
of C III] in MUSE. This is in broad agreement with the results
shown in Sect. 4.3, where the C III] emitters have higher sSFRs
than nonemitters at the same redshifts.
In Fig. 8 we show the relationship between the fluxes (nor-
malized by the Hβ flux). The star-forming grid shows the fidu-
cial model from Jaskot & Ravindranath (2016) for an instanta-
neous burst with an age of 1 Myr, nH = 100 cm−3, a C/O ratio
of 0.2, and the BPASS spectral synthesis models (Stanway et al.
2016); the AGN grid shows the dust-free isochoric narrow line
region models from Groves et al. (2004) with a power-law index
α = −1.4 and nH = 1000 cm−3; the shock grid indicates the fully
radiative shock plus precursor model from Allen et al. (2008)
with a magnetic parameter B/n1/2 of 1 µG cm3/2 for five differ-
ent atomic abundance sets (including the set from Dopita et al.
2005; see Table 1 of Allen et al. 2008 for details) and a preshock
density of 1 cm−3. The AGN and shock model grids were created
using the ITERA (Groves & Allen 2010) code.
In general, the photoionization models are not well con-
strained by observations owing to the small existing sample
sizes. While a full treatment with a larger sample of C III] emit-
ters will be presented by Maseda et al. (in prep.), we show
the [O III]/Hβ versus C III]/Hβ diagnostic in Fig. 8. In the
Jaskot & Ravindranath (2016) tracks, which include the effects
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Fig. 7. Rest-frame C III] λλ1907, 1909 EW from MUSE spectroscopy
vs. (top) rest-frame [O III] λλ4959,5007 EW and (bottom) the ratio
of [O III] to [O II] flux, all from WFC3/G141 grism spectroscopy.
Lower limits in the bottom panel are based on the grism flux limit
(3σ ∼ 3.9 × 10−18 erg s−1 cm−2; Brammer et al. 2013) when [O II] is
not detected spectroscopically. A (linear) relation is expected between
the EWs of C III] and [O III] since the intense ionizing radiation fields
necessary for exciting C III] are also expected to generate the collisional
excitations needed for [O III] emission; here we find a linear relation be-
tween the rest-frame EWs of [O III] = 47.9×C III] + 349. The [O III] to
[O II] ratio traces two different ionization levels of the oxygen gas and
therefore serves as a measure of the intensity of the radiation field within
the galaxy. The dashed line in the bottom panel shows the median ratio
of 0.794 from Paalvast et al. (in prep.) for MUSE star-forming galax-
ies at 0.28 < z < 0.85. The C III] emitters predominantly have higher
[O III] to [O II] ratios than the lower-z sample.
of binary stars and stellar rotation via the BPASS (Stanway et al.
2016) spectral synthesis models, the high [O III]/Hβ ratios can
only be produced by very hard (log U ∼ −1) ionizing spectra.
The ratio of [O III] to [O II] flux to first order constrains the ion-
ization state of the gas, although this ratio also depends some-
what on metallicity. In the bottom panel of Fig. 7, we see that
the highest [O III] to [O II] ratios are all poorly constrained, but
on average the C III] emitters have higher [O III] to [O II] ratios
than the vast majority of star-forming galaxies at 0.28 < z < 0.85
(Paalvast et al., in prep.). Elevated [O III] to [O II] ratios indicate
that C III] emitters have more intense ionizing radiation fields,
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Fig. 8. Comparison of the expected ratios of [O III] and C III] to Hβ
fluxes from models of star formation, AGN, and shock excitation, color
coded by metallicity, compared to our measurements from the combina-
tion of MUSE and G141 spectroscopy. The star-forming grid shows the
fiducial model from Jaskot & Ravindranath (2016), the AGN grid shows
the dust-free isochoric narrow line region models from Groves et al.
(2004), and the shock grid indicates the fully radiative shock plus pre-
cursor model from Allen et al. (2008): see the text for more details. The
units of (shock) velocity indicate km s−1 and U indicates the dimen-
sionless ionization parameter, volume averaged for the SF grids and the
value at the inner edge of the gaseous nebula for the AGN grids. All
metallicity values are expressed as a fraction of the solar metallicity.
The two vectors show the effect of dust reddening with an AV of 0.038
(the median of our C III] emitters) and 0.5 mag. While dust attenuation
is a contributing factor, in general star formation models do not repro-
duce the observed distribution of line ratios, namely the high [O III]/Hβ
ratios in objects with low C III]/Hβ ratios; such a large offset could im-
ply that either more extreme photoionization models, different nebular
parameters (such as a lower C/O ratio), or nonstellar forms of excitation
are required.
since the ratio traces two different ionization levels for the same
atom.
In general, the star formation models lie in a different re-
gion of parameter space than our observations here; our C III]
emitters have high [O III]/Hβ ratios and low C III]/Hβ ratios.
This is not entirely due to dust extinction, which would move
points to the upper left, since we show in the following sec-
tion that these objects have very low values of AV , ∼0.038 mag.
The AV values of ∼0.5 in a Calzetti et al. (2000) extinction law
would be required to change the observed C III] to Hβ ratio to
lie on the star formation grids; these are much larger than the AV
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values observed here. Even though the model grids are calcu-
lated at a density of 100 cm−3 and we observe higher densities in
Sect. 4.1, Jaskot & Ravindranath (2016) point out that increas-
ing the density over several orders of magnitude only slightly
enhances C III]. The discrepancy in line ratios could imply that
either more extreme photoionization models, different nebular
parameters (such as a lower C/O ratio), or nonstellar forms of
excitation are required.
While the high [O III]/Hβ could be evidence for some con-
tribution by AGN or shocks, we stress that such models have
many free parameters such as C/O abundance and density, so
additional constraints from other UV emission lines, such as
C IV, He II, [Si III], and [O III] λλ1661, 1666 will be criti-
cal to disentangle the different scenarios (Feltre et al. 2016). As
in Amorín et al. (2017), none of our C III] emitters in the udf-
10 have detections in the deep 4 Ms Chandra X-ray catalogs
(Xue et al. 2011) and are plausibly not luminous unobscured
AGN. In any case, large [O III]/Hβ ratios (in excess of 7:1)
are common in strongly star-forming, low-metallicity galaxies
at z ∼ 2 (e.g., van der Wel et al. 2011, Trainor et al. 2016).
UDF10-22 has the lowest C III]/Hβ ratio in Fig. 8 which,
combined with its high [O III]/Hβ ratio, is not consistent with
the star formation grids even when taking into account its AV
value of 0.5 mag. It also has the highest measured UV lu-
minosity, brightest F606W magnitude, largest effective radius,
highest stellar mass, highest star formation rate, and reddest β
slope of all C III] emitters in this sample. This object has signa-
tures of AGN activity in an archival 1h VLT/X-shooter spectrum
(093.A-0882(A); PI: Atek) via asymmetric [O III] emission lines
and an [O III]/Hβ versus [N II]/Hα value that is consistent with
an AGN; UV emission line diagnostics featuring C III], C IV
λλ1548, 1550, He II λ1640, [Si III] λλ 1883, 1892, and O III]
λλ1661, 1666 (Feltre et al. 2016) are consistent with a “compos-
ite” object with some AGN contribution (A. Plat et al., in prep.).
The object is also detected in deep 1.2 mm-continuum observa-
tions from ALMA (XDFU-2370746171; Bouwens et al. 2016).
In Table 3 we include estimates for the gas-phase oxygen
abundance (a proxy for total metallicity) using the calibration
of Kobulnicky et al. (1999) based on the “R23” ratio, ([O II] +
[O III])/Hβ. The mapping from this ratio to the gas-phase metal-
licity is double valued, meaning that any one value of R23 can
pertain to a low or high metallicity. These two solutions are re-
ferred to as the “lower” and “upper” branches. The fact that a
majority (4/7) of our values are consistent within 1σ between
the two branches comes from the high R23 values observed here,
often in excess of 10. High R23 values lie in the crossover region
between the upper and lower branches and result in metallic-
ity estimates that are similar or inverted for the two branches.
More precise gas-phase oxygen abundances would be valuable
and can potentially be obtained by combining these line fluxes
with, for example, constraints on the electron temperature using
O III] λ1666 and [O III] λ5007. Such an analysis will be the topic
of future work.
In Fig. 9 we show our metallicity estimates versus the mea-
sured EW of C III]. Also shown are values from the litera-
ture compilation of Rigby et al. (2015) at z ∼ 0 and z ∼ 2.
Rigby et al. (2015) suggest that metallicity sets an envelope on
the EW of C III] and EWs in excess of ∼5 Å are only present
at low metallicities, below 12 + log(O/H) ∼ 8.4 or ∼0.5 Z.
Erb et al. (2010) use photoionization models to conclude that
C III] peaks in intensity at a metallicity of ∼0.2 Z and de-
creases at both higher and lower metallicities. In effect this im-
plies that low metallicity is a necessary but not sufficient condi-
tion for a high C III] EW. While the lack of other spectroscopic
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Fig. 9. Rest-frame C III] EW vs. gas-phase metallicity. Black points
represent the z ∼ 0 and z ∼ 2 literature compilation of Rigby et al.
(2015) with triangles denoting lower limits on EW, and pink points
represent the MUSE galaxies. Based on this data, Rigby et al. (2015)
claim that metallicity sets an envelope to the C III] equivalent width,
i.e., low metallicity is a necessary but not sufficient condition for high
C III] equivalent width. Regardless of whether we adopt the upper or
lower R23 branch metallicities, we cannot rule out such a claim with the
MUSE objects.
information, such as [N II]/[O II], prevents us from determining
if individual galaxies lie on the upper or lower R23 branch, our
highest EW C III] emitters are consistent with this assertion re-
gardless of the branch.
4.3. Derived parameters and comparisons to the full sample
Given the blind and untargeted nature of our IFU spectroscopy,
we can compare the values of the SED-derived parameters for
our C III] emitters and all other galaxies at 1.49 < z < 3.90,
performed with MAGPHYS as described in Sect. 3.2, in the same
redshift range to look for global differences. Normalized his-
tograms from MAGPHYS for the C III] and total samples are shown
in Fig. 10. The values are the median of the output probability
distributions from MAGPHYS when marginalizing over all other
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Fig. 10. Normalized histograms of output quantities from MAGPHYS, all derived using the HDF-S and 3D-HST photometry. The values for C III]
emitters shown in pink and for the full photometric sample in the redshift range shown in blue. Each value shown is the median of the probability
distributions produced by MAGPHYSwhen marginalizing over all other parameters. Star formation rates and specific star formation rates are averaged
over the past 0.1 Gyr.
parameters. Since the stacks are normalized, the shape of the
distributions reveals differences between the two samples.
In order to quantify the differences in the distributions shown
in Fig. 10, we use a two-sided Kolmogorov-Smirnov test. By ap-
plying this test to the distributions of the median values, we can
reject the null hypothesis that the C III] and total distributions are
drawn from the same underlying distribution to better than 96%
for SFR, Age, AV , and β, and to better than 92.5% for the median
values of sSFR. Only the distributions in stellar mass cannot be
conclusively differentiated. Specifically, the p values are 0.026
for SFR, 0.039 for Age, 4.0 × 10−6 for AV , 0.039 for β, 0.073 for
sSFR, and 0.77 for stellar mass.
Figure 10 shows that C III] emitters tend to have lower AV
values than the total population and never have extinction values
in excess of ∼1 mag. A similar picture emerges when looking at
the rest-frame UV continuum slope β, where the C III] emitters
are distributed around β ∼ −2 and do not extend to positive (red)
values. This relation between C III] and the UV continuum is
also found in Du et al. (2017), who find stronger C III] in galax-
ies that are bluer in (U − B). C III] emitters have lower ages and
higher star formation rates, leading to a higher average specific
star formation rate.
Since we are capable of detecting C III] out to z ∼ 3.9, the
histograms in Fig. 10 include objects out to z ∼ 3.9. Nearly
30% of the total sample (195 galaxies) is at a redshift higher
than our highest redshift C III] emitter, z ∼ 2.9. If galaxies at
higher redshifts are younger, bluer, and more vigorously star
forming than galaxies at lower redshifts, then the differences
mentioned between the distributions at a fixed redshift could be
even stronger. Ultimately, larger samples of C III] emitters will
be required to definitively quantify the average offset in these
quantities.
As pointed out in, for example, Schaerer & de Barros (2009),
contamination of broadband photometry by high-EW emission
lines can lead to systematic errors in determining galaxy prop-
erties through SED fitting. In Sect. 4.2, we demonstrate that all
C III] emitters in the udf-10 are high-EW [O III] and/or [O II]
emitters and similarly that all of the objects in the field with
EW [O III] > 250 Å are C III] emitters. While no such verifica-
tion exists for the HDFS sample, our results (as well as those
of Stark et al. 2014, Amorín et al. 2017) demonstrate that most
if not all C III] emitters have strong optical emission lines that
could contaminate broadband photometry and bias SED-derived
results. As such, the contamination of the near-IR J-, H-, and
K-band photometry at these redshifts would bias us toward mea-
suring stellar masses and ages that are too large by potentially
0.5 dex (Schaerer & de Barros 2009). In practice, this contam-
ination is offset by the longer wavelength Spitzer/IRAC pho-
tometry, which is not contaminated by emission lines at these
redshifts. If we were systematically biased due to overestimat-
ing the continuum level, such a bias would change the offsets
shown in Fig. 10 since we expect the changes in mass and age
to be the largest for the objects with strong optical lines, namely
the C III] emitters. This would provide further evidence that the
C III]-emitting population is younger than the nonemitting pop-
ulation and potentially demonstrate that such a discrepancy also
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Fig. 11. C III] doublet EW versus SED-derived parameters (median and ±1σ uncertainties) with the MUSE sample shown by pink points, galaxies
from Stark et al. (2014) shown by blue points, and galaxies from Du et al. (2017) shown by yellow squares. HDFS galaxies with no constraints
on β are shown with arrows. Stark et al. (2014) SFRs come from their quoted sSFR values and their quoted M? values. In the case of stellar mass
(SFR), EWs in excess of 5 Å are only found in galaxies with M? . 109.5 M (SFR . 10 M yr−1).
exists for stellar mass. To some extent these uncertainties are
incorporated in the MAGPHYS probability distributions, which we
use in the histograms shown in Fig. 10 and in the determinations
of the uncertainties in these parameters. In future work we will
incorporate corrections for the contamination by optical lines to
the SED fitting, specifically focusing on data sets such as the
UDF wherein existing near-IR spectroscopy can constrain their
contribution.
Additionally, some of these discrepancies can be explained
by selection effects. For example, we are more likely to observe
C III] in galaxies with low values of AV since extinction also
lowers the flux of UV emission lines.
We plot the values of C III] EW versus the derived values
of stellar mass, star formation rate, and UV continuum slope for
the galaxies in Fig. 11. When including the Stark et al. (2014)
and Du et al. (2017) data points, there are no convincing trends
between C III] EW and these parameters. The Stark et al. (2014)
galaxies are less massive on average, but this is expected given
the boosting of fluxes through gravitational lensing. It appears
that, like metallicity, low stellar mass is a necessary but insuf-
ficient condition for high-EW C III] emission. The relationship
between SFR and EW is harder to interpret given that we are
only able to observe C III] at high EW in galaxies that have low
SFRs (and hence low UV luminosities). Given the lack of clear
trends, we claim that it is not possible to predict the strength of
C III] emission in galaxies based on SED-derived quantities such
as stellar mass or star formation rate in contrast to the strong ob-
served relation between [O III] emission and C III] emission in
Fig. 7.
In Fig. 12 we show the SED-derived stellar masses versus
the SED-derived star formation rates with C III] emitters color
coded by their C III] EW. As shown in Fig. 10, C III] emitters
have average sSFR values that are higher than “normal” star-
forming galaxies at these redshifts, but in Fig. 12 we see that
some of the C III] emitters lie in the same region of SFR-stellar
mass space as the bulk of the galaxy population. Using this in-
formation, we can constrain the fraction of high-EW C III] emit-
ters in bins of stellar mass. Six out of 318 galaxies (1.9%) with
108 M ≤ M? ≤ 109 M and 1 out of 140 galaxies (0.7%) with
109 M ≤ M? ≤ 1010 M have a combined C III] EW in excess
of 5 Å. Since we are flux limited in detecting C III], this must be
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Fig. 12. Stellar mass versus star formation rate for the median values
from the MAGPHYS probability distributions using the HDF-S and 3D-
HST photometry. C III] emitters are color-coded according to their rest-
frame EW. 6 out of 318 galaxies (1.9%) with 108 M ≤ M? ≤ 109 M
and 1 out of 140 galaxies (0.7%) with 109 M ≤ M? ≤ 1010 M in this
redshift range have a combined C III] EW in excess of 5 Å.
considered a lower limit to the actual fraction of high-EW C III]
emitters in these mass bins. Du et al. (2017) do not find any C III]
emitters with EWs in excess of 5 Å at z ∼ 1. This makes sense
in the context of Fig. 11, where low stellar mass is a necessary
condition for high-EW C III]; the median stellar mass of their
sample is 109.93 M.
In Fig. 13 we compare the rest-frame optical star formation
surface density, measured using the effective radius (measured
in the JF125W band; van der Wel et al. 2014) with the measured
C III] EW for objects in the udf-10. The HDFS region is not
covered at near-infrared wavelengths with high spatial resolu-
tion HST imaging. However, there is not a clear relation be-
tween ΣSFR and the EW of C III]. C III] is expected to arise
in the dense star-forming regions that dominate the UV flux
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Fig. 13. Observed star formation rate surface density, ΣSFR, mea-
sured using the effective radius in kiloparsecs as measured in JF125W
(van der Wel et al. 2014) (color coding) vs. C III] EW for galaxies in the
udf-10. At these redshifts, the JF125W band covers the rest-frame optical
region of the galaxy SED probing the stellar continuum, whereas the
C III] comes from the UV-dominated star-forming regions. The HDFS
region is not covered with HST imaging at these wavelengths. The re-
sults are consistent when using the HF160W sizes. Only the two largest
galaxies here are resolved at the spatial resolution with MUSE.
output of the young, star-forming galaxies, while the rest-frame
optical sizes are indicative of the main stellar continuum. All
of our emitters with EW values in excess of 5 Å have effec-
tive radii .1 kpc, which are similar to the systems presented in
Amorín et al. (2017), but this does not manifest as a higher ΣSFR.
This is further evidence that the relation between C III] EW and
global galaxy properties is complex.
The compact nature of the majority of C III] emitters at HST
resolution vindicates our flux comparisons in Fig. 8, since the
majority of the objects are essentially unresolved in the spectra
at both the MUSE and HST/WFC3 resolution.
5. Conclusions
Using two 1′×1′ MUSE data cubes with on-sky integration times
∼30 h each, we construct a sample of 17 galaxies showing C III]
λλ1907, 1909 in emission with equivalent widths in excess of
1 Å at 1.5 < z < 3.9. Deep HST/WFC3 G141 near-infrared slit-
less grism spectroscopy in the area of the udf-10 cube shows
that nearly all of the C III] emitters show bright, high-equivalent
width optical emission lines such as [O II] λλ3727, 3729, Hβ,
and [O III] λλ4959, 5007. The equivalent width of [O III] in-
creases with the equivalent width of C III], and every galaxy
with an [O III] equivalent width in excess of 250 Å (extreme
emission line galaxies) in the udf-10 footprint has a detection
of C III] with MUSE. Photoionization models of star formation
cannot fully reproduce our observed flux ratios, implying that
the models may need further tuning of, for example, the C/O ra-
tio, which can only be performed sensibly with larger samples.
Likewise, constraining the contribution of AGN and shocks to
the ionization state of the galaxies can best be performed with
larger samples that include other rest-frame UV emission fea-
tures. We perform detailed fits of the SEDs of all galaxies in
these fields using broadband photometry that spans from ultra-
violet to infrared wavelengths. This reveals that C III] emitters
have different properties from the general population, namely
lower dust obscuration, higher (s)SFR values, younger ages, and
bluer continuum slopes. Meaningful trends between C III] EW
and physical parameters are difficult to establish, but in general
high-EW C III] (>5 Å) only occurs at masses .109.5 M and
SFRs . 10 M yr−1 (Fig. 11), and at metallicities .0.5 Z. Elec-
tron densities measured from the ratio of the 1907 to 1909 Å
component are similar to the values derived from local galax-
ies using [Ar IV], which have a similar ionization potential, and
therefore we cannot conclusively claim that the densities of the
interstellar medium are significantly different in C III] emitting
galaxies at z > 1.5 than they are at z ∼ 0 star-forming galaxies.
These findings have many implications for studies of galax-
ies at the highest redshifts. Until recently, the vast majority of
redshift confirmations at z & 4 have come from detections of the
Lyman-α emission line of hydrogen at a rest-frame wavelength
of 1216 Å. Beyond z ∼ 6, the intergalactic medium is believed to
be predominantly neutral and hence the emitted Lyman-α pho-
tons from galaxies would be absorbed. C III] photons cannot ion-
ize neutral hydrogen and are therefore unaffected by the neutral
intergalactic medium. C III] is also one of the brightest emis-
sion features in the rest-frame ultraviolet of young star-forming
galaxies and the fact that it is a doublet aids in its unambigu-
ous detection, so it is a promising feature to confirm the red-
shifts of galaxies at the earliest cosmic times. However, these
results show that at 1.5 < z < 4, strong C III] emission is still
relatively rare with detections in only ∼3% of galaxies. This
must be considered a lower limit to the prevalence of C III] at
these redshifts, given that we detect two objects with line fluxes
<10−18 erg s−1 cm−2 where we are .5% complete. Based on the
tight relationship between the equivalent widths of C III] and
[O III] for the typical [O III] measured equivalent widths at z ∼ 6,
we predict a C III] equivalent width of 4.3 Å.
In a photoionization sense, C III] and other rest-frame ultra-
violet metal lines encode valuable information about the physi-
cal state of the gas in galaxies. We can only properly constrain
models to understand the early stages of galaxy formation and
evolution with observations at z ∼ 1–4, where we have easy
access to other spectral lines at rest-frame ultraviolet and opti-
cal wavelengths. While future instrumentation such as NIRSpec
on the James Webb Space Telescope with wavelength coverage
from ∼0.6–5.3 µm extends the redshift range at which we are
able to observe these features, we have the opportunity now to
refine our models and provide crucial baselines for our under-
standing of the physical properties of galaxies.
The work presented here uses only a subset of the deep
MUSE observations that are currently underway. As presented
in Paper I, there is a larger 3′ × 3′ mosaic in the UDF to ∼10 h
depth, providing 4.5× the area of the udf-10 pointing with ap-
proximately half of the line flux sensitivity. There is also a wider
survey covering 100 square arcminutes in the COSMOS and
GOODS-S CANDELS/3D-HST regions to 1 h depth, a subset of
which is presented in Herenz et al. (2017). These areas will be
crucial to improve the number statistics of C III] emitters, partic-
ularly at the highest equivalent widths and in objects that show
Lyman-α emission. HST/WFC3 G102 and G141 grism data also
exist in these regions to varying depths, which will also allow
us to extend our comparisons between rest-frame UV and rest-
frame optical emission lines and provide constraints on the con-
tribution of nebular emission to the broadband photometry of
the galaxies. We also plan on incorporating other rest-frame ul-
traviolet emission lines into these analyses, such as Lyman-α,
C IV λλ1548, 1550, He II λ1640, O III] λλ1661, 1666, and
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[Si III] λλ1883, 1892, which, combined with sophisticated pho-
toionization models, will allow for tight constraints on the phys-
ical state of the gas in these galaxies. Additional information,
such as velocity offsets and the spatial information provided by
MUSE, will also constrain the dynamical state of the galaxies.
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