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Abstract
We prove that the Faddeev-Popov ghost dressing function in the Yang-
Mills theory is non-zero and finite in the limit of vanishing momenta and hence
the ghost propagator behaves like free in the deep infrared regime, within the
Gribov-Zwanziger framework of the D-dimensional SU(N) Yang-Mills theory
in the Landau gauge for any D > 2. This result implies that the Kugo-Ojima
color confinement criterion is not satisfied in its original form. We point out
that the result crucially depends on the explicit form of the non-local horizon
term adopted. The original Gribov prediction in the Landau gauge should be
reconsidered in connection with color confinement.
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1 Introduction and main results
The behaviors of the gluon and ghost propagators in the deep infrared regime is im-
portant for clarifying the dynamics of non-perturbative nature in non-Abelian gauge
theories. In particular, it is believed that they are intimately related to quark, gluon
and more generally color confinement [1, 2].
From the viewpoint of the analytical treatment of the quantum field theory, the
exact path integration of the quantum Yang-Mills theory in the continuum spacetime
is still difficult in the sense that the fundamental modular region is not yet specified
in a manageable form of the Lagrangian or Hamiltonian field theory in the Lorentz
covariant gauge. Nevertheless, it will be important to consider how to incorporate the
existence of the Gribov horizon as the boundary of the 1st Gribov region to remove
the Gribov copies as much as possible [3, 4, 5, 6].
In a previous paper [7], we have studied an effect on the ghost propagator or ghost
dressing function G(k2) of the horizon condition which plays the role of restricting
the functional integral region of the gluon field to the 1st Gribov region. We have
rewritten the Zwanziger horizon condition in terms of the ghost dressing function and
the Kugo-Ojima parameter u(0) for color confinement. This has enabled one to study
which value of the Kugo-Ojima parameter u(0) is allowed if the horizon condition
is imposed. Although all the calculations were performed in the limit of vanishing
Gribov parameter γ for simplicity, the obtained value is consistent with the result
of numerical simulations. In fact, the direct measurements on a lattice [8, 9] show
u(0) = −0.6 ∼ −0.8. Consequently, the ghost propagator behaves like free and the
gluon propagator is non-vanishing at low momenta.
In this paper, we study the same issue in the D-dimensional SU(N) Yang-Mills
theory in the Landau gauge within the Gribov-Zwanziger framework with a non-zero
Gribov parameter γ 6= 0. We discuss how the restriction of the integration region to
the (1st) Gribov region constrains the possible value for the Kugo-Ojima parameter
for color confinement and the ghost dressing function.
We prove that the ghost dressing function G(k2) is non-zero and finite in the
deep IR limit k → 0 irrespective of the number of color N , and hence the ghost
propagator behaves like free in the deep infrared regime for D > 2. In addition, with
an additional input, we have
G(k2 → 0)→ 3 (D = 4). (1.1)
This result is equivalent to say that the Kugo-Ojima color confinement criterion
u(0) = −1 is not satisfied in its naive form. Rather, we find the exact value for
the KO parameter
u(0) = −2/3 (D = 4), (1.2)
irrespective of the number of color. These results are in harmony with the decoupling
solution of the Schwinger-Dyson equation [11], recent lattice results [12,13,14,15,16,
17], and other approaches [18, 19, 20].
1
2 General settings
We consider the Gribov-Zwanziger theory [4] for the D-dimensional Euclidean SU(N)
Yang-Mills theory in the Landau gauge, which is defined by the partition function:
Zγ :=
∫
[dA ]δ(∂µAµ) detK exp{−SYM − γ
∫
dDxh(x)}, (2.1)
where SYM is the Yang-Mills action,
SYM [A ] :=
∫
dDx
1
4
Fµν ·Fµν , Fµν := ∂µAν − ∂νAµ + gAµ ×Aν , (2.2)
K is the Faddeev-Popov operator associated with the Landau gauge fixing condition
∂µAµ(x) = 0:
K[A ] := −∂µDµ[A ] = −∂µ(∂µ + gAµ×), (2.3)
h(x) = h[A ](x) is the Zwanziger horizon function given by
1
h(x) :=
∫
dDygfABCA Bµ (x)(K
−1)CE(x, y)gfAFEA Fµ (y). (2.4)
In addition, the parameter γ called the Gribov parameter is determined by solving a
gap equation, commonly called the horizon condition:
〈h(x)〉γ = (N2 − 1)D. (2.5)
Here the dot and the cross are defined as
A ·B := A ABA, (A ×B)A := fABCA BBC , (2.6)
using the structure constant of the gauge group G = SU(N).
It should be remarked that the action corresponding to the partition function (2.1)
contains the non-local horizon term:∫
dDxh(x) :=
∫
dDx
∫
dDygfABCA Bµ (x)(K
−1)CE(x, y)gfAFEA Fµ (y). (2.7)
In what follows, we assume that the Euclidean version can be continued analytically
to the Minkowski version by the Wick rotation.
Moreover, it has been shown [5,6] that the non-local action (2.1) can be put in an
equivalent local form by introducing a set of complex conjugate commuting variables
ξ, ξ¯ and anticommuting ones ω, ω¯, which we call the localized Gribov-Zwanziger (GZ)
action. In fact, the horizon term can be rewritten into the local form by introducing
auxiliary fields (See e.g., [21]):
e−γ
∫
dDxh(x) =
∫
[dξ][dξ¯][dω][dω¯] exp
{
−S˜γ [A , ξ, ξ¯, ω, ω¯]
}
, (2.8)
1 We have changed the convention. In [7], γ must be replaced by −γ in (1.1) and (2.1). In [7],
the minus sign in (1.2), (1.4), (3.1a), (3.1b) and (3.1c) should be removed. The minus sign should
be inserted in (3.2). After these changes, the results are unchanged.
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where
S˜γ [A , ξ, ξ¯, ω, ω¯] =:
∫
dDx[ξ¯CAµ K
ABξCBµ − ω¯CAµ KABωCBµ
+ iγ1/2gfABCA Bµ ξ
AC
µ + iγ
1/2gfABCA Bµ ξ¯
AC
µ ]. (2.9)
Thus, the localized Gribov-Zwanziger theory is given by
ZGZ :=
∫
[dA ][dB][dC ][dC¯ ][dξ][dξ¯][dω][dω¯] exp{−StotYM − S˜γ}, (2.10)
where we have introduced the Nakanishi-Lautrup auxiliary field B, the Faddeev-
Popov ghost field C and the antighost field C¯ ,
SGZ :=S
tot
YM[A ,C , C¯ ,B] + S˜γ [A , ξ, ξ¯, ω, ω¯]
=SYM[A ] + SGF+FP[A ,C , C¯ ,B] + S˜γ[A , ξ, ξ¯, ω, ω¯], (2.11)
with the gauge fixing and the Faddeev-Popov term of the BRST exact form:
SGF+FP :=
∫
dDx
{
B · ∂µAµ + iC¯ · ∂µDµC
}
= −δ
[
iC¯ · (∂µAµ)
]
, (2.12)
using the BRST transformation δ. The localized GZ theory is renormalizable to all
orders of perturbation theory. Hence, the restriction to the (first) Gribov region Ω
makes perfect sense at the quantum level, and finite results are obtained consistent
with the renormalization group. In the limit γ → 0, the integrations over the auxiliary
fields cancel and the GZ theory reduces to the usual BRST approach for the Yang-
Mills theory:
ZYM :=
∫
[dA ][dB][dC ][dC¯ ] exp{−StotYM}. (2.13)
It is known that the localized horizon term breaks the usual BRST invariance of
the GZ theory. Therefore, the GZ theory is no longer invariant under the usual BRST
transformation. In other words, the BRST symmetry is not the exact symmetry for
the GZ theory (unless γ = 0). Nevertheless, one can find the modified “BRST”
symmetry for the GZ theory with nilpotency [21] (or without nilpotency [22]), which
reduces to the usual BRST symmetry in the limit γ → 0. However, the modified
“BRST” symmetry inevitably becomes non-local even in the localized GZ theory.
It should be noted that the Kugo-Ojima (KO) color confinement criterion was
obtained in the framework of the usual BRST quantization for the Faddeev-Popov
approach, which corresponds to the γ = 0 case of the above Gribov-Zwanziger for-
mulation. The usual BRST approach does not take care of the Gribov copy problem.
Therefore, if one begins to avoid the Gribov copy by restricting the space of gauge
field configuration, it may happen that the Kugo-Ojima criterion u(0) = −1 based
on the usual BRST approach does not necessarily hold.
3 Horizon function and ghost propagator
In what follows, we define the Fourier transform of the two-point function for com-
posite operators by
〈φA1 φB2 〉k :=
∫
dDxeik(x−y)〈0|T [φA1 (x)φB2 (y)]|0〉. (3.1)
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In a previous paper [7], the γ = 0 case has been studied and the following identity
has been derived. The average of the horizon function (assuming the translational
invariance) is exactly rewritten in terms of three parameters G(0), u(0) and w(0)
defined below:
〈h(0)〉 ≡V −1D
∫
dDx〈h(x)〉
=− (N2 − 1) {(D − 1)u(0) +G(0)[u(0) + w(0)]} , (3.2)
where we have defined the volume VD of the D-dimensional Euclidean space(time).
This expression given in a previous paper is same in the bare case before the renor-
malization as
〈h(0)〉 = −(N2 − 1)
{
Du(0) + w(0)−G(0)[u(0) + w(0)]2
}
. (3.3)
Here G(0) is the IR limit k2 → 0 of the ghost dressing function G(k2) defined from
the ghost propagator 〈C AC¯ B〉k by
G(k2)δAB := −k2〈C AC¯ B〉k, (3.4)
u(0) is the Kugo-Ojima parameter defined by the k2 → 0 limit of the Kugo-Ojima
function u(k2):
〈(DµC )A(gAν × C¯ )B〉k :=
(
δµν − kµkν
k2
)
δABu(k2), (3.5)
and w(0) is the massless pole residue in
〈(gAµ × C )A(gAν × C¯ )B〉m1PIk =
[
δµνu(k
2) +
kµkν
k2
w(k2)
]
δAB, (3.6)
where the modified one-particle irreducible (m1PI) part of 〈(gAµ×C )A(gAν× C¯ )B〉k
is defined by (the diagrammatic representation is give later.)
〈(gAµ × C )A(gAν × C¯ )B〉k
:=〈(gAµ × C )A(gAν × C¯ )B〉m1PIk + 〈(gAµ × C )AC¯ C〉1PIk 〈C CC¯D〉k〈CD(gAν × C¯ )B〉1PIk ,
(3.7)
with the IPI part of 〈(gAµ × C )AC¯ B〉k and 〈C A(gAν × C¯ )B〉k defined by
〈(gAµ × C )AC¯ B〉k :=〈(gAµ × C )AC¯ C〉1PIk 〈C CC¯ B〉k, (3.8)
〈C A(gAν × C¯ )B〉k :=〈C AC¯ C〉k〈C C(gAν × C¯ )B〉1PIk . (3.9)
In the Landau gauge, especially, the ghost dressing function G(k2) is related to
the two functions u(k2) and w(k2) as
G(k2) = [1 + u(k2) + w(k2)]−1. (3.10)
In the Landau gauge, there is a symmetry for the exchange between ghost and
antighost, called the Faddeev-Popov conjugation invariance. See Appendix A.
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In the next section, we confirm that all the relations in the above hold also in
the γ 6= 0 case of the Gribov-Zwanziger theory, although they are originally derived
in the γ = 0 case [7]. Therefore, the conclusions derived from them in the previous
paper [7] are valid also in the γ 6= 0 case of the Gribov-Zwanziger theory. Although
the Gribov-Zwanziger theory involves γ, these relations do not involve the explicitly
γ-dependent extra terms and the γ dependence appears only through the functions
F , u and w implicitly.
From (3.2) or (3.3), due to the horizon condition 〈h(0)〉 = (N2 − 1)D < +∞, it
is obvious that G(0) is finite as far as u(0) and w(0) are finite. The ghost dressing
constant obeys
G(0) = −(D − 1)u(0) + 〈h(0)〉/(N
2 − 1)
u(0) + w(0)
= −(D − 1)u(0) +D
u(0) + w(0)
. (3.11)
On the other hand, we have from (3.10)
G(0) = [1 + u(0) + w(0)]−1. (3.12)
If u(0) + w(0) = 0, then G(0) is finite, i.e., G(0) = 1, due to (3.12). In this case,
we have u(0) = −w(0) = −D/(D − 1) from the consistency with (3.11). If u(0) +
w(0) 6= 0, then G(0) can not be divergent and is finite due to the horizon condition
〈h(0)〉 = (N2− 1)D < +∞, see (3.11). In any case, thus, the ghost dressing function
G(k2) is finite in the deep IR limit.
It was implicitly assumed in Kugo [2] that 2
w(0) = 0. (3.13)
It should be checked whether w(0) = 0 is true or not. According to numerical
simulations on a lattice [9,10] (see Figure 5.4 in section 5.2.2 [9]) and an independent
study [23] based on [24, 25], w(0) = 0 seems to be true. In this case,
G(0) = −D + 1 + D−u(0) . (3.14)
In the case of w(0) = 0, therefore, we have two relations:
• a relationship 〈h(0)〉 = −(N2 − 1)
{
−Du(0) + u(0)
2
1 + u(0)
}
, (3.15a)
• the horizon condition 〈h(0)〉 = (N2 − 1)D. (3.15b)
Equating two relations, we obtain an algebraic equation for u(0). Consequently, u(0)
is determined by solving the algebraic equation as
(D − 1)u(0)2 + 2Du(0) +D = 0 =⇒ u(0) = (−D ±
√
D)/(D − 1), (3.16)
which implies 3
G2(0)− 2G(0) + 1−D = 0, G(0) = 1±
√
D. (3.19)
2 The author would like to thank Prof. Taichiro Kugo for correspondence on this issue.
3If we do not assume w(0) = 0, we have
G(0) = 1 + (1−D)w(0)/2 +
√
[1 + (1−D)w(0)/2]2 − 1 +D > 0. (3.17)
by solving
G2(0)− [2 + (1−D)w(0)]G(0) + 1−D = 0. (3.18)
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Note that u(k2) cannot be smaller than −1, i.e., u(k2) ≥ −1 for G(k2) to be non-
negative, G(k2) ≥ 0.
For D = 4, 3u(0)2 + 8u(0) + 4 = 0 has solutions u(0) = −2/3 and −2. We must
adopt the solution u(0) = −2/3. Thus we have
u(0) = −2
3
∼ −0.66666..., G(0) = [1 + u(0)]−1 = 3, (3.20)
irrespective of the number of color N . Thus the ghost dressing function G(k2) is finite
even in the deep infrared limit k2 → 0. This value seems to agree with the bare value
obtained in numerical simulations on a lattice, see Figure 5 of [12] for SU(2) and
Figure 4 of [13] for SU(3) (and Figure 2 of [14] for the renormalized values). The
renormalization point dependence will be discussed later.
For D = 3, 2u(0)2 + 6u(0) + 3 = 0 has solutions u(0) = (−3 ± √3)/2. We must
adopt the solution
u(0) = (−3 +
√
3)/2 ∼ −0.63397..., G(0) = [1 + u(0)]−1 = 1 +
√
3 = 2.73205...
(3.21)
This should be compared with numerical simulations on a lattice, e.g., [15], where the
renormalization must be properly taken into account (separately).
For D = 2, the derived relations are also valid. However, in two-dimensional field
theory, a subtle problem exists. As is known in the Coleman theorem for the absence
of the Nambu-Goldstone particle in two dimensions, a massless particle cannot be
well defined for D = 2. If the ghost dressing function for D = 2 is finite, this remark
will be applied. In fact, the numerical simulations indicate that the ghost dressing
function is not finite and the ghost propagator becomes more singular than the free
one for D = 2 [28, 15].
The obtained result differs from the old Gribov prediction in the Landau gauge.4
It is possible to reconcile this result with the original Gribov argument as follows. In
order to see where the difference comes from, we expand the horizon function
γh(x) :=γ
∫
dDygfABCA Bµ (x)
(
1
−∂νDν [A ]
)CE
(x, y)gfAFEA Fµ (y)
=γ
∫
dDygfABCA Bµ (x)
(
1
−∂ν∂ν
)
δCEδ(D)(x− y)gfAFEA Fµ (y) +O((gA)3)
=γNgA Bµ (x)
(
1
−∂ν∂ν
)
gA Bµ (x) +O((gA)
3).
Then the quadratic part in the gauge field of the Gribov-Zwanziger Lagrangian is
modified as
L YM + γh = A
A
µ
[
(−∂2) + γNg2
(
1
−∂2
)]
A
A
µ +O((gA)
3).
The resulting gluon propagator up to O((gA)2) vanishes in the IR limit:
[
(−∂2) + γNg2
(
1
−∂2
)]−1
=
−∂2
(−∂2)2 +Ng2γ =⇒
k2
(k2)2 +Ng2γ
↓ 0 (k ↓ 0).
4 In the Coulomb gauge, the situation is different and there are at present no contradictions with
the Gribov prediction in the Coulomb gauge [31].
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In this way the Gribov prediction is reproduced from the Gribov-Zwanziger theory.
However, we can raise the question: Do the higher order terms modify the IR behavior
from the Gribov prediction? To answer this question, the full or exact estimation of
the horizon function is needed as we have done in this paper.
In our result, the Gribov result was obtained by taking into account only the
lowest order term as shown in the above. The formal power series expansion, 5
1
1+u(0)
= [1 + u(0)]−1 = 1− u(0) + u(0)2 + · · · yields the horizon condition:
〈h(0)〉 =(N2 − 1)
{
−Du(0) + u(0)2 − u(0)3 + · · ·
}
= (N2 − 1)D. (3.22)
If we took into account only a linear term in u(0) = O(g2), then the horizon condition
would lead to the Kugo-Ojima criterion u(0) = −1 and the divergent ghost dressing
function G(0) = [1 + u(0)]−1 =∞. In this way we can reproduce the Gribov original
result in the Landau gauge in the lowest order. This result totally changes if we
include the effect of higher order terms. Thus, the ghost propagator behaves like
free at low momenta. Whereas the gluon propagator is expected to be non-vanishing
at low momenta where the gluon dressing function vanishes in the IR limit. This is
possible as shown in [26].
4 Proof
The proof of (3.2) given in [7] in the case of γ = 0 is extended to the case of γ 6= 0 as
follows. Although the relations we establish in the following have the same forms as
those given in section 2 of [7], the Green (or correlation) functions have the implicit
γ dependence, and hence the average should be understood to be γ dependent 〈...〉γ
in the Gribov-Zwanziger theory, which is however omitted for simplicity.
4.1 The relation (2.5)
The same relation as (2.5) of [7] in the case of γ 6= 0:
〈(DµC )AC¯ B〉k = ikµ
k2
δAB (4.1)
is derived in the same way as in the γ = 0 case.
In the path-integral quantization, it is derived as follows.
〈0|∂µ(DµC )A(x)C¯ B(y)|0〉
=
∫
dµ(Φ)e−SGZ∂µ(DµC )
A(x)C¯ B(y)
=
∫
dµ(Φ)
δe−SGZ
δ(−C¯ A(x)) C¯
B(y)
=−
∫
dµ(Φ)
δ
δC¯ A(x)
[
e−SGZC¯ B(y)
]
+
∫
dµe−SGZ
δC¯ B(y)
δC¯ A(x)
=δABδD(x− y), (4.2)
5 It should be noted that this expansion is not the same as the perturbative expansion in the
coupling constant. Therefore, this result does not necessarily agree with the result of loop expansions.
[27]
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where we have used a fact that the integration of the derivative is identically zero: 6∫
dµ(Φ)
δ
δΦI(x)
[· · · ] ≡ 0. (4.3)
Another derivation is given in Appendix B.
4.2 The 1PI part
The localized Gribov-Zwanziger theory has the 6 full propagators:
A
A
µ −A Bν ,
A
A
µ −BB,
A
A
µ − ξBCν , A Aµ − ξ¯BCν ,
C
A − C¯ B,
ξABµ − ξ¯EFν ,
ωABµ − ω¯EFν , (4.4)
and 5 full vertices:
A
A
µ −A Bρ −A Cσ ,
A
A
µ −A Bν −A Cρ −A Dσ ,
A
A
µ − C B − C¯ C ,
A
A
µ − ξBCρ − ξ¯EFσ ,
A
A
µ − ωBCρ − ω¯EFσ , (4.5)
where in the tree level only the propagators 〈A Aµ (x)ξBCν (y)〉 and 〈A Aµ (x)ξ¯BCν (y)〉 have
the γ dependence. We denote a set of all fields by Φ := {A ,B,C , C¯ , ξ, ξ¯, ω, ω¯}.
We consider the definition (2.6) and (2.7) for the 1PI part of 〈(gAµ × C )AC¯ B〉k
and 〈C A(gAν × C¯ )B〉k. For the 3-point function of gluon, ghost and antighost, there
is no disconnected part. See Fig. 1 for a diagrammatic representation. In defining
the 1PI part, the possible intermediate fields Φ1,Φ3,Φ5 are uniquely determined to
be Φ3 = C¯ , Φ5 = C and Φ1 = A by taking into account the propagators and vertices
enumerated in the above. Therefore, the 1PI part is immediately defined by
〈(gAµ(x)× C (x))AC¯ B(y)〉 =〈(gAµ(x)× C (x))AC¯ C(z)〉1PI〈C C(z)C¯ B(y)〉. (4.6)
In the similar way, we can define
〈C A(x)(gAν(y)× C¯ (y))B〉 =〈C A(x)C¯ C(z)〉〈C C(z)(gAν(y)× C¯ (y))B〉1PI. (4.7)
Then the Fourier transform reads
〈(gAµ × C )AC¯ B〉k =〈(gAµ × C )AC¯ C〉1PIk 〈C CC¯ B〉k, (4.8)
〈C A(gAν × C¯ )B〉k =〈C AC¯ C〉k〈C C(gAν × C¯ )B〉1PIk . (4.9)
6 This relation is called the Schwinger-Dyson equation, which is a consequence of
∫ b
a
dφ df
dφ
=
f(b) − f(a) = 0 where we have used f(b) = f(a) at the boundaries. This relation follows also
from the shift invariance of the measure, since
∫
dφf(φ) =
∫
d(φ + a)f(φ + a) =
∫
dφf(φ + a) =∫
dφf(φ) + a
∫
dφdf(φ)
dφ
+O(a2) holds for arbitrary a.
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Figure 1: Diagrammatic representation of (a) 〈(gAµ × C )AC¯ B〉k and 〈(gAµ ×
C )AC¯ B〉1PIk , (b) 〈C A(gAν × C¯ )B〉k and 〈C A(gAν × C¯ )B〉1PIk .
4.3 The identity (2.10) or (2.11)
An identity (2.10) or (2.11) of [7]:
0 = 〈(∂µDµC )A(gAν × C¯ )B〉k (4.10)
is necessary to define the Kugo-Ojima function according to (3.5). This is derived in
the case of γ 6= 0 in the same way as in the γ = 0 case. The transversality follows
from the identity:
0 =
∫
dµ(Φ)
δ
δC¯ A(x)
[e−SGZ(gAν × C¯ )B(y)]
=
∫
dµ(Φ)e−SGZ [gfABCA Cν (y)δ
D(x− y)− ∂SGZ
∂C¯ A(x)
(gAν × C¯ )B(y)]
=
∫
dµ(Φ)e−SGZ [gfABCA Cν (y)δ
D(x− y)− ∂µ(DµC )A(x)(gAν × C¯ )B(y)], (4.11)
which leads to
〈0|∂µ(DµC )A(x)(gAν × C¯ )B(y)|0〉 = gfABC〈0|A Cν (y)|0〉δD(x− y) = 0, (4.12)
since 〈0|A Cν (y)|0〉 = 0 from the Lorentz invariance of the vacuum.
4.4 The relations (2.13)–(2.15) and the 1PI part
We proceed to check the relations (2.13)–(2.15) of [7].
In order to examine the constraint coming from the horizon condition in the
Gribov-Zwanziger theory, the most non-trivial issue in discriminating between γ = 0
and γ 6= 0 cases is how to connect the function 〈(gAµ × C )A(gAµ × C¯ )A〉k in the
average of the horizon function 〈h(0)〉 to the 1PI part7
〈h(0)〉 ≡ V −1D
∫
dDx〈h(x)〉 = − lim
k→0
〈(gAµ × C )A(gAµ × C¯ )A〉k. (4.13)
7 Here we have used the identity which holds for any functional f(A) of A:
〈f(A)CA(x)C¯ B(y)〉 = −〈f(A)(K−1)AB(x, y)〉.
This is consistent with (4.2).
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Figure 2: Diagrammatic representation of 〈(gAµ × C )A(gAν × C¯ )B〉k, 〈(gAµ ×
C )A(gAν× C¯ )B〉connk , 〈(gAµ×C )A(gAν× C¯ )B〉1PIk and 〈(gAµ×C )A(gAν× C¯ )B〉m1PIk .
In what follows, we check that no γ-dependent extra terms do appear in this
process even in the Gribov-Zwanziger theory. As a result, the relations derived in
the previous paper [7] still hold with no change even in the case of γ 6= 0. In other
words, the relations and the results derived from them in the previous paper [7] are
valid irrespective of the value of γ.
The 4-point function of gluon, gluon, ghost and antighost is separated into the
connected part and the disconnected part, see Fig. 2:
〈(gAµ(x1)× C (x2))A(gAν(y1)× C¯ (y2))B〉
:=gfAFCgfBGE〈A Fµ (x1)A Gν (y1)〉〈C C(x2)C¯ E(y2)〉
+ 〈(gAµ(x1)× C (x2))A(gAν(y1)× C¯ (y2))B〉conn. (4.14)
After putting x1 = x2 := x and y1 = y2 := y and taking the Fourier transform, we
obtain the necessary relations. The connected part is defined by 8
〈(gAµ × C )A(gAν × C¯ )B〉k
:=
∫
dDp
(2pi)D
gfAFCgfBGE〈A Fµ A Gν 〉k+p〈C CC¯ E〉p + 〈(gAµ × C )A(gAν × C¯ )B〉connk .
(4.15)
8 Eq.(2.15) in [7] involves misprints in the indices. Here we give correct expressions.
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The 1PI part is defined from the connected part as shown in Fig. 2 by using a
diagrammatic representation. Here we use the same type of argument to define the
1PI part. Consequently, the 1PI part is defined from the connected part
〈(gAµ × C )A(gAν × C¯ )B〉connk = 〈(gAµ × C )A(gAν × C¯ )B〉1PIk +∆ABµν (k), (4.16)
where ∆ABµν involves the single ghost propagator:
∆ABµν (k) := 〈(gAµ × C )AC¯ C〉1PIk 〈C CC¯ D〉k〈CD(gAν × C¯ )B〉1PIk . (4.17)
Therefore, 1PI and m1PI is related as
λABµν (k) :=〈(gAµ × C )A(gAν × C¯ )B〉m1PIk
:=
∫ dDp
(2pi)D
gfAFCgfBGE〈A Fµ A Gν 〉k+p〈C CC¯ E〉p + 〈(gAµ × C )A(gAν × C¯ )B〉1PIk .
(4.18)
Then, we can write the relation
〈(gAµ × C )A(gAν × C¯ )B〉k = λABµν (k) + ∆ABµν (k). (4.19)
Thus the average of the horizon function is written as
〈h(0)〉 = − lim
k2→0
〈(gAµ × C )A(gAµ × C¯ )A〉k = −λAAµµ (0)−∆AAµµ (0). (4.20)
4.5 The relations (2.16)–(2.25)
The relations (2.16)–(2.25) of [7] remain unchanged.
In the manifestly covariant gauge of the Lorenz type, an idenity holds ((2.17)
of [7])
ikµλ
AB
µν (k) = 〈C A(gAν × C¯ )B〉1PIk . (4.21)
In the Landau gauge, a similar identity also hold ((4.1) of [7])
λABµν (k)(−ikν) = 〈(gAµ × C )AC¯ B〉1PIk . (4.22)
This identity (4.22) is derived from (4.21) using the Faddeev-Popov conjugation in-
variance in the Landau gauge. See Appendix A.
In addition, an identity holds in the manifestly covariant gauge, ((2.3) or (2.8)
of [7])
〈(gAµ × C )AC¯ B〉1PIk = −ikµ
(
−δAB + −1
k2
〈C AC¯ B〉−1k
)
, (4.23)
yielding
ikµ〈(gAµ × C )AC¯ B〉1PIk = −δABk2 − 〈C AC¯ B〉−1k , (4.24a)
which is the same as the Schwinger-Dyson equation for the ghost propagator ((2.9)
of [7]):
〈C AC¯ B〉k = −δAB 1
k2
− ik
µ
k2
〈(gAµ × C )AC¯ B〉k. (4.24b)
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Using the general form for the uncontracted 2-point function λABµν (k) ((2.25) of [7]):
λABµν (k) =
[
δµνu(k
2) +
kµkν
k2
w(k2)
]
δAB, (4.25)
we obtain a relationship between the Kugo-Ojima function and the ghost propagator:
G(k2)δAB := −k2〈C AC¯ B〉k = [1 + u(k2) + w(k2)]−1δAB. (4.26)
Incidentally, the relation (4.25) is obtained from (3.5) and ((2.20) of [7])
〈(DµC )A(gAν × C¯ )B〉k =
(
δµρ − kµkρ
k2
)
〈(gAρ × C )A(gAν × C¯ )B〉m1PIk . (4.27)
Here w(k2) is an unknown function. By combining (4.25) with (4.21), (4.22) and
(4.26), we obtain
λAAµµ (k) =(N
2 − 1)[Du(k2) + w(k2)], (4.28)
∆AAµµ (k) =− iλACµσ (k)kσ
−G(k2)
k2
δCDikρλ
DA
ρµ (k)
=− (N2 − 1)G(k2)[u(k2) + w(k2)]2
=− (N2 − 1) [u(k
2) + w(k2)]2
1 + u(k2) + w(k2)
. (4.29)
The existence of the last term ∆AAµµ (0) is crucial to obtain a finite ghost dressing
function, see (6.8).
5 Renormalization
In order to compare our result with the numerical simulations on a lattice and the
Schwinger-Dyson equations, we need to consider the renormalization, especially, the
dependence of the renormalization point under a given renormalization condition.
We denote the gluon propagator in the Landau gauge by
DABµν (k) = δ
AB
(
δµν − kµkν
k2
)
F (k2)
k2
, (5.1)
and the ghost propagator by
GAB(k) = −δABG(k
2)
k2
. (5.2)
The gluon-ghost-antighost vertex is denoted by
ΓABCν (p, k) = f
ABCΓν(p, k). (5.3)
In the bare case, d(k2) = 1/k2, G(k2) = 1/k2 and Γν(p, k) = −kν .
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By using the identity (3.6),
λABµν (k) := 〈(gAµ × C )A(gAν × C¯ )B〉m1PIk =
[
δµνu(k
2) +
kµkν
k2
w(k2)
]
δAB, (5.4)
it is easy to show that the functions u(k2) and w(k2) obey the equations:
u(k2) =
1
(D − 1)(N2 − 1)
[
λAAµµ (k)−
kµkν
k2
λAAµν (k)
]
, (5.5a)
w(k2) =
1
(D − 1)(N2 − 1)
[
D
kµkν
k2
λAAµν (k)− λAAµµ (k)
]
. (5.5b)
The momentum dependence of the functions u(k2) and w(k2) is determined from the
knowledge of the function: λABµν (k) := 〈(gAµ×C )A(gAν×C¯ )B〉m1PIk , see Fig. 2. This is
performed e.g., by substituting the solutions of the Schwinger-Dyson equation for the
propagators and the vertex functions into the right-hand sides of (5.5a) and (5.5b),
as done in [23].
We consider the multiplicative renormalization in which the renormalization con-
stants are introduced in the standard way:
FR(k
2, µ2) =Z−1A (µ
2,Λ2)F (k2,Λ2), (5.6a)
GR(k
2, µ2) =Z−1C (µ
2,Λ2)G(k2,Λ2), (5.6b)
ΓνR(k, p, µ
2) =Z˜1(µ
2,Λ2)Γν(k, p,Λ2), (5.6c)
gR(µ
2) =Z−1g (µ
2,Λ2)g(µ2), (5.6d)
where µ is the renormalization point, Λ is an ultraviolet cutoff, and Zg = Z
−1/2
A Z
−1
C Z˜1.
We carry out the renormalization in such a way as to preserve the identity (3.10).
In order to preserve the identity (3.10) after renormalization, we impose that
G−1R (k
2, µ2) =ZC(µ
2,Λ2)G−1(k2,Λ2), (5.7a)
1 + uR(k
2, µ2) =ZC(µ
2,Λ2)[1 + u(k2,Λ2)], (5.7b)
wR(k
2, µ2) =ZC(µ
2,Λ2)w(k2,Λ2), (5.7c)
Consequently, the Kugo-Ojima function uR(k
2) is not a renormalization-group
invariant quantity. Hence, it is not a renormalization point µ-independent quantity
and the Kugo-Ojima parameter uR(0) depends on the renormalization point µ. In
the case of an IR finite ghost dressing function, therefore, uR(0) acquires a non-
trivial dependence on the renormalization scale, while in the case of an IR divergent
ghost dressing function the possible µ-dependence is not important, since uR(0) = −1
irrespective of the value of µ chosen.
Moreover, we introduce the renormalization constant Zλ which relates the bare
and renormalized functions, λABµν and λ
AB
µν,R, as
λABµν,R(k, µ
2) = Zλ(µ
2,Λ2)λABµν (k,Λ
2). (5.8)
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We find that by virtue of the identities which are the same as (2.17) and (4.1)
of [7]: 9
ikµλABµν (k) =ik
µ〈(gAµ × C )A(gAν × C¯ )B〉m1PIk = 〈C A(gAν × C¯ )B〉1PIk , (5.9a)
−iλABµν (k)kν =− i〈(gAµ × C )A(gAν × C¯ )B〉m1PIk kν = 〈(gAµ × C )AC¯ B〉1PIk , (5.9b)
in the Landau gauge λABµν (k) must be renormalized by the same renormalization con-
stant as that for 〈CA(gAν × C¯ )B〉1PIk (and 〈(gAµ×C )AC¯ B〉1PIk ) which appears in the
Schwinger-Dyson equation for the ghost dressing function or the ghost propagator:
GAB(k)−1 := 〈C AC¯ B〉−1k = −k2δAB − ikµ〈(gAµ × C )AC¯ B〉1PIk . (5.10)
Therefore, we have
Zλ(µ
2,Λ2) = ZC(µ
2,Λ2)Z˜−11 (µ
2,Λ2). (5.11)
The renormalized quantities must obey
1 + uR(k
2, µ2) =ZC(µ
2,Λ2) +
Z˜1(µ
2,Λ2)
(D − 1)(N2 − 1)
[
λAAµµ,R(k, µ
2)− k
µkν
k2
λAAµν,R(k, µ
2)
]
,
(5.12a)
wR(k
2, µ2) =
Z˜1(µ
2,Λ2)
(D − 1)(N2 − 1)
[
D
kµkν
k2
λAAµν,R(k, µ
2)− λAAµµ,R(k, µ2)
]
, (5.12b)
G−1R (k
2, µ2) =ZC(µ
2,Λ2) +
Z˜1(µ
2,Λ2)
(N2 − 1)
kµkν
k2
λAAµν,R(k, µ
2). (5.12c)
If ZC is determined, we can cast the SD equation for GR(k
2) := k2GR(k
2) into a
manifestly renormalizable form. The same ZC makes uR(k
2) finite.
Once the renormalization condition for GR is chosen to be GR(µ
2) = 1, the values
of uR(µ
2) is completely determined for its own equation (5.12a). It should be noted
that the horizon function 〈hR(0)〉 is not a renormalization-group invariant quantity,
and hence depends on the renormalization point µ, just as the Kugo-Ojima parameter
uR(0) depends on the renormalization point µ.
We now study the µ-dependence of (the average of) the horizon function.
〈h(0)〉 = −λAAµµ (0)−∆AAµµ (0). (5.13)
If the renormalization of ∆ABµν (k) := 〈(gAµ×C )AC¯ C〉1PIk 〈C CC¯D〉k〈CD(gAν× C¯ )B〉1PIk
is done according to ∆ABµν,R(k) = Z∆∆
AB
µν (k) as
∆ABµν,R(k) = (Z˜1Z
−1
g Z
−1
g Z
−1
A Z
−1
C )
2Z−1C ∆
AB
µν,R(k) = Z˜
−2
1 ZC∆
AB
µν (k) := Z∆∆
AB
µν (k),
(5.14)
then the horizon function is renormalized as
〈h(0)〉 = −λAAµµ (0)−∆AAµµ (0) = −Z−1C [Z˜1λAAµµ,R(0) + Z˜21∆AAµµ,R(0)]. (5.15)
9 The relation used in [23] kµHµν(p, k) = −iΓµ(p, k) must be modified in the Gribov-Zwanziger
theory.
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The Taylor’s non-renormalization theorem [32] says that in the Landau gauge, the
renormalization constant Z˜1 of the ghost-antighost-gluon vertex is exactly one, Z˜1 =
1, see also section 2.2 of [33].
The µ-dependence of the horizon condition would be obtained from the renormal-
ized horizon condition:
〈hR(0)〉 = −(N2 − 1)
{
DuR(0) + wR(0)−GR(0)[uR(0) + wR(0)]2
}
. (5.16)
This should be compared with the renormalized expression which comes from another
form of the bare horizon condition given in a previous paper [7],
〈hR(0)〉 = −(N2 − 1) {(D − 1)uR(0) +GR(0)[uR(0) + wR(0)]} . (5.17)
The issue of dependence of the Kugo-Ojima function and the horizon function
on the renormalization point µ has been studied in detail by Aguilar, Binosi and
Papavassiliou [23] using a mixed approach, in which the lattice data for the gluon
propagator were used as input for their SD equations, see Fig. 9. According to their
results, the renormalized values which are the same as the bare value u(0) = −0.665 ∼
−2/3 (and 〈h(0)〉 = 31.92 ∼ (32 − 1)4 = 32) are obtained when the renormalization
point is chosen at µ ∼ √10.92GeV ∼ 3.3GeV. 10 It is possible to translate this result
to that at the other renormalization point by using their result.
The equation for wR(k
2) remains unchanged, i.e., one simply replaces in the equa-
tion for w(k2) the unrenormalized quantities with the renormalized ones, up to Z˜1.
They have shown that wR(0) = 0 if both the gluon propagator and the ghost dressing
function are IR finite under the approximation that the form factors are replaced with
their tree level values, i.e., bare vertex approximation. The assumption appears to
be a good approximation according to lattice studies [29, 30]. Note that the pertur-
bation theory leads to w(0) 6= 0, e.g., w(k2) = g2N/(32pi2) at one loop, because the
free gluon propagator is not IR finite.
The renormalization will be discussed in more detail in a subsequent paper [38].
6 Remarks
6.1 Remark 1: The total derivative term in a choice of the
horizon term
We point out that the result crucially depends on the explicit form of the non-local
horizon term adopted.
If the total derivative was neglected in the Gribov-Zwanziger theory, the horizon
term could be rewritten as∫
dDxh(x) :=
∫
dDx
∫
dDygfABCA Bµ (x)(K
−1)CE(x, y)gfAFEA Fµ (y)
? =
∫
dDx
∫
dDyDµ[A ]
AC(x)(K−1)CE(x, y)gfAFEA Fµ (y)
? =
∫
dDx
∫
dDyDµ[A ]
AC(x)(K−1)CE(x, y)Dµ[A ]
AE(y), (6.1)
10 The author would like to than Dr. Daniele Binosi for the correspondence on this point.
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which yielded the average of the horizon function:
〈h(0)〉 = − lim
k→0
〈(DµC )A(DµC¯ )A〉k, (6.2)
instead of 〈h(0)〉 = − limk→0〈(gAµ × C )A(gAµ × C¯ )A〉k. Thus, the horizon condition
〈h(0)〉 = (N2 − 1)D for this horizon function defined from this form, i.e.,
〈h(0)〉 = − lim
k→0
〈(DµC )A(DµC¯ )A〉k = −(N2 − 1) {(D − 1)u(0)− 1} = (N2 − 1)D,
(6.3)
led to the Kugo-Ojima criterion and the divergent ghost dressing function: 11
u(0) = −1, (6.4)
and the divergent ghost dressing function with an imput w(0) = 0:
G(0) = [1 + u(0) + w(0)]−1 = w(0)−1 =∞. (6.5)
Thus, if one starts from the horizon term in the last form of (6.1) as done in [34]
by neglecting the total derivative term in the non-local horizon function, then one
is led to the opposite conclusion to ours. This fact that the horizon condition using
this definition (6.3) is equivalent to the Kugo-Ojima criterion (6.4) has already been
pointed out and it was checked to what extent the horizon condition holds in the
numerical simulation in [35]. More details on the foundation for the horizon function
are given in [36].
The resulting discrepancy comes from the neglection of the total derivative term
in the non-local theory. In the case of the local theory, the total derivative term can
be neglected, since the volume integral is replaced by the surface integral over the
surface S far away from the origin by the Gauss theorem:∫
V
dDx∂µ[fµ(x)] =
∫
S=∂V
dD−1Sµ(x)[fµ(x)]
=
∫
dΩD|x|D−1nµfµ(x) = 0, (6.6)
for a rapidly decreasing and vanishing function at infinity: nµfµ(x) ∼ |x|−α (α >
D − 1), where ΩD is the solid angle.
In the case of the non-local theory, however, the total derivative term cannot be
neglected, even if the integrand f(x− y) is a rapidly decreasing function in |x− y|:
∫
V
dDy
∫
V
dDx∂xµ[f(x− y)gµ(y)] =
∫
V
dDy
∫
S=∂V
dD−1Sµ(x)[f(x− y)gµ(y)]
=
∫
S=∂V
dD−1Sµ(x)
∫
V
dDy[f(x− y)gµ(y)] 6= 0,
(6.7)
because a contribution from y such that |x−y| ∼ 0 always remain due to the existence
of an additional integral
∫
V d
Dy over the whole volume V . Even after applying the
11 The author would like to thank Drs. David Dudal and Nele Vandersickel for kind discussions
on this issue.
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Gauss theorem, we have still another volume integral and the integrand is not limited
to the region far from the origin. Thus, if one neglects the total derivative term in
the non-local theory, one is led to a theory with different physical content.
It is a good place to note that, in order to obtain the modified BRST symmetry
in [21, 22], integration by parts, i.e., neglection of the total derivative has been used
as usual. However, this is safe, because it is done in the localized Gribov-Zwanziger
theory.
6.2 Remark 2: A contribution from a diagram connected by
a single ghost line
It should be remarked that our result differs from the Zwanziger result [37]. The es-
sential difference between his result and ours comes from the estimation of ∆sing(k) :=
∆AAµµ (k). In fact, if the contribution from this term was neglected, the average of the
horizon function became equal to (instead of (3.15a))
〈h(0)〉 = −λAAµµ (0) = −(N2 − 1)Du(0), (6.8)
and the horizon condition 〈h(0)〉 = (N2 − 1)D would become indeed equivalent to
the Kugo-Ojima criterion
u(0) = −1, (6.9)
as claimed in [37]. However, ∆sing(k) does not vanish and remains non-zero even after
taking the k = 0 limit, as we have examined in the previous paper [7], which is also
the case for γ 6= 0.
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A Symmetry of exchanging ghost and antighost
In the Landau gauge, ∂µA
A
µ (x) = 0, the equations of motion for the ghost field and
the antighost field have the same form
∂µDµ[A ]C
A = 0, ∂µDµ[A ]C¯
A = 0, (A.1)
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This suggests that there is a symmetry under the exchange of ghost and antighost
fields. In fact, the GZ action is invariant under the FP conjugate transformation:
C
A → C¯ A, C¯ A → −C A, BA → −B¯A, (A.2)
where other fields are unchanged and B¯ is defined by
B
A + B¯A = g(iC¯ × C )A. (A.3)
This is easily seen by rewriting the GF+FP term as
SGF+FP :=
∫
dDx
{
B · ∂µAµ + iC¯ · ∂µDµC
}
:=
∫
dDx
{
−B¯ · ∂µAµ − C · ∂µDµiC¯
}
.
(A.4)
B Another derivation of eq.(4.2)
We work in the Minkowski formulation. In the canonical quantization, the relation
(4.2), i.e.,
∂µx 〈0|T (DµC )A(x)C¯ B(y)|0〉 = δABδD(x− y), (B.1)
is derived from the equation of motion for the ghost field ∂µDµC (x) = 0 and the equal-
time canonical anti-commutation relation{C¯ A(x), i(D0C )B(y)}x0=y0 = iδABδ(D−1)(x−
y). In fact, the equation of motion
0 =
∂LGZ
∂C¯ A(x)
=− i∂µ(DµC )A(x), (B.2)
and the equal-time canonical anti-commutation relation
iδABδD−1(x− y) = {ΠA
C¯
(x), C¯ B(y)}x0=y0, (B.3)
implies
∂µx 〈0|T (DµC )A(x)C¯ B(y)|0〉
=δ(x0 − y0)〈0|{(D0C )A(x)C¯ B(y)}|0〉+ 〈0|T∂µ(DµC )A(x)C¯ B(y)|0〉
=δABδD(x− y), (B.4)
where we have used
ΠA
C¯
(x) =
∂LGZ
∂∂0C¯ A(x)
= i(D0C )
A(x), (B.5)
and the time-ordered product (T-product) for the anti-commuting field defined by
TA(x)B(y) := θ(x0 − y0)A(x)B(y)− θ(y0 − x0)B(y)A(x). (B.6)
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