This paper deals with the problem of testing for dispersion parameter change in discretely observed diffusion processes when the observations are contaminated by outliers. To lessen the impact of outliers, we first calculate residuals using a robust estimate and then propose a trimmed-residual based CUSUM test. The proposed test is shown to converge weakly to a function of the Brownian bridge under the null hypothesis of no parameter change. We conduct simulations to evaluate performances of the proposed test in the presence of outliers. Numerical results confirm that the proposed test posses a strong robust property against outliers. In real data analysis, we fit the Ornstein-Uhlenbeck process to KOSPI200 volatility index data and locate some change points that are not detected by a naive CUSUM test.
Introduction
Diffusion processes are usually expressed as solutions to stochastic differential equations (SDEs). Since SDEs are useful in describing stochastic phenomena, diffusion processes have long been popular in various fields. In the field of finance, for example, the processes have been widely used to model the prices of underlying assets and instantaneous interest rates. Naturally, the need for statistical inference on diffusion processes has increased. In particular, estimation of discretely observed diffusion processes has attracted much attention. See Dacunha-Castelle and Florens-Zmirou (1986) , Kessler (1997) , Aït-Sahalia (2002) , and Beskos et al (2009) . Statistical testings such as parameter change test and specification test have also investigated by some authors. See, for example, Iacus and Yoshida (2012) and Chen et al. (2008) .
In this study, we are concerned with change point problem in diffusion processes. It is well known that ignoring changes can lead to false inference. Hence, change point problem has received a great deal of attention from researchers and practitioners. See the recent review paper by Horvth and Rice (2015) . For diffusion processes, Gregorio and Iacus (2008) , Song and Lee (2009) , Lee (2011) , and Iacus and Yoshida (2012) investigated the problem of testing for dispersion parameter constancy in discretely observed diffusion processes. Since the dispersion parameter is closely related to the volatility of underlying assets and the volatility plays a crucial role in pricing financial derivatives, the exact inference on the dispersion parameter is particularly important in financial applications. In the cases where a continuous observation is assumed to be obtained, detection of drift parameter change is typically considered because dispersion coefficient can be exactly estimated in this framework. See, for example, Negri and Nishiyama (2012) and Tsukuda (2017) . This paper focuses on the problem of detecting the dispersion parameter change, particularly when a data set includes deviating observations. In the literature, deviating observations are commonly treated as jumps or outliers. In the former cases, stochastic models with jump terms, usually induced by Poisson processes, have been proposed to describe spiky observations. See, for example, Kou (2002) . In the latter cases, on the other hand, various robust methods for reducing the effect of outliers have been developed. For an overview on this area, we refer the reader to Maronna et al. (2006) . In this study, we deal with the outlying observations from the latter point of view.
As is widely recognized, statistical inference such as estimation and testing are unduly influenced by outliers. Recently, Lee and Song (2013) and Song (2017) addressed that estimation of diffusion processes tends to be severely damaged by a small portion of outliers, particularly when sampling interval is short, as in high-frequency sampling cases. This is largely due to the fact that the transition distribution of the diffusion process approaches Gaussian distribution as the sampling interval gets shorter. It should be noted that tests constructed using an estimator sensitive to outliers are likely to lead to false conclusions. Furthermore, such events that can cause deviating observations or parameter changes in fitted model are often observed in actual practice. In finance, changes of monetary policy and critical social events can be examples. When outlying observations are included in a data set being suspected of having parameter changes, it is not easy to determine whether the testing results are due to genuine changes or not. These technical and empirical reasons motivate us to consider the problem.
The objective of this paper is to propose a parameter change test that is robust against outliers. We introduce a very intuitive and easy-to-implement test procedure: to lessen the impact of outliers on the procedure, (i) we first calculate residuals using a robust estimate and truncate the squares of the obtained residuals; (ii) then, we construct a CUSUM test using the trimmed ones. As a robust estimator, we employ the minimum density power divergence estimator (MDPDE) for diffusion processes introduced by Lee and Song (2013) . Our simulation study below shows that the proposed test has strong robustness against outliers, whereas a naive CUSUM test without any robust procedure is seriously compromised by outliers. Further, our real data application demonstrates that analysis incorporating the proposed test can improve forecasting performance.
The rest of the paper is organized as follows. In Section 2, we introduce the residual-based CUSUM test and the MDPDE for diffusion processes. Then, we propose a robust CUSUM test for parameter change and derive its asymptotic null distribution. In Section 3, we conduct a simulation study to investigate the finite sample performance. Section 4 illustrates a real data application to KOSPI200 volatility index. Section 5 concludes and technical proofs are given in Section 6.
Main Result
Let us consider the following time-homogeneous diffusion process {X t |t ≥ 0} defined by
where (θ, σ) ∈ R p ×R + is unknown parameter and {W t |t ≥ 0} denotes the standard Wiener process.
The real valued function a is assumed to be known apart from θ and smooth enough to admit a unique solution. We assume that a sample {X t i |0 ≤ i ≤ n} is discretely observed, where t i = ih n and {h n } is a sequence of positive numbers with h n → 0 and nh n → ∞. It is noteworthy that the diffusion processes of the form dX t = a(X t , θ)dt + σ b(X t )dW t can be reduced to (1) by using the Lamperti transformation and Ito's lemma.
Naive CUSUM test for diffusion processes
Based on the discrete observations, we now wish to test the following hypotheses:
For this, we employ the CUSUM of squares test based on residuals as in Lee (2011) . Residuals for the diffusion process (1) are defined as follows:
where (θ n ,σ n ) is an estimate of (θ, σ). The above is deduced from the following Euler approximation of (1)
Using the residuals, we first introduce the CUSUM of squares statistics:
In order to establish the limiting null distribution of T n , the following regularity conditions are required. We assume that the true parameter (θ 0 , σ 0 ) belongs to the parameter space Θ, which is a bounded subset of R p × [c, ∞) for some c > 0.
A1. There exists a constant C > 0 such that |a(x, θ 0 ) − a(y, θ 0 )| ≤ C|x − y| for any x, y ∈ R.
A2. The process X from (1) is ergodic with its invariant measure µ 0 such that
A4. The function a is continuously differentiable with respect to x for all θ and the derivatives belong to P := {f (x, θ) |f | ≤ C(1 + |x| C ) for some C > 0}, where C does not depend on the parameter.
Then, from Lemma 6.3 with S n = R, we can obtain the following result.
where {W o t |t ≥ 0} denotes a standard Brownian bridge.
Robust CUSUM test for diffusion processes
Now, we consider the situation where the observations are contaminated by outliers. It is well known that estimators using a Gaussian quasi-likelihood are strongly influenced by outliers. Also, it should be recalled that many estimation methods for diffusion processes employ the maximum likelihood (ML) technique based on an approximated transition density; see, for example, Li (2013) and the papers therein. As aforementioned in the Introduction, since the transition distributions of the diffusion processes get close to the normal distribution as the sampling interval approaches zero, such estimators using ML methods are likely to produce biased estimates in the presence of outliers. Therefore, it can be naturally surmised that the residuals calculated from those biased estimates will not behave like ideal residuals, that is, i.i.d. random variables, and subsequently lead to a distortion of T n . In order to remedy the problem, a robust estimator is first used to lessen the effect of outliers on parameter estimation. Next, note that even if the parameters are properly estimated by a robust estimation method, the residuals corresponding to outliers still deviate from normal range. Thus, they need to be truncated to prevent damaging the test procedure. In this study, we employ the MDPDE as a robust estimator. Further, in order to avoid some technical problems in the proofs, we use the trimmed ones of the squared residuals to construct test statistics in stead of using the squares of the truncated residuals. Lee and Song (2013) introduced a robust estimator for diffusion processes (1) using the density power divergence by Basu et al. (1998) , and demonstrated in the simulation study that the estimator has a strong robust property with little loss in asymptotic efficiency relative to the ML estimator (MLE). The MDPDE for (1) is defined as
where
Here, the tuning parameter α controls the trade-off between robustness and efficiency in the estimation procedure. Note that the estimator with α = 0 becomes the Gaussian quasi-MLE. For more details on the MDPDE and its properties, see Basu et al. (1998) .
We consider the following functions to truncate the residuals: for a given positive number M and x ≥ 0,
where 1 A (x) is the indicator function of the set A. Using the trimming function, we now propose a CUSUM test as follows: for j = 1, 2,
whereẐ α,i 's are the ones calculated from (2) using the MDPD estimate (θ α n ,σ α n ) andτ
To derive the asymptotic null distribution of T α j,n , √ nh n ||θ α n − θ 0 || = O P (1) and √ n|σ α n − σ 0 | = O P (1) are required. For this, we additionally assume the following conditions to ensure the stochastic boundedness (cf. see Lee and Song (2013) ).
A5. Θ is convex compact and (θ 0 , σ 0 ) lies in the interior of Θ.
A6.
The function a and all its x-derivatives are three times differentiable with respect to θ for all x. Moreover, these derivatives up to the third order with respect to θ belong to P.
The following theorem is the main result of this paper. The proposed test has the same limiting null distribution as T n .
Remark 1. For the selection of the tuning constant M in f j,M , we rely on the fact that under H 0 , the distribution of Z α,i is approximated to N (0, 1) as h n goes to 0. Depending on the extent of contamination, one can choose M as the squared number of a proper quantile of the standard normal distribution. For example, if it seems that contamination is low or it is not certain of contamination, one can use the 99.5% quantile, i.e., M = 2.576 2 . Although it is not easy to assess the degree of contamination, we propose to use M in [z 2 0.025 , z 2 0.005 ] = [3. 84, 6 .63] based on our simulation results.
Remark 2. The proposed test is not suitable for detecting changes in the drift parameter. The main reason seems to be that a change in θ could not make a significant effect onẐ α,i when h n is small. To see this, note thatẐ
Roughly speaking, whatever the estimated value of θ is, the influence of a(X t i−1 ,θ α n ) onẐ α,i become reduced when h n is small, whereas the estimate of σ can make great differences in the residuals. This is why the residual-based CUSUM test is not sensitive to the drift parameter change but is sensitive to the dispersion parameter change. Such tendency that the residual-based test misses a change of certain parameter has been reported, for example, in Lee (2011) for diffusion process and Song and Kang (2018) for ARMA-GARCH models. As will be seen in the following section, in the cases that only the drift parameter is changed, all tests considered produce empirical powers close to significance level. This means that the change of the drift parameter does not affect the performance of the tests. When the tests reject the null hypothesis, one can therefore conclude that the dispersion parameter has changed.
Remark 3. Any other robust estimators satisfying √ nh n ||θ n − θ 0 || = O P (1) and √ n|σ n − σ 0 | = O P (1) can be used in the test procedure. showed best performance, see the simulation study below.
Remark 5. One may consider the CUSUM of squares test based on the trimmed residuals, that is,T
where g j,M (x) = sign(x)f j,M (|x|) andτ g,j is the sample variance of {g 2 j,M (Ẑ α i )}. In this case, the tuning constant M is chosen as the just quantile of N (0, 1). According to our simulation results (not reported), the performances of T α j,n andT α j,n are almost similar. As mentioned above, we present T α j,n since it is easier to handle in deriving its asymptotic distribution.
Simulation study
In the present simulation, we compare the performances of the naive test T n and the proposed tests T α 1,n and T α 2,n . For this task, we consider the following Ornstein-Uhlenbeck (OU) process:
The sample {X t i } n i=0 is obtained with the sampling interval of h n = n −0.75 , where the path of X is generated via the Euler scheme with the generating interval of h n /20. For the tuning constant M , we use z 2 0.005 (=6.63) and z 2 0.025 (=3.84). To evaluate the empirical sizes, we generate paths with (θ, σ)=(1,1). For the powers, we change the parameter (θ, σ) from (1,1) to (1,1.2), (1,1.5), (5,1), and (5,1.2) at the midpoint t = nh n /2. Empirical sizes and powers are calculated at 5% significance level, based on 5,000 repetitions. The corresponding critical value is 1.358, which is obtained from the following well-known formula:
We first examine the case where the data is not contaminated by outliers. The empirical sizes and powers are presented in Tables 1 and 2 , respectively. One can see that T n , T α 1,n , and T α 2,n show no size distortions and produce reasonably good powers against the change of the dispersion parameter σ, regardless of whether the drift parameter θ changes or not. It is, however, observed that all the tests can not detect the change of θ as mentioned in Remark 2. They produces empirical powers very close to the significance level. T n and T α 1,n with M = z 2 0.005 perform similarly, and T α 1,n with M = z 2 0.025 and T 2,n with M = z 2 0.005 are found to yield slightly smaller powers. T α 2,n with M = z 2 0.025 is comparatively less powerful, but its power approaches 1 as the sample size increases. Interestingly, MDPDE's tuning parameter α does not make a significant difference in the performance. As will be seen in the contaminated cases below, the performance of the proposed tests are also not significantly different depending on the value of α, so the choice of α does not seem to be critical in the testing procedure. Although not reported here, we can see that the powers tend to decrease with a decrease in M but no size distortions are found.
Next, to explore the cases where outliers are involved in the data, we generate contaminated sample {X c t i } n i=0 by the following scheme:
, where {p i } n i=0 and {V i } n i=0 are sequences of i.i.d. random variables from Bernoulli distribution with success probability p and normal distribution with mean 0 and variance σ 2 v , respectively; {X t i }, {p i }, and {V i } are assumed to be all independent. We consider the cases of p = 0.5% and 5% to describe a low degree of contamination and more severely contaminated situation, respectively, and σ 2 v is set to 1. The empirical sizes and powers are provided in Tables 3 -6. We first note that T n exhibits size distortions and significant power losses whereas T 2,n dramatically eliminates the impact of outliers. T 2,n with M = z 2 0.005 outperforms other tests in all cases considered. On the other hand, T 1,n shows relatively good performance in the low contaminated case, i.e., p = 0.5%, but are observed to be somewhat affected by outliers when p = 5%. In this case, T 1,n with the smaller M (= z 2 0.025 ) shows more robust behavior than T 1,n with z 2 0.005 . Our findings can evidently be seen in Figures 1 and 2 . Figure 1 presents the plots of the empirical sizes of T n and T α=0.2 j,n versus the degree of contamination p ∈ {0%, 0.05%, 1%, · · · , 5%}. The upper and lower panels depict the results in the cases of σ 2 v = 1 and σ 2 v = 2, respectively. One can clearly see the severe size distortions of T n in the first column in Figure 1 . As can be seen in Table 3 , T n is damaged even by the small portion of contamination, i.e., p = 0.5%. It should also be noted that the distortion gets worse as n increases, indicating that particular attention should be paid when dealing with high-frequency data. This is because the closer the transition distribution gets to normal distribution, the more affected it is by outliers. Upward trends in the second and third columns suggest that T α 1,n may not be suitable for high-contaminated cases. The last two columns show strong robustness of T α 2,n yielding no size distortions in all cases. Table 4 : Empirical powers of T n , T Table 6 : Empirical powers of T n , T displays the power curves when σ changes from 1 to σ 1 at midpoint. The upper and lower panels presents for the case of p = 0.5%, σ 2 v = 1 (low contaminated case) and p = 5%, σ 2 v = 2 (severely contaminated case), respectively. Unlike T n showing power losses, T α 1,n and T α 1,n yield reasonable powers in both cases. In particular, T α 2,n with M = z 2 0.005 is observed to perform best. Overall, the results above support the validity of the proposed test. In this simulation section, we see that our proposed test keeps good sizes and powers in the presence of outliers, while the naive test T n shows severe size distortions and significant power loses. Therefore, our test can be a functional tool to test for parameter change when outliers are speculated to contaminate data. We analyse daily time series of KOSPI200 volatility (VKSOPI200) index. Like the VIX index (the Chicago Board Options Exchange volatility index), VKOPSI200 index is designed to measure 30-day expected volatility of KOSPI200 index. The data analyzed here is depicted in Figure 3 , covering 737 trading days from Jan 2, 2015 to Dec 28, 2017. As a key characteristic, the plot clearly shows a volatile and mean-reverting behaviour. One can also see a number of deviating observations. To capture the mean-reversion, we employ the following OU process:
Real data analysis
where X t is the value of VKOSPI200 index at time t. One may consider the OU process with jump component to accommodate the spiky observations, but in the present analysis, we regard these observations as outliers and examine whether or not there were parameter changes in the fitted model. We conduct the naive test T n and the proposed test T α 1,n and T α 2,n to the data until Aug 31, 2017. Relying on the results in the simulation study, our decision is, however, made based on T α n,2 with M = z 2 0.005 . The remaining data set after Sep 1, 2017 is used to compare the performances of the models without break and with breaks obtained by T α 2,n . Table 7 presents the test statistics and p-values of T n , T α 1,n and T α 2,n . We first note that the p-value of T n is obtained to be 0.319 whereas all the p-values of T α 1,n and T α 2,n are less then 0.05. As observed in the simulation study, this indicates that the outlying observations are highly likely to have hindered T n from detecting a significant parameter change. To find further changes, we use the binary segmentation procedure (cf. Aue and Horvth (2013)) and locate three more breaks. The sub-periods divided by the estimated change-points and the ML and MDPD estimates for each sub-period are reported in Table 8 . As mentioned in Remark 2, the tests are difficult to detect changes in drift parameter and therefore it should be interpreted that the obtained sub-periods are due to the changes in the dispersion parameter. In Table 8 , one can see evident changes inσ. Although the period is divided by the changes in σ, other parameters λ and µ are also estimated differently in each sub-period. Here, it is noteworthy that the difference between the ML and the MDPD estimates of σ is comparatively large in the first and the last sub-periods. Since MLE and MDPDE tend to yield similar estimates when the portion of outliers is small, we can surmise that the first and the last periods include some outliers that may affect the ML estimates. The estimated change-points andμ are displayed in Figure 4 , where the red and blue dashed lines stand forμ by MLE and MDPDE with α = 0.1, respectively.
Finally, we compare the OU processes without and with parameter changes in terms of the superiority in forecasting performance. Hereafter, we denote the processes with and without changes by OU chg process and OU no.chg process, respectively. Forecasting using the process with changes means that predicted values are obtained using the data from the last change point, i.e., Mar 3, 2016 in the present analysis. We use the Euler approximation in (3) to calculate one-step-ahead forecasts for the last four months, total 78 observations, as follows:
where (λ ts ,μ ts ) is an estimate based on the data up to X ts . 95% prediction interval (PI) is given byX t s+1 ± 2σ ts √ h n . The following root mean squared error (RMSE) and the root mean squared The forecasting errors and the number of the observations included in 95% PIs are presented in Table 9 . The values in the left sub-table are obtained using the OU no.chg process and the data from Jan 2, 2015. On the other hand, as aforementioned, the one-step-ahead forecasts for the right sub-table are calculated using the data after Mar 2, 2016. The results in Table 9 show that the OU chg process outperforms the OU no.chg process. All the values of RMSE and RMSPE in the right sub-table are less than the corresponding values in the left sub-table. The OU no.chg process estimated by the MLE is shown to yield worst performance and the OU chg process estimated by the MDPDE with α = 0.1 and α = 0.2 show best performances in terms for RMSE and RMSPE, respectively. It is important to note that the OU chg process estimated by the MLE is superior to the OU no.chg process by the MDPDE, implying that the improvement of the forecasting performance by considering parameter changes is greater than by just using the robust estimator. Even though the predicted values are calculated depending only on the drift parameter estimate (λ,μ), the forecasting results above strongly indicate that the OU chg process is better fitted to the data. Figure 5 displays the predicted values and 95% PIs of the OU no.chg process with the ML estimates (left) and the OU chg process with the MDPD estimates by α = 0.1 (right). Although the PI of the OU no.chg process includes all the observations, it produces comparatively longer intervals. The average lengths of 95% PIs in the left and right sub-figures are 3.99 and 2.63, respectively. 75 observations (97.4%) are included in the PIs of the OU chg process, indicating that the process with changes produces reasonable PIs.
Our empirical findings support that the series are partitioned validly by the proposed test. The estimates in each sub-period are significantly different and the forecasting based on the last subperiod shows better performances. Political and economical events or crises often cause deviating observations in financial data and can also lead to structural changes in underlying models. Our analysis as well as simulation study demonstrates that in such situation where data includes seemingly outliers, the proposed test can effectively detect parameter changes that the existing tests may miss, hence improving forecasting performance. 
Concluding remarks
We have proposed a robust test for dispersion parameter constancy in discretely observed diffusion processes. The idea used to construct the test is simple and easy to implement: the residuals are calculated using a robust estimate and then a CUSUM test statistics are constructed based on the truncated ones of squared residuals. The limiting null distribution of the proposed test is established and a simulation study demonstrates the promising performance of our test in the presence of outliers. The proposed test possesses a strong robust property against outliers, whereas the naive CUSUM test is observed to be severely damaged particularly when the sampling interval is short. Given the situations that high-frequency data have often been obtained, our test will be a good alternative to test for parameter change in such cases. The extension to general diffusion processes such as dX t = a(X t , θ)dt+b(X t , σ)dW t is of natural interest. Our results are focused on diffusion processes, but we anticipate that our procedure can be applied to other time series models such as ARMA models and GARCH-type models. Once a robust estimator is given for each model, the same procedure can be adapted to construct test statistics. If one prove the results corresponding to Lemmas 6.3 and 6.4 below, the same asymptotic result in Theorem 2.2 will be obtained under other time series models. We leave these issues as possible topics of future research.
Proofs
Hereafter, we shall use the relation A n B n , where A n and B n are nonnegative, to mean that A n ≤ CB n for some constant C > 0 and drop the α in (θ α n ,σ α n ) andẐ α,i for notational simplicity. Further, we denote Proof. In view of A3 and (7), we have that for any , d > 0, Since 1.5l+m−2q > 0, the lemma is yielded by choosing d such that 1−(1.5l+m−2q)d/2 < −1.
Lemma 6.2. Suppose that A1 -A3 hold and let f (x) and g n (x) belong to P. Assume further that ∂ x f exists and belongs to P; g n converges almost surely to g ∈ P and is dominated by some function in P. If nh 2 n → 0, then
g n (Z i )f (X t i−1 ) − Eg(Z) f (x)µ 0 (dx) = o(1) a.s..
Proof. In view of ergodic property, we get 1 nh n nhn 0 f (X s )ds a.s.
−→ f (x)µ 0 (dx) as n → ∞.
Using Jensen's inequality, Cauchy's inequality and E X t − X t i−1 k h k/2 n (cf. Kessler (1997) ), we have that for r > 0 −→ f (x)µ 0 (dx) as n → ∞.
Next, let
Then, {S i } n i=1 forms a martingale difference with respect to G i = σ{W s : s ≤ t i }. Thus, it follows from Burkholder's inequality and Jensen's inequality that for any r > 1
and consequently one can see that
f (X t i−1 ) = o(1) a.s.
Since E[g n (Z 1 )] converges to E[g(Z 1 )] by the dominated convergence theorem, the lemma is asserted from (9).
Lemma 6.3. Suppose that A0-A4 hold. For a subset S ⊂ R and any monotone sequence of subsets {S n } with lim n S n = S, if nh 2 n → 0, then
Observe that on (n q n < 1),
Hence, in view of Lemma 6.4, we have that
n B √ n n √ nr n n + √ nδ n n √ log log n n q/2 n q n + n 1/2−q n = o P (1), which establish (14), and thus the proof is completed.
