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ABSTRACT 
Let A be the algebra of all n x n matrices over the real or complex numbers. Let 
A + be the subalgebra of upper triangular matrices, and A _ the subalgebra of strictly 
lower triangular matrices. Denote by P the projection of A onto A+ with kernel A_ . 
In this paper we investigate the Wiener-Hopf equation P( (IT + ) = y + , where y + E A i 
is given and x+ E A+ is a solution. 
INTRODUCTION 
Let 62 be an algebra, and let @+, @_ be two subalgebras of @ such that 
& = &+@ a_. Denote by P the projection of 4? onto 4?+ with kernel &. Let a 
be in @. The equation 
P(ax+ > = Y,, (I) 
where y+ E @+ is given and x, E 6?+ is a solution, is called a Wiener-Hopf 
equation. 
There exist extensive theories of Wiener-Hopf equations for various con- 
crete algebras 6X and subalgebras 6?+, @_ (see for instance [3]). The simplest 
Wiener-Hopf equation is the finite dimensional one which is obtained by 
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choosing & = M,, the algebra of all n X n matrices over the real or complex 
numbers; 6?+ = M,“, the subalgebra of upper triangular matrices; and @_ = M,!,, 
the subalgebra of those lower triangular matrices which have only zeros on 
the diagonal. 
While infinite dimensional Wiener-Hopf equations have been extensively 
treated, it seems that the finite dimensional ones have not been considered. In 
this paper we solve this type of equation; as usual, the analysis is based on the 
method of factorization. The appropriate factorization in this finite dimen- 
sional case turns out to be the following generalization of the LU factorization 
of matrices. 
Given A E M,, the LU factorization of A is its representation in the form 
A = LEU, 
where L is a lower triangular matrix with only l’s on its diagonal, U is an 
upper triangular matrix with only nonzero entries on its diagonal, and E is an 
n x n matrix with entries 0 and 1, and each row and each column of E has at 
most one nonzero entry. E is uniquely determined by A. This factorization 
plays the same role in solving Equation (1) as does the Wiener-Hopf factori- 
zation in solving the original Wiener-Hopf integral equation. The results in 
general appear to be different, but there is a close analogy. 
This paper consists of three sections. The first deals with the problem of 
the LU factorization of matrices, the second investigates solutions to the finite 
dimensional Wiener-Hopf equation, and the third is restricted to self adjoint 
matrices. The results, excluding Section 3, hold for matrices over a field. 
1. LU FACTORIZATION OF MATRICES 
In this section we state a general theorem concerning LU factorizations of 
arbitrary matrices of real or complex numbers. To introduce the notion of 
factorization we need a generalization of a permutation matrix. 
1.1 S&permutation Matrix 
An m X n matrix E with entries 0 and 1 is called a s&permutation matrix 
if each row and each column of E has at most one nonzero entry. If 1 appears 
in each row and each column of E, then E is called a permutation matrix. 
Given an m x n matrix A = (aij), we denote by A,, the submatrix (aij), 
l<i<p, 1< j<q. 
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If E’ and E” are subpermutation matrices of size m X n and 
rank E’ = rank E’.’ ik Ik’ l<j,<m, l<k,<n, 
then E’ = E”. Indeed, this statement follows easily from an examination of the 
ranks of the submatrices Ej_l,k_l, Ej_l,k, Ej,k_l, and E,, in each of the 
matrices E’ and E”. 
For each m X n matrix A we define a subpermutation matrix E, = (eik) of 
the same size by the following rule: If 
rankA*-rankAi_,,,_,=l 
and 
rankAj_l,k_l =rankAj_,,k=rankA. j,k-ly 
then e$ = 1. In ah other cases, efi = 0. We take rank A, = rank Aj, = 
rank A,, = 0. 
It is easy to see that by this rule, each row and each column of E, will 
have at most one nonzero entry. It is also clear that the subpermutation 
matrix is uniquely defined by A with the equalities 
rank Aik = rank(EA)+, lij<m, lgZc<n. 
Let us mention a few simple properties of the matrix E,. 
(i) A is invertible if and only if EA is a permutation matrix. 
(ii) det A,, * 0 if and only if E, has the form 
where (E,),, is a permutation matrix and E’ is a subpermutation matrix. 
(iii) E, is the identity matrix I if and only if m = n and det A, * 0, 
l< j<n. 
(iv) If A is a band matrix, then EA is of the same band type. 
1.2. Factorization Theorem 
The following theorem is essential for our investigation of solutions to the 
finite dimensional Wiener-Hopf equation. 
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THEOREM 1. Any m x n matrix A admits a factorization of the form 
A = LE,U, (1) 
where L is a lower m x m triangular matrix with only l’s on its diagonal, U is 
an upper triangular matrix with only nonzero entries on its diagonal, and E, 
is the subpermutation matrix determined by the equations 
rank A+ = rank(E,)#, l<j<m, l<k<n. 
The representation of A in the form (1) we shall calI an LU factorization 
of A. 
For invertible matrices a factorization similar to (1) appears in the theory 
of arithmetic groups (see for example [4]), and it is called the Bruhat 
decomposition. The authors are grateful to D. Lay for pointing this out. The 
general theorem appears in [ 11. 
1.3. General Formulas for Factors 
We have seen that any m X n matrix A admits an LU factorization 
A = LE,U, where EA is a uniquely defined subpermutation matrix. In this 
section, all possible choices of factors L and U are described. 
For convenience, we denote by RE, the set of those integers i for which 1 
appears in row i of E,. The corresponding column number is denoted by k,, 
and CE, is the set of these ki, i E REA. 
LEMMA 1. Let E be a s&permutation m&r&and let L = (lij) be an 
invertible lower triangular matrix. There exists an invertible upper triangular 
matrix U such that LE = EU if and only if the following two conditions hold: 
(a) lij=Oifk,>kjandf,j~R,. 
(b) lij=OifiiRR,andjER,. 
Proof. Let (x8) = LE and (yjk) = EU. Suppose LE = EU. Then 
Ii j= Xik,= Yik,= uk k 2 1 I i,jERE. 
Hence lj j = 0 if k, > k j, since U is upper triangular. 
If igR,andjER,, then row 1 of E consists of zeros. Therefore, 
0 = Yikj = xik, = Ii,, Jo R,. 
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Conversely, assume (a) and (b) hold. Let U = ( ui j) be defined as follows: 
(1) upq = ZV(Pjp(gj for p, 9 E C,, where ‘p: C, + R, is the permutation 
cp(k,) = i. 
(2) upq =OforallpECEand9@CE. 
(3) The remaining entries in U may be arbitrarily chosen. The only 
additional restriction on U is that it must be invertible and upper triangular. 
We now show that LE = EU. If 9 E C,, then by (1) and (b) we get 
‘iq = 'iv(q) = u.k,g = Yiq for-all FERN, 
and 
‘ig = ‘iv(q) = 0 = yig forall iE R,. 
If 9 P C,, then (2) implies that 
‘iq = 0 = Uk& = yi, for i E R, 
and 
xiq = 0 = yi, for i4R,. 
Combining these equalities, we get LE = EU. n 
Any matrix U which is defined by (l), (2), and (3) in the above proof we 
shall call an Lassociated matrix. 
It is clear that the matrix U is an Gassociated matrix if and only if 
LE = EU. 
A similar argument gives the following result. 
LEMMA 2. Let E be a s&permutation matrix, and let U = ( ui j) be an 
invertible upper triangular matrix. There exists an invertible lower triangular 
matrix L such that LE = EU if and only if the following two conditions hold. 
(4 u k,ki = 0 if i < jand k,, kj E C,. 
(b) uij=OifiEC,and jEC,. 
The above results can be expressed by means of the following groups. 
Let E be a subpermutation matrix. Define G,(E) to be the set of those 
invertible lower triangular matrices L which have the property that LE = EU 
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for some invertible upper triangular matrix U. Similarly, G,(E) is defined to 
be the set of invertible upper triangular matrices which have the property 
that LE = EU for some invertible lower triangular matrix L. 
It is easy to see that G,(E) and G,(E) are groups with respect to matrix 
multiplication. 
Lemma 1 gives a complete description of G,(E), and Lemma 2 gives a 
complete description of G,(E). 
THEOREM 2. Let A be a matrix with an LU factorization A = L,E,U,. 
The general form of the factors in any other LU factorization A = LEJJ is 
given by the equalities 
L= L,i and U=6-‘U,, 
where t is in G,(E,) and 0 is an ksociated matrix in G,(E,). 
Proof. Since Li’LE, = EJJ,U-‘, the theorem follows from the preced- 
ing results applied to i = L, ‘L and fr = t&U- ‘. n 
2. WIENER-HOPF EQUATIONS 
We are now prepared to study the Wiener-Hopf equation P( AX+) = Y,. 
The definitions of @, @+, a_, and P were given in the introduction. 
2.1. Znvertible Case 
The following theorem shows that, in general, the Wiener-Hopf equation 
does not have a unique solution. 
THEOREM 3. The equation P(AX+) = Y, is uniquely solvable for every 
Y, E &+ if and only if EA = I. In this case, 
x, = u-‘P( L-‘Y, ) 0) 
is the solution, where A = LU. 
Proof. First we observe that for L E @+ and Z E Cj?, 
P(LZ) = P(LPZ). (2) 
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Suppose that the equation has a unique solution for every Y, E @+. In 
particular, X + = 0 is the only solution to the equation P(AX+) = 0. Assert 
that E, is invertible. For if this is not the case, then some kth column of E 
contains only zeros. Let V, be the matrix which has 1 in row k, column k, 
and zeros elsewhere. Then EV, = 0, and for X, = U-‘V, * 0, 
PAX+ = P( LEV, ) * 0, 
which is a contradiction. Thus E is invertible. If E * Z, there exists an i E R, 
such that i > ki E C,. Let W, be the matrix with 1 in row k i column k i and 
zeros elsewhere. Then for X, = U- ‘W, * 0, we get from (2) 
P( LEX, ) = P( LPEX, ) = 0, 
which is impossible. Hence EA = I. 
Conversely, if EA = I, then a straightforward computation verifies that the 
X + which is defined by (1) is the unique solution to I’( AX+) = Y +. n 
2.2. Kernel, Range and Generalized Znverse 
We shall now describe the solutions of the homogeneous equation P( AX+) 
= 0 as well as those Y, for which the equation I’( AX+) = Y, is solvable. 
To describe it another way, let TA : @.+ + @+ be the operator TA( X,) = 
P(AX+). We are interested in the kernel, ker TA, and the range, Im TA, of TA. 
THEOREM 4. The general solution to the homogeneous equation P(AX+) 
= 0 is given by X, = U-‘V,, where V = (vi j) is any matrix in &+ with 
entries 
i 
arbitrary if p=k,EC,.and p<j<i, 
vpj = or p g C, and p < j, 
0 otherwise, 
and U is from the factorization A = LEJJ. 
The dimension d of the subspace of solutions to the homogeneous equa- 
tion is 
d=d.imkerT*= c i-k,+(n+l)(n-/CEA()- c k, 
iEREA kQGA 
i z ki 
where ICE,1 i.s the number of elements in CE,. 
226 ISRAEL GOHBERG AND SEYMOUR GOLDBERG 
Proof From the equalities 
P(AX+)=P(LEUX+)=P(LPEV+), 
where V, = UX,, we may conclude that P( AX+) = 0 if and only if P(EV+) 
= 0. 
The entries in row k, of V, are the entries in row i of EV, for all i E R,, 
and the remaining rows of EV, are zero. Since P annihilates the entries in 
EV, which lie below the main diagonal, the description of ker TA and the 
formula for its dimension d follow readily. n 
In general, the nonhomogeneous equation P( AX+) = Y, does not have a 
solution. However, we do have the following result. 
THEOREMS. The equation P( AX+) = Y, is solvable if and only if Y, is 
of the fm P( LZ,), where Z, = ( zi j) is given by 
arbitrary 
z. .= I 
if k, <i < j or i < ki < j, i E REA, 
.-‘I \o otherwise, 
and L is j&n the factorization A = LEJJ. 
The codimension of TA is 
c k,-i+(n+l)(n-IREAl) 
k, > i 
iCREA 
where IREAl is the number of elements in REA. 
Proof. The equalities 
- C i, 
iStIE, 
P( AX+ ) = P( LE,V+ ) = P( LP( EAV+ )) = P( LZ, ), 
where V, = UX, and Z, = P(E,V+), all ow one to reduce the problem to the 
determination of P(E,V+). Row i of EV, consists of row ki of V, for all 
i E REA. Since P annihilates the entries in EV, which lie below the main 
diagonal, the description of Z, as stated in the theorem now follows. W 
Before proving the next theorem, we discuss briefly the notion of a 
generalized inverse. 
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Suppose T is an operator which maps a vector space V into itself. T is said 
to have a generalized inverse T-l if TT’T = T and T-‘TT-’ = T- ‘. 
We note that if the equation TX = y is solvable and T has a generalized 
inverse, then T-‘y is a solution to the equation. Indeed, suppose Tu = y. 
Then T(T-‘y)=T(T-‘Tu)=Tu= y. 
We are now ready to prove the next theorem. 
THEOREM 6. Let A = LE,U be an LU factorization. The operator TA: @+ 
+ @+ defined by TA(X+) = P( AX+) has a generalized inverse given by 
T,-‘Y, = U-‘P(EAP(L-‘Y,)), 
where Ei is the transpose of EA. Thus if P(AX,) = Y, has a solution, then 
one of the solutions is X, = Ti ‘Y +. 
Proof For convenience we write E instead of E,. First we observe that 
for V+E@+, 
P(EP(E’P(EV+)))= P(EV+). (1) 
This follows readily from the fact that for i E C,, the entries in row i of EV, 
consists of the entries in row ki of V,, while the entries in row ki of E’W, 
consists of the entries in row i of W, = P(EV+). 
Now, 
TilTAY+ = U-‘P( E’P( L-‘P( LEUY, ))) 
= U-lP(E’P(EUY+)). 
Therefore it follows from (1) that 
T,T,-1T,Y+=P(LEP(E’P(EUY+)))=P(LP(EP(E’(P(EUY+))) 
= P( LP( EUY, )) = P( LEUY, ) = T,Y+. 
A similar computation verifies that Ti ’ TATi ‘Y + = Ti ‘Y +. 
2.3. Comments 
Suppose 
T,(X+)= P(AX+)=Y+ (1) 
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x, = (Xii), Y, = (Yij), xii= 0, yij= 0 if i > j. 
Let 
Xl” 
Xl = (4~ x2= ’ x12 
t 1 x22 ‘**” x,= : . 1.1 x n,n 
Y r, . . . , Y,, are similarly defined. Since X, and Y + are upper triangular. 
Equation (1) can be expressed as the following equivalent system of matrix 
equations: 
A,,X, = Yr, 
(2) 
A,,X, =Y,,> 
where A,, denotes the kth major minor of A. This system can also be written 
I 
All 0 
A 
0 22 *.. 
\ A nn 
What we have done is to decompose TA into a direct sum of square matrices. 
This enables us to relate properties of TA to corresponding properties of the 
square matrices. This manner of presenting the Wiener-Hopf equation pro- 
vides another approach to its solution and to the determination of various 
characteristics of TA. However, even with all its apparent simplicity, this 
approach is less appropriate and not as advantageous as the factorization 
method. Combining the two approaches, one can obtain interesting results. 
For instance, it follows from Theorem 4 and the matrix equation (3) that 
C i-k,+(n+l)(n-(cEA()- C k= n(n2+1) - f: rankAkk> 
iERE, ksCEA k=l 
i z ki 
where A,, operates on the space of matrices of size k x 1. 
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Let us also note that the Jordan form of TA is the direct sum of the Jordan 
form of each A,,, 1~ k < n. 
Since 
(T, - hZ)X+ = P((A - XZ)X+ ), 
we may infer from (2) that X is in the spectrum of TA if and only if 
det(A,, - AZ)= 0 for some k. 
Let us now consider the equation 
APX + BQX = Y, (1) 
where B is invertible and Q = I - P is the projection from @ onto a_. 
Now 
AP+BQ=B(B-‘AP+Q)=B(PB-‘AP+Q)(QB-’AP+Z). 
The matrix QB-‘AZ’ + Z has an inverse, namely - QB-‘AP + 1. Since B is 
also invertible, it follows that questions about the range, kernel, and gener- 
alized inverse of AZ’ + BQ can be reduced to the corresponding questions 
about TB- I*. 
A system of equations which can be readily reduced to a Wiener-Hopf 
equation is one of the form 
PAX =Y+, 
QBX=y_, 
where B is invertible. This system can be written 
PAX + QBX = Y. 
Since 
and 
(PAB-lQ+z)-‘= -PAB-lQ+z, 
we have the same situation as before. 
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3. SELF-ADJOINT MATRICES 
Throughout this section it is assumed that A is self-adjoint. It is known 
that if A is a positive definite matrix, then A = LL*, where L is an invertible 
lower triangular matrix and L* is its adjoint. In this section this result is 
generalized for A self-adjoint. 
3.1. Self-Adjoint S&permutation Matrices 
We note that if A is self-adjoint, then so is E,. For if A = LE,U, then 
A = A* = U*E1;L* and therefore 
rank (Ez) jj = rank A jj = rank ( EA) jj, l< j<n. 
Hence E, = Ei. From the fact that E, is self-adjoint, we may conclude that 
the permutation r+x CE, + RE, defined by cp( ki) = i has the property that 
‘p=(P - ‘. Consequently, ‘p is a product of l- and 2-cycles. Thus for any 
V E 62, EV is the matrix which is obtained by interchanging row i with row k, 
of V for ah i E R,. 
Let e,, e,, . . . be the standard basis in the space of tr X 1 matrices. 
Rearrange the order of this basis as follows: First list all those ei for which 
E,e, = 0, followed by ah those e, for which EAe, = e,. Then follow these ei by 
all those pairs ej, ek for which E,ej = eki, j* k, (Note that EAek, = ei.) With 
respect to this new’hsting, the matrix corresponding to E, and this basis has 
the form 
0 
0 
1 
1 
1 
0 1 
1 0 
0 1 
1 0 
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3.2. i-Permutation Matrices 
Because a positive definite matrix A has the form A = LL*, it seems 
reasonable to expect that if it is only assumed that A is self-adjoint, then 
A = LE,L*. This factorization is not always possible, as is already clear from 
the example of the 1 X 1 matrix ( - 1). However, as we shall see, an ap- 
propriate change of signs of the diagonal entries of EA gives rise to a 
self-adjoint matrix fi, such that A admits the factorization A = LBAL*. 
We call a matrix E a %permutation matrix if each row and each column of 
E has at most one nonzero entry; the nonzero entries which are not on the 
main diagonal of E are 1, and the nonzero entries on the main diagonal of E 
are 1 or - 1. 
3.3. Factorization of Self-Adjoint MatricRs 
In the earlier version of this paper, the authors proved the following 
theorem, unaware that it appeared in [l] with a sketch of the proof. 
THEOREM 7. If A is a selfadjointmutrix, then A admits the factorization 
A= LEL*, 0) 
where L is an invertible lower triangular matrix and E is a self&joint 
hermutation matrix. The matrix E is uniquely defined by (1). 
Let us denote by i?A = (6+&‘, k= i the %permutation matrix E which 
appears in the equality (1) of Theorem 7. It follows from Section 1.1 that 
A ei+,,,+,*OforaIl j,k=O,l,..., n-lforwhich 
ra~Aj+l,k+l -rankAjk=l 
and 
rankAj,k=rankAj+l k=rankAj,k+l. (2) 
In ah other cases gj+,, k+ i = 0. 
Suppose & + i, k + 1 * 0. A description of 6,+ i, k+ r appears in [ 11. For the 
sake of completeness, we shall now show how to determine whether gk+ i k+, 
is 1 or - 1. 
Let us consider the equation. 
A,X = B,, (3) 
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where X is a column matrix A, = A,,, and B, is a column matrix. Now 
A 
for some real number d. 
From (2) it follows that Equation (3) is solvable. Let us denote by X, one 
of the solutions. It is easy to see that 
A k+l= 
from which it follows that 
” 
ek+l,k+l = w[d - (A,-?,, X,)1 
or 
1 
ek+l,k+l = sgn[d - (*,, A,‘*,)], 
where Ak ’ is a generalized inverse of A,. 
3.4. Canonical Representation of Quadratic Forms 
Suppose A is a self-adjoint matrix in M,. It is known from linear algebra 
that there exists an S E M, such that for any x E C”, the inner product 
(Ax> X) = t “jJYj12> 
j=l 
where ajis 1, - 1, or 0 and 
(Y ir...,yn)=SX. 
This is the simplest form which one can obtain by congruence, i.e., by means 
of the transformation SAS*, where S is invertible. 
Let us now form the canonical representation when the congruence is 
restricted to an invertible lower triangular matrix L. 
Suppose A admits the factorization A = L&,L*. Given x E C “, we take 
Y =(y1,..., y,) = L*x and get 
(Ax, x> = @:,Y,Y>. 
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From the fact that i?, is a selfadjoint permutation matrix, it follows that 
kAy is obtained from y by interchanging ith entry of y with the k,th entry of 
y if i E RiA, i * kj. If i = ki, the ith entry of k:,y consists of the ith entry of y 
or the negative of the ith entry of y, depending on whether 1 or - 1 is in row 
i column i of kA. Hence 
(Ax, ‘> = C "jIYj12 + C Yjgk, + Yk,gj, 
jEN j* ki 
iSA& 
where N= {Jo RiA: j= k j) and cyj is 1 or - 1. This in a sense is the simplest 
form which one can achieve by congruences of the form LAL*. In any 
representation of this type, the numbers of l’s, - l’s, and pairs ( j, kj) are 
invariants. 
3.5. Computation of Signature 
Let A = (up); k=l be a self-adjoint matrix, and suppose that for some r, 
Odr<n, 
detA,*O and detA,+,==O. (1) 
Then 
signA,+r=signA,+sign det4+l 
det A, ’ (2) 
This equality is a simple corollary of the factorization theorem. Indeed, 
from (1) it follows that 
where Fl is a 1 X 1 matrix with entry equal to + 1 or - 1. Since 
and 
detA,+, signFi = sign det A, , 
we obtain the equality (2). 
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The equality (2) allows one to compute sign A via det A,, r = 1,2,, . . ,n, in 
case all of them are different from zero. This is the well known theorem of 
Jacobi (see [2, Chapter X, 0 31). 
The following general theorem holds. 
THEOREM 8. IA A=@&._1 be a self*djoint matrix, and suppose 
that for some r and m, 0 < r -C n, 2 < m < n - T, the following hold: 
det A, * 0 (det A,, = 1 by definition), (3) 
det A,,, = 0 for s=1,2 ,..., m-l, (4) 
det A,+,,, * 0. (5) 
Then 
Isign A,+, - sign A,] < m - 2. (6) 
It is possible to choose the matrix A so that the difference sign A,+,,, - 
sign A, will have any value for which (6) holds. 
Proof. Let 
A = X*&X 
be a factorization of A. From (1) and (5) it follows that 
L 
where F, = (f-,)7,_, is a &permutation matrix. From (4) we have that 
f,, = 0. This means that on the diagonal of fi,,, there are not more than m - 2 
nonzero entries (+ 1 or - 1) and 
Note that 
sign A,+,,, -signA,=sign(g,),+,-sign($,),=sign@,,,. 
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Finally, writing A in the form 
A = A,@F,,,, 
where 
F,,, = 
0 0 0 **. 0 1 
0 El 0 ... 0 0 
0 0 E2 ... 0 0 
. . . . . . . . . . . * . . . . . . . . . 
0 0 0 ... %L-2 0 
1 0 0 ... 0 0 
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with the appropriate choice of .sj = _t 1, the last statement of the theorem is 
proved. 
For m = 2 this theorem with the previous statement is a well-known 
theorem of Frobenius (see [2, Chapter X, $j 31) which allows one to compute 
sign A via det A,, r = 1,2 ,..., n, if there is no pair det A,, det A,, r simulta- 
neously equal to zero. 
For m = 3 it is easy to see that the inequality (6) can be replaced by the 
equality 
det Ak+3 
sign Ak+s = sign A, - sign det A . 
k 
This equality follows from the fact that in the above mentioned case, 
sign&= 1-1, 
and 
detAk+, 
sign ps = - det fis = - sign det A . 
k 
The equality (7) is known, being a theorem of Gundenfinger (see [2, 
Chapter X, 0 31). Combined with previous statements, this allows one to 
compute sign A via det A,, det A,, . . . , det A,, in case there are no three 
consecutive determinants equal to zero. 
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It is worth mentioning that a number of theorems which deal with 
signatures of matrices and have complicated proofs become transparent when 
the factorization theorem for self-adjoint matrices is applied. For instance, 
Theorems 6.1, 6.2, and 6.3 as well as Proposition 1” of Chapter I, 6 6 in [5] 
are easily obtained corollaries of the factorization theorem. 
We wish to thank Professor Lancaster for calling our attention to [l], 
which led to the deletion of the proofs of Theorems 1 and 7. 
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