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Introduction
Trastuzumab emtansine (T-DM1) is an antibody-drug conjugate comprising the humanized monoclonal antibody trastuzumab conjugated to DM1, a highly potent cytotoxic agent. T-DM1 delivers DM1 specifically to human epidermal growth factor receptor 2 (HER2)-overexpressing tumour cells [1, 2] . Like trastuzumab, T-DM1 induces antibody-dependent cellular cytotoxicity, inhibits cell signalling through the phosphatidylinositol 3-kinase/AKT pathway, and inhibits HER2 shedding [2, 3] . T-DM1 3.6 mg kg -1 every 3 weeks (q3w) was identified as the maximum tolerated dose in a phase I clinical trial [4] . In the phase III registration study (EMILIA, NCT00829166), single-agent T-DM1 3.6 mg kg -1 q3w demonstrated superior efficacy relative to lapatinib plus capecitabine in patients with previously treated HER2-positive advanced breast cancer [5] . Based, in part, on results from EMILIA, T-DM1 was approved by the United States Food and Drug Administration (FDA) in 2013 for patients with HER2-positive metastatic breast cancer (MBC) previously treated with trastuzumab and a taxane. Exposure-response analyses of EMILIA data were conducted by both the sponsor and the FDA [6, 7] during review of the biological licence application (BLA) for T-DM1. While exposure-response analyses for safety did not identify any clinically meaningful relationships, a relationship for efficacy was suggested. Following covariate adjustment [Eastern Cooperative Oncology Group performance status (ECOG PS) score, HER2 shed extracellular domain (ECD), tumour burden, measurable disease, number of disease sites, previous anthracycline use, previous trastuzumab treatment and presence of visceral disease], higher T-DM1 exposures based on model-predicted cycle 1 minimum concentration (C min ) were associated with improved overall survival (OS), progression-free survival (PFS) and objective response rate (ORR).
Based on the exposure-response analyses conducted by the FDA, there might be an opportunity further to assess treatment dose in the subset of patients with low T-DM1 exposure [6, 7] . There is also a need further to characterize the exposure-response relationship using data from TH3RESA (NCT01419197), a phase III study comparing the efficacy and safety of single-agent T-DM1 3.6 mg kg -1 q3w with treatment of physician's choice (TPC) in patients with HER2-positive locally advanced breast cancer or MBC previously treated with ≥2 HER2-directed regimens, including trastuzumab and lapatinib in the advanced setting, and a taxane in any setting [8] . The totality of the exposureresponse analyses from both studies will then be examined to determine whether dose optimization is needed for patients with low T-DM1 exposure. The present article highlights the results of the population pharmacokinetic (PopPK) and exposure-response analyses of TH3RESA study data. We also discuss the implication of these results on the need for T-DM1 dose optimization.
Materials and methods

Patients and study design
The present analysis evaluated the pharmacokinetics and exposure-response relationships of T-DM1 using TH3RESA study data. Patients randomized to T-DM1 were intravenously infused with T-DM1 3.6 mg kg -1 q3w. The treatment regimens administered in the TPC arm have been described [8] . TH3RESA was conducted in accordance with Good Clinical Practice guidelines and the Declaration of Helsinki. All patients provided written informed consent, and the protocol was approved by the institutional review board at each participating centre.
Pharmacokinetic sampling and bioanalytic method
Sparse pharmacokinetic samples were collected during cycle 1 [end of infusion (EOI) and 2 h after EOI] and cycle 3 (predose, EOI and 2 h after EOI). Serum concentrations of T-DM1 conjugate were measured by purified protein derivative (PPD) (Richmond, VA, USA) using a validated indirect, sandwich enzyme-linked immunosorbent assay [9] . This assay quantified all trastuzumab molecules conjugated to ≥1 covalently bound DM1 molecule with a lower limit of quantification of 0.06 μg ml -1 , while excluding unconjugated trastuzumab.
Population pharmacokinetic analysis
The PopPK analysis of TH3RESA study data was conducted using nonlinear mixed-effects modelling with a qualified installation of the nonlinear mixed-effects modelling (NONMEM®) software, version 7.2 (ICON Development Solutions, Hanover, MD, USA). Models were run on a computer grid with multiple computer nodes. The censoreddata likelihood method (M3 method in NONMEM®) [10] was implemented.
In the historical PopPK analysis that pooled data from 671 patients with MBC, the pharmacokinetic properties of T-DM1 were found to be consistent across different lines of therapy for MBC [11] . As a consequence, for the present PopPK analysis, population parameters (i.e. THETAs and OMEGAs) were fixed at the previously estimated values. Six statistically significant covariates (P < 0.001) were identified and included in the historical PopPK model: body weight [for clearance (CL) and volume of distribution in the central compartment], serum HER2 ECD, tumour burden, serum albumin concentration, serum aspartate aminotransferase (AST) concentration and baseline trastuzumab concentration (for CL only) [11] . Neither HER2 ECD nor tumour burden were examined in the current analysis; this is because HER2 ECD was not measured in TH3RESA, and tumour burden was defined using RECIST 1.1 [12] in TH3RESA and RECIST 1.0 [13] in the historical PopPK model [11] . Covariate values for HER2 ECD (25 ng ml -1 ) and tumour burden (9 cm) of a typical patient [11] and actual values for the other four covariates were used to determine Empirical Bayes pharmacokinetic parameter estimates. Two approaches were employed to evaluate the adequacy of the prior model: simulation-based predictive checks and comparison of model-predicted and observed concentrations. Empirical Bayes pharmacokinetic parameter estimates of individual T-DM1 pharmacokinetic parameters were derived using the historical PopPK model [11] with individual covariate values included. Individual concentration predictions were generated accordingly. For exposure-response analysis, individual Empirical Bayes estimates were also used to derive model-predicted maximum concentration (C max ) at cycle 1, C min at cycle 1 (nominal time of 504 h postdose), and area under the concentration-time curve at steady state (AUC ss ).
Exposure-response analyses
Kaplan-Meier analyses for OS and PFS were performed on T-DM1-treated patients stratified by quartile of exposure metrics (model-predicted C max at cycle 1, C min at cycle 1 or AUC ss ). The hazard ratio (HR) for each quartile of exposure metrics relative to the TPC arm was estimated using Cox proportional hazard modelling. To explore the exposureresponse relationship for T-DM1 and adjust for potentially confounding effects, baseline covariates were added via a stepwise approach to the model that included T-DM1 exposure metrics. Covariates were included in the full model based on univariate screening at P < 0.10. Covariates were then backward eliminated at P < 0.05 from the multivariate model containing all selected covariates and T-DM1 exposure metrics. T-DM1 exposure metrics were included as either categorical (quartile) or continuous variables. For covariates missing in ≤15% of patients, missing values were imputed either as the population median (for continuous covariates) or as the most frequent category (for categorical covariates). Covariates missing in >15% of patients were excluded from the exposure-response analyses.
Logistic regression models were used for the binary endpoints ORR and adverse event occurrence (grade ≥3 thrombocytopenia, grade ≥3 hepatotoxicity and any grade ≥3 adverse event). In these models, the various exposure metrics were analysed as continuous variables. For ORR, exposureresponse analyses were conducted using both modelpredicted C min at cycle 1 and AUC ss . For safety endpoints, exposure-response analyses were conducted using modelpredicted C max at cycle 1, C min at cycle 1 and AUC ss . Covariates were included in the model using stepwise modelling as described above.
Baseline covariates that were potential risk factors for efficacy and safety endpoints were screened in the exposureresponse analyses and included age, albumin, AST, alanine aminotransferase, total bilirubin, alkaline phosphatase, total protein, platelet count, tumour burden, race (Asian vs. nonAsian), ECOG PS (0 vs. ≥1), measurable disease (yes vs. no), visceral disease (yes vs. no), liver metastases (yes vs. no), brain metastases (yes vs. no), bone metastases (yes vs. no), tumour type (locally advanced vs. metastatic breast cancer), number of disease sites (<3 vs. ≥3), oestrogen receptor status (positive vs. negative), progesterone receptor status (positive vs. negative), prior anthracycline use (yes vs. no), number of prior treatments (≤3 vs. >3) and world region.
Case-matching analysis
To supplement the Cox proportional hazard models for OS and PFS, case-matching analysis was used to compare OS and PFS in the lowest exposure quartile (Q1) of modelpredicted T-DM1 C min at cycle 1 with matched TPC-treated patients [14] . Patients from the TPC arm were matched based on the covariate distributions seen in patients in the T-DM1 Q1 subgroup. Covariates selected for matching included age, AST, tumour burden, race (Asian vs. non-Asian), ECOG PS (0 vs. ≥1), measurable disease (yes vs. no), visceral disease (yes vs. no), liver metastases (yes vs. no), brain metastases (yes vs. no), bone metastases (yes vs. no), tumour type (locally advanced vs. metastatic breast cancer), number of disease sites (<3 vs. ≥3), oestrogen receptor status (positive vs. negative), progesterone receptor status (positive vs. negative), prior anthracycline use (yes vs. no), number of prior treatments (≤3 vs. >3) and world region. Propensity scores were used for optimal matching [15, 16] and were calculated via the MatchIt R package [17] ; emphasis was placed on assessment of balance, as measured by standardized differences between comparator groups. The matching algorithm was a one-to-one, calliper-matching algorithm based on propensity scores [18] . The calliper used was 0.2 times the trimmed standard deviation of the propensity scores in the Q1 subgroup based on model-predicted C min at cycle 1. Using the matched data, patients in the lowest T-DM1 exposure quartile (Q1) were compared with TPC-treated patients using the final Cox proportional hazard model for OS and PFS described above.
Sensitivity to the choice of matched sample and analysis model was also assessed. Using the propensity score, calliper-matching approach, it was possible for some patients in the Q1 subgroup to not be matched. In such instances, unmatched T-DM1-treated patients were excluded from the primary case-matching analysis. To assess the sensitivity of the choice of matched sample, a secondary analysis was performed that compared the full Q1 subgroup, including unmatched T-DM1-treated patients, with the primary matched sample of patients from the TPC arm. To preserve the correlation structure, the pairwise interactions of covariates between comparator groups were also assessed.
Nomenclature of targets and ligands
Key protein targets and ligands in this article are hyperlinked to corresponding entries in http://www. guidetopharmacology.org, the common portal for data from the IUPHAR/BPS Guide to PHARMACOLOGY [19] , and are permanently archived in the Concise Guide to PHARMA-COLOGY 2015/16 [20] .
Results
Patient population and pharmacokinetic samples
Pharmacokinetic samples were available from 86.9% (351/404) of T-DM1-treated patients. Collectively, these 351 patients provided 1421 evaluable serum T-DM1 concentration records (including eight records below the limit of quantification), which were included in the TH3RESA PopPK dataset. Baseline covariates in this subset of TH3RESA study participants were similar to those reported for the patient population used in the historical PopPK analysis [11] (Table S1 ), as well as the intent-to-treat TH3RESA study population [8] . As mentioned above, tumour burden differed between the present PopPK population and the historical PopPK population, as the former was described using RECIST 1.1 and the latter RECIST 1.0.
Population pharmacokinetic analysis
Diagnostic plots revealed general goodness of fit ( Figure 1 ). C max and C min observations were characterized well, with the exception of two individual C max values and three individual C min values that were notably high (>300 μg ml
and >10 μg ml -1 , respectively). No obvious reasons for these elevated values were identified when these patients' dosing histories and covariates were interrogated; thus, these values were retained in the dataset. T-DM1-treated patients exhibited a cycle 1 C max of 76.3 ± 11.3 μg ml -1 , cycle 1 C min of 1.66 ± 0.94 μg ml -1 and AUC ss of 357 ± 62.8 μg*day ml -1 (Table 1) . External validation of the visual predictive check (VPC) was conducted to evaluate the predictive performance of the historical PopPK model with respect to the serum T-DM1 concentrations measured in the TH3RESA study. In general, the model predicted the central tendency of the observed data well, although the model-predicted 5th and 95th percentiles were greater than the observed 5th and 95th percentiles ( Figure S1 ).
Exposure-response analyses of OS and PFS
In the TPC arm, 185 of 198 (93.4%) patients received ≥1 dose of study drug and had evaluable pharmacokinetic and efficacy data; these patients were included in the exposureresponse analyses. The effect of T-DM1 exposure on OS and PFS was first examined via the Kaplan-Meier method. Patients were stratified by quartiles for all model-predicted exposure metrics, as no single T-DM1 exposure metric provided strong scientific rationale as the most relevant efficacy driver ( Figure 2 ). The exposure-response relationships were not consistent for the three analysed exposure metrics. A visual exposure-response relationship was observed for model-predicted C min at cycle 1 and AUC ss , with median OS and PFS increasing with higher exposure. The relationship was less evident for model-predicted C max at cycle 1: median PFS was comparable between the lowest (Q1) and highest (Q4) exposure quartiles (6.3 months vs. 6.8 months, respectively). Therefore, model-predicted C min at cycle 1 and AUC ss were the exposure metrics used further to examine the relationship between T-DM1 exposure and response.
Because of the univariate nature of the Kaplan-Meier analyses and the fact that differences in OS and PFS may have been confounded by other risk factors, the distribution of covariates was compared across T-DM1 exposure quartiles (Table S2 ). The distribution of most covariates was comparable across T-DM1 exposure quartiles, except that there was a trend for tumour burden, AST and alkaline phosphatase to be numerically greater in patients in the Q1 subgroup; in addition, a greater proportion of patients in the Q1 subgroup had an ECOG PS ≥1. Cox proportional hazard modelling was thus employed to correct for the imbalances in covariates across T-DM1 exposure quartiles.
The final Cox proportional hazard models for OS corrected for ECOG PS, measurable disease, tumour burden, number of disease sites, baseline alkaline phosphatase, baseline AST and baseline albumin; model-predicted C min at cycle 1 and AUC ss were analysed as both categorical (quartiles; data not shown) and continuous variables (Table 2) . During stepwise covariate model building, all of these covariates were selected -irrespective of the exposure metric (modelpredicted C min at cycle 1 vs. AUC ss ) or whether exposure was considered as a categorical vs. continuous variablehighlighting the influence of these covariates on OS. Overall, after covariate adjustment, the OS HRs decreased with increasing T-DM1 exposure quartiles (Figure 3) . C min at cycle 1 (analysed as a continuous variable) was significantly associated with OS (P < 0.001; Table 2 ). Notably, OS was more strongly associated with C min at cycle 1 than with AUC ss . Although AUC ss in the Q4 subgroup was associated with a numerically lower OS HR relative to the AUC ss Q1ÀQ3 subgroups (Figure 3) , Cox proportional hazard analysis with AUC ss as a continuous variable showed that AUC ss was not a significant predictor of HR at α = 0.05 following covariate adjustment (P = 0.065) ( Table 2) . Table 1 Summary of model-predicted T-DM1 exposure metrics by exposure quartile Mean (SD) C max at cycle 1 (μg ml -1 ) C min at cycle 1 (μg ml -1 ) A U C ss (μg*day ml Table 2 Cox proportional-hazard models of OS and PFS (exposure metrics analysed as continuous variables) The same set of baseline covariates [again, regardless of the exposure metric or variable type (categorical vs. continuous)] were selected in the Cox proportional hazard analysis of PFS. The final models for PFS corrected for ECOG PS, measurable disease and tumour burden in the presence of either model-predicted C min at cycle 1 or AUC ss (Table 2 ). Similar to the Cox proportional hazard analysis of OS, the PFS HRs generally decreased with increasing T-DM1 exposure -both before and after adjusting for covariates and consideration as a categorical (Figure 3 ) vs. continuous (Table 2) variable. As observed with OS, PFS was more strongly associated with C min at cycle 1 than with AUC ss .
Exposure-response analysis of ORR
The exposure-response analysis of ORR was based on patients with measurable disease at baseline. Of the 351 pharmacokinetic-evaluable patients randomized to T-DM1, 301 (86.0%) had measurable disease (Table S2) . Of the 198 patients randomized to TPC, 163 (82.3%) had measurable disease. Model-predicted C min at cycle 1 and AUC ss were evaluated as continuous variables in final models that included the additional effect of ECOG PS. For both exposure metrics, an exposure-response trend was noted, with numerically higher ORRs seen with higher exposure to T-DM1 (Figure 4) . The ORRs based on model-predicted C min at cycle 
Exposure-response analysis of safety
Logistic regression was used to evaluate the effect of T-DM1 exposure on grade ≥3 thrombocytopenia, grade ≥3 hepatotoxicity and any grade ≥3 adverse event. Baseline covariates selected for each individual adverse event were incorporated into the final models. None of these adverse events increased with greater T-DM1 exposure, either before or after adjusting for baseline risk factors (Figures S2-S4 ).
Case-matching analysis
In addition to Cox proportional hazard modelling, another methodology (i.e. case-matching analysis) was used to adjust for numerically higher tumour burden, AST, alkaline phosphatase and proportions of ECOG PS ≥1 observed in the Q1 subgroup. Case-matching analysis was performed on the complete set of potentially confounding covariates. Among the 88 T-DM1-treated patients in the Q1 subgroup (based on model-predicted C min at cycle 1, given its stronger exposure-response trend for OS and PFS relative to modelpredicted AUC ss ), there were four who could not be matched to a TPC-treated patient. All covariates in the remaining 84 T-DM1-treated patients in the Q1 subgroup were balanced after matching (Table S3 ). The HR for the comparison of T-DM1-treated patients in the Q1 subgroup with matched patients from the TPC arm was 0.96 (95% CI 0.63, 1.47) for OS and 0.92 (95% CI 0.64, 1.32) for PFS (Table 3) . A sensitivity analysis including the four T-DM1-treated patients who could not be matched to TPC-treated patients confirmed the robustness of the results from the primary case-matching analysis (Table 3) .
Discussion
Exposure-response analyses performed at the time of the FDA review of the BLA for T-DM1 suggested that the dose of T-DM1 (3.6 mg kg -1 q3w) currently approved for patients with MBC might not be optimal and that there might be an opportunity further to assess treatment dose in a subset of patients with low T-DM1 exposure [6, 7] . These extensive analyses used TH3RESA study data to further our understanding of exposure-response relationships in a population of MBC patients with a wide range of prior treatments, baseline characteristics and pathophysiological covariates. Furthermore, a variety of methodologies were explored, and different exposure metrics were used to determine the best exposure metric for such analyses. The results of these exposure-response analyses will be assessed alongside previously conducted EMILIA exposure-response analyses to determine whether treatment dose is optimal for patients with MBC and low T-DM1 exposure.
Despite the different treatment history of patients with HER2-positive MBC enrolled to EMILIA (previous trastuzumab-based treatment) and TH3RESA (≥2 previous HER2-directed regimens), prior PopPK analysis has shown the pharmacokinetic properties of T-DM1 to be consistent across different HER2-positive MBC populations [11] . In the current PopPK analysis, the pharmacokinetics of T-DM1 observed in the phase III TH3RESA study were described well by the historical PopPK model [11] . Although HER2 ECD (data not collected) and tumour burden data (assessed using RECIST v1.1 vs. v1.0) were not included in the TH3RESA PopPK analysis, goodness-of-fit diagnostics demonstrated Table 3 HRs for OS and PFS in patients in the T-DM1 Q1 exposure subgroup (based on C min at cycle 1) and TPC-treated patients *Unadjusted HR CI, confidence interval; C min , minimum concentration; HR, hazard ratio; OS, overall survival; PFS, progression-free survival; Q, quartile; T-DM1, trastuzumab emtansine; TPC, treatment of physician's choice that the historical T-DM1 PopPK model provided reliable predictions of the individual exposure metrics observed in TH3RESA. The VPC results ( Figure S1 ) were considered acceptable, especially as this represented an external predictive check (i.e. the data derived from a study that was not included in model development or estimation). As seen with model-predicted AUC ss , individual predictions of T-DM1 exposure metrics were similar for the TH3RESA PopPK and historical PopPK populations [11] . In addition, given that there was no significant accumulation of T-DM1 following repeated dosing [21] , model-predicted C max and C min at cycle 1 in TH3RESA were compared with that of steady-state values reported previously [11] , and were found to be comparable.
In Kaplan-Meier analysis, patients with higher modelpredicted C min at cycle 1 and AUC ss (Q2-Q4) exhibited a numerically longer median OS and PFS (lower HR estimates) than patients in the lowest T-DM1 exposure (Q1). A similar relationship was seen in the exposure-response analyses of EMILIA data [6] . Although the distribution of most covariates was comparable across T-DM1 exposure quartiles, patients in the Q1 subgroup had a numerically higher tumour burden, AST and alkaline phosphatase, and were more likely to have an ECOG PS ≥1 relative to patients in the Q2-Q4 subgroups. As the survival differences across T-DM1 exposure quartiles could have been influenced by disease-related covariates, Cox proportional hazard modelling was used to adjust for these potentially confounding baseline covariates. However, after covariate adjustment, the apparent exposure-response trends between model-predicted C min at cycle 1 and survival (OS or PFS) was maintained; the HRs for both OS and PFS decreased numerically with increasing model-predicted C min at cycle 1. These trends were seen, regardless of whether the C min at cycle 1 was included in the model as either a categorical (quartile) or continuous variable. However, the trends in the covariate-adjusted models were more shallow than those observed in the univariate Kaplan-Meier analyses. Moreover, model-predicted C min at cycle 1 exhibited a stronger exposure-response trend than model-predicted AUC ss . In fact, in the Cox proportional hazard model in which AUC ss was analysed as a continuous variable, the exposure-response relationship with OS was no longer statistically significant (P > 0.05) after covariate adjustment, suggesting that the selection of exposure metrics (C min at cycle 1 vs. AUC ss ) and imputation of exposure metrics (quartile vs. continuous) may have an impact on the interpretation of the exposure-response relationship.
ORRs in T-DM1-treated patients were higher than those observed in TPC-treated patients. In the exposure-response analysis of ORR, ORR increased numerically with increasing T-DM1 exposure. This exposure-response relationship was evident in models using either model-predicted C min at cycle 1 or AUC ss . Overall, the exposure-response relationships for ORR were consistent with the analyses of OS and PFS. For the exposure-response analyses of safety endpoints, irrespective of exposure metric (model-predicted C max at cycle 1, C min at cycle 1 or AUC ss ), no exposure-response relationship was evident for grade ≥3 thrombocytopenia, grade ≥3 hepatotoxicity or any grade ≥3 adverse event, which is consistent with the exposure-response analyses of EMILIA study data [6] .
With regard to study limitations, 13% of T-DM1-treated patients in TH3RESA did not have pharmacokinetic samples available for analysis. Although this is a potential source of bias, survival estimates were comparable for the pharmacokinetic-evaluable population (median OS 23.7 months; median PFS 6.5 months) and the intent-to-treat population (median OS 22.7 months; median PFS 6.2 months) [8] . The similarity in survival curves indicates that the subset of patients examined in the present analysis adequately represents all T-DM1-treated patients participating in TH3RESA ( Figure S5 ). Another limitation is related to the examination of only single dose/dosage level of T-DM1 (3.6 mg kg -1 q3w). In oncology, disease factors that have an impact on efficacy can affect exposure to monoclonal antibodies, with more advanced disease leading to reduced drug exposure and thus poorer efficacy [11, 22] . Even with the application of correction methods, the impact of disease severity on treatment exposure may result in an overestimation of exposure-response relationships (i.e. an apparent steep exposure-response trend is observed when the true exposure-response relationship is flat) [23, 24] . Although we could not rule out a causal relationship between exposure and efficacy with T-DM1 3.6 mg kg -1 q3w in the present analysis, emerging evidence on the exposure-response relationships for tumour-targeting biologics suggests that the observed trend for T-DM1 is likely to be confounded, a consequence of the lack of covariate(s) that adequately capture disease severity; thus, the impact of disease severity might not have been fully adjusted by the methodologies applied in the current analysis. Multiple methodologies have been used to assess the need for T-DM1 dose optimization in patients with low exposure. In the unadjusted Cox proportional hazard analysis -despite T-DM1-treated patients in the Q1 subgroup (based on either model-predicted C min at cycle 1 or AUC ss ) having numerically lower median OS than TPC-treated patients -OS HRs for the comparison of the Q1 subgroup with TPC were not significant (stratification based on C min : 14.2 months vs. 15.8 months; HR, 1.14; 95% CI 0.83, 1.55; stratification based on AUC ss : 14.0 months vs. 15.8 months; HR, 1.07; 95% CI 0.78, 1.47). After adjusting for covariates, the OS HRs for the comparison of the Q1 subgroup with TPC remained nonsignificant, with HRs decreasing slightly, regardless of whether the Q1 subgroup was based on model-predicted C min at cycle 1 (0.89; 95% CI 0.64, 1.23) or AUC ss (0.77; 95% CI 0.56, 1.08). Similarly, in a case-matching analysis in which patients in the Q1 subgroup were matched to TPC-treated patients using propensity scores, the OS HR based on model-predicted C min at cycle 1 was 0.96 (95% CI 0.63, 1.47). Although these data suggest the opportunity for dose optimization in patients with low T-DM1 exposure (Q1), identifying these patients a priori needs to be further evaluated. Collectively, these data suggest that T-DM1 3.6 mg kg -1 q3w is unlikely to be detrimental to survival in patients with low T-DM1 exposure (Q1), and could be considered as an additional treatment option for such patients. In summary, the present PopPK analysis indicated that the pharmacokinetics of T-DM1 in the TH3RESA study population were comparable with those observed in the population of patients with MBC used to inform the historical PopPK model. While we identified an apparent exposure-response relationship for efficacy, with inconsistent exposureresponse trends observed across different exposure metrics, 
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