Introduction {#S5}
============

The aim of many statistical tests in life science research is to identify differences in outcomes (i.e., dependent variables \[DVs\]) as a function of one or more independent variables, with the t-test and ANOVA being prototypical examples. These tests, and many others, test for differences in only one parameter of the conditional distribution of the DV: the mean. Yet the distribution of DVs may be defined by more than the mean; distributions can also differ in their median, range, standard deviation, and other aspects. An incomplete examination of the parameters in which the distribution of a DV, such as BMI, might differ between populations may result in an incomplete characterization of the DV, burden of obesity for example, and missed opportunities for understanding and intervention.

Our proposed method provides a more comprehensive test of group differences in the distribution of continuous outcomes such as BMI, including measures of location and dispersion. In the following sections we 1) provide further motivation for the value of statistical tests that examine group differences beyond the conditional mean; 2) describe our method, based on the generalized lambda distribution (GLD), and 3) apply the proposed method in an analysis of the association between BMI and education using data from the Health and Retirement Study (HRS).

More than the mean {#S6}
------------------

Good empirical and theoretical reasons exist to examine group differences in the distributions of DVs beyond the conditional mean; and BMI is among those variables. First, the distribution of BMI is increasingly skewed, so the measures of central tendency such as mean, may change little when the distribution changes at the tails.^[@R1]^ Komlos *et al.* examined trends in BMI deciles between 1882 and 1986 among US adults and found that the 90^th^ percentile of BMI increased between 18 and 22 units while the lowest decile increased by only 1 to 3 units.^[@R2]^

We are not the first to note this problem, and methods that are not limited to the comparison of conditional means, in particular quantile regression.^[@R3],[@R4]^ The ability to test for differences other than the conditional mean may be particularly valuable when the effect of a treatment or variable is expected to vary by level of BMI. For example, researchers interested in the effect of breastfeeding on childhood BMI may hypothesize that breastfeeding is associated with *increased* BMI among children who would otherwise be underweight but with *decreased* BMI among children who would otherwise be overweight, thereby reducing variance in BMI while having little effect on measures of central tendency. This effect pattern, while theoretically plausible and having important public health implications, might otherwise be missed by statistical methods that focus only on the mean. Indeed, Beyerlein *et al.* found that breastfeeding was associated with a reduced BMI among children at higher BMI percentiles and an increased BMI among children at lower BMI percentiles, whereas breastfeeding had no association with BMI in children with BMI percentiles of 0.4 and 0.8 in the linear regression model.^[@R5]^

Education and BMI: an example {#S7}
-----------------------------

We now turn our attention to the BMI-education association and briefly explain its importance in the literature. The inverse association between education and BMI is well documented in multiple races/ethnicities in both genders, especially among white women in high-GDP countries.^[@R6]--[@R11]^ However, many of these studies used t-tests, linear regression, or other methods that tested for an association between education and *mean* BMI. Recent research suggested that the focus only on mean differences in BMI by educational category might overlook important nuances in the relationship. For example, Joliffe^[@R12]^ found that income was associated with the dispersion of BMI but not the mean BMI. In this case, a focus on mean differences would have missed these findings.

Expanding the reach of one's analysis across the entire distribution and for multiple parameters of interest encourages one to think more critically about the distribution that best fits the data and the assumptions under conventional approaches. Methods limited to an analysis of the conditional mean may overlook these and other reasons *why* the distribution of BMI differs by educational group and *how* it differs. In the following section, we apply the proposed method to test the difference in the distribution of BMI by education levels.

Materials/Subjects and Methods {#S8}
==============================

Data {#S9}
----

Demographic and anthropometric data used in the illustrative example come from the HRS^[@R13]^ and the Research and Development Corporation (RAND) HRS dataset, a cleaned version of the raw data funded by the National Institute on Aging and the Social Security Administration.^[@R14]^ In the present study, we used the data of participants who completed the enhanced face-to-face interview in 2006 or 2008 with complete measurements on height and weight. We carried out two analyses: one using the complete HRS sample meeting the above criteria (henceforth "complete sample", N=13571) and the other using a randomly resampled dataset (N=300 each from the individuals who graduated and not graduated high school, for a total N of 600) to examine outcomes in a smaller dataset offering less statistical power.

Generalized lambda distribution {#S10}
-------------------------------

Normal and gamma distributions are widely used to fit a probabilistic distribution to an empirical distribution. However, probability distributions are often unable to fully characterize an empirical distribution because of restrictions in their shape. The GLD is defined by four interpretable parameters:*μ̃, σ̃ χ* and *ξ*, indicating median, interquartile range, asymmetry, and steepness, respectively; so can describe a broad types of shapes, including the normal distribution as a special case.^[@R15]^ Given its flexibility, the GLD has been widely used in finance, meteorology, and other fields in which data distributions frequently with a heavy tail.^[@R15],[@R16]^ It has also been suggested instead of a normal distribution in multiple imputation.^[@R17]^

Methods to test for differences in outcome distribution {#S11}
-------------------------------------------------------

In the following example, *X* indicates educational attainment, with 0 indicating less than a high school degree and 1 indicating at least a high school degree. *Y* denotes BMI. We first assume that the distribution of BMI follows a GLD for both categories of education, but allow each distribution to vary in its parameterization, defined as follows: $$\left. Y_{X = 0} \right.\sim\left. \mathit{GLD}({\overset{\sim}{\mu}}_{0},{\overset{\sim}{\sigma}}_{0},\chi_{0},\xi_{0}), Y_{X = 1} \right.\sim\mathit{GLD}({\overset{\sim}{\mu}}_{1},{\overset{\sim}{\sigma}}_{1},\chi_{1},\xi_{1}).$$

Having allowed the parameterization of BMI to vary by educational group, we can then use a LRT to test whether the parameterizations of BMI differed between groups.^[@R18]^ The LRT is appropriate when testing nested models, as was the case for this example. The likelihood under the null hypothesis, *L*~0~, is the likelihood given that the parameterization of the GLD for BMI is the same across educational groups: $${\overset{\sim}{\mu}}_{0} = {\overset{\sim}{\mu}}_{1},{\overset{\sim}{\sigma}}_{0} = {\overset{\sim}{\sigma}}_{1},\chi_{0} = \chi_{1},\xi_{0} = \xi_{1}.$$

Under the null hypothesis, the data are assumed to be sampled from one GLD; thus, the number of parameters is four. The likelihood under the alternative hypothesis, *L*~1~, is the likelihood given that at least one of the parameters differs between groups, and the data from each group are assumed to be sampled from two different GLD parametrizations, requiring eight parameters in total (four parameters per GLD). The test statistic, --2log(*L*~0~/*L*~1~), asymptotically follows the *χ*^2^ distribution with degrees of freedom equal to the difference in the number of parameters, which is four. To perform the statistical analysis, we used the statistical computing software R 3.3.1 and its package '*gldist.'* The package allowed us to fit the GLD to empirical data and estimate the parameters of the GLD by maximizing the likelihood. We confirmed that the method of moments^[@R19]^ provided highly similar estimates. Maximum likelihood estimation was employed because of its asymptotic properties and the LRT used in our method.

Methods to infer association using linear regression with GLD {#S12}
-------------------------------------------------------------

Data are often multivariate in obesity research and innumerable studies to infer associations between a treatment and BMI have been conducted. In many of these studies, multiple linear regression is used, which allows researchers to statistically adjust for potential confounders and other covariates. In general, ordinary linear regression assumes that residuals follow a normal distribution with a mean of zero. For the cases in which residuals do not follow a normal distribution, Su proposed a linear regression model in which residuals follow a GLD with a mean of zero.^[@R20]^ To demonstrate this method, we used BMI as an outcome and education level as an independent variable of interest, adjusting for sex and age. The regression analysis was performed only for the resampled dataset using R package '*GLDreg*'. All statistical code is available in the [Appendix](#SD1){ref-type="supplementary-material"}.

Results {#S13}
=======

[Figure 1](#F1){ref-type="fig"} shows the histogram of the BMI distributions among individuals who did not graduate high school overlaid with the distribution of BMI among those who graduated high school. In both datasets, the distribution of BMI was skewed to the right for both education groups, and the GLD curves captured this aspect ([Table 1](#T1){ref-type="table"} presents estimated parameters including a parameter of steepness, *χ* is larger than 0 for all groups, which corresponds to a right skewed distribution). [Table 2](#T2){ref-type="table"} presents the descriptive statistics of the study sample. The difference in mean BMI by education group was statistically significant in the complete sample (*P*=0.001 from t-test and *P*\<0.001 from Wilcoxon rank sum test.) but not in the smaller resampled subsample (*P*=0.866/0.645).

Our proposed method suggested that at least one of the parameters of the GLD for BMI was significantly different by education category (*P*\<0.001 for the complete dataset and *P* =0.025 for the resampled dataset). We performed the same analysis using a normal distribution, finding a significant difference in mean BMI by education group in the complete dataset (*P*\<0.001) but not in the smaller resampled subsample (*P*=0.612).

On the basis of these results, researchers could conduct additional post-hoc tests to identify the specific parameters that differed between groups by modifying the alternative hypothesis. For example, one could test whether the median BMI, *μ̃*, differs by education category. The corresponding null hypothesis is *μ̃*~0~ = *μ̃*~1~, and the alternative hypothesis would thus be specified with the following constraints: *μ̃*~0~ ≠ *μ̃*~1~. [Table 1](#T1){ref-type="table"} summarizes the results (significance levels adjusted by Bonferroni correction). In the complete sample, we found evidence of a significant difference in the median (*P*\<0.001) and steepness (*P*=0.002), which implies that median of BMI distribution of the low education category (did not graduate high school) is higher and the distribution has sharper inclination compared with the high education category (graduated high school). Interpretation might be easier for the resampled dataset. A significant difference in asymmetry was suggested (*P*=0.023), which implies the BMI distribution of the low education category is more right skewed (having a long right tail, which is visually observed in the lower panel in [Figure 1](#F1){ref-type="fig"}). The estimated coefficients from linear regressions using normal distribution and GLD were similar in direction. However, as the distribution of residuals is right skewed ([Figure 2](#F2){ref-type="fig"}), GLD fits better than normal distribution (Akaike Information Criteria \[AIC\]^[@R21]^: 3736 vs 3780 \[a model with lower AIC fits the data better\]).

Discussion {#S14}
==========

Many methods commonly used to test for group differences in a variable of interest test for differences in only one aspect of the distribution, often the mean. However, distributions can vary on many other parameters, and a narrow focus on the mean or median can lead researchers to overlook important distinctions. The method we have proposed allows testing of whether at least one parameter differs between distributions and, if so, specifying which parameters are different. We have demonstrated the potential value of this method in an analysis of the association between BMI and education. Our results indicated a significant difference in at least one parameter of the BMI distributions between education groups in both the complete sample and the resampled data. Substantively, the results from our analysis suggest a more nuanced relationship between education and weight than is typically assumed in the literature. In the complete sample, in addition to median, the "steepness" of the BMI distribution among individuals without a high school degree was significantly higher than the steepness of the BMI distribution among individuals with a high school degree, indicating that having less than a high school education is associated with more extreme values in BMI at both tails of the distribution. We performed the same test but using a normal distribution. Both methods (methods using a normal distribution and a GLD) returned significant results for complete dataset. However, for the resampled dataset, a significant difference in the distributions was detected from the method using a GLD but not from the method using a normal distribution, which suggests that GLD testing under some circumstances has higher power to detect the significant difference between distributions.

Researchers have been aware for some time of the limitations of using only the mean to examine the relationship between variables, and quantile regression^[@R4]^ has increased in popularity because it allows researchers to evaluate associations between the conditional median or other quantiles of a response variable and exposures. Such evaluation could potentially detect differences in distributions of variables even when there is a weak to null relationship between their conditional means. An important limitation of quantile regression, however, and one addressed by our proposed method, is that it is unable to directly test differences in the parameters of the distribution other than the selected quantiles and can exacerbate multiple testing concerns if many quantiles are examined. By contrast, GLD allows researchers to test for differences in four pre-specified parameters. A LRT can test for differences in the distribution as a whole or in a specific parameter. Recently, researchers demonstrated the feasibility and usefulness of fitting a nonconventional flexible distribution, a transformed beta distribution, to an empirical BMI distribution by using statistics commonly available in surveillance data.^[@R22]^ However, the parameters of the model are difficult to interpret. In contrast, the parameters of the GLD are easier to interpret and can be confirmed visually from a figure, another rationale for having employed this distribution in our proposed method and illustrative example.

Due to the frequency of missing data in obesity-related research, researchers must still take care to handle missing data appropriately and that the valid use of methods to account for missingness (e.g., multiple imputation) are still contingent upon requisite assumptions being met---the use of a GLD for the analysis of data with missingness at the analysis stage does not change anything in this regard.

In conclusion, we illustrated a new statistical method that can be used to make more comprehensive comparisons of distributions of continuous variables such as BMI. Use of this model allows rich descriptions of the effects of (and associations with) treatments and other variables with obesity.
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![Distribution of BMI by education.\
The dashed lines show the estimated distributions. Upper panel: complete dataset; lower panel: a resampled subsample.](nihms910065f1){#F1}

![Distribution of residuals.\
Right panel: normal distribution; Left panel: GLD. The lines show the fitted distributions.](nihms910065f2){#F2}

###### 

Testing the differences in each parameter of the BMI distribution between the groups

                        Parameter     Did not graduate high school[a](#TFN2){ref-type="table-fn"}   Graduated high school[a](#TFN2){ref-type="table-fn"}   p-value                                  adjusted p-value[b](#TFN3){ref-type="table-fn"}
  --------------------- ------------- ------------------------------------------------------------- ------------------------------------------------------ ---------------------------------------- -------------------------------------------------
  Original              Median        28.89 (0.11)                                                  28.43 (0.06)                                           \<0.001[c](#TFN4){ref-type="table-fn"}   \<0.001 [c](#TFN4){ref-type="table-fn"}
  Interquartile range   7.25 (0.13)   7.15 (0.06)                                                   0.466                                                  1.000                                    
  Asymmetry             0.21 (0.02)   0.26 (0.01)                                                   0.036 [c](#TFN4){ref-type="table-fn"}                  0.146                                    
  Steepness             0.5 (0.01)    0.45 (0.01)                                                   0.001 [c](#TFN4){ref-type="table-fn"}                  0.002 [c](#TFN4){ref-type="table-fn"}    
  Resampled             Median        28.88 (0.31)                                                  28.43 (0.31)                                           0.316                                    1.000
  Interquartile range   6.63 (0.36)   6.81 (0.4)                                                    0.739                                                  1.000                                    
  Asymmetry             0.09 (0.07)   0.34 (0.05)                                                   0.006 [c](#TFN4){ref-type="table-fn"}                  0.023 [c](#TFN4){ref-type="table-fn"}    
  Steepness             0.52 (0.05)   0.46 (0.06)                                                   0.445                                                  1.000                                    

The standard errors in parentheses.

Adjusted by Bonferroni correction (multiplied p-values by 4).

*P*\<0.05.

###### 

Baseline statistics of the population used in the analysis, by education group

                  BMI, kg/m^2^ (mean ± standard deviation)   p-value                                               
  --------------- ------------------------------------------ -------------- -------------------------------------- ----------------------------------------
  **Original**    29.49 ± 6.10                               29.07 ± 5.86   0.001[a](#TFN1){ref-type="table-fn"}   \<0.001[a](#TFN1){ref-type="table-fn"}
  **Resampled**   29.17 ± 5.54                               29.25 ± 5.86   0.866                                  0.645

*P*\<0.05.
