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We study the problem of recovering a planted hierarchy of partitions in a network. The detectability
of a single planted partition has previously been analysed in detail and a phase transition has been
identified below which the partition cannot be detected. Here we show that, in the hierarchical
setting, there exist additional phases in which the presence of multiple consistent partitions can either
help or hinder detection. Accordingly, the detectability limit for non-hierarchical partitions typically
provides insufficient information about the detectability of the complete hierarchical structure, as we
highlight with several constructive examples.
In the last decade, important theoretical advances have
been made concerning community detection in networks.
In their seminal work [1], Decelle et al. conjectured that
a theoretical detectability limit exists, below which no
efficient (i.e., polynomial time complexity) community
detection algorithm can perform better than a random
assignment. This limit has been formulated in terms of
the planted partition model, a random graph model in
which the nodes are split into k non-empty communities.
Nodes in the same community are then connected with
probability pin and nodes in different communities are
connected with probability pout. The (correctly ordered)
adjacency matrix of the graph can thus be described by
k2 blocks, where the diagonal blocks can be described by
din = npin/k, the expected number of edges within the
same community, and the off-diagonal blocks can be de-
scribed by dout = npout/k, the expected number of edges
between a pair of distinct communities (for simplicity we
allow for self-loops). For a network with n nodes and k
groups of equal size, the condition for detectability can
then be written as:
(din − dout)2 ≥ 〈d〉 , (1)
where 〈d〉 = din + (k − 1)dout is the expected degree of
any node in the graph. The detectability limit is reached
when Eq. (1) holds with equality.
The conjecture that there is such a detectability limit
was first proven by a series of papers for the case k = 2:
Masoulie et al. [2] and Mossel et al. [3] independently
provided sharp upper bounds for the detectability thresh-
old. Mossel et al. [4] then provided a matching lower
bound, thereby confirming the conjectured threshold in
Eq. (1) holds for k = 2. Since then we have seen numerous
theoretical advances extending these results. Surveys of
these advances and a historical overview are presented by
Abbe [5] and Moore [6].
Until now, the focus of all these theoretical develop-
ments has been on the detection of a single partition of
a network. Here we consider a setting where multiple
consistent partitions exist at different resolutions, and
we are interested in the detectability of all of these par-
titions. More precisely, we are interested in networks
that contain hierarchical groupings, in which communi-
ties are further divided into subgroups. Using theoretical
arguments and computational experiments we will show
that, compared to detecting a single partition, an even
richer picture emerges when considering the detectability
of these hierarchical groupings.
Detectability of a network partition. We start by
briefly reviewing the situation for recovering a single
partition from a graph generated from a stochastic block
model (SBM). For simplicity, we will focus on undirected
networks. The SBM is a probabilistic generative model
from which we can sample networks of a finite size with
a specified community structure. The SBM assigns each
of the n nodes in a network to one of k groups of nodes.
Here we assign nodes to groups according to a uniform
distribution such that each node is assigned to any group
with probability 1/k. Each link Aij of the adjacency ma-
trix A ∈ {0, 1}n×n is (up to the symmetry of the matrix)
an independent Bernoulli random variable with a param-
eter that depends only the group assignments of nodes i
and j. To compactly describe the model, we collect all
these Bernoulli parameters in a symmetric affinity matrix
Ω ∈ [0, 1]k×k, in which the element Ωrs represents the
probability of an edge occurring between a node in group
r and a node in group s. We represent the group assign-
ment using a partition indicator matrix H ∈ {0, 1}n×k
with entries Hij = 1 if node i belongs to group j and
Hij = 0 otherwise. The expected adjacency matrix under
the SBM is written as
E[A|H,Ω] = HΩH> . (2)
A special case of the SBM is the planted partition model,
in which the affinity matrix comprises two parameters:
Ωrr = pin, representing the within group connectivity,
and Ωrs = pout (for r 6= s, representing the across group
connectivity. We can write the affinity matrix for a graph
with n nodes and a k-group planted partition as:
Ω = pinIk + pout(1k1
>
k − Ik) , (3)
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2where Ik and 1k are the k-dimensional identity matrix
and the k-dimensional vector of all-ones, respectively.
The detectability limit as originally expressed in terms
of Eq. (1) [1, 5, 6] is based on a planted partition model
with equally sized groups in the limit where n→∞ and
the connection probabilities pin and pout scale as 1/n.
Consequently, each node has a constant expected degree
and the generated networks are sparse. Rearranging
Eq. (1), we can write an expression for the signal-to-noise
ratio for a planted partition (SNRPP),
SNRPP =
(din − dout)2
〈d〉 . (4)
A lower SNRPP indicates that the partition is harder
to detect. Below the limit SNRPP = 1, the partition
becomes undetectable.
For the more general case of an SBM (with affinity
matrix Ω and group indicator matrix H), Abbe and
Sandon [7] defined a more general signal-to-noise ratio as
a function of the eigenvalues of the matrix Q = ΩH>H .
With the eigenvalues |λ1| ≥ |λ2| ≥ . . . ≥ |λk| ordered
in non-increasing magnitude, the signal-to-noise ratio
(SNRλ) is given as:
SNRλ =
λ22
λ1
. (5)
Here SNRλ = 1 corresponds to the detectability limit
and is equivalent to Eq. (4) for the planted partition
model. A higher SNRλ implies that it is easier to recover
the planted partition. However, in the following section
we will see that, for a hierarchical community partition,
SNRλ is not really informative about the detectability of
the complete hierarchy.
We remark that as Q is a non-negative matrix, λ1 will
always be non-negative according to Perron-Froebenius
theory and SNRλ is therefore always non-negative. More-
over, it can be shown that the eigenvalues of Q correspond
precisely to the nonzero eigenvalues of E[A|H,Ω].
Detectability of hierarchical partitions. We now con-
sider a setup in which the network under consideration
contains a hierarchical planted partition. The hierarchy
consists of a coarse partition and a fine partition. The
coarse partition contains k1 equally-sized groups. Each
group in the coarse partition is further partitioned into
k2 equally-sized groups to create the fine partition that
contains k = k1k2 groups in total. We will focus on the
case that k1 = k2 = 2 and a three-parameter affinity
matrix:
Ω =
1
n

a b c c
b a c c
c c a b
c c b a
 , (6)
where a, b and c are parameters that do not depend on
n. More generally, however, we can express the rescaled
matrix Q = nΩ/k for a two-level hierarchy as:
Q =
1
k
[
Ik1 ⊗ ω + c(1k11>k1 − Ik1)⊗ 1k21>k2
]
, (7a)
where ω = aIk2 + b(1k21
>
k2 − Ik2) . (7b)
The corresponding eigenvalues of Q take three distinct
values α1, α2 and α3, with different multiplicities:
α1 = [a+ (k2 − 1)b+ (k1 − 1)k2c]/k (once)
α2 = [a+ (k2 − 1)b− k2c]/k (k1 − 1 times)
α3 = (a− b)/k (k − k1 times) .
The eigenvalue with the largest magnitude will always be
λ1 = α1. The second largest eigenvalue λ2 will depend
on the parameters b and c. Since α2 − α3 = (b − c)/k1,
the second largest eigenvalue will be α2 > α3 when b > c
and α3 > α2 when c > b. In the degenerate case where
b = c, both eigenvalues will be equal and the hierarchical
community structure simply reduces to a planted partition
into k groups.
To see why SNRλ cannot be informative about the
complete hierarchy, we can inspect the subspaces asso-
ciated with these eigenvalues. The (k1 − 1) dimensional
subspace A2 ⊂ Rk associated with the eigenvalue α2 can
be spanned by eigenvectors of the form:
v
(s)
t =

1 if (s− 1)k2 < t ≤ sk2
−1 if sk2 < t ≤ (s+ 1)k2
0 otherwise
, (8)
where v
(s)
t is the t-th element of the s-th eigenvector v
(s)
with eigenvalue α2, where the index s ranges from 1 ≤ s ≤
(k1 − 1). These eigenvectors relate to differences in link
density between blocks at the coarse level, i.e., each entry
of the vector Qv(s) takes the expected sum of edges in one
coarse block and subtracts the sum of edges in another
coarse block. Similarly the (k− k2) dimensional subspace
A3 ⊂ Rk associated with the eigenvalue α3 can be spanned
by shifts of [1,−1, 0, . . . , 0]> that analogously relate to
the differences in link density between the fine-grained
blocks. Hence, SNRλ will be determined entirely by the
differences at either the coarse or the fine hierarchical
level, with no consideration to the nested structure of the
problem. In fact, in the prototypical hierarchical case in
which b  c, the value of SNRλ will be driven entirely
by the coarse group structure and the subgroup structure
will be irrelevant, which is clearly not ideal.
To analyze the detectability of the partitions at each
level of the hierarchy, we introduce two formulae for the
signal-to-noise ratio that are commensurate with Eq. (4).
First, we consider the signal-to-noise ratio SNRcoarse to
capture the detectability of the coarse partition at the
first level of the hierarchy,
SNRcoarse =
(
d
(1)
in − d(1)out
)2
〈d〉 , (9)
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Figure 1. Increasing the SNR of the coarsest partition does
not improve the finest partition. Fixing SNRfine = 1 and
varying SNRcoarse, we see that the performance of recovering
the partition into 4 groups at second level of the hierarchy
tends to the performance of random bipartitions of the groups
at the first level.
where the degree parameters d
(1)
in and d
(1)
out are given by:
d
(1)
in = a/k + (k2 − 1)b/k , (10)
d
(1)
out = k2c/k = c/k1 , (11)
and the average degree of the network is calculated as
〈d〉 = [a+ (k2 − 1)b+ (k1 − 1)k2c]/k = α1, which corre-
sponds to 〈d〉 = d(1)in + (k1 − 1)d(1)out similar to the planted
partition case.
Second, we define the signal-to-noise ratio SNRfine to
capture the detectability of the fine partition at the second
level of the hierarchy,
SNRfine =
(
d
(2)
in − d(2)out
)2
〈d〉 , (12)
where the corresponding in- and out-degree parameters
are given by:
d
(2)
in = a/k (13)
d
(2)
out =
1
k − 1 [(k2 − 1)b/k + (k − k2)c/k] . (14)
Using Eqs. (9) and (12) above, we can set the SNR
for the coarse and fine partitions separately, within the
constraints of preserving the mean degrees. Figure 1
illustrates this point and shows the partition recovery
performance for a planted hierarchy with k1 = k2 = 2
and k = 4 groups. Performance is based on spectral clus-
tering using the Bethe Hessian [8], where the number of
groups are known. (In all experiments we use networks
with n = 47 nodes.) This approach has previously been
demonstrated to have near-optimal partition recovery per-
formance right down to the detectability limit. Partition
recovery is measured by means of the adjusted mutual
information (AMI) [9], for which AMI = 0 indicates per-
formance as good as random guessing and AMI = 1 equals
perfect recovery. In this experiment the fine partition
is fixed at the limit of detectability (fix SNRfine = 1),
while we vary the detectability of the coarse partition
(vary SNRcoarse). We see that as we increase SNRcoarse
the recovery performance increases for both partitions.
However, while we can eventually reach perfect recovery
for the coarse partition, the performance on the fine parti-
tion is bounded by a performance equivalent to choosing
a random subpartitions of the coarse partition.
This shows numerically that the general signal-to-noise
ratio SNRλ does not give us an indication here that the
fine split is effectively unrecoverable. Indeed SNRλ is here
equal to the signal-to-noise ratio of the more dominant
coarse partition SNRcoarse = SNRλ. To analyse the inter-
play between the two hierarchical partition levels in more
details, we parametrize the ratio of the two signal to noise
ratios via the ratio γ := SNRfine/SNRcoarse. Considering
the regime in which d
(1)
in ≥ d(1)out and d(2)in ≥ d(2)out, we can
compactly reparametrize the affinity matrix [Eq. (7)] in
terms of γ, SNRcoarse, and the average degree 〈d〉. Using
this parametrization we can investigate the hierarchical
detection problem in more detail.
Figure 2 displays the performance of recovering the fine
partition, relative to a non-hierarchical planted partition
into four groups (Fig. 2A) and relative to the coarse parti-
tion of the hierarchy (Fig. 2B), as we vary γ and SNRcoarse.
Specifically, in Figure 3A we compare the recovery of a
“flat” non-hierarchical planted partitions vs a hierarchi-
cal partitions with the same number of groups. We set
SNRPP = SNRfine (indicated by contours) to ensure a
fair comparison. We see that for low values of SNRPP the
hierarchical partition is easier to recover as the presence
of the coarse partition provides partial information about
the fine partition. However, as we increase SNRPP, we en-
counter a region where the hierarchical partition becomes
harder to detect than the flat planted partition. Once
both SNRcoarse and SNRfine are sufficiently high (around
SNRPP ≥ 6) we find that the performance of flat and
hierarchical partitions becomes equal.
In Figure 3B we compare the performance of recovering
the fine partition relative to recovery of the coarse parti-
tion. As γ ≤ 1, it means that SNRfine ≤ SNRcoarse and so
it is unsurprising to see that the coarser partition is often
easier to detect than the finer partition. However, it may
be less intuitive to see that as γ → 1 the finer partition
becomes more detectable, particularly when SNRcoarse is
small.
To investigate these transitions further, we set up an-
other experiment in which we fixed the coarse signal to
noise ratio at SNRcoarse = 25, and the average degree to
〈d〉 = 150 and varied the ratio γ. Figure 3 shows the
results of this experiment and we see that as we vary γ we
encounter four distinct phases. A spy plot of an example
adjacency matrix for each phase is shown in the bottom
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Figure 2. Performance of recovering hierarchical planted
partitions. (A) Difference in Adjusted mutual information
(AMI) scores for recovering flat partitions versus hierarchi-
cal partitions as a function of the coarse signal-to-noise ratio
(SNRcoarse) and the ratio γ =
SNRfine
SNRcoarse
. (B) Difference in AMI
scores for recovering the finest partition versus the coarsest
partition in the hierarchy.
of the figure.
In the first phase (0 < γ < ∼0.049) the parame-
ters of the affinity matrix have the relation b > a > c
and both levels of the hierarchy are detectable and the
coarse partition is fully recoverable. In the second phase
(∼0.049 < γ < ∼0.198) the parameters a and b are approx-
imately equal, which makes the fine partition undetectable
beyond detection of the coarse partition, i.e., we can do no
better than randomly partitioning each of the two coarse
groups into two subgroups. We can use this observation
to calculate the boundaries of this phase by considering
the nested detectability limit of the fine groups within the
coarse groups. This limit occurs when the nested SNR is
equal to 1,
SNRnested =
(a− b)2
k2(a+ b(k2 − 1)) =
(a− b)2
k22g
= 1 , (15)
where g = k1d
(1)
in is average in-degree of the coarse groups.
Then we can derive the values of the parameters a, b =
g ± √k1g, where the factor k1 adjusts for the fact that
the subgraph of one of the coarse groups only contains
n/k1 nodes. In the third phase (∼0.198 < γ < 1) the
parameters of the affinity matrix have the relation a >
b > c, representing an assortative hierarchy in which
the link density is concentrated in the diagonal blocks.
Both hierarchical partitions are detectable in this phase
with high accuracy. However, as γ → 1 we see a drop
in performance in detecting the coarse partition. This
drop in performance occurs because when γ = 1, there is
effectively no coarse partition in the hierarchy, since b =
c = 〈d〉−√〈d〉 and so we simply have a planted partition
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Figure 3. Detection of hierarchical communities as a function
of the ratio γ = SNRfine
SNRcoarse
. We fix SNRcoarse = 25 and as
we vary the ratio γ the relationship between the three block
densities a, b and c transitions across 4 different phases. Note
that when γ > 1, spectral clustering prefers the partition
{1, 3}, {2, 4} (or the equivalent partition {1, 4}, {2, 3}) instead
of {1, 2}, {3, 4}. At γ = 0.2 (SNR2 = 5) there appears to be
a detectability threshold for the partition into four groups,
below which it is not possible to detect the finest partition
any better than randomly partitioning the two groups in the
coarser partition into four groups.
into four groups. In the final phase (γ > 1) the parameters
of the affinity matrix have the relation a > c > b and both
partitions should be detectable because SNRcoarse > 1
and SNRfine > 1. However, instead we observe poor
performance for the spectral clustering in detecting the
coarse partition into two groups, even though we can
perfectly recover the fine partition. This observation is
a result from a degeneracy in the solution: any three
partitions created by pairing up the four groups at the
finest level will result in a “good” partition at least in
terms of spectral clustering. Consequently, we have a
situation in which communities are detectable, but non-
identifiable [10].
Conclusion. We have shown that the presence of mul-
tiple, consistent planted partitions can either enhance
or diminish the detectability relative to networks with
a single planted partition. Neither the general signal-
to-noise ratio SNRλ, nor the individual ratios SNRcoarse
and SNRfine are sufficient on their own to describe the
detectability of hierarchical partitions. Instead we must
use these in combination with SNRnested in order to iden-
tify the complete set of phase transitions. In future we
will investigate the effect of multiple inconsistent (i.e.,
non-nested) partitions [1, 11].
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