ABSTRACT Image classification has been an incredibly active research topic in recent years with widespread applications. Researchers have put forward many remarkable techniques and semi-supervised learning (SSL) is one among them. However, due to not taking the relationship of samples among different classes in consideration, previous approaches cannot often get a clear decision boundary. In this paper, we propose an improved classification model on the basis of SSL. First, we adopt a deformable partbased model to capture a stable global structure and salient objects, and then, we find a better decision boundary by our classification algorithm-based on an improved ensemble projection (IEP). Our IEP exploits the weighted average method. To evaluate the effectiveness of our approach, we do experiments not only with the LandUse-21 (L-21) data set, but also with an architecture style data set. Experimental results show that our approach is capable of achieving the state-of-the-art performance on the two data sets. For each class in L-21 data set, when 50 images are randomly chosen as training images, the multi-class average precision increases to 97.63%. Besides, for the architecture style data set, we achieve the best result with about 80% accuracy and have about a 10% improvement over the previous best work. Although there are a small number of labeled data used to train, we get the satisfactory performance.
I. INTRODUCTION
The objective of this work is image classification, which classifies an image by the object category that it contains. Image classification plays an important role in many computer vision fields and has a large variety of practical applications, such as remote sensing image processing, semantic image retrieval and large-scale image archives. It has been a challenging research field for decades [1] . So providing efficient solutions to image classification has always been a major focus in computer vision.
Early image classification methods are mostly based on manual labeling and classifying. However, the current scale of images accessible on the Internet is massive, and the number of images only indexed by Google is more than 10 billion. Nowadays, it has coming into a big data age with various novel and portable digital equipment and mass storage devices, people produce millions of data every day, especially the digital images. Therefore it is difficult to annotate and label images manually, due to the expensive cost associated with skilled human experts, which emphasizes the importance of image classification by machine learning.
Recently, many techniques [2] - [4] have been proposed to solve the classification problem. One of them is semisupervised learning (SSL) algorithm. SSL methods are often adopted to handle datasets with very small number of labeled samples, which jointly exploit labeled and unlabeled samples for training classifiers to improve classification accuracy Compared with simple supervised learning or unsupervised learning algorithm, the semi-supervised one can benefit both from those labeled and unlabeled images that available, thus it outperforms the others in many cases. There are a large amount of works that can be deemed partial of SSL [5] - [18] , for example, support vector machine (SVM)-based approaches [5] - [9] , random forests and ferns-based approaches [10] , [11] , Gaussian mixture model-based [12] approaches, the model-based approaches [13] , [14] .
The essential of SSL can be drawn into the following two assumptions. One is local-consistency assumption, which states that high similarity samples should share the same label. Actually, this general assumption is a basis of most SSL approaches. Dai and Gool [18] proposed another assumption called exotic-inconsistency assumption: samples with very low similarity are in high probability come from different classes. By exploiting these two assumptions, samples can be categorized to their nearest class.
In this paper, we propose a novel model for image classification on the basis of above assumptions. As many images always contain more than one object, among which those nonsalient objects may decrease the accuracy of classification. Firstly, we adopt a popular object detection schemeDeformable Part-based Model (DPM) algorithm to capture the salient object in the images, which serves as the accordance of classification. Then we classify the images by our classification algorithm based on improved Ensemble Projection. Our algorithm is an improvement of Ensemble Projection (EP) algorithm (IEP). The EP algorithm benefits from its multiple prototypes, which can describe the global features of an image. On the basis of it, we weight all the probabilities of samples belonging to a class calculated in EP algorithm [18] and take them all into account to determine the decision boundary. This method is similar to the idea of combining multiple weak classifiers into a strong classifier in Boosting algorithm [19] . We do experiments with LandUse-21 (L-21) and an architectural style dataset provided in [20] . Experimental results show that our approach is superior to some state-of-art methods.
The rest part of this paper is organized as following: In Section II we introduce the recent SSL methods. Particularly, we introduce the DPM and EP algorithm which are related to our model. Section III describes the entire process of our model, along with the experimental comparisons illustrated in Section IV. Finally Section V concludes the paper.
II. RELATED WORKS
In this section, we firstly introduce the recent research on SSL in II-A. As DPM and EP algorithm are related to our work, we also introduce them in II-B and II-C.
A. RECENT RESEARCH ON SSL
As mentioned above, there are many works based on SSL [21] . One representative category is based SVM [5] - [9] , random forests and ferns-based approaches [10] , [11] .
Joachims [5] and Bennett et al. [6] proposed transductive SVM and semi-supervised SVM method, respectively. Habib et al. [7] proposed a method that uses Taylor series extension to approximate the kernel function of SVM, which provided a trade-off between the classification accuracy and the processing time. Demir and Ertunk [8] proposed a method that combined standard SVM and a hierarchical approach to increase classification accuracy while reduced its computational cost. Yang et al. [9] proposed a SCSPM method that generalized vector quantization to sparse coding, it successfully reduced the complexity of SVMs to O(n) in training and a constant in testing.
Another kind is based on random forests and ferns [10] , [11] . Bosch et al. [10] used random forests (and random ferns) as a multi-way classifier. Leistner et al. [11] extended the usage of Random Forests to semi-supervised learning. The Gaussian mixture model [22] was also used in this problem. Vailaya et al. [12] used Gaussian mixture model to model the features of images, and adopted Bayes classifier to classify unlabeled images.
Probabilistic Latent Semantic Analysis (PLSA) [13] , [14] and Latent Dirichlet Allocation (LDA) [23] , [24] are also employed in image classification. Recently, bag of wordsbased approaches have been widely used, especially in PASCAL VOC Challenge [25] , a contest of visual object category recognition and detection. Bag of words model was firstly used for natural language processing and computer vision by Csurka et al. [26] in 2004. Van Gemert et al. [27] proposed such a bag of words model with kernel codebooks to solve the problem of ambiguity.
B. DPM ALGORITHM
The deformable Part-based Model algorithm is proposed by Felzenszwalb et al. [28] . It achieved the championship of Visual Object Class for three years of 2007-2009. DPM can be seemed as an extension of Histograms of Oriented Gradients (HOG) [29] , which also calculates the histograms of gradients, and trains a model by SVM. Then it can be used for classification directly. However, in contrast to HOG, DPM is a multiple-scales model, it represents an object by a lower-resolution root filter and a set of higher-resolution part filters arranged in a flexible spatial configuration. Pandey and Lazebnik [30] applied it for scene recognition. However, its root filter captures the entire image, which should be movable for the region of interest (ROI). Xu et al. [20] also used DPM model, they used it as the detection model and implemented it into architectural style classification.
C. EP ALGORITHM
EP algorithm is proposed by Dai and Gool [18] . Considering the previous approaches always find the decision boundary from unlabeled data, inspired by ensemble learning [31] , they put forward EP algorithm. It first creates T prototype sets by max-min sampling. Then these prototype sets are tuned by logistic regression (LR). For each sample, it will generate a feature vector called projection vector, which is concatenated by the projection values to all the prototypes. After that, it can classify images with the learned features by plain classifiers. The algorithm can obtain more comprehensive information and achieve better classification result since ensemble learning of multiple prototypes can describe the global feature of image better. Ensemble learning can improve the accuracy, the robustness, and the stableness of traditional classifiers. 
III. OUR MODEL
In this section, we exploit Deformable Part-based Model (DPM) as an object detection model and propose an image classification model based on improved Ensemble Projection algorithm. The organization of our method is shown in Fig. 1 . The details of each step are presented as follows.
A. DEFORMABLE PART-BASED MODEL (DPM)
The Deformable Part-based Model [28] has become quite popular in the object detection. It is parameterized by the appearance of each part and a geometric model capturing spatial relationships among parts. This model is defined by filters that score subwindows of a multi-scale HOG feature pyramid. The model consists of three parts: (i) a root filter that captures coarse resolution edges of the object; (ii) a set of part filters that capture features at twice the spatial resolution relative to the features captured by the root filter, conveying detailed information of the object; (iii) deformation costs that penalize deviations of the parts from their default locations with respect to the root. In this paper, we use the root filter to capture the entire image and the parts encompass moveable ''regions of interest'' (ROIs). The filter response score is given by a function of the following form,
where x and z represent the root location and the part locations with respect to the root in the feature pyramid, respectively. β is a vector of model parameters, z(x) stands for all possible relative positions between the root and parts, f (x, z) is a feature vector that denotes a concatenation of subwindows from a feature pyramid and part deformation features. We adopt a latent SVM algorithm to train the model parameter β by minimizing the objective function:
where max 0, 1 − y i s β (x i ) is the standard hinge loss and C controls the weight of the regularization term. Due to the non-convex training objective function, latent SVM is solved using a coordinate descent framework. 
B. CLASSIFICATION BASED ON IMPROVED ENSEMBLE PROJECTION ALGORITHM(IEP)
In this paper, we propose an algorithm that introduces weighted average method into Ensemble Projection (EP) [18] .The pipeline of IEP is illustrated in Fig. 3 . EP consists in unsupervised feature learning and plain supervised classification. For feature learning (left panel), Max-Min Sampling is designed to sample an ensemble of T diverse prototype sets from all known images; then we learn discriminative classifiers on them for the projection functions. Thus we can obtain a new representation of images by projecting them using those functions. For classification (right panel), we train plain classifiers on labeled images with the learned features to classify the unlabeled ones.
Max-Min Sampling is used to create prototypes based on inter-distinct and intra-compact properties. Firstly, m hypotheses are randomly sampled and each hypothesis consists of r random sampled images. In this process we should keep any samples of r sample images having the largest mutual distance. Here, L1 distance metric is used to measure the distance between two vectors. This simple procedure guarantees that the sampled seed images are far from each other. Secondly, in order to create an image prototype, we extend each seed image by introducing its n nearest neighbors (including itself). After above two steps, an image prototype is generated. As we all known, information carried by single prototype set is limited, so we create a series of image prototypes. Then logistic regression φ t is used to learn projection functions tuned to the prototypes. Images are linked to the prototypes via their projection values (classification scores), and we can project each input image x to the image prototypes, and then a new image representation f for the final classification is obtained. In order to classify the unlabeled images, we train a plain classifier (e.g. SVM, logistic regression and KNN [18] with the learned features. From the EP algorithm [18] , we can get the probabilities Q,which is sorted in descending order, Q = q 1 , q 2 , . . . , q j , . . . , q Numc , j = {1, 2, . . . , Numc}, Numc is the number of the testing samples that truly belong to class c. In EP algorithm, q j is the decision boundary between positive class and negative class. acc j is the corresponding classification accuracy rate. However, if q j is not the optimal or suboptimal in supervised classification, a mistake may occur when an input vector belonging to class C1 is assigned to class C2. Therefore, we introduce a new way to get the decision boundary. Corresponding weight of acc j can be calculated by the following equation
Then the new decision boundary α is gotten with equation (4)
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Algorithm 1 Classification Model Based on Improved Ensemble Projection Algorithm
, . . . , C} is its label, trN is the number of training samples, teN is the number of testing samples, and C is the number of classes. Output: classification accuracy rate AP 1. Preprocess the images corresponding to D by DPM; 2. Capture a set of image attributes by EP,
For c = 1, 2, . . . , C do 3.1. prepare trainingset 
IV. EXPERIMENTAL EVALUATION
In this section, we experimentally evaluate the performance of our algorithm on LandUse-21 (L-21) [31] dataset, it consists of satellite images from 21 categories, 100 images each. In [18] , GIST, Pyramid of Histogram of Oriented Gradients (PHOG) and Local Binary Patterns (LBP) are used in experiments. For fair comparison, we also use these three features. Here, logistic regression (LR) and linear SVMs are adopted for supervised classification. For each class, we randomly choose training images on LandUse-21 with {10, 20, 30, 40, 50}, with the rest images are used for testing. We use the following for experimental sets: T = 300, r = 30, n = 6, m = 50. We run a ten-fold experiment and calculate the average performance.
We conduct three sets of experiments: evaluate the effectiveness of DPM, our improved Ensemble Projection Algorithm (IEP) and our model. Table. 1 lists the multiclass average precision of several methods in our experiments, with which we plot the comparison curves in Fig. 4 to illustrate the performance of different algorithms. It can be seen that our classification model based on IEP performs better than those working with EP no matter how many training examples are chosen. It suggests that our model can achieve promising results for semi-supervised image classification, even combined with plain classifiers.
Architectural style classification differs from standard classification tasks due to the rich inter-class relationships between different styles, such as re-interpretation, revival, and territoriality. We also evaluate our method on architectural styles dataset [20] . The architectural style dataset is established by Zhe Xu [20] . It is collected from Wikimedia, the images contains only the exterior facade of buildings, including 25 architectural styles. The number of images in each style varies from 60 to 300, and altogether the dataset contains 3338 images.
We conduct two sets of experiments: (1) evaluate the robustness of our method on the architectural styles dataset; (2) compare our method with some existing architectural style classification algorithms. Table. 2 and Table. 3 list the results of the two sets of experiments, with which we plot the comparison curves in Fig. 5 . From Table. 2 and Fig. 5 we can see that integrating DPM with IEP can greatly improve the multi-class average precision, because the combination of them may take respective advantages. DPM can capture the salient object in the images, and our improved Ensemble Projection algorithm can get a more accuracy decision boundary. [20] , and Deformable Part-based Model with Spatial Pyramid (MLLR+SP) [20] . Our model outperforms them in terms of overall accuracy. We achieve the best result with nearly 80% accuracy.
V. CONCLUSION
In this paper, we introduce a novel classification model based on DPM and improved Ensemble Projection algorithm. DPM is used to preprocess the images to get the salient object. Improved Ensemble Projection algorithm is an improvement of Ensemble Projection (EP) algorithm. We learn a new and high-level image representation by EP. In our classification model, weighted average method is introduced to obtain better decision boundary. In our model, we can not only use LR and SVM, but also the other classifiers. Experimental results on LandUse-21dataset and a large-scale architectural style dataset show that our method is also competitive comparing with other state-of-the-art algorithms. Compared with the methods based on CNN, our method needs a small number of labeled data used to train, so it is labor-saving.
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