Consider the problem of sequentially predicting symbols emitted from a Markov source, based on k previously-observed symbols, where, at each time instant, we can choose a different prediction function. This problem has been extensively studied under the expected-loss criterion where it is clear that the optimal performance can be obtained using a time-invariant predictor whose memory size is identical to the Markov order of source. By contrast, large deviations (LD) performance analysis of predictors received relatively little attention, and it is not even a priori obvious, that optimum LD performance can be achieved by a predictor whose memory length is as the Markov order of the source. In this paper we present an efficient procedure for designing a sequence of predictors with memory size equal to the Markov order of source, with error exponent arbitrarily close to the optimal error exponent.
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Consider a first-order, homogeneous, irreducible, aperiodic Markov source, {Xt} t∈Z, over a finite alphabet X of size A ≥ 2 with a stationary distribution {π(a), ∀a ∈ X } and a transition matrix Π whose elements are 
The proof of Theorem 1 is in the spirit of those of [1] and [2] where LD performance of zero-delay finite memory lossy source codes were studied.
In quest for an optimal predictor achieving the optimal prediction exponent for Markov sources, Theorem 1 confines our search to sequence of prediction functions with memory size corresponding to the Markov order of the source. Nevertheless, the way of finding that sequence still needs to be specified. In the following theorem, we propose a procedure for designing a predictor with memory size 1, having an exponent arbitrarily close to the optimal exponent. This procedure is derived from the proof of Theorem 1, where the moment-generating function of the prediction loss is recursively minimized. (ii) The designed sequence of functions achieves an exponent
Procedure description:
given an integer p, calculate recursively Jp,1(d) = max ξ≥0 ξpd − M (ξ) , where M (ξ) is evaluated in the following way:
For every When restricting attention to a fixed prediction function taken out of F1, it is easier to calculate its prediction exponent. For a given function F ∈ F1, define the matrix Π ξ (F ) whose elements are 
