Abstract. A practical algorithm is presented which corrects for manufacturing tolerances, zero offset, scaling errors and nonlinearity of transducers and signal conditioners. The algorithm is applicable to data-acquisition systems which make use of a microprocessor. Each measuring channel requires three parameters. One simple universal routine using these parameters calculates the value of each measurand. Results are given for eight temperature transducers.
Introduction
Nowadays an increasing number of measuring instruments are equipped with microprocessors. This applies especially to instruments utilising a transducer to measure a physical quantity. In calibrating such apparatus one has to cope with manufacturing tolerances of the transducers, offset and scaling errors of the measuring instrument and drift and nonlinear behaviour of both. The errors due to the measuring instrument generally can be trimmed within acceptable limits. Errors which originate from the transducers, however, usually have to be corrected either with the aid of a special signal conditioning circuit, or arithmetically. A microprocessor makes an excellent expedient to do the latter.
There are several methods to calculate correctly scaled output signals from transducers. These methods may be divided into three groups.
The simplest way is to store a look-up table in a read-only memory and calculate the quantity to be measured by linear interpolation. The calculation formula is simple and universal but each type of transducer requires its own table. Besides, correction for drift and manufacturing tolerances is not always easy.
Another way is to store a set of characteristic parameters for each transducer and calculate the inverse function of the relationship between its electrical output and the physical quantity to be measured. Now, only small sets of parameters are sufficient. However, each type of transducer requires its own? sometimes rather complicated calculation routine. Besides, the transfer function of the transducer is not always explicitly known.
The third method is to use an interpolation formula using three or more calibration points. In this way one routine is sufficient to calculate the quantity to be measured of any transducer. It is not necessary to know the transfer function of the transducer explicitly, a limited set of calibration points being sufficient.
The three-point interpolation algorithm which is described in the present paper is believed to be the most practical method for general use. The three calibration values are transformed into a set of three parameters. One of the three parameters controls the zero offset, the second one determines the scale factor and the third one compensates for the nonlinear behaviour of a transducer. Recalibrating the zero offset has no influence on the scaling and linearising parameters. Neither is the latter influenced by recalibrating the scaling parameter. This method is especially useful in data-acquisition systems in which various kinds of transducers are used together.
One-point and two-point calibration
The input and output of a transducer are connected by the relation
where , Y represents a physical quantity and y an electrical signal. In this paper only transducers with an electrical output are considered.
In one-point calibration only one measurement is performed. Usually this is referred to as offset calibration or nulling. If L does not equal the prescribed value n the difference n -L is assigned to an offset parameter. The value of this parameter is then added to any measured value y as a correction.
In two-point calibration a second measurement
is performed. Usually 1 and h represent the low and high end of the measuring range. If H -L does not equal the prescribed range value d the quotient d / ( H -L ) is assigned to a second parameter. usually referred to as the scale factor. Any measured value y is first added to the offset parameter and then multiplied by the scale factor to obtain a correct measuring result. These offsetting and linear scaling facilities are, sometimes optionally, offered in most data loggers.
The three-point calibration method
In the method presented here we make use of a continued fraction of the special form
The second-order approximation of (4) is given by
We will use equation ( 5 ) as a linearisation function for the three-point calibration method. In this method the three parameters co, c, and c2 are calculated from three calibration measurements: (2), (3) and
with m in the middle of the interval [ I .
Parameter co serves to correct the offset error? c1 to obtain correct scaling and c2 to linearise the output. Now V ( y ) will be an approximately linear function of x if
By substituting equation (5) in (7) c2 is found to be
To obtain a correct scaling it is required that
Substituting (5) in (9) results in
Finally the offset correction requires that
( 1 1) By substituting (5) in (1 1) co is found to be
The parameters co and cI can be expressed directly in the measured values H, M and L . We will introduce three parameters a, P and y to simplify this further evaluation of co and cI. Besides, as shall be shown later, a, P and y are useful in
Combination of equations (13), (14) and (15) results in
By substituting (19) in (10) and using (18) c1 is found to be
By substituting (19) and (20) in (12) and using (17) and (18) co is found to be
The signal conditioning
The influence of the electronic circuits between the transducer and the microprocessor will now be considered. At least one amplifier and an AID converter are involved. These circuits also contribute to the resulting errors regarding offset, scaling and linearity. In most cases the contribution of the measuring instrument to the nonlinearity is kept at a negligible level, although sometimes the signal conditioning circuit is designed purposely to have a certain nonlinearity which compensates for the curvature of the transfer function of the transducer. The influence of offset and scaling errors due to the signal conditioner normally can not be neglected. But, if we calculate the parameters co, c1 and c2 considering the output of the A/D converter instead of the output of the transducer, these errors are taken care of.
Application of the algorithm to various transducers
To show the effect of the presented algorithm it is applied to eight different transducers. 
+ ( M -L)(M-H ) (H -L)(H-M )
It is clear that the presented algorithm outperforms the Lagrange polynomial formula. In some cases the results of both methods differ slightly (B, C, D, H), in other cases the presented algorithm is clearly superior (A, E, F). In case of highly nonlinear transducers (G) the Lagrange interpolation is useless while the presented method produces more or less acceptable results, depending on range and application.
In the introduction we have distinguished higher-order interpolation algorithms from the linear interpolation method with look-up table, because with the former only a few calibration points are sufficient. For many purposes only a limited range or moderate accuracy is required and then the presented algorithm will provide sufficient accuracy. However, in case the algorithm does not meet the requirements the accuracy can be enhanced considerably by splitting up the measuring range in two or more segments. In this way part of the advantage of this method is lost. However, at a given accuracy, one segment using this three-point interpolation algorithm covers several segments using linear interpolation. At times single calibrations may be performed to check on zero offset drift. If necessary the parameter co is then corrected. At larger time intervals two-point calibrations can be carried out. If the scale factor has drifted the parameters co and c, are recalculated. Another three-point calibration normally is only necessary when a transducer is replaced. Even then a two-point calibration may be sufficient when using selected transducers.
The practice of calibration and linearisation
In practice it will not be easy to realise the mid-range calibration so that h -m = m -I exactly (7). However, this is not necessary. If actually
then we can derive the general formula for a, p and y:
(1 5a)
By applying (13a), (14a) and (15a) the equations (22), (20) and (19) can now be used to calculate co, c1 and c2 respectively. Also (lo), (1 2) and (1 8) remain valid.
Analogue linearisation; a special case
The analogue linearisation of a resistance thermometer with a fixed shunt is, from a mathematical viewpoint, a special case of the described method. Now 4' is a resistance and the parameter c2 can be thought of as a conductance. If both the numerator and the denominator in (5) are divided by c2 we get Choosing c, = 1 and substituting l/cz by P results in
where P is the shunting resistor and co a series resistor for offset compensation. By subtracting an arbitrary amount S from P and adding the same amount t o y we get
This adaptation has no consequences for the remaining linearity error, so we can choose the value of S in such a way that a correct scaling is obtained.
This analogue way of linearising is restricted to the use of transducers in which the resistance varies as a function of a physical quantity. Sometimes a negative shunt is required. e.g. for a platinum thermometer, which calls for an active circuit. Also the ranging capability of S is limited.
Conclusion
The presented algorithm provides a practical method to correct for zero offset, scaling errors and nonlinearity of transducerbased measuring instruments which incorporate a microprocessor. The calculating routine is simple and universal and only a limited set (usually three) of parameters for each transducer is required. The method requires initial calibration at three points. Recalibration also may be performed at one point to correct for zero drift or at two points to correct for both zero drift and scaling errors. The described method is especially useful when different kinds of transducers are monitored by one system. The parameters are easily calculated optimum for any required measuring range. Users who do their own calibration are provided with two specific advantages. Firstly there is no need for selected transducers and secondly recalculating at most three parameters takes the place of hardware trimming. The algorithm is shown to be superior to second-order Lagrange interpolation for eight commonly used temperature transducers.
