Abstract. Ultraslow diffusion is a physical model in which a plume of diffusing particles spreads at a logarithmic rate. Governing partial differential equations for ultraslow diffusion involve fractional time derivatives whose order is distributed over the interval from zero to one. This paper develops the stochastic foundations for ultraslow diffusion based on random walks with a random waiting time between jumps whose probability tail falls off at a logarithmic rate. Scaling limits of these random walks are subordinated random processes whose density functions solve the ultraslow diffusion equation.
Introduction
The classical diffusion equation ∂c/∂t = ∂ 2 c/∂x 2 governs the scaling limit of a random walk where IID particle jumps have zero mean and finite variance. The probability density c(x, t) of the Brownian motion scaling limit B(t) solves the diffusion equation, and represents the relative concentration of a cloud of diffusing particles.
Self-similarity B(ct)
= c 1/2 B(t) implies that particles spread at the rate t 1/2 in this classical model. In many practical applications the diffusion is anomalous: spreading rate is slower (subdiffusion) or faster (superdiffusion) than the classical model predicts, and/or plume shape is non-Gaussian. Anomalous superdiffusion can be modeled using infinite variance particle jumps that lead to space-fractional derivatives in the governing partial differential equation [6, 10, 25, 26] . Anomalous subdiffusion can be modeled using IID infinite mean waiting times between particle jumps, leading to a fractional time derivative in the governing partial differential equation [29, 36, 41, 48] . Continuous time random walks (CTRW) with IID waiting times between IID particle jumps were introduced in [32, 39] . Some recent surveys of their wide application in physics and connections with fractional governing equations are given in [18, 23, 31, 46] .
Ultraslow subdiffusion occurs when the spreading rate of a plume is logarithmic.
Several examples from polymer physics, particles in a quenched force field, random walks in random media, and nonlinear dynamics are given in [19, 15, 34, 40, 43] . Recently a connection has been established between ultraslow kinetics and distributedorder time-fractional derivatives in the diffusion equation [11, 12, 13, 45] . In this model, the first time derivative in the classical diffusion equation is replaced by a fractional derivative of order 0 < β < 1 as in the usual subdiffusive model, and then the order β of the fractional time derivative is randomized according to some probability density p(β) on 0 < β < 1. When β is fixed and nonrandom, the relevant CTRW model has waiting times in the domain of attraction of a β-stable subordinator, and CTRW scaling limits involve subordination to the inverse stable subordinator [29, 28] .
Randomizing β leads to waiting times with a slowly varying probability tail. Limit theorems for these random walks were developed in [30] using nonlinear scaling, the usual approach for slowly varying tails [16, 22, 47] . In this paper, using a triangular array approach instead of the nonlinear scaling used in [30] , we give a more detailed description of possible scaling limits together with asymptotic behavior of moments. Furthermore we show that our approach actually gives a stochastic solution to the distributed-order time-fractional diffusion equations and we provide explicit formulas for the solutions of those equations. Those solutions are density functions of subordinated stochastic process, where the subordinator is the inverse of the limit process of the triangular array that governs waiting times between particle jumps. We also show that, complementary to results in [14] , a renewal process in which the waiting time between jumps has a slowly varying probability tail can be analyzed in much more detail. These results may be of independent interest. Finally we note that the general stochastic solutions to distributed-order time-fractional diffusion equations that we develop here may be useful in other contexts [44] .
This paper is organized as follows: In Section 2 we define a generalization of the classical continuous time random walk (CTRW) model, using a triangular array of waiting times. In Section 3 a special triangular array with slowly varying tails is considered and the limiting Lévy process together with its hitting time process is analyzed. These results are then used in Section 4 to derive a limit theorem for generalized CTRWs with slowly varying waiting times and jumps in some generalized domain of attraction. We then derive various properties of the limiting process and we show that the density of this limiting process solves a variant of the distributed order time fractional diffusion equation considered in [11, 12] .
Generalized CTRW

Given any scale
2 , . . . be nonnegative and independent and identically distributed (i.i.d.) random variables, modelling the waiting times between particle jumps at scale c. Let
is the time of the nth jump at scale c. Let
be the number of jumps by time t ≥ 0 at scale c.
To model the particle jumps let
is the position of the particle after n jumps at scale c = 1. We assume that Y 1 belongs to the generalized domain of attraction of some full operator stable law with exponent E. Then there exists a norming function B ∈ RV(−E), meaning that B(c) ∈ GL(R d ) for all c > 0 and B(λc)B(c)
where {A(t)} t≥0 is an operator Lévy motion with A(t)
=⇒ denotes convergence in distribution of all finite dimensional marginals. See [27] , Example 11.2.18 for details.
At scale c ≥ 1 the jumps are given by B(c)Y i and hence B(c)S(n) is the position of a particle after n jumps at scale c. Therefore
describes the position of a particle a time t ≥ 0 and scale c. We call {X (c) (t)} t≥0 a generalized continuous time random walk.
Remark 2.1. The classical continuous time random walk model considered in [29] is a special case of our construction above. In fact, assume that J 1 , J 2 , . . . are nonnegative and i.i.d. belonging to the domain of attraction of some β-stable law with 0 < β < 1.
Then, for some norming function b ∈ RV(−1/β) we have
where {D(t)} t≥0 is a β-stable subordinator. If we set J
J i is the time of the nth jump at scale c ≥ 1. In this case the generalized CTRW converges as c → ∞ to a limit process M(t) whose density h(t, x) solve the fractional partial differential equation [5] for J i > 0 belonging to the domain of attraction of some β-stable law with 1 < β < 2. Now for some norming function b ∈ RV(−1/β) we have
where µ = EJ i and {D(t)} t≥0 is a totally positively skewed β-stable Lévy motion with drift such that
CTRW limit process has a density that solves a fractional partial differential equation similar to (2.5) but with both a first order and a β-order time derivative on the lefthand side.
The time process
In this section we construct and analyze a class of specific triangular arrays {J (c) i : i ≥ 1, c ≥ 1} which corresponds to waiting times with slowly varying tails. It is shown that the corresponding partial sum processes {T (c) (t)} t≥0 defined by (2.1) converge to a class of Lévy processes complementing β-stable subordinators to the limiting case β = 0.
Our approach gives a much larger class of possible limiting processes than the nonlinear scaling of a random walk with slowly varying tails considered in [14, 22, 47] . There only one process, the so-called extremal process, can appear. See [16] for details on extremal processes. Our approach decomposes the case β = 0 of slowly varying tails into a family of different processes described by an additional parameter α > 0, where any positive α is possible.
Stimulated by [11] , our approach is based on the following idea: Given a measurable nonnegative function as t → 0. We write R ∈ RV 0 (γ) in this case. Note that R(t) ∈ RV 0 (γ) if and only if R(1/t) ∈ RV ∞ (−γ).
Proof. First note that since p ∈ RV 0 (α − 1) with α > 0, we have for any δ > 0 there exists a β 0 > 0 and some constant K such that p(β) ≤ Kβ α−1−δ for all 0 < β ≤ β 0 (see, e.g., [42] 
we conclude p ∈ RV 0 (α − 1) and the proof is complete.
We now construct a triangular array {J (c) i
. . of nonnegative random variables. In the following we assume that p ∈ RV 0 (α − 1) for some α > 0 is supported in [0, 1]. Then we can take
p(β)dβ is finite and positive, so Cp is a probability density.
We will assume without loss of generality, that C = 1 so p is a probability density on
We do need an additional integrability condition on p(β) for β → 1. This condition does not change the asymptotic behavior of L(t) near infinity, but is necessary for our analysis. We assume that p also fulfills 
If we define for 0 < β < 1
so by Lemma 3.1 J 1 has a slowly varying tail.
3. An application of ultraslow diffusion to disorded systems in [13] illustrates the physical meaning of the generalized CTRW model described here. The parameter β = B i relates to the shallowness of a potential well from which a particle must escape, and the waiting time J i until escape from the well has a probability tail that falls off like a power law with exponent β. The probability density p(β) governs the depth distribution for potential wells, and the index α indicates the scarcity of very deep wells. 
for the partial sum process {T (c) (t)} t≥0 defined by (2.1) we have
where {D(t)} t≥0 is a subordinator such that D(1) has Lévy-Khinchin representation
[0, 0, φ] with Lévy measure φ given by
is a sum of i.i.d. random variables, the convergence of all finite dimensional marginals follows from the convergence for one fixed t > 0 by considering increments. See [27] 
Fix any u > 0. Then, for all large c we obtain from (3.4) that
as c → ∞. Hence (3.10) holds and by Lemma 3.1 the Lévy measure φ has the form (3.7). Moreover, for the Gaussian part we compute using (3.5) that
Observe that β/(2 − β) ≤ 1 and 1 − 2/β ≤ −1. Then dominated convergence yields lim sup
Hence (3.11) holds and therefore (3.8) holds true. Note that since φ has a Lebesgue density any R > 0 in (3.9) is possible. We show now that the shifts a [ct] can be made arbitrary small for all large c, by choosing R > 0 small enough. This implies that we can choose a [ct] = 0 for all c ≥ 1 and then (3.8) holds without a [ct] . For R > 0 we get from (3.5) that
Now, since 1 − 1/β < 0 we get from (3.3) and dominated convergence that J(c) → 0 as c → ∞. Moreover, by the same argument we see that I(c, R) → 0 as R → 0 uniformly in c ≥ 1. Hence a [ct] can be made arbitrary small for all large c by choosing R > 0 small enough. This concludes the proof.
As an immediate corollary we get convergence in the Skorohod space
Corollary 3.5. Under the assumptions of Theorem 3.4 we also have
Proof. Note that the sample paths of {T (c) (ct)} t≥0 and {D(t)} t≥0 are nondecreasing.
Moreover, as a Lévy-process, {D(t)} t≥0 is stochastically continuous. Then Theorem 3.4 together with Theorem 3 of [8] yields the assertion.
Corollary 3.6. Assume that {D(t)} t≥0 is the limit process obtained in (3.6) with Lévy measure of the form (3.7) for some p ∈ RV 0 (α − 1) and some α > 0. Let log + (x) = max(log x, 0). Then for ρ ≥ 0 and any t > 0 we have
Proof. Let g(x) = (log(max(x, e))) ρ . Then it is easy to see that the assertion follows g(x)dφ(x) < ∞ for ρ < α and
By definition of g this is equivalent to
Note that by (3.7) the Lévy measure φ has density x → 1 0
Tonelli's theorem and a change of variable we obtain
as β → 0, it is easy to see that (3.12) follows from (3.13)
Since p ∈ RV(α − 1), for any δ > 0 there exist constants C 1 , C 2 > 0 such that 
Now, for ρ = ρ 0 , we obtain
and hence, by Fatou's lemma
Therefore (3.14) holds with ρ = ρ 0 and the proof is complete.
In view of the form of the Lévy measure φ of {D(t)} t≥0 in (3.7), this process is not a stable process. However, our next result shows that {D(t)} t≥0 is a selfdecomposable process in the sense of Definition 15.6 of [37] . For an introduction to selfdecomposable laws see Section 3.15 in [37] or Chapter 2 in [21] . We do not need this property in our analysis of CTRWs but we include it for sake of completeness. 
Then it is easy to see that for t, x ≥ 0
Theorem 3.9. Let {D(u)} u≥0 be the Lévy process with Lévy measure given by (3.7).
Then, for any t > 0 the random variable E(t) defined by (3.15) has the density
(3.17) f (t, x) = 1 0 t 0 (t − y) −β g(x,
y) dy p(β) dβ where g(x, ·) is the density of D(x).
We can also write
where L is given by (3.1).
Proof. First note that by Corollary 3.7 for x > 0 the density g(x, ·) of D(x)
is a bounded C ∞ -function. Let us compute the Laplace transform of f (t, x) given by (3.17) with respect to t for any fixed x > 0. Observe that for s > 0 and 0 < β < 1, by changing the order of integration, we get
and then the well-known formula for the Laplace transform of a subordinator (see, e.g., Theorem 30.1 of [37] ) and (3.7) yield
Note that in view of (3.3) the last integral exists since Γ(x) ∼ 1/x as x → 0. Then, by (3.17) we obtain
(3.20)
Now, for t > 0 let F t (z) = P {E(t) ≤ z} denote the distribution function of E(t).
Note that in view of (3.16) we know
On the other hand, if E(t) has density f (t, x) given by (3.17) we should also have 
and the proof is complete. See [7] and Theorem 1 in [35] for details. Recall from [9, 33] 
As an immediate corollary to the proof of Theorem 3.9 we derive the governing equation of the density f (t, x) of the hitting time E(t). For suitable functions h :
R + × R d → R we define the Fourier-Laplace transform (FLT) by (3.21)ĥ(s, k) = R d ∞ 0 e i k,x e −st h(t, x) dt dx
Corollary 3.10. Under the assumptions of Theorem 3.9 the density f (t, x) of E(t) is the mild solution of the distributed-order time-fractional partial differential equation
Proof. For s > 0 and k ∈ R letf (s, k) be the FLT of f (t, x). Then it follows from (3.20) thatf
Take Laplace transforms in (3.22) to get
and use (3.19 ) to obtain
Then take Fourier transforms, using the fact that if g(x) has Fourier transform
Then it follows easily that f (t, x) is the mild solution of (3.22). 
(t − y) −β g(x, y) dy ρ(dβ).
Moreover, by Corollary (3.10) we know that f (t, x) is the mild solution of
Especially, if ρ = ε γ is the point mass in some 0 < γ < 1, then {D(u)} u≥0 is a γ-stable subordinator and its density is given by g(u, y
is the bounded C ∞ -density of D (1) . Then the density f (t, x) of the corresponding hitting time E(t) is given by
On the other hand, in view of Corollary 3.2 of [29] f (t, x) = t γ
Hence, the density g 0 of a γ-stable random variable D solves the integral equation
To our knowledge this property of the density g 0 of a γ-stable random variable is new and may be of independent interest. Moreover, the density f (t, x) of E(t) in this case is the mild solution of
which agrees with (3.8) in [5] .
Later we do need the asymptotic behavior of E(E(t)) as t → ∞. We present a more general result on the asymptotic behavior of all moments of E(t). We write q(β) dβ < ∞. Then, by Lemma 3.1, there exists a functionL ∈ RV ∞ (0) such
Note that by (3.19) we have I(s) = −ψ(s). Fix any γ > 0. Then, for t > 0 we have by (3.16) and a well-known formula for fractional moments (see, e.g., Lemma 1 on p.150 of [17] ) that Using (3.27) and Tonelli we therefore computẽ
In view of (3.25) this implies
By a Tauberian theorem (see [17] , Theorem 4 on p.446) we conclude
Note that in view of (3.26) the function h γ (t) is ultimately monotone.
After investigating the hitting time process {E(t)} t≥0 we now show that the rescaled counting process {N (c) t } t≥0 defined by (2.2) converges to {E(t)} t≥0 .
Theorem 3.13. Suppose that we are given a probability density p ∈ RV 0 (α − 1) for some α > 0 such that (3. 
as c → ∞. Also for any ε > 0 for all c > 0 sufficiently large we have
as c → ∞. Now let ε → 0 and use Theorem 3.9 to complete the proof.
Corollary 3.14. Under the assumptions of Theorem 3.13 we have
Proof. Note that the sample paths of {N (c) t } t≥0 and {E(t)} t≥0 are nondecreasing. Moreover, since the sample path of {E(t)} t≥0 are continuous, the process {E(t)} t≥0 is stochastically continuous. Then Theorem 3.13 together with Theorem 3 in [8] yields the assertion. 
as c → ∞, by a transfer theorem, Proposition 4.1 in [5] .
Corollary 4.2. Under the assumptions of Theorem 4.1, if A(1) has no normal component, for every t > 0 the distribution λ t of M(t) = A(E(t)) belongs to the domain of normal attraction of A(1). That is, if m(t) = E(E(t)), then for some sequence (b n )
of shifts m(t)n −E λ * n t * ε bn ⇒ ν as n → ∞, where ν is the distribution of A(1) and E is an exponent of ν.
Proof. Since by Theorem 3.12 we know that m(t) = E(E(t)) is finite and ν is assumed to be a strictly operator stable law with exponent E having no normal component, the assertion follows from Corollary 4.2 of [24] . Remark 4.3. It follows from Theorem 4.1 of [24] that, under the additional condition that A(1) has no normal component, the distribution λ t of M(t) = A(E(t)) varies regularly with exponent E. See [27] for a comprehensive introduction to regularly varying measures on R d . Therefore various results on the tail and moment behavior of λ t can be obtained from [27] . Let a 1 < · · · < a p denote the real parts of the eigenvalues of E. Then Theorem 8.2.14 in [27] implies that there exists a function ρ : Γ → {a
exist for 0 ≤ γ < ρ(θ) and diverge for γ > ρ(θ). Corollary 8.2.15 in [27] implies that
exists if γ < 1/a p and is infinite if γ > 1/a p . Also, Theorem 6.4.15 in [27] gives the power law tail behavior of the truncated moments and tail moments Recall from Theorem 7.2.7 of [27] that the full operator stable random vector A(t) has a density p(t, x) for any t > 0. As an immediate corollary to Theorem 4.1 we get:
Corollary 4.4. Under the assumptions of Theorem 4.1, for every t > 0 the random vector M(t) = A(E(t)) has the density
where f (t, u) is the density of E(t) given by (3.17) .
Proof. This is a simple conditioning argument using the fact that {A(t)} t≥0 and {E(t)} t≥0 are independent.
Recall that as an infinitely divisible law, the operator stable random vector A(t) has log-characteristic function t · ψ A (k) so that E(e i k,A(t) ) = e tψ A (k) . It is well known that, under some regularity conditions, the log-characteristic function of an infinitely divisible distribution is the symbol of the pseudo-differential operator defined by the generator 
Theorem 4.5. Let h(t, x) be the density of A(E(t)) obtained in Corollary 4.4 above. Then h has FLT
where
Moreover, h is the mild solution of the distributed-order time-fractional partial differential equation
Proof. Recall from Corollary 4.4 that h(t, x) is given by (4.4). Moreover, since
and in view of (3.19) this is equivalent to
Taking Laplace and then Fourier transforms in (4.7) as in the proof of Corollary 3.10 yields the same equation. Hence h(t, x) is the mild solution of (4.7) and the proof is complete.
Remark 4.6. In the degenerate case A(t) = t the process A(E(t)) = E(t) has density f (t, x) given by Theorem 3.9. Note that this density solves (3.22) which is formally equivalent to (4.7) if we take ψ A (k) = ik, which is the symbol of the semigroup generator −∂/∂x for the associated semigroup T (t)f (x) = f (x − t). where f (t, u) is the density of E(t) given by (3.17) . Equation (4.9) first appeared in [13] together with (4.8). They show that h(x, t) is a probability density for every t > 0 by using (4.10) along with the fact that (3.20) is completely monotone. The present paper improves on those results by extending (4.9) to the case of a more general pseudodifferential operator, and identifying the stochastic process for which h(t, x) is a density. A simple conditioning argument along with Theorem 3.12 shows that the mean square displacement of a particle governed by (4.9) is E(M(t) 2 ) = 2E(E(t)) ∼ (log t) αL (log t) −1 as t → ∞ for someL ∈ RV ∞ (0). This agrees with [11, 12] and shows that (4.9)
describes an ultraslow diffusion, where a cloud of diffusing particles spreads at the rate (log t) α/2 . If p ∈ RV 0 (α − 1) then it follows from Lemma 3.1 as in the proof of Theorem 3.12 that I(1/t) = (log t) −α L 1 (log t) for some L 1 ∈ RV ∞ (0). Hence h(t, x) is asymptotically equivalent to a Laplace density whose variance grows like (log t) α . A different stochastic model for ultraslow diffusion presented in [30] , using nonlinear rescaling for the waiting time process, leads exactly to a Laplace limit with density h 1 (t, x) = (log t) whose mild solution is given by (4.4) and (3.23 ). An application where ψ A (iD x ) = ∂ 2 /∂x 2 and ρ(dβ) consists of two atoms at 0 < β 1 < β 2 < 1 is considered in [45] , Section 4.2 and [12] . The results of this paper give a different and perhaps simpler proof that the solutions in these papers are probability distributions, and also illuminate the nature of the stochastic limit.
