The conceptual simplicity of DNA microarray technology often belies the complex nature of the measurement errors inherent in the methodology. As the technology has developed, the importance of understanding the sources of uncertainty in the measurements and developing ways to control their influence on the conclusions drawn has become apparent. In this review, strategies for modeling measurement errors and minimizing their effect on the outcome of experiments using a variety of techniques are discussed in the context of spotted, dual-color microarrays. First, methods designed to reduce the influence of random variability through data filtering, replication, and experimental design are introduced. This is followed by a review of data analysis methods that partition the variance into random effects and one or more systematic effects, specifically two-sample significance testing and analysis of variance (ANOVA) methods. Finally, the current state of measurement error models for spotted microarrays and their role in variance stabilizing transformations are discussed.
INTRODUCTION T
HE UTILITY OF DNA MICROARRAYS as a tool for the simultaneous quantitative characterization of the expression of thousands or tens of thousands of gene transcripts in a biological organism is now well established. The technology in its typical implementation entails the measurement of a signal emitted by fluor-tagged, single-stranded nucleic acid (targets) hybridized to a set of complementary nucleotides that have been immobilized onto a solid substrate (probe) and scanned by a laser. Although microarray platforms have evolved relatively quickly, the quality of measurements obtained is far from ideal, and a great deal of effort has been invested to develop strategies for controlling the unwanted variability. Uncertainties in these measurements arise from a large number of sources, ranging from biological heterogeneity and sample preparation to data acquisition and image processing (Schuchhardt et al., 2000) and can make it difficult to make generalized inferences on microarray data without bias. The degree to which these factors influence the deductions from a study has been made embarrassingly clear by comparisons of inter-microarray platform measurements on a given system, which often show inconsistencies in the results (Draghici et al., 2006; Kothapalli et al., 2002; Kuo et al., 2002; Larkin et al., 2005) . Mitigation of these effects is a complex problem, since variability is introduced at multiple Trace Analysis Research Centre, Department of Chemistry, Dalhousie University, Halifax, Nova Scotia, Canada. levels. Solutions are therefore multifaceted and range from methods to optimize experimental procedures and isolate sources of variability through proper experimental design to procedures to evaluate measurement quality. The work on such solutions is ongoing and is essential for the research community to gain confidence that microarrays produce solid and empirically supported information, whose sensitivity, specificity, and reproducibility is beyond reproach.
The purpose of this review is to provide an overview of some of the approaches that have been used to model errors and limit their effects in DNA microarray experiments. In doing so, we have divided the discussion into several categories covering various aspects of the estimation, characterization, and mitigation of measurement errors. The order of these headings was chosen by the authors to represent a logical rather than chronological rationale, since the history of the evolution of the various methodologies is intermingled. Likewise, the methodologies discussed in each section are not mutually exclusive; a certain amount of overlap is inevitable. In order to restrict our discussion somewhat, we have chosen to focus on spotted, two-channel microarrays as opposed to single-channel arrays (e.g., Affymetrix), but some of the techniques discussed here are applicable to multiple platforms.
MICROARRAY DATA FILTERING METHODS
From the earliest introduction of spotted microarrays, it has been recognized that all spots are not equivalent in terms of their overall quality. For a variety of technical, practical, or other reasons, spots can show characteristics of poor definition, unusual morphology, low intensity, high background, signal saturation, or other features that make the reliability of their measurement questionable. Under such circumstances, it is not unusual to exclude a spot image from further analysis, effectively treating it as an outlier. This, then, could be regarded as the most rudimentary form of measurement error control since it removes poor quality measurements from the data. Unfortunately, visual inspection of spot images, while generally quite dependable, is subject to the personal bias of the analyst and becomes extremely tedious at the scale of modern experiments. Therefore, attempts have been made to develop methods that can function more autonomously to detect and flag poor quality measurements. Methods that fall into this category are sometimes referred to as data filtering methods. The fundamental objective of these methods is to pre-process the data so that ready-made algorithms for higher level analyses can be used to make inferences from good quality data. In other words, determination of differential expression is separated from data quality evaluation. These algorithms seek to identify technically flawed spots and assign pass/fail classification to each of the spots on the microarray prior to higher level analyses. Technical flaws include spot contamination (such as dust spikes, excess dye, and scratches), overlapping spots or spots with varying sizes, saturated signals, spot morphological anomalies (e.g., donuts), and strong background. Such flaws influence the quality of measurements and must be detected. A variety of approaches have been used for this, varying considerably in degree of sophistication.
The most basic data filtering methods have been referred to as intensity filtering (Quackenbush, 2002) . These methods are based on fixed thresholds that background-corrected signals are expected to pass and typically fall into two categories. The first involves computation of the ratio of the average foreground-tobackground pixel intensities and identification and retention of spots for which the foreground is above the background intensity by a given value, such as 50% (Alizadeh et al., 2000) . The second approach, and perhaps one that has been used most widely, requires that spots with background-corrected intensities lower than an arbitrary threshold (ranging from 100 to 1000 intensity units) be flagged and eliminated from further analysis. The major drawback with these two approaches is the arbitrary thresholds imposed as cutoffs. In practice it is difficult to determine the correct threshold to use given that cut-off thresholds are likely to depend on several factors and may vary from one array to another. Thus, whereas these approaches are more efficient than manual flagging, they are bound by relatively simple algorithmic constraints that are unable to recognize the full range of variability of spot quality.
Another relatively simple approach to data filtering, referred to as correlation filtering by Tran et al. (2002) , involves a comparison of the mean and median pixel intensities. In this method, the larger of the two values (mean or median) on each channel is divided into the smaller and spots with ratios below some ERRORS IN DUAL-COLOR DNA MICROARRAYS threshold are eliminated from further analysis. The authors found a cut-off of 85% to be very effective at removing poor quality spots.
More elaborate methods of spot quality assessment have also been developed. For example, in fairly comprehensive examination of spot quality and image metrics, Brown et al. (2001) introduced a measure of spot ratio variability (SRV) that is essentially the relative standard deviation (RSD) of the intensity ratio calculated through propagation of errors. In this approach, the observed signal is obtained as a mean of the intensities of pixels that comprise a spot and is a function of the fluorescence of the cDNA hybridized to the spot, the background fluorescence, and the instrumental fluctuations. Thus, the observed red and green intensities are modeled as: r i obs ϭ r ෆi ϩ r ෆi bkg Ϯ r i and g ෆi obs ϭ g ෆi ϩ g ෆi bkg Ϯ g i , respectively, where the terms on the right side represent the true mean intensity, the true background intensity, and the error term. Therefore, the red-green intensity ratio is given as:
where c is the usual normalization factor applied to account for channel effects. Through propagation of errors, the variance in the ratio is computed as:
where ri and gi are the standard deviations of the observed red and green intensities, respectively, and rgi is the covariance between the two channel intensities. The SRV is calculated as R /R for each spot and used to evaluate its quality. Although reported as an effective means to filter spots in the original work, practical implementation of this approach is likely to be limited by the difficulty in obtaining reliable estimates of the variance and covariance of the signals.
Other methods to evaluate spot quality have relied on more empirical measures. Wang et al. (2001) introduced a composite score that was computed to give an overall assessment of spot quality based on irregularities in spot pixel intensities, size, and background noise. Five quality scores were defined for each spot and were computed using only the intensity characteristics and spatial information of a spot. Each of the five attributes was given a weight and the overall quality score was given as:
Here, q size is a size attribute, q S/N is a score calculated to reflect the signal-to-noise ratio, q bkg1 and q bkg2 are the background contribution scores from the two channels, while q sat is a score that determines the level of saturation of a particular spot (if a spot has less than 10% saturated pixels then this term is omitted from the composite score). The composite quality score given in equation 3 gauges the reliability of the data acquired for each spot on the microarray image. A measure of confidence is therefore implicitly assigned to the data if this quality score is employed for filtering. This method is appealing because it includes a variety of parameters in the overall assessment, but it is empirically based and requires the estimation of some error-prone parameters, such as background intensity. Recently, Sauer et al. (2005) compared this approach to others, including the correlation filtering method devised by Tran et al. (2002) . A similar approach for assessing total measurement quality was adopted by Chen et al. (2002) , who included quality metrics based on fluorescence intensity, total area, background flatness, and signal consistency. All of the data filtering methods discussed so far have been applicable to single arrays with no replicated spots, which of course is very useful when an experiment has been conducted without replication. However, when replicates are available, either on different slides or the same slide, a data filtering approach based on replicate information, referred to as replicate filtering, can be very useful. Under these circumstances, spots are eliminated from further analysis if there is insufficient reproducibility among replicate measurements. For example, Tseng et al. (2001) employed a strategy whereby each gene was compared to the 50 genes that had the closest mean intensity measurements and was subsequently rejected if its RSD (assessed from spot replicates) was in the top tenth percentile of this group. Other strategies have also been derived from this basic idea. Jenssen et al. (2002) described how data quality can be controlled by developing adaptive filtering criteria based on repeatability. Kadota et al. (2001) to as pre-processing implementation for microarray (PRIM), which consists of three steps. In the first step, the data are flagged as bad based on a visual inspection of the images, while in the second step, spots whose signal intensity is below a given threshold are eliminated (similar to the earlier approaches). The third step is perhaps the most interesting and involves elimination of spots whose distance from the regression line, obtained by regressing the log ratio for replicate slides on each other, exceeds a pre-defined threshold. This is an example of using replicate information together with other quality measures in an overall assessment. Raffelsberger et al. (2002) also investigated the effect of several quality indicators on microarray data and developed an approach referred to as secure gene regulation, which leads to stricter constraints for regulated genes among the low intensity spots. Until spotted microarray technology improves to the point where poor quality spots are no longer an issue, the exclusion of outliers from further data analysis will remain an important error control strategy, but it is a crude tool even in its most sophisticated implementation. Because it is a binary classification related to quality, it does not acknowledge the continuum in measurement quality that exists in reality. Furthermore, the exclusion of measurements from further analysis means either the elimination of the gene from the study or imputation of missing values, neither of which is desirable if they can be avoided.
REPLICATION OF MEASUREMENTS
As noted in the preceding section, the availability of replicate measurements in spotted microarray experiments can provide valuable information to assess measurement quality. More importantly, however, the use of replication in microarrays is essential to provide a reliable statistical indication of differential expression through significance testing. Although this principle is not disputed, it precipitates a number of critical questions related to the number of replicates and the way that replication should be performed.
It is widely recognized that variance in microarray experiments can arise from many sources, and replication on many levels is necessary to assess these through nested designs (Churchill, 2002; Kim et al., 2004) . At the lowest level, replication of the scan itself, or scan replication, can provide useful information, since instrumental variations can lead to some uncertainty in the measurements. For example, Romualdi et al. (2003) showed that multiple scans could improve the detection of differentially expressed genes through signal integration and outlier removal. Taking this a step further, Khondoker et al. (2006) used multiple scans with different scan settings to estimate a statistical model, including both additive and multiplicative error terms. The scan variability is likely to be a dominant source of uncertainty for low intensity spots or spots with anomalous features, but is not generally the most important source of error for spots of reasonable intensity and quality.
At the next level of replication, referred to as spot replication, many microarray experiments utilize replicate spotting of probes in the production of the array, thereby facilitating multiple measurements for each gene. Even within this level, there are different sublevels of replication. Perhaps the most common type of implementation utilizes side-by-side duplication, which is relatively simple from a practical perspective, but not as useful as the replication of probes in different sub-arrays, which incorporate variations associated with spatial position and print tip. A variation on the latter approach involves situations where multiple arrays are printed on the same substrate (slide) (Lee et al., 2000) . This can lead to confusion, since these arrays may be referred to as distinct entities, but they are actually a variation of sub-array replication with the limitation that they do not account for print tip variations. Some of these spot replication approaches were used in data filtering methods described in the preceding section (Tseng et al., 2001; Jenssen et al., 2002) .
In order to more effectively account for experimental sources of variability in the preparation of microarrays, it is necessary to carry out technical replication. This generally means that multiple aliquots of one mRNA extract are separately reverse-transcribed to cDNA and labeled, followed by hybridization to individual arrays (Kadota et al., 2001) . A less rigorous approach to technical replication involves a single reverse transcription/labeling of the mRNA extract, which is then used in replicate hybridizations (Raffelsberger et al., 2002) . This type of replication, referred to as hybridization replication by Kim et al. (2004) , is not expected to show as much variation as a true technical replicate. From a statistical point of view, ERRORS IN DUAL-COLOR DNA MICROARRAYS technical replication is more useful than spot replication, but in many instances the technical variability is still not the limiting source of uncertainty.
It is generally recognized that the most useful level of replication in terms of making a statistical assessment of differential expression is biological replication, but it can also be the most difficult to incorporate from a time or expense perspective. This level of replication is intended to account for variations in the gene expression level within the biological population that constitutes a sample class. Depending on the nature of the experiment, biological replicates could be comprised of individuals within a population from a specified group (e.g., mice with a particular disease, separate colonies of yeast under the same growth conditions) or subsets of samples within an individual unit (e.g., different sections of the same tissue, different extracts from the same yeast colony).
The degree of experimental variability that is associated with each level of replication is expected to increase as we proceed from scan replication to biological replication, since each higher level of analysis incorporates the variability of the lower levels. The reproducibility of microarrays in this context was investigated by Kim et al. (2004) who introduced a new measure to evaluate this characteristic. In an earlier study, Lee et al. (2000) discussed the importance of replication and showed that any single microarray experiment is subject to substantial variability and that more reliable results could be obtained through replication. They recommended a minimum of three replicates in any microarray experiment. Because the replication of experiments is expensive in terms of both physical resources (test subjects, microarrays) and time spent on experiments and data analysis, the question of how many replicates are needed is an important one. This issue was addressed by Pan et al. (2002) , who found that the answer depended on multiple factors that included the magnitude of the expression change, the statistical power and Type I error rate, and the statistical test employed.
EXPERIMENTAL DESIGN
It is evident that replication is a very important consideration in dealing with the effects of measurement errors in spotted microarray experiments, but it is only part of the bigger issue of experimental design. The underlying objective of the microarray experiment is to segregate systematic variability, especially that associated with a particular gene due to a specific treatment, from what can be considered random variability so that the significance of the former relative to the latter can be assessed. These experiments can generally be classified either as observational studies, in which the investigator is a passive observer who cannot normally infer direct cause and effect relationships, and designed experiments, where systematic intervention allows greater control over the conclusions reached. In the latter case, appropriate experimental design will invoke the fundamental principles of blocking and randomization, blocking those variables that can be controlled and randomizing those that cannot. An inherent design consideration in the use of spotted, dualcolor microarrays is the cohybridization of the test and reference samples and the measurement of ratios as opposed to absolute intensities on each array. This is a direct consequence of the need to account for differences in the spot morphology from one array to another and leads to some unique aspects in the designs employed that are not an element of platforms used for single-channel measurements. In particular, the choice of reference sample(s) and the role of different dye labels need to be considered. Normalization due to multiplicative effects is an additional consideration. As with replication, an optimum balance between the number of experiments to be carried out and their ability to achieve the desired goals needs to be attained.
The first step towards controlling biological and technical variability in microarray studies is a careful selection of the experimental design strategies capable of improving the efficiency and reliability of the data obtained. This eliminates most of the systematic uncertainty that may be tied to the nature of the experiment. The most common experimental design strategies have been reviewed extensively by Yang and Speed (2002) and Churchill (2002) ; they include the common reference design (Schena et al., 1995) , the loop design (Kerr and Churchill, 2001) , the Latin square design (Kerr et al., 2000) , and the balanced incomplete block (BIB) design (Dobbin and Simon, 2002; Simon and Dobbin, 2003) .
By far the most commonly used design for microarrays is the reference design, which involves desig-KARAKACH AND WENTZELL nating a sample as a reference against which the expression level of the same genes in the test samples is measured. In a typical common reference design, the reference sample will be a homogenate of pooled untreated or normal biological material, allowing the differential expression of the treated or abnormal test samples to be directly assessed. Alternatively, in more general terms, a reference design also encompasses those cases where a direct comparison is made, utilizing reference material matched to the test sample (e.g., diseased and normal tissue from the same individual). In an indirect comparison, on the other hand, reference samples from different individuals may be used for each test sample. These bear no relationship to the test sample, but account for variability in the reference. An appealing feature of the reference design in general is that all of the samples are compared to the same point of reference, which is intuitively satisfying. However, it is not necessarily the most efficient design. There have also been concerns that this design does not account for dye-specific effects that vary across genes, which motivated the introduction of dye-swap experiments, in which the dye labels for the test and the reference are reversed. These can double the number of experiments required, however, and the prevailing view seems to be that they are not needed.
In the loop design, the experiments are designed so that sample 1 is cohybridized with sample 2, sample 2 with sample 3, sample 3 with sample 4, and so on, until the last sample is paired with sample 1 to complete the loop. For each consecutive pair in the sequence, the dye label for the common sample is switched between the pairs. For example, if sample 2 were labeled with Cy3 in the first experiment, it would be labeled with Cy5 in the second experiment. This ensures a balanced representation of each sample with each dye. The loop design is regarded as more efficient than the reference design in terms of extracting the necessary variance information, but the interpretation of the results is not as direct or intuitive.
The balanced block design has similar objectives as the loop design in that it aims to improve the efficiency of the experiments. The design is balanced in that each pair of sample classes (treatments) is represented in the experiments (one as Cy3, the other as Cy5) the same number of times. The design is referred to as incomplete when there are more than two classes of samples, since not all classes can be represented in each experiment (assuming there are only two dyes), and complete otherwise (Dobbin and Simon, 2002) . The Latin square design is a special case of the balanced block design, in which there are only two classes and two samples.
Careful experimental design ensures that data are well balanced in view of the factors that are likely to influence an outcome. The motivation for choosing one design over another is the degree to which the influence of systematic variability on the inferences made on individual observations is minimized. This issue has been addressed in the literature in regard to the level of non-molecular biological systematic variability accounted for by microarray experimental designs. In particular, Dobbin and Simon (2002) undertook a systematic comparison of different experimental design strategies (reference, loop, and BIB) that focused on the efficiency of the estimates and the performance of cluster analysis. They recommended the use of the reference design for cluster analysis, but noted that the relative efficiency of the designs depended on inter-and intra-sample variability and that other designs may be preferable when the objective is the identification of differentially expressed genes. Kerr and Churchill (2001) compared the reference and loop designs and found that, based on their assumptions, the loop design exhibited greater efficiency except in certain circumstances when the number of treatments was large (Ͼ10). In another experimental study comparing the loop and reference designs, Vinciotti et al. (2005) also recommended the loop design, citing that it attained much higher precision. In spite of these studies demonstrating the advantages of other designs, it is interesting to note that the reference design still seems predominant in the literature.
SIGNIFICANCE TESTING
Perhaps the most basic problem one can imagine related to the statistical analysis of microarrays involves the situation where there are two classes (treatments, varieties) of samples (e.g., normal and abnormal cells), and the objective is to identify those genes that are differentially expressed. In the early days of microarray studies, arbitrary fold changes were used to identify these genes. This approach was not especially reliable because of differences in the magnitude of measurement uncertainties among genes, a characteristic sometimes referred to as heteroscedastic measurement errors. A logical statistical approach, and one that ERRORS IN DUAL-COLOR DNA MICROARRAYS has been commonly employed, is the measurement of replicates and the application of a standard t test. For a spotted microarray, this could be done in a variety of ways. In the case where one class of samples is considered as the test and the other is the reference, a t test could be carried out to determine if the log ratio for a particular gene was significantly different from zero. (The log ratio is typically used for these tests rather than the ratio because of the symmetry of the fold changes and the multiplicative error structure, which is discussed in greater detail in the sections below). Alternatively, intensity differences for the two channels (after normalization) could be used in a paired t test. In another approach, a common reference could be used to measure the expression levels of two classes (e.g., two types of cancer), and a conventional two-sample t test could be used to determine if the differences were significant. Although these strategies are straightforward, they present some difficulties. First, the validity of the assumptions made about the null distribution for the parametric test statistic may be questionable, particularly in the case of small sample sizes. Pooling of multiple genes to alleviate this problem is not possible, because of the non-uniformity of measurement uncertainties. Another problem arises from the complication of testing multiple genes. Given a typical p value of 0.01, a test of 10,000 genes would be expected to give 100 false positives, which is a substantial number when only a few differentially expressed genes are sought. Although adjustments such as the Bonferroni correction (PЈ ϭ P/N) are typically applied to this situation, it has been suggested that this is too conservative because of assumptions of independence among the genes.
An important paper by Chen et al. (1997) broke from these traditional methods of hypothesis testing. In their work, a parametric testing method based directly on the ratio measurements was used. The authors defined the test statistic as T k ϭ R k /G k , where R k and G k are the appropriately normalized and backgroundsubtracted intensities on the red and green channels, respectively, for gene k. A key element of this work was the recognition that the uncertainty in the intensity measurements was characterized, at least approximately, by a constant coefficient of variation (or RSD). Specifically, the authors used the model Rk ϭ c Rk and Gk ϭ c Gk , where indicates the standard deviation, indicates the true mean intensity, c is the coefficient of variation, and R k and G k indicate the red and green channels for gene k. Based on this error model, the authors were able to approximate the distribution of the test statistic as:
From this distribution, confidence intervals for the test statistic could be obtained as a function of c, the coefficient of variation. The value of c was estimated using a set of n "housekeeping genes" whose expression levels were not expected to change over the sample classes:
For the data presented by the authors, c was given as 0.17. A drawback of this method is the need to identify genes with no expression changes to estimate c. Perhaps, more importantly, however, the model assumes a purely multiplicative error whereas an additive term becomes dominant at low intensities. This weakness was later addressed (Chen et al., 2002) , but the method has not come into widespread use, probably due to the sensitivity of parametric methods to distributional assumptions. Numerous other methods have been developed to identify differentially expressed genes from replicate microarray data; a few are discussed here. Ideker et al. (2000) developed a method for significance testing based on the calculation of likelihood ratios. These were obtained by fitting an error model containing multiplicative and additive error terms (including correlations) using the method of maximum likelihood. In another approach, Thomas et al. (2001) used an innovative linear regression approach in which the expression data were regressed on a dummy variable representing class assignment. The equivalent modeling, after accounting for scaling, is:
where Y jk is the expression level for gene j for sample k, a j and b j are multiplicative and additive terms for gene j in the model, estimated by regression, and e jk is the residual. The dummy variable x k will contain
(1 ϩ t)͙1 ϩ t 2 ෆ ᎏᎏ c(1 ϩ t 2 ) 2 ͙21 ෆ KARAKACH AND WENTZELL zero if the sample k belongs to one class and unity otherwise. The significance of differential expression for a given gene is assessed by determining if its corresponding regression parameter is significantly different from zero. This method was later compared by Pan (2002) to the two-sample t test and a non-parametric method based on mixture models, among others.
A particular weakness of approaches based on parametric methods is their reliance on assumptions about the underlying distribution, as well as issues surrounding multiple comparisons. For this reason, non-parametric methods based on mixture models appear to be gaining popularity as practical research tools (Efron et al., 2001; Efron and Tibshirani, 2002; Pan, 2002; Pan et al., 2002; Tusher et al., 2001) . These methods have the advantage that they produce less restrictive distributional assumptions and typically estimate the null distribution through resampling approaches. For example, the method known as significance analysis of microarrays (SAM) ) is based on the principle of generating permutations of the repeated measurements to estimate the percentage of genes identified by chance, or the false discovery rate (FDR), for a given threshold. An appealing aspect of this approach is that the investigator can adjust the threshold interactively to balance the number of genes discovered and the FDR.
ANALYSIS OF VARIANCE
A prerequisite of the two-class significance testing described in the preceding section is that all of the replicates have been obtained under conditions where the gene-specific factors of systematic variability, other than the one of interest, have been appropriately randomized or eliminated. The model in this case consists only of the systematic effects of the treatment (class, variety) and random contributions from other sources of variability. A more refined approach can be imagined, however, where one attempts to isolate individual systematic components of variance through the use of a carefully designed experiment. In order to determine which, if any, of a combination of the factors affect the outcome of an experiment, analysis of variance (ANOVA) models have been pivotal in the statistical literature for decades. These models attempt to partition known sources of variability and their interactions to describe the overall variance in a dataset. In microarrays, ANOVA has been applied to determine which factors affect the observed differential gene expression, given that this is often overshadowed by the many sources of variation mentioned earlier. Consequently, the ANOVA models applied to microarray data analysis have two objectives. The first is to isolate the systematic contributions of various factors to the overall variance model so that their importance can be assessed and their effects can be separated from those of interest. The second objective in microarray applications is to model the molecular biological variation of the gene expression in the presence of technical variability and infer its statistical significance with an associated confidence, thereby obtaining an indication of which genes are differentially expressed.
A number of features characteristic to the application of ANOVA techniques to spotted microarrays distinguish them from other data analysis methods that are typically based on ratiometric measurements. In general, models used for ANOVA are applied directly to log-transformed intensity values for each channel as opposed to ratio or log-ratio measurements. In ratiometric measurements, the purpose of obtaining the ratio is to account for the variability in the spot morphology from slide to slide for a given gene. With ANOVA, this variability is accounted for directly in the model. The use of log-transformed data for ANOVA arises naturally from the fact that the major effects on the variability of the intensity are multiplicative in nature. For example, a 50% reduction in the amount of mRNA extracted from a sample would be expected to reduce the signal intensity by half. The logarithmic transformation reduces this multiplicative model to an additive one. The transformation also serves to achieve some homogenization of the residual variance, which is known to have a substantial multiplicative component (see below section). Another important feature that distinguishes the ANOVA method is that the data are not normalized prior to analysis. With ratiometric techniques, normalization is a critical pre-processing step designed to account for variable sensitivities to the two channels on different arrays (Schuchhardt et al., 2000; Tseng et al., 2001; Quackenbush, 2002) . For ANOVA approaches, the normalization is typically an integral part of the overall model, so it does not need to be accounted for separately.
The general model for ANOVA in the literature typically includes main effects arising from four factors:
ERRORS IN DUAL-COLOR DNA MICROARRAYS array (A), dye (D), treatment (T), and gene (G). With these four factors, there are 16 possible terms in the model, including all of the interactions. Not all of these are important or consequential, however, and a typical model would include the following terms:
Here y ijkg is the log-transformed intensity measurement for gene g on array i using dye j and treatment k. The other terms have the following interpretation. is the mean or baseline effect. A i represents the variation due to a particular arrays. This may be important, for example, if there are differences in hybridization conditions among the arrays that affect on the amount of probe hybridized on both channels. D j accounts for variations in intensity associated with a particular dye, i.e., the fact that, at a given instrumental setting, equal amounts of cohybridization do not produce the same intensity on both channels due to sensitivity differences. T k is the treatment effect, also called the variety effect (V) in the literature, and refers to the main effects introduced by the variable being investigated (e.g., normal vs. abnormal, treated vs. untreated; tissue 1 vs. tissue 2). For example, if one treatment by its nature produces a greater amount of mRNA, it would be accounted for by this effect.
G g
represents the main effects due to different genes, principally due to the fact that different genes are expressed at different levels in the organism. Other factors, such as gene-specific hybridization efficiency and the level of dye incorporation among genes, would also be included in this. (AG) ig accounts for variations in spot morphologies for different genes on different slides, since different spot shapes will yield different intensity measurements. (AD) ij represents variations in intensity that are associated with a specific dye on a specific array. These can arise, for example, if changes are made to the laser power or photomultiplier voltage to obtain optimum sensitivity for individual channels on each array, or if there is variability in the amount of mRNA extracted for each labeling. (TG) kg is the effect of interest; that is, the effect that a particular treatment has on the expression of individual genes. ijkg is the residual variance not accounted for by the model.
The general strategy in an ANOVA study is to employ an experimental design capable of extracting the effects of interest and assessing the significance of each effect with respect to the residual variance through an appropriate statistical evaluation. In this regard, it is clear that the analysis of a particular ANOVA model is closely linked to the experimental design employed. It is important to recognize that terms not represented in the model will be confounded with other terms that do appear (Kerr et al., 2000) . However, the missing terms may be judged to be insignificant (e.g., higher order interactions) or the confounded variables may be inconsequential to the principal goal of the analysis, which is the discovery of differentially expressed genes through the (TG) terms. An important advantage of the ANOVA approach, however, is its ability to provide additional information about sources of variability.
Although the model in equation 7 is typical, several variants have been employed. A common strategy (Dobbin and Simon, 2002; Wolfinger et al., 2001) is to apply the model in two stages. The first stage is analogous to the normalization procedures used for ratiometric data and applies the model:
This removes the effects due to scaling that are not related to individual genes. The second stage of the ANOVA is then applied to residuals of the fit to equation 8, r ijkg , using the model:
Note that the variations due to spot morphology are included in the second stage of the analysis since they are associated with specific genes.
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The two-stage approach was used by Wolfinger et al. (2001) , but the effect modeled by (AD) ij in equation 8 was replaced by the term (AT) ik , since each treatment was always associated with a specific dye and so the effects were indistinguishable. The authors used standard mixed-model normality assumptions and a restricted maximum likelihood (REML) approach to fit equation 9. Under this framework, stochastic assumptions about the model suffice and allow a REML to be used in estimating all of the effects in the model together with the appropriate standard errors. In this respect, the second ANOVA model can be likened to other methods for determining differential expression, such as SAMs ) although replicate information is implicitly employed in the former. Dobbin and Simon (2002) also used the two-stage application, but incorporated an additional factor to account for the sample. Their model included the main effect of the sample (F) in the normalization stage (equation 8) to account for overall changes in expression level from sample to sample and an (FG) interaction in the second stage (equation 9) to account for between-sample variation in gene expression not related to the treatment. The objective of this study was to compare the effectiveness of different experimental designs for class discovery and comparison.
In one of the earliest applications of ANOVA to spotted microarray data, Kerr et al. (2000) examined differences in gene expression between human liver and muscle tissue, considering both a Latin square design and a reference design (tissue from the placenta was used as the reference). Their model was essentially the same as that given in equation 7, except for the absence of the (AD) interaction term, which the authors indicated would be confounded with the main treatment effect in their experiments. In a later study, Kerr and Churchill (2001) discussed ANOVA models in the context of optimal experimental designs. Again, the array-dye interaction term is excluded from the model; the authors argued against a physical basis for its inclusion. They also noted that since the terms (AD), (AT), and (ADT) are not gene specific, their exclusion from the analysis does not change the estimates of the effects of interest (TG). In this same study, the authors also propose a model with a dye-gene interaction term, (DG) jg . The subject of specific dye-gene interactions, which result from the preferential hybridization of certain genes with one dye-labeled probe over probes labeled with the other dye, has been a subject of some debate in the microarray community and was the motivating factor behind dye-swap experiments. Although there is some anecdotal evidence to support such an interaction (Kerr and Churchill, 2001) , the prevailing view seems to be that this interaction is generally unimportant . Kerr and Churchill (2001) also discuss other aspects of ANOVA models, such as the incorporation of spot replicates and the uniformity of residual error variance.
Although ANOVA would appear to be a useful approach to modeling sources of variability in spotted microarray experiments, it does not appear to be widely used at present. There are likely to be several reasons for this. One is, no doubt, the complexity of the models and the designs employed, which can be an obstacle to those not well-trained in statistical methods. For an experimentalist, the results of an ANOVA may also be less intuitive and visually appealing than those from hierarchical clustering or principal components analysis, for example. Finally, at least in its conventional implementation, ANOVA methods suffer from the same weaknesses as other parametric methods, namely, the validity of assumptions about the null distribution and the difficulties associated with interpreting the significance of multiple comparisons.
MEASUREMENT ERROR MODELS
The importance of measurement uncertainty in the interpretation of microarray data has led to numerous attempts to characterize the measurement error structure in various ways. This has been motivated by a number of objectives. First, a better understanding of measurement error structure should lead to an improved estimation of the uncertainty in the data obtained and an enhanced recognition of its limitations. In addition, greater insight into the limiting sources of uncertainty may lead to improvements in procedures or instruments that can reduce these contributions. Finally, a better understanding of measurement error characteristics can lead to better data analysis methods, either by providing distributional information that can be specifically accommodated or by suggesting transformations that can be applied to the data to better reflect the assumptions that are already made.
Perhaps the first important model in this regard was presented by Chen et al. (1997) . In their work, as ERRORS IN DUAL-COLOR DNA MICROARRAYS mentioned previously, the authors introduced an error model that assumed a constant coefficient of variation (CV) or relative standard deviation (RSD) such that the intensity on each channel was described by:
where x is the observed intensity, x is the true mean intensity, and x is the residual error, which follows a normal distribution with a mean of zero and a standard deviation of x ϭ c x , where c is the CV, assumed to be constant over all genes and both channels. The authors presented no direct evidence to support this model, but rather based it on biological arguments. Nevertheless, this multiplicative behavior of measurement errors in spotted microarrays has been widely observed and the basic principle introduced has never been disputed. This idea also fits nicely with the common practice of logarithmic transformation. If intensity data exhibit a constant proportional error structure, it is easy to show through propagation of errors that a log transform will lead to uniform variance in the results. Despite the importance of this original model, it was clearly not complete. It is obvious that, as the measurements approach zero, the error variance should also approach zero, which was not observed to be the case. Instead, low-intensity measurements were found to have proportionately larger uncertainty, with the standard deviation becoming constant in absolute magnitude as the background-corrected intensity approached zero. This implied an additive error component, likely associated with background estimation and instrumental effects. A revised model was proposed by Ideker et al. (2000) to accommodate these effects. For a given spot, the two channel intensities, x and y, were given as:
Here, represents the mean channel intensity, is the multiplicative component of the error, and ␦ is the additive component. Both and ␦ were assumed to be normally distributed with means of zero and standard deviations of and ␦ . In addition, the model included correlation terms for the errors on the two channels, given as and ␦ (only the former was found to be important). The inclusion of additive terms made the error model more applicable to low-intensity signals. Although the multiplicative term introduced in this model is similar to that of Chen et al. (1997) , it is subtly different. Represented in equivalent form, Chen's model would correspond to a random multiplicative factor drawn from a log-normal rather than a normal distribution. For the Ideker model, the six gene-independent parameters in the model ( x , y , , ␦x , ␦y , ␦ ) were estimated by maximum likelihood from multiple genes.
Another variation on this model was introduced by Rocke and Durbin (2001) , who observed that the multiplicative error employed by Ideker et al. (2000) did not appear to be normally distributed. Instead, they proposed the formula:
where x is the observed intensity for a given spot, ␣ is the corresponding background intensity, is the true mean intensity, and and are zero-centered, normally distributed random variables described by and . The variables and account for multiplicative and additive errors, respectively, and their corresponding standard deviations are gene-independent. For spotted, two-color microarrays, a slightly different pair of equations was used:
Here, x and y represent the intensities on the two channels, and S and S are multiplicative and additive components that are common due to the fact that the two channels share the same spot. This model is intended to account for correlated errors between the two channels. The model developed by Rocke and Durbin (2001) was later used to develop a variance stabilizing transformation for microarray data (Durbin et al., 2002; Huber et al., 2002) . Variance stabilization refers to a method that transforms data in a way that leads to a uniform measurement error variance. For microarray data, a logarithmic transformation can be viewed as a suboptimal form of variance stabilization, but it fails KARAKACH AND WENTZELL for low-intensity signals where additive error terms dominate. As an alternative, an approach referred to as the generalized log transform has been derived from the model in equation 12. This can be presented in a number of equivalent forms, one of which is given in equation 14.
In this equation, g refers to the generalized log transform (glog), and the constant c is given by:
The glog transform is reported to provide better homogenization of error variances than the log transform, although it requires the estimation of several parameters and is therefore less convenient. Other approximations for variance stabilization were reported by Rocke and Durbin (2003) , who also investigated the application of these transformations to the specific case of two-color microarrays (Durbin and Rocke, 2004) .
In another fairly comprehensive analysis of errors in microarrays, Goryachev et al. (2001) used the "unfolding" of microarray data in an attempt to directly relate the fluorescence intensities to the concentrations of mRNA transcripts. Doing this required an examination of the errors introduced at each stage of the procedure. In this respect, the study represents a more fundamental approach to understanding the nature of measurement errors.
The use of ratios in two-color, spotted microarrays represents special problems since the distribution of the ratio of two underlying distributions is not always well-defined. As already noted, Chen et al. (1997) assumed a normal distribution in estimating the distribution of ratios, but Newton et al. (2001) approached this problem assuming a gamma distribution. Brody et al. (2002) examined the distribution of ratios using replicates on a specially designed microarray and found that the ratio of medians followed a Lorentzian-like distribution, with more extended tails than the Gaussian distribution. In contrast, the distribution of the median of individual pixel ratios was found to be more Gaussian, and the authors developed a bootstrap method based on these measurements to estimate the uncertainty in ratios without replication.
It is clear from the above discussion that the understanding of the nature of measurement errors in spotted microarrays has come a long way since the introduction of the technology, but more work needs to be done to understand the sources of the observed errors and validate the models that have been proposed. Most importantly, the information provided by these models needs to be more effectively integrated into the higher levels of data analysis.
CONCLUSIONS
In a very short period of time, microarray technology has advanced by leaps and bounds, but doing so has required that major issues associated with measurement quality and reliability have had to be addressed. In this review, an attempt has been made to present some of the strategies being used to better understand and accommodate measurement errors in spotted, two-color microarrays. The intention has not been to be comprehensive in scope, but rather to provide an overview of the developments in various areas. The origins and nature of measurement uncertainty in microarrays are complex, arising from various biological, chemical, physical, instrumental, and computational sources. Therefore, identifying methods to model these sources of variance and integrate this information effectively into data analysis presents a challenging problem that needs to be addressed from several perspectives. Even as these efforts are ongoing, the technology is changing and improving, presenting a moving target to researchers. Although the field is still evolving and standard approaches are not yet well-established, there is some evidence of trends in that direction. It is expected that the next few years will witness a further focusing, refinement, and validation of some of the methods presented here in pursuit of that goal.
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