n this paper, we study approximation algorithms for two supply chain network design problems, namely, the warehouse-retailer network design problem (WRND) and the stochastic transportation-inventory network design problem (STIND). These two problems generalize the classical uncapacitated facility location problem by incorporating, respectively, the warehouse-retailer echelon inventory cost and the warehouse cycle inventory together with the safety stock costs. The WRND and the STIND were initially studied, respectively, by (1):48-60), where they are formulated as set-covering problems, and column-generation algorithms were used to solve their linear programming relaxations. Both problems can be regarded as special cases of the so-called facility location with submodular facility costs proposed by Svitkina and Tardos (Svitkina Z, Tardos É (2010) Facility location with hierarchical facility costs. ACM Trans. Algorithms 6(2), Article No. 37), for which only a logarithmic-factor approximation algorithm is known. Our main contribution is to obtain efficient constant-factor approximation algorithms for the WRND and the STIND, which are capable of solving large-scale instances of these problems efficiently.
Introduction
The goal of supply chain network optimization is to try to satisfy customers' demands at the lowest possible cost and at specified service levels. Companies might be able to significantly reduce logistics costs while improving service levels by optimizing the design of their supply chain networks. Generally speaking, designing and managing distribution networks consists of three critical tasks: (i) determining the optimal number and location of warehouses, (ii) determining which warehouse to serve which retailers, and (iii) determining the amount of inventory to maintain at each warehouse and/or retailer, and coordinating the warehouse and/or retailer inventory replenishment. These decisions are closely related and need to be made jointly; e.g., although location decisions are primarily strategic, they could have significant implications on the operational level (cf. Shen et al. 2003) . However, due to the many complex cost combinations and service issues involved, optimally designing large networks in an integrated way is generally difficult. Previously these decisions 573 were often treated separately, which resulted in a degree of suboptimality.
Motivated by this, the research on integrated supply chain design problems has received increasing attention in the literature recently. We refer readers to Shen (2007) and Melo et al. (2009) for excellent reviews in this area. In the literature, three approaches have been used to tackle these problems; Column generation: Shen et al. (2003) , Teo and Shu (2004) , Shu et al. (2005) . Lagrangian relaxation: Daskin et al. (2002) , Snyder and Daskin (2005) , Qi et al. (2010) . Other heuristics: Shu (2010) . Despite the fact that most of these models take the classical facility location problem as a special case which is already NP-hard, the main difficulty on tackling these integrated supply chain design problems lies in the nonlinear structures of the inventory cost involved.
In this paper, we propose approximation algorithms with constant-factor performance guarantees for two integrated distribution network design problems, namely, the warehouse-retailer network design (WRND) (cf. Shu 2004, Shu 2010 ) and the stochastic transportation-inventory network design problem (STIND) (cf. Shu et al. 2005) . We shall formally define the WRND and the STIND later in § §2.1 and 3.1, respectively. Both problems are generalizations of the classical uncapacitated facility location problem (UFLP). However, in the WRND and the STIND, in addition to the fixed facility opening cost and the linear transportation cost, we consider inventory costs (including ordering cost and holding cost) at both the facility (warehouse) and customer (retailer) levels. Consider a subsystem with one open warehouse and multiple retailers assigned to it. The inventory cost of such a subsystem is nonlinear in the retailers' demand parameters. More importantly, the inventory cost is a nonadditive function of the set of retailers in the subsystem. This feature distinguishes the WRND and the STIND to the UFLP and many of its variations. In fact, both the WRND and STIND can be viewed as special cases of the so-called facility location with submodular facility costs proposed by Svitkina and Tardos (2010) , for which only a logarithmic-factor approximation algorithm is known. Given a finite set E, a real-valued function h that is defined on the subsets of E is called submodular if, for every pair S T ⊆ E, h S + h T ≥ h S ∩ T + h S ∪ T . We call an algorithm a ≥1 -approximation algorithm, if for any instance of the minimization problem the algorithm runs in polynomial time and outputs a solution that has a cost at most times the minimum cost, where is called the performance guarantee or the approximation ratio. The first constant approximation algorithm for the UFLP is given by Shmoys et al. (1997) . The two recent best-known approximations for the UFLP are 1 50 and 1 488 given by Byrka and Aardal (2010) and Li (2011) , respectively.
In existing literature, constant-factor approximations exist for special cases of the WRND and the STIND when we drop certain costs in the model. For example, when the transportation cost in the STIND is ignored (i.e., only consider the facility location and inventory costs), Teo et al. (2001) propose a √ 2-approximation algorithm for the problem with single echelon inventory cost and the demands being identically and independently distributed. Lim et al. (2003) and Teo and Shu (2004) propose a 1 02-approximation algorithm for the WRND when the transportation cost in the WRND is ignored. If we only consider the ordering and holding costs, then the WRND is reduced to the one warehouse multiretailer (OWMR) problem studied by Roundy (1985) . To the best of our knowledge, characterizing the optimal inventory replenishment policy for the OWMR problem is still an open problem. In the seminal work by Roundy (1985) , he shows that there exists a powerof-two policy which is close to 98% of the value of the convex programming lower bound. This gives rise to a 1 02-approximation to the OWMR problem.
The main contributions of this paper can be summarized as follows:
• We show that the greedy heuristic studied by Shu (2010) for the WRND has the worst-case performance guarantee no more than 1 861.
• We present 3-approximation primal-dual algorithms for the WRND and the STIND. Our primaldual algorithms, which are based on the set-covering formulation, utilize the structural properties of the single echelon/two-echelon inventory cost function in the models.
The STIND includes the facility location problem with concave facility cost as a special case. The latter has been shown to be equivalent to the UFLP; see, for example, Hajiaghayi et al. (2003) . The constantfactor approximation algorithms for the UFLP crucially rely on the assumption that the transportation costs (per unit) satisfy the triangle inequality. However, we have not been able to reformulate the STIND and the WRND as the UFLP with the so-called triangle inequality. In particular, it is not clear how to allocate the nonseparable inventory cost of a subsystem (with one warehouse and multiple retailers) to its individual retailers, and treat the allocated inventory cost as part of the transportation cost such that the new transportation costs per unit still satisfy the triangle inequality. On the other hand, such an allocation of the nonseparable inventory cost may be possible by analyzing the dual problems. This motivates us to consider the greedy and primal-dual algorithms for the UFLP, and apply them to the STIND and the WRND. Both the greedy and primal-dual algorithms and their analysis for the UFLP are based on the set-covering formulation of the UFLP and its dual, in which the INFORMS Journal on Computing 25(3), pp. 572-584, © 2013 INFORMS total cost of any subsystem is implicitly given; see Jain et al. (2003) and Jain and Vazirani (2001) . The setcovering formulation also applies to the STIND and the WRND. Therefore, the logarithmic-factor greedy and primal-dual algorithms for the set-covering problem apply directly to the STIND and the WRND. Compared to Jain et al. (2003) and Jain and Vazirani (2001) , our contribution in the analysis of the algorithms is to bound the dual variables by carefully allocating the inventory costs to the individual retailers. This analysis makes use of the very special structure of the underlying inventory models in the STIND and the WRND. For instance, in the WRND, once the inventory decision variables are fixed, the inventory cost is separable except for the fixed ordering cost (this structure is called the first-order interaction in the inventory literature). This makes the problem much easier to analyze than the one with a general submodular facility cost. Similarly, the inventory cost in the STIND is also a very special submodular function, the sum of two concave functions. Therefore, our results do not apply to facility location problems with more general submodular facility cost.
The remainder of this paper is organized as follows. In §2, we first briefly review the WRND, analyze the worst-case performance guarantee of the greedy algorithm studied by Shu (2010) , and present a 3-approximation primal-dual algorithm for the WRND with concave location costs. In §3, we first briefly review the STIND, and then present a 3-approximation primal-dual algorithm for it. Finally, we conclude the paper and discuss a few directions for future research in §4.
Distribution Network Design:
Two-Echelon Constant Demand 2.1. Review of Warehouse-Retailer Network Design Problem The warehouse-retailer network design problem (WRND) is an infinite horizon distribution network design problem integrating location, transportation, and infinite horizon multi-echelon inventory cost considerations, which is proposed by Teo and Shu (2004) . In this problem, we are given a set of retail outlets which is denoted by (n = ) and indexed by i. Each retailer i faces a continuous demand at a constant rate which is denoted by i . We are also given a (finite) set of potential warehouse locations which is denoted by (m = ) and indexed by w, and an external supplier. The problem is to determine the set of warehouses to set up, the assignments of the retailers to the open warehouses, and the two-echelon inventory replenishment policies. Each retailer i incurs an ordering cost K i every time it places an order to the warehouse assigned to serve it and a holding cost h i per unit per year. Similarly, each warehouse w incurs an ordering cost K w every time it places an order to the external supplier and a holding cost h w per unit per year. The ordering cost at each warehouse and retailer is independent of the order quantity. The external supplier replenishes each warehouse w via direct shipment, and the associated transportation cost incurred is d w per unit. Each retailer i should be served by exactly one warehouse and the warehouse serves the retailers assigned to it via direct shipment. The transportation cost from warehouse w to retailer i is d w i per unit. A fixed setup cost for operating a warehouse at candidate site w is incurred by each warehouse w, which is denoted by F w . The objective is to minimize the total warehouse operating, transportation, and two-echelon inventory costs.
Because of the single-sourcing structure of the warehouse-retailer distribution network and by the assumption that we open k warehouses in the optimal solution, the WRND is reduced to finding a minimum cost partition of the set of retailers into (S 1 S 2 S k ), and the corresponding warehouse assignment (w 1 w 2 w k ). The network is thus a collection of one-warehouse multi-retailer systems with w i serving S i , for i = 1 2 k. By letting C w S denote the cost of serving retailers in S using warehouse w and defining X w S as a binary variable (which equals 1 if we use warehouse w to serve retailers in S and no one else, and 0 otherwise), Teo and Shu (2004) show that the WRND can be formulated as min w w∈ S S⊆ C w S X w S s t w S S⊆ i∈S
in which the cost coefficient C w S includes the following three cost components:
• Fixed yearly operating cost of warehouse w, i.e., F w .
• Annual total transportation cost c w S = i∈S i d w + i d w i . i∈S i d w corresponds to the annual transportation cost from the external supplier to warehouse w. i d w i corresponds to the annual transportation cost from warehouse w to retailer i. Assume that d w i satisfies the so-called triangle inequality. By letting c w i = d w + d w i , the total transportation cost can thus be denoted as c w S = i∈S c w i i . By the assumption that the outbound transportation cost d w i satisfying the so-called triangle inequality, c w i also satisfies the triangle inequality.
• System-wide two-echelon ordering and holding costs, which correspond to the sum of inventory holding costs and the ordering costs for the OWMR system consisting of warehouse w and the set of retailers S, which is given by
where T w and T i denote the replenishment interval at warehouse w and retailer i, respectively. We note that I w S approximates the actual ordering and holding costs function to 98% accuracy (see Roundy 1985) . It is well known that I w S can be computed in O S log S time for any given w ∈ and S ⊆ (see Roundy 1985) .
The WRND is NP-hard, since even if we ignore the inventory holding cost and ordering cost in the WRND, the problem reduces to the well-known UFLP, which is known to be NP-hard. In response, Teo and Shu (2004) solve the linear programming relaxation of (1) using a column generation algorithm. Although it does not necessarily solve the original integer programming problem optimally, the algorithm performs well for small-to medium-size instances. Solving reasonably large-size instances of the WRND efficiently and effectively remains a challenge.
One may interpret (1) as a set-covering model. Shu (2010) applies the greedy algorithm for the setcovering problem to the WRND. When implementing this greedy algorithm, a special type of submodular optimization problem needs to be solved at each iteration. An efficient algorithm is suggested in Shu (2010) to solve the special submodular optimization problem so that the greedy algorithm can be implemented in O n 3 m log n time. A set of computational experiments suggests that the greedy algorithm can solve large-scale WRND problems very efficiently and effectively. Although not always optimal, the algorithm produces solutions whose costs are no more than 3%-4% away from the optimum on average. By relaxing the integrality constraints, we obtain the following linear programming relaxation of (1):
where C w S = F w + c w S + I w S (4) The dual of (3) is as follows:
It is worth mentioning that for each fixed w, C w S and I w S , as functions of S ⊆ are submodular (cf. Teo and Shu 2004) .
Greedy Algorithm: Worst-Case
Performance Guarantee The purpose of this subsection is to try to provide theoretical justification of the greedy algorithm studied in Shu (2010) for the WRND. We show that the worstcase performance guarantee of the greedy algorithm is 1 861. The algorithm and its analysis are inspired by those in Jain et al. (2003) . However, since we are dealing with a kind of facility location problem with submodular costs, our analysis relies heavily on the submodularity of the cost function. In this subsection, we impose the following condition on the holding cost rates, which is also assumed in Roundy (1985) , Lim et al. (2003) , and Teo and Shu (2004) .
Assumption 2.1 (Lim et al. 2003) . min i∈ h i ≥ max w∈ h w .
We first describe the notations used in the greedy algorithm. There is a notion of time associated with the algorithm. Initially no warehouse is open and no retailer is assigned to any warehouse. As time progresses, warehouses will open and retailers will be assigned to open warehouses. The algorithm stops when all retailers are assigned.
At any point in the algorithm, let U ⊆ denote the set of unassigned retailers and V denote the set of open warehouses. For any warehouse w ∈ , S w denotes the set of retailers assigned to it by the algorithm.
Algorithm 2.2 (The greedy algorithm)
Step 0. Set U = , V = , S w = for all w ∈ . Initialize = 0.
Step 1. If U = , terminate the algorithm. Otherwise, increase until there exists a warehouse w, a subset S ⊆ U , such that i∈S i = C w S w ∪S − C w S w
Step 2. If w V , open warehouse w and set V = V ∪ w . Assign the retailers in S to warehouse w and set S w = S w ∪ S. For each i ∈ S, freeze i = i . Set U = U \S and return to Step 1.
When the algorithm terminates, we get a set of open warehouses V and for any w ∈ V there is a set of retailers S w assigned to w.
Remarks:
• The algorithm is equivalent to the one studied in Shu (2010) .
• For a numerical example that illustrates how the greedy algorithm works, please refer to Shu (2010) . For a general submodular set function C w S w , problem (6) can be reduced to a sequence of submodular minimization problems, which can be solved in polynomial time. When C w S w has the structure of (4), Shu (2010) shows that problem (6) can be solved in O n 2 log n time, and thus Algorithm 2.2 can be implemented in O n 3 m log n time since at each iteration of the algorithm, at least one retailer is removed from the set U .
Similar to the proof of Lemma 3.2 in Du et al. (2012) , the following lemma can be proved by exploring the submodularity property of C w S . For the sake of completeness, we include their proof here.
Lemma 2.3 (Du et al. 2012) . At any time in Step 2 of Algorithm 2.2, the set S w associated with the open warehouse w ∈ V maintains the following property:
where i is the value of the budget of retailer i at time , and increases with time until retailer i is frozen.
Proof. For any warehouse w ∈ V , let S w and S w be two arbitrary sets such that i∈S w i 1 = C w S w at time 1 , and i∈S w i 2 = C w S w at time 2 (≥ 1 ). Since retailer i ∈ S w is frozen at time 1 , we have i = i 1 for any ≥ 1 , i ∈ S w . To prove this lemma, we only need to show that By the ordering on retailer, for j ≥ i, j ≥ i . By the assumption, warehouse w is opened at time = i − for sufficiently small > 0, and there is a set S w 577 assigned to w at that time. We set S = j ≥ i i − e j > 0 . Then, we have j∈S j − e j > F w + K w /T * w . Furthermore, j∈S j > C w S . Then by the subadditivity of C w S (which is implied by the submodularity of C w S ), j∈S j > C w S ≥ C w S w ∪S − C w S w Therefore, at least one retailer j in S should be assigned to w before time with j < i , which is a contradiction.
Lemma 2.5. For any i j ∈ S * w , j < i, i ≤ j + e i + e j . Proof. If j < i, then we have j ≤ i ; that is, the assignment of retailer i is not earlier than the assignment of j. Let w be the warehouse to which j is assigned and S w be the set of retailers assigned to w at time j . Let T w T l l ∈ S w be an optimal solution to problem (2) for the subsystem w S w . Consider the time right before retailer j gets assigned to warehouse w , i.e., = j − for sufficiently small > 0. Because is sufficiently small, we assume there is no event between time and j . Let S w be the set of retailers assigned to w at time . Denote S = S w \S w . It follows from Algorithm 2.2 that ∈S = C w S w ∪S − C w S w = C w S w − C w S w \S and all retailers in S are assigned to w at time j . Since j ∈ S, one can easily obtain that j j ≥ C w S w − C w S w \ j .
By the definition, it is clear that
Recall Assumption 2.1 and note that if T w ≤ T j , then
because H w j max T w T j − T j = 0. Otherwise, we have
In both cases, we have that j ≥ c w j + 1 2 h w T w . Also, it must be true that
otherwise the algorithm would have assigned retailer i to warehouse w before time i . Recall that I w S w ∪ i is the optimal objective value of problem (2) for the subsystem w S w ∪ i to which T w T l l ∈ S w T * i is a feasible solution. Therefore,
It then follows from (10) that
This completes the proof.
Thus, the performance guarantee of Algorithm 2.2 can be bounded by the optimal objective value of the following optimization problem (where the decision variables are , e, f ):
It is known from Jain et al. (2003) that this ratio is bounded above by 1 861 for any integer k. Theorem 2.6. Algorithm 2.2, i.e., the greedy algorithm studied by Shu (2010) , is a 1 861-approximation combinatorial algorithm for the WRND. 
Primal-Dual Approximation Algorithm
In this subsection, we propose a 3-approximation primal-dual algorithm for the WRND. We assume that the holding cost rate at each warehouse is warehouse independent (i.e., the warehouse holding cost rates are the same for all the warehouses) instead of Assumption 2.1.
We consider a generalized WRND problem in which the yearly operating cost of each warehouse w (F w · ) is a concave function of the total demand served. For any w ∈ and S ⊆ , we denote
where f w · is a nondecreasing concave function. We may still formulate this generalized WRND problem as (1), where
It is clear that C w S is a submodular function. By relaxing the integrality constraints, we obtain the linear programming relaxation (3) of (1). The dual program of (3) is (5). Intuitively, the constraints in (5) mean that the dual variable i can be viewed as a budget which retailer i is willing to pay for the cost of getting connected to a warehouse. The budget is used to pay for the transportation cost, the warehouse operating cost, and the inventory related costs. Now we are ready to present the primal-dual algorithm for the generalized WRND, which is inspired by Jain and Vazirani (2001) .
Algorithm 2.8
(The primal-dual approximation algorithm) Phase 1: Constructing a dual feasible solution.
Step 1.0. Set the unfrozen retailers U = and the temporarily open warehouses V = . Let the set of retailers connected to warehouse w be S w = for all w ∈ . Initialize = 0, k w = 0, S w k w = , wset w = for all w ∈ , i = 0 for all i ∈ . We will increase time and increase the values of the dual variables i for all unfrozen retailers at rate i , i.e., for an unfrozen retailer i, i = i at time .
Step 1.1. Increase until an event occurs; i.e., there exists a warehouse w and a subset = S ⊆ such that i∈S i = C w S
Step 1.2. If w V , temporarily open warehouse w and set V = V ∪ w . Freeze i = i for any i ∈ S ∩ U . Set S w = S w ∪ S. For each retailer i ∈ S ∩ U , we call w as the witness of retailer i, i.e., let witness i = w. Update wset w = wset w ∪ S ∩ U , k w = k w + 1, S w k w = S w k w −1 ∪ S, and U = U \S.
Step 1.3. If U = , stop. Otherwise, return to Step 1.1.
When the algorithm in Phase 1 terminates, denote V = w ∈ S w = and all the retailers are frozen. Phase 2: Opening warehouses, assigning retailers, and carrying inventory.
Recall that S w denotes the retailers connected to the temporarily open warehouse w ∈ V at the end of Phase 1 of the algorithm. Let T * w S w T * i w S w (i ∈ S w denote the optimal solution to I w S w .
Step 2.0. Set the open warehouses V = and the remainder retailers S remain = .
Step 2.1. Choose w ∈ V as a center such that T * w S w is minimal. Set S remain = S remain \S w . For each w ∈ N w = w ∈ V S w ∩ S w = , we perform the following operations.
Let k w w be the unique k satisfying S w ∩ S w k = and S w ∩ S w k+1 = . Set S remain w = wset w \ S w k w w ∪S w . Update S remain = S remain ∪ S remain w and for each retailer i ∈ S remain w , call warehouse w as its backup warehouse which is denoted as backup i = w.
Set k w = k w w and S w = S w k w . Set V = V ∪ w and V = V \ w ∪ w ∈ N w k w w = 0 .
Step 2.2. If V = , go to the next step; otherwise, return to Step 2.1.
Step 2.3. For each w ∈ V and w ∈ N w , set M w w = i ∈ i ∈ S remain ∩ wset w backup i = w . Denotẽ S w = S w ∪ w ∈N w M w w . Open warehouse w and connect all the retailers i ∈S w to w. Solve I w S w to carry the corresponding inventory.
Example: We use an example (cf. Figure 1 ) to further illustrate Algorithm 2.8. As Figure 1 shows, retailers 1, 2, 3, 4, 5, 6, 7, 8, 9 are assigned to warehouses w 1 w 2 w 3 w 4 in Phase 1 of the algorithm. Specifically, as the time increases, retailers 3, 4 are assigned to warehouse w 2 at first; then retailers 1, 2 are assigned to warehouse w 1 ; and retailer 2 together with retailers 5 6, are assigned to warehouse w 2 again; retailer 7 is assigned to warehouse w 4 ; after retailer 8 is assigned to warehouse w 2 with retailer 7, retailer 9 together with retailers 6 7 are assigned to warehouse w 3 at last. We call a warehouse a retailer's witness if the retailer is assigned to the warehouse when it is frozen. We use a solid line to connect a retailer and its witness, and use a dashed line to connect a retailer and the warehouse to which the retailer is assigned later. When Phase 2 of the algorithm starts, we need to decide which warehouse to open and how to , we will open warehouse w 1 first, assign retailers 1, 2 to warehouse w 1 directly; we put retailers 5, 6, 8 into the set of remainder (set S remain = 5 6 8 ), we record warehouse w 1 as their backup warehouse; we update S w 2 , i.e., set S w 2 = 3 4 ; then we open warehouse w 2 and assign S w 2 to warehouse w 2 directly; finally we open warehouse w 4 , assign retailer 7 to warehouse w 4 directly; we add retailer 9 into the set of remainder S remain = 5 6 8 9 , we record warehouse w 4 as its backup warehouse; now v = , we assign retailers 5, 6, 8 to their backup warehouse w 1 and retailer 9 to its backup warehouse w 4 . In another case, if the order of being a center is w 1 , w 2 , w 3 , then S w 1 = 1 2 , S w 2 = 3 4 , S w 3 = 6 7 9 , S remain = 5 8 , we will assign retailers 5, 8 to their backup warehouse w 1 . In the remainder of this subsection, we show that Algorithm 2.8 is a well-defined polynomial time combinatorial algorithm, and analyze its worst-case performance guarantee.
Lemma 2.9. Consider any time˜ at which the event in Phase 1 of Algorithm 2.8 happens. Then we can find the next closest time * such that the event happens in polynomial time.
Proof. LetD be the set of frozen retailers and V be the set of temporarily open warehouses at time˜ . In Algorithm 2.8, we must always maintain the following inequality at any time from time˜ to * ,
We can calculate time * by * = min w∈ S⊆ C w S − i∈S∩D i i∈S\D i
Recall that C w S − i∈S∩D i is a submodular function for any given w and we can calculate * in O n 4 m log n time (cf. Shu 2010). In particular, if f w is a linear function or a constant, we can obtain * in O n 2 m log n time (cf. Shu 2010).
Theorem 2.10. The running time of Algorithm 2.8 is O n 5 m log n . In particular, when f w is a linear function or a constant, the running time of Algorithm 2.8 is O n 3 m log n .
Proof. The total number of events can be bounded by n since at least one retailer will be frozen in each event. Recall that the running time for solving (12) is O n 4 m log n . Therefore, the running time of Algorithm 2.8 is O n 5 m log n . In particular, when f w is a linear function or a constant, the running time for solving (12) is O n 2 m log n which implies that the running time of Algorithm 2.8 is O n 3 m log n .
Using the same proof as Lemma 2.3, we have the following lemma.
Lemma 2.11. At any time in Phase 1 of Algorithm 2.8, the set S w associated with some temporarily open warehouse w maintains the following property i∈S w i = C w S w ∀ w ∈ V It follows from Lemma 2.11 and Phase 2 of Algorithm 2.8 that Lemma 2.12. During the process of Phase 2 of Algorithm 2.8, we have
We obtain a dual feasible solution i to (5) at the end of Phase 1 of Algorithm 2.8. At the end of Phase 2 of Algorithm 2.8, we obtain a primal feasible solution to (1). By the definition of V , we can construct a primal feasible solution as follows:
and the corresponding objective function value is w∈V C w S w . We next give the lower bound on the frozen time where inequality (14) follows from the dual feasibility and inequality (15) follows by the fact that T * w S w and T * j w S w j ∈ S w \ i is a feasible solution to C w w S w \ i .
Before we bound the cost of C w S w for every w ∈ V , we need the following fact with respect to the concavity of a function.
Fact 2.14. Suppose that f · is a concave function on 0 + . Given three parameters a i (i = 1 2 3) such that 0 < a 1 < a 2 < a 3 , we have
where f − · is the left derivative of f · . Now we are ready to bound the cost of C w S w for any w ∈ V .
Lemma 2.15. Suppose that Assumption 2.7 holds. At the end of Phase 2 of Algorithm 2.8, for any w ∈ V , we have
Proof. Suppose that w ∈ V and w ∈ N w . From Algorithm 2.8, we have that M w w are disjoint for any w ∈ N w . For any i ∈ M w w , there exists a retailer i ∈ S w ∩ S w k w w +1 . It is easy to verify that i ≥ i . Let us consider the set S w at the time when we choose w as a center. By the update of S w (cf.
Step 2.1 of Algorithm 2.8), Lemma 2.13, and Fact 2.14, we have
Summing (16)- (18), together with the triangle inequality, we obtain 
where inequality (21) follows from (20) and the fact that T * w S w , T * j w S w j ∈ S w , T * l w S w l ∈M w is a feasible solution to the subsystem w S w ∪M w ; (22) follows because of the concavity of f w · ; and (23) follows from (19).
We then obtain the main result with respect to the approximation ratio of Algorithm 2.8 in the following theorem. Note that S w ∩M w = . Thus, we complete the proof.
Remarks:
• Assumptions 2.1 and 2.7 do not imply each other. Since Assumption 2.7 is only used in Lemma 2.15, we can prove Lemma 2.15 similarly which will result in Theorem 2.16 under Assumption 2.1 instead of Assumption 2.7. In this case, we can relax slightly in Phase 2 of Algorithm 2.8; i.e., we arbitrarily choose a warehouse w ∈ V as a center to proceed the greedy clustering procedure. This simply means that Algorithm 2.8 is also a 3-approximation primal-dual algorithm for the WRND with concave location costs under Assumption 2.1.
Distribution Network Design:
Single Echelon Stochastic Demand 3.1. Review of Stochastic Transportation-Inventory Network Design Problem The stochastic transportation-inventory network design problem (STIND) is a generic risk-pooling distribution network design problem proposed and solved by Shen et al. (2003) , Daskin et al. (2002) , and Shu et al. (2005) . In this problem, we are given an external supplier, a (finite) set of potential warehouse locations (denoted by , m = , and indexed by w) and a set of retailers (denoted by , n = , and indexed by i). Each retailer i faces some uncertain demand with mean i and variance 2 i . Due to the demand uncertainty, some amount of safety stock needs to be kept to achieve suitable service levels. Instead of keeping safety stock at each retailer, we store it in warehouses to achieve the risk-pooling benefits; i.e., the service level is maintained and meanwhile, the system-wide safety stock cost can be reduced. The modelling of the location and transportation costs in the STIND is the same as those in the WRND. However, for the inventory cost components, the STIND models them as two terms for each warehouse w. One is a function of the total expected business volume served by each warehouse w and the other is a function of the total demand variance assigned to each warehouse w which corresponds to the amount of safety stock needed. The problem is to determine which warehouses to open and the allocation of the retailers to warehouses to minimize the total warehouse location, transportation, and inventory costs.
Like the WRND, the STIND looks for a minimum cost partition of the set of retailers into (S 1 S 2 S k ), and the corresponding warehouse assignment (w 1 w 2 w k ). Shen et al. (2003) show that the STIND can be formulated as a set-covering model (1) in which the cost coefficient C w S includes the following four cost components.
• Fixed yearly operating cost of warehouse w, i.e., f w .
• Annual total transportation cost i∈S c w i i , assume that the c w i satisfy the so-called triangle inequality. This cost term is exactly the same as that in the WRND.
• Annual total storage and material handling cost G w i∈S i . This cost term pertains to the storage and movement of goods within warehouse w, which includes, for example, packaging, orderpicking, replenishment costs, etc. It depends on the volume of business served, and it is concave and nondecreasing in the expected throughput assigned.
• Annual total safety stock inventory cost H w i∈S 2 i . This cost term captures the risk-pooling effect by consolidating demands at a centralized location, which is concave and nondecreasing in the total demand variance assigned to warehouse w.
By the concavity of G w · and H w · , it is easy to see that for any w ∈ , C w S is a submodular function on 2 n , where C w S = f w + i∈S c w i i + G w i∈S i + H w i∈S i 2 Shu et al. (2005) propose a column generation algorithm together with a variable fixing technique to solve the LP relaxation of the set-covering formulation (1). Computational results show that it can efficiently solve (1) to near-optimality for moderate-scale problem instances.
By relaxing the integrality constraints, we obtain the linear programming relaxation (3) of (1). The dual of (3) is (5).
Approximation Algorithm
In this subsection, we propose a primal-dual approximation algorithm for the STIND. Since the first phase is exactly the same as Phase 1 of Algorithm 2.8, we only address the second phase in the rest of this section. Recall that S w denotes the retailers connected to the temporarily open warehouse w ∈ V at the end of Phase 1 of the algorithm.
