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bstract
Following Xu and Perron (2014), I applied the extended RLS model to the daily stock market returns of Argentina, Brazil, Chile, Mexico and
eru. This model replaces the constant probability of level shifts for the entire sample with varying probabilities that record periods with extremely
egative returns. Furthermore, it incorporates a mean reversion mechanism with which the magnitude and the sign of the level shift component
ary in accordance with past level shifts that deviate from the long-term mean. Therefore, four RLS models are estimated: the Basic RLS, the RLS
ith varying probabilities, the RLS with mean reversion, and a combined RLS model with mean reversion and varying probabilities. The results
how that the estimated parameters are highly significant, especially that of the mean reversion model. An analysis of ARFIMA and GARCH
odels is also performed in the presence of level shifts, which shows that once these shifts are taken into account in the modeling, the long
emory characteristics and GARCH effects disappear. Also, I find that the performance prediction of the RLS models is superior to the classic
odels involving long memory as the ARFIMA(p,d,q) models, the GARCH and the FIGARCH models. The evidence indicates that except in
are exceptions, the RLS models (in all its variants) are showing the best performance or belong to the 10% of the Model Confidence Set (MCS).
n rare occasions the GARCH and the ARFIMA models appear to dominate but they are rare exceptions. When the volatility is measured by the
quared returns, the great exception is Argentina where a dominance of GARCH and FIGARCH models is appreciated.
 2016 Africagrowth Institute. Production and hosting by Elsevier B.V. All rights reserved.
EL classiﬁcation: C22; C52; G12
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The literature on modeling and forecasting the stock return
olatility is voluminous. In their standard forms, the ensuing
olatility processes are stationary and weakly dependent, with
utocorrelation functions (ACF) that decrease exponentially.
his is in contrast to the empirical findings obtained using var-
ous proxies for volatility (e.g., daily absolute returns) which
ndicate ACF that decay very slowly at long lags. In light of
his, several long-memory models have been proposed. Three
pproaches that have proven useful are the autoregressive frac-
ional integrated moving average ARFIMA(p,d,q) model of
osking (1981); the fractional integrated GARCH of Baillie
t al. (1996), the fractional integrated exponential GARCH (FIE-
ARCH) models of Bollerslev and Mikkelsen (1996); and the
ong memory stochastic volatility (LSV) model of Breidt et al.
1998) and Harvey (1998).
ll rights reserved.
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literature has emphasized the possibility of confusing long
memory with structural changes in levels. It has consequences
that the estimates and conclusions on financial returns and theirG. Rodríguez / Review of Dev
However, recently, there has been an upsurge of interest in the
ossibility of confusing long-memory with structural change in
evels. This idea extends that exposed by Perron (1989, 1990)
ho showed that structural change and unit roots are easily con-
used: when a stationary process is contaminated by structural
hanges, the estimate of the sum of its autoregressive coefficients
s biased toward 1 and tests of the null hypothesis of a unit root are
iased toward non-rejection. This phenomenon has been shown
o apply to the long-memory context as well. That is, when a
tationary short-memory process is contaminated by structural
hange in levels, the estimate of the long-memory parameter
s biased away from 0 and the autocovariance function (and
he ACF) of the process exhibits a slow rate of decay. Rele-
ant references on this issue include Diebold and Inoue (2001),
ngle and Smith (1999) and Gourieroux and Jasiak (2001),
ranger and Ding (1996), Granger and Hyung (2004), Lobato
nd Savin (1998), Mikosch and Sta˘rica˘ (2004a,b), Parke (1999)
nd Teverovsky and Taqqu (1997).
Recently, Lu and Perron (2010) directly estimate a structural
odel where the series of interest is the sum of a short-memory
rocess and a jump or level shift component. This model is
amed the random level shift (RLS) model. In its basic spec-
fication, the probability of level shifts are considered constant.
his model has been recently extended by Xu and Perron (2014)
n order to allow for time varying probabilities for the level shifts
nd the introduction of a mean reversion mechanism. According
o the RLS models (any of them), if the level shifts are taken into
ccount, the presence of long memory disappears implying that
he presence of long memory in standard models is spurious.
imilar evidence applies to the presence of GARCH effects.
The distinction between the two types of approaches is impor-
ant. The presence of genuine long memory means that volatility
as high persistence and shocks to this variable have lasting
ffects. In the RLS models, only the shocks that have perma-
ent effects are the level shifts and the rest is a component of
hort memory. On the other hand, the level changes are impor-
ant in themselves because they are associated with domestic
r foreign financial crises or even to domestic issues affecting
nancial markets (such as electoral processes as in the case of
atin American countries).
My perspective is that there are enough episodes of turbu-
ence in financial stock markets in Latin America to support
he use of the RLS models. In addition, empirical evidence for
atin-American stock markets is very scarce. In that sense, the
ontribution of this paper is fundamentally empirical. This con-
ribution involves the following results: (i) there is evidence of
he existence of sporadic level shifts in all countries under anal-
sis; (ii) these level shifts are associated with turbulent domestic
nd foreign events; (iii) when taking into account these sporadic
evel shifts, evidence of long memory vanishes; (iv) it is found
imilar evidence for the GARCH effects; (v) the performance
rediction of the RLS models is superior to the classic models
nvolving long memory as the ARFIMA(p,d,q) models.The paper is structured as follows. Section 2 presents a brief
evision of the literature. Section 3 presents the Basic RLS
odel and describes the two extensions proposed by Xu and
erron (2014). In order to gain fluency and continuity in the (ent Finance 6 (2016) 26–45 27
ext, a brief description of estimation algorithm is relegated to
he Appendix. Section 4 deals with the data and the results of
he estimation of the different models. Moreover, a comparison
ith the ARFIMA(p,d,q), GARCH and Components GARCH
CGARCH) models is presented. Section 5 shows the prediction
esults, while Section 6 discusses the main conclusions.
.  Brief  revision  of  the  literature
In empirical terms, the volatility of financial time series
xhibits long-term dependence or long memory. This property
s represented in the domain of time by the behavior of its ACF,
hich presents significantly different values from zero up to a
arge number of lags, indicating hyperbolic decay. In the domain
f frequencies, a peculiar behavior can also be observed which
s given by the higher weight of the low frequencies in the spec-
ral density, and a rapid growth in this function can be observed
s the frequencies approach the origin. Several authors docu-
ent this characteristic; see Taylor (1986), Ding et al. (1993),
acorogna et al. (1993) and Robinson (1994), among others.
Three approaches have been proposed in the literature to
ncorporate the long memory feature. In the first approach,
ranger and Joyeux (1980) and Hosking (1981) generalize the
utoregressive fractional integrated moving average processes
RFIMA(p,d,q) by allowing the degree of integration d  to take
ractional values. The fractional integration processes have long
emory when 0 < d  < 0.5 while if −0.5 < d < 0.5, the series are
tationary. Geweke and Porter-Hudak (1983), based on a linear
egression of the log-periodogram with a deterministic regressor,
how that the asymptotic distribution of the long memory param-
ter d  has a Normal distribution; see also Robinson (1995). In the
econd approach, the contributions have been directed to mix the
resence of long memory with the GARCH model of Bollerslev
1986). For instance, Baillie et al. (1996) propose the fractional
ntegrated GARCH (FIGARCH) model while Bollerslev and
ikkelsen (1996) propose the fractional integrated exponential
ARCH (FIEGARCH) model. In both cases, empirical appli-
ations suggest that the fractional parameter is significant and
symmetries are identified in the series. Other model is the asym-
etric power ARCH (APARCH) model developed by Ding et al.
1993). They find that the ACF of the absolute value of the returns
s greater than the correlation of the returns. Thus, the specifi-
ation |rt|d, where rt are the returns, exhibits a large correlation
etween very distant lags, especially when d  = 1 . Through the
onte Carlo method, it is shown that the GARCH model with
quared returns and absolute value returns possess the long-
emory property. In the third approach, long memory has been
ntroduced to the stochastic volatility models as in Breidt et al.
1998) and Harvey (1998).1
On the opposite side of literature, from late 1990s, the1 For extensive reviews and collected works, see Engle (1995) and Shephard
2005).
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odeling as long memory would be biased. This is the argument
f Perron (1989, 1990) in the context of unit root tests. In terms
f the variance, Teverovsky and Taqqu (1997), using the daily
eturns of the Center for Research in Security Prices (CRSO)
or the period 1962–1987, present a method for distinguishing
etween the effects of level shifts and the effects of long
emory.
Lobato and Savin (1998) apply a semiparametric test robust to
eak dependence, to detect the presence of long memory in the
aily returns on the S&P 500 market and in squared returns. For
he level of stock returns the null hypothesis of short memory is
ot rejected, while for the squared stock returns and the absolute
alue of the returns the null hypothesis is rejected.
Using the estimation of the ACF, Gourieroux and Jasiak
2001) evaluate the relationship between the presence of infre-
uent breaks and long memory. They find that non-linear time
eries with infrequent breaks could have long memory. There-
ore, these series, and not the fractionally integrated processes
ith i.i.d.  innovations, would cause the hyperbolic decay of the
CF.
On the other hand, Diebold and Inoue (2001) argue that long
emory and structural changes are related through the follow-
ng models: the simple mixture model of permanent stochastic
reaks of Engle and Smith (1999) and the Markov–Switching
odel of Hamilton (1989). The authors show that stochas-
ic regime shifts are easily confused with long memory, even
symptotically, provided that the probabilities of structural
reaks are small. The Monte Carlo simulations attest to the rel-
vance of the finite samples theory, and make it clear that the
onfusion is not only a theoretical matter, but a real possibility
n empirical economic and financial applications. In a similar
ay, Granger and Hyung (2004) show analytically that not tak-
ng into account the breaks causes the presence of long memory
n the ACF and that the fractional parameter estimated with
he method of Geweke and Porter-Hudak (1983) is biased. An
mpirical application support the argument.
Mikosch and Sta˘rica˘ (2004a) provide evidence that the time
eries with changing unconditional variance produce estimates
f the long-memory parameter that could be erroneously inter-
reted as evidence of long memory under the assumption of
tationarity. There is evidence that the characteristic of long-
ange dependence is caused by feasible structural changes in
he logarithm of the stock returns. Further, Mikosch and Sta˘rica˘
2004b) consider the ACF of the absolute returns of the S&P
00 index and they document the fact that for the full sample
eriod, it resembles that of a long memory process. But, inter-
stingly, if one omits the last four years of data, the ACF is very
ifferent and looks like one associated with a short memory pro-
ess. Applying a test to the S&P 500, changes are detected in the
tructure of data related to the changes in the unconditional vari-
nce. These changes would induce long-range dependence in the
CF of absolute value stock market returns. Further, Sta˘rica˘ and
ranger (2005) show evidence that the log-absolute returns ofhe S&P 500 index is an i.i.d.  series affected by occasional shifts
n the unconditional variance and show that this specification
as better performance than the more traditional GARCH(1,1)
odel and its fractionally integrated counterpart.
t
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went Finance 6 (2016) 26–45
In a recent study on the analysis of long memory and level
hifts, Perron and Qu (2010) present a method to distinguish
etween long memory and level shifts using the ACF, the
eriodogram and the estimation of the fractional integration
arameter d. They propose a framework composed of a sim-
le mixture model that combines a short memory process and a
omponent that reflects the level shifts, determined by an occur-
ence of a variable related to a Bernoulli process. This is named
he Basic RLS model. Lu and Perron (2010) and Li and Perron
2013) use the Basic RLS model to model the volatility of stock
arket and exchange rate returns, respectively.
Empirical studies applied to financial series in Latin Amer-
ca are scanty. The Basic RLS model has recently been applied
y Ojeda Cunya and Rodríguez (2016) to explain stock mar-
et and exchange rate volatility in Peru, and by Rodríguez
nd Tramontana Tocto (2015) to analyze the behavior of stock
arket volatilities in a sample of Latin American countries.
owever, recently, Xu and Perron (2014) have proposed exten-
ions to the Basic RLS model by taking two aspects into account:
a) replacing the constant probability of level shifts for the
ntire sample with varying probabilities that record periods with
xtremely negative returns; and (b) incorporating a mean rever-
ion mechanism with which the magnitude and the sign of the
evel shift component varies in accordance with past level shifts
hat deviate from the long-term mean. In this study, I follow the
xpanded RLS model of Xu and Perron (2014) applied to the
ain stock market returns and volatilities of Argentina, Brazil,
hile, Mexico and Peru. In consequence, four RLS models are
stimated: the Basic RLS, the RLS with varying probabilities,
he RLS with mean reversion, and the combined RLS model
ith mean reversion and varying probabilities.
.  Methodology
This section presents the Basic RLS model that considers
 constant probability of level shifts. Then, the two extensions
f this model are presented. For non-specialized readers, the
rief technical details related to the method and algorithm of
stimation are relegated to the Appendix.
.1.  The  Basic  RLS  model
Following Lu and Perron (2010), I use a simple mixture
odel, which is a combination of a short-memory process and a
evel shift component that depends on a Bernoulli distribution.
ollowing same notation, the Basic RLS is specified as follows:
yt =  a  +  τt +  ct,
τt =  τt−1 +  δt,
δt =  πtηt,
(1)
here a is a constant, τt is the level-shift component, ct is the
hort-memory component, and πt is a Bernoulli variable, which
akes the value of 1 with probability α  and the value of 0 with
robability (1 − α). In this way, following the third expression in
1), when πt assumes the value of 1, a random level shift ηt occurs
ith a distribution ηt ∼  i.i.d.  N(0,  σ2η). Note that the process
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cial events affecting overall markets. Using data on a specific
asset would confound such market-wide events with idiosyn-
cratic ones associated with the particular asset used; (iii) I wish
3 Using this measure has two advantages: (i) it does not suffer from a non-G. Rodríguez / Review of Dev
t can be described as δt = πtη1t + (1 −  πt)η2t, with ηit ∼  i.i.d.
(0, σ2ηi ) for i = 1, 2 and σ2η1 =  σ2η, σ2η2 =  0. The short-memory
rocess (in its general form) is defined by the process ct = C(L)et,
ith et ∼  i.i.d.  N(0,  σ2e ) and E|et|r< ∞  for values r  > 2, where
(L) =∑∞i=0ciLi,∑∞i=0i|ci| <  ∞and C(1) /=  0. Moreover, it
s assumed that πt, ηt and ct are mutually independent. Based on
he results of Lu and Perron (2010) and Li and Perron (2013),
ven when it would be useful to consider the component ct as a
oise variable, in this paper I model this component as an AR(1)
rocess, that is, ct = φct−1 + et.2
.2.  Extensions  to the  Basic  RLS  model
As pointed out in Xu and Perron (2014), level shifts usually
ccur in clusters in certain periods of time related to financial
risis. This phenomenon of clustering indicates that level shifts
re not i.i.d., but that the probability of these shifts varies in
ccordance with economic, political, and social conditions in
he country.
Following notation used in Xu and Perron (2014), the prob-
bility of level shift is defined as pt = f(p, xt−1), where p  is a
onstant and xt−1 are the covariables that help to better pre-
ict the probability of level shifts. According to the study by
artens et al. (2004), there is a strong relationship between cur-
ent volatility and past returns, also known as the leverage effect.
his effect is modeled through the news  impact  curve  proposed
y Engle and Ng (1993) as follows: log(σ2t ) =  β0 +  β11(rt−1 <
) +  β2|rt−1|1(rt−1 <  0), where σ2t represents the volatility and
(A) is the indicator function that takes the value of one when
he event A  occurs. Given that our objective in this part of the
tudy is not to model the volatility but the probability of level
hifts, the variable xt−1 is not represented by past returns (rt−1).
nstead, extreme past returns that are below of a threshold κ  will
e used. Therefore, I employ the returns that belong to 1%, 2.5%
nd 5% of the distribution of the returns (κ  = 1.0%, 2.5%, 5.0%).
hus, the probability of level shifts is given by:
 (p,  xt−1)
=
⎧⎪⎪⎨⎪⎪⎩
Φ(p +  γ11{xt−1 <  0}  +  γ21{xt−1 <  0}|xt−1|)
for |xt−1|  >  κ
Φ(p) othercases,
⎫⎪⎪⎬⎪⎪⎭ , (2)
here Φ(.) is a function of Normal accumulated distribution,
ith which I ensure that f(p, xt−1) is between 0 and 1.
The second extension of the Basic RLS model is that level
hifts occur around of a mean; that is, each time a level shift
ccurs and the volatility of the series increases, a similar change
ccurs in the opposite direction, which makes the mean of the
olatility remains at a given value. This process of mean rever-
ion is modeled as follows: η1t =  β(τt|t−1 −  τt) + η˜1t ,  where
1t is distributed Normally with mean 0 and variance σ2η , τt|t−1
s the estimated level shift component at time t, and τt is the mean
2 Note that this model can be extended to model the short-memory com-
onent as an ARMA(p,q) process. However, the estimates show no statistical
ignificance beyond an AR(1) process.
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f all level-shift components estimated from the start of the sam-
le to time t. The process of mean reversion occurs when β  < 0
nd this parameter represents the velocity at which the volatility
eturns to its mean. The third model combines the two stated
haracteristics, giving us four models to estimate.
.  Empirical  results
.1.  The  data
I use five daily stock prices time series: (i) the MERVAL
ndex (Argentina) from 04/08/1988 to 13/06/2013 (6142 obser-
ations); (ii) the IBOVP (Brazil) from 02/01/1992 to 13/06/2013
5303 observations); (iii) the IPSA (Chile) from 02/01/1989 to
3/06/2013 (6098 observations); (iv) the MEXBOL (Mexico)
rom 19/01/1994 to 13/06/2013 (4841 observations); and (v)
he IGBVL index (Peru), from 03/01/1990 to 13/06/2013 (5832
bservations).
Following recent literature (see Lu and Perron (2010), Li
nd Perron (2013) and Xu and Perron (2014), among others), I
odel log-absolute returns.3 When returns are zero or close to it,
he log-absolute transformation implies extreme negative values.
sing the estimation method (briefly) described in Appendix,
hese outliers would be attributed to the level shifts compo-
ent and would thus bias the probability of shifts upward. To
void this drawback, I bound absolute returns away from zero
y adding a small constant, i.e., I use yt = log(|rt| + 0.001), a tech-
ique introduced to the stochastic volatility literature by Fuller
1996). The results are robust to alternative specifications; for
xample, using another value for this so-called offset parameter,
eleting zero observations, or replacing them with a small value.
With respect to the construction of the volatility series, sev-
ral points should be noted. I use daily returns as opposed to
ealized volatility series constructed from intra-daily high fre-
uency data, which has recently become popular. Even though
t is true that realized volatility series are a less noisy measure of
olatility, their use would be problematic in the current context
or the following reasons: (i) these series are typically avail-
ble only for a short span, whereas the use of a long span is
mperative in making reliable estimates of the probability of
ccurrence of level shifts, given that level shifts are relatively
are; (ii) such series are available only for specific assets, as
pposed to market indices. In our framework, the intent of the
evel shift model is to have a framework which allows for spe-egativity constraint as do, for example, absolute or squared returns. In fact,
t is a similar argument as that used in the EGARCH(1,1) model proposed by
elson (1991). The dependent variable is log(σ2t ) in order to avoid the problems
f negativity when the dependent variable is σ2t as in the standard GARCH
odels and other relatives models; (ii) there is no loss related to using square
eturns in identifying level shifts since log-absolute returns are a monotonic
ransformation. It is true that log-absolute returns are quite noisy, but this is not
roblematic since the algorithm used is robust to the presence of noise.
30 G. Rodríguez / Review of Development Finance 6 (2016) 26–45
Table 1
Summary descriptive statistics of returns and volatility series.
Sample Media Standard
deviation
Maximum Minimum Skewness Kurtosis
Returns
Argentina 6142 0.002 0.032 0.330 −0.757 −0.862 62.476
Brazil 5303 0.002 0.028 0.345 −0.395 −0.039 30.609
Chile 6096 0.001 0.012 0.118 −0.077 0.182 8.696
Mexico 4839 0.001 0.016 0.122 −0.143 −0.019 9.595
Peru 5831 0.001 0.017 0.143 −0.132 0.519 11.094
Volatility
Argentina 6142 −4.397 1.060 −0.277 −6.908 −0.235 2.808
Brazil 5303 −4.383 0.975 −0.927 −6.908 −0.259 2.827
Chile 6096 −4.993 0.845 −2.128 −6.908 −0.151 2.538
t
r
H
f
u
tMexico 4839 −4.797 0.895 
Peru 5831 −4.858 0.951 
o re-evaluate the adequacy of GARCH models applied to daily
eturns when taking into account the possibility of level shifts.
ence, it is important to have estimates of these level shifts
or squared daily returns which are equivalent to those obtained
sing log-absolute returns.
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Table 1 shows the main descriptive statistics of the returns and
he volatility, and Fig. 1 illustrates the behavior of the returns. It
an be seen that these series move around a mean close to zero
nd exhibit clusters in their distribution in time. This backs the
odeling of varying probabilities put forward in the previous
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the short-memory component (φ) is significant, and is not for
Argentina and Brazil, which means that this series is modeled
with a Normally distributed short-memory process with 0 and
Table 2
Estimates of the Basic RLS model.
ση α σe φ
Argentina 0.679a 0.008c 0.937a
(SD: 1.060) (0.189) (0.004) (0.009)
Brazil 0.425a 0.010c 0.881a
(SD: 0.975) (0.118) (0.006) (0.009)
Chile 0.612a 0.008c 0.778a 0.080a
(SD: 0.845) (0.150) (0.004) (0.007) (0.014)
Mexico 0.520a 0.006c 0.830a 0.025c
(SD: 0.895) (0.157) (0.004) (0.009) (0.015)
Peru 0.875a 0.0045a 0.842a 0.115aLag
Fig. 2. Sample auto
ection. For volatility, the asymmetry is very small and ranges
rom −0.259 to −0.027. The kurtosis in all series is very close
o 3 (2.578–2.827). Further details on the stylized facts in the
tock markets of Peru can be found in Humala and Rodríguez
2013).
On the other hand, Fig. 2 shows the ACF of the volatility
eries. The persistent behavior of the ACF is clearly observed, a
tylized fact frequently found in the empirical literature that sug-
ests the existence of long memory or long range dependence.
.2.  Results  of  the  estimations
The estimation of the Basic RLS model (Basic RLS), the
odel RLS with varying probabilities (Threshold κ% RLS), the
LS model with mean reversion (Mean Reversion RLS) and
he modified RLS with the two extensions (Modified RLS) are
hown in Tables 2–5, respectively.
The results presented in Table 2 show values that are slightly
ifferent to those that can be appreciated in Rodríguez and
ramontana Tocto (2015) given the changes made to the sample
f Argentina and Brazil to remove very extensive non-trading
eriods in the respective markets due to the problems of high
(
S
aations of volatility.
nflation undergone by those countries. What is observed is that
or Chile, Mexico and Peru, the autoregressive parameter ofSD: 0.9511) (0.128) (0.0016) (0.008) (0.015)
tandard errors are reported in parentheses. Estimates with a,b,c are significant
t the 1%, 5%, 10% level, respectively.
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Table 3
Estimates of the RLS model with time varying probabilities (Threshold κ%).
Threshold (κ%) ση p σe φ γ1 γ2
Argentina
5% 0.609a −2.661a 0.938a 1.190a 3.451
(0.124) (0.505) (0.009) (0.373) (11.269)
2.5% 0.568a −2.408a 0.937a −0.576b 21.266
(0.140) (0.441) (0.009) (0.247) (119.356)
1% 0.604a −2.432a 0.937a 1.368c 4.301
(0.123) (0.379) (0.009) (0.744) (12.790)
Brazil
5% 0.336a −2.584a 0.881a −0.814c 51.645
0.089 0.666 (0.009) (0.460) (619.496)
2.5% 0.318c −2.421b 0.881a 2.753 0.210a
(0.184) (1.034) (0.009) (4.490) (0.075)
1% 0.357a −2.394a 0.882a 5.271 0.472a
(0.075) (0.487) (0.009) (44.173) (0.118)
Chile
5% 0.239b −1.859a 0.777a 0.078a 1.727 0.864a
(0.097) (0.714) (0.008) (0.014) (1.134) (0.317)
2.5% 0.426b −2.230a 0.778a 0.079a 1.155 0.633
(0.217) (0.715) (0.008) (0.015) (1.138) (1.755)
1% 0.362b −2.094a 0.777a 0.079a 2.070 1.046
(0.157) (0.704) (0.008) (0.014) (2.424) (1.484)
Mexico
5% 0.153b −1.899b 0.830a 0.026c 3.104 1.269a
(0.062) (0.800) (0.009) (0.015) (10.918) (0.367)
2.5% 0.202a −2.099a 0.830a 0.026c 5.526 0.424c
(0.039) (0.538) (0.009) (0.015) (38.846) (0.256)
1% 0.245a −2.107a 0.830a 0.027c 5.252 0.428a
(0.063) (0.549) (0.009) (0.015) (16.108) (0.058)
Peru
5% 0.790a −2.690a 0.839a 0.111a 1.160a 0.516a
(0.075) (0.075) (0.008) (0.015) (0.375) (0.176)
2.5% 0.835a −2.679a 0.841a 0.115a 1.143a 0.318c
(0.141) (0.403) (0.008) (0.015) (0.437) (0.183)
1% 0.833a −2.607a 0.840a 0.113a 1.164 0.157a
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estimate each series, three threshold levels have been applied
for the extremely negative returns; that is, a given value κ  is
taken, under which 1%, 2.5% and 5% of the returns are found.
Table 4
Estimates of the RLS model with mean reversion.
ση p σe φ β
Argentina 0.215a 0.036b 0.935a −0.164a
(0.063) (0.018) (0.009) (0.008)
Brazil 0.375b 0.010 0.880a −0.185a
(0.177) (0.008) (0.009) (0.017)(0.172) (0.436) 
tandard errors are reported in parentheses. Estimates with a,b,c are significant a
ariance σ2e . This distinction is important because this rule is
ollowed in the coming models where the modifications for the
asic RLS are introduced.4
Given the estimates of the level-shift probabilities (α) and
he number of observations, the number of breaks can be calcu-
ated in each of the markets. Thus, I find 49, 53, 49, 29 and 25
reaks or level shifts for Argentina, Brazil, Chile, Mexico and
eru, respectively.5 Fig. 3 shows the smoothed level component
stimated by the algorithm (τ̂t) along with estimates of the level-
hift component estimated using the method of Bai and Perron
1998, 2003). The shifts or jumps in the mean seem to describe
he behavior of the series well; see Rodríguez and Tramontana
octo (2015) for further explanation.
In Table 3, the new parameters introduced in the estimation
re γ1 and γ2, which refer to the leverage or the news effect,
4 For Mexico, the parameter φ is significant at only 10%, due to which it is
sed only for the Threshold κ% RLS and not for the Mean Reversion RLS and
he Modified RLS models, where it is insignificant.
5 The results are in line with those of Rodríguez and Tramontana Tocto (2015),
xcept for Argentina where the sample was reduced.
C
M
P
S
a09) (0.016) (0.900) (0.031)
1%, 5% or 10% levels, respectively.
epresented by the past returns in the volatility. Moreover, tohile 0.079a 0.486a 0.771a 0.043b −0.039a
(0.008) (0.012) (0.008) (0.017) (0.000)
exico 0.102c 0.049 0.826a −0.147a
(0.057) (0.030) (0.009) (0.009)
eru 0.105 0.031b 0.833a 0.084a −0.332a
(0.109) (0.015) (0.009) (0.019) (0.024)
tandard errors are reported in parentheses. Estimates with a,b,c are significant
t the 1%, 5% or 10% level, respectively.
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Table 5
Estimates of the Modified RLS model (Threshold at 1%).
ση p σe φ γ1 γ2 β
Argentina 0.231a −1.924a 0.934a 0.304b 5.252 −0.208a
(0.086) (0.727) (0.009) (0.122) (63.078) (0.025)
Brazil 0.353a −2.379a 0.882a 6.008 1.991c −0.012a
(0.080) (0.521) (0.009) (22.749) (1.10) (0.000)
Chile 0.080a −0.064a 0.771a 0.043b 0.014a 0.061a −0.040a
(0.008) (0.004) (0.008) (0.017) (0.000) (0.004) (0.000)
Mexico 0.110b −1.596b 0.826a 0.559a 0.162a −0.129a
(0.048) (0.719) (0.009) (0.167) (0.008) (0.011)
Peru 0.119 −1.816a 0.832a 0.081a −2.205 0.219c −0.319a
(0.109) (0.479) (0.009) (0.020) (11.441) (0.126) (0.029)
Standard errors are reported in parentheses. Estimates with a,b,c are significant at the 1%, 5% or 10% level, respectively.
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Fig. 3. Basic RLS model. Fitted level shift component by Bai and Perron (2003) (solid line) and smoothed level shift component (dotted line).
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is very close to zero and is statistically insignificant, which
shows that its value is zero and that it does not have long
memory.
6 The level shift components estimated by the four models are very similar.
We can opt to chart one of them. However, Fig. 3 shows the four level shifts
estimates. The evidence is clear that all are very similar, which gives rise to the
superposition of the lines.
7 Note that when modeling the probabilities as time varying, it is not possible
to use the algorithm of Bai and Perron (1998, 2003).
8 For the Basic RLS model the difference between the volatility and the level
shifts component obtained using the Bai and Perron method (1998, 2003) can be
used. The results are essentially unvariables. See Ojeda Cunya and Rodríguez
(2016) and Rodríguez and Tramontana Tocto (2015).
9 In the figure, the different lines are superimposed given the extreme similarity4 G. Rodríguez / Review of Dev
ith respect to the values of p, the estimated values in the
arying probability model can be changed into constant proba-
ilities to make a comparison with the probabilities of the Basic
LS model “α”. The equivalent estimates of α  for Argentina
re 0.004, 0.008 and 0.008 for 5%, 2.5% and 1% as thresh-
lds, respectively. For Brazil, the estimates are 0.005, 0.008,
nd 0.008 for the three threshold levels. For Chile, these val-
es are 0.031, 0.013 and 0.018 for the thresholds 5%, 2.5% and
%. For Mexico, the values are 0.029, 0.018 and 0.017. Finally,
or Peru the estimates of p  allow the probabilities of 0.0037,
.0037 and 0.0045 to be obtained for the three respective thresh-
lds. As can be seen, the probability estimates obtained based
n the estimation p  give very similar results to those obtained
ith the Basic RLS model, as shown in Table 2, except for
hile.
The estimations are positive values for γ1 and γ2, with which
he sense of the model is achieved and the probability of level
hifts increases with extremely negative news. I observe that
he coefficient γ2 is highly significant for Brazil, Mexico and
eru. For Argentina, the significant coefficient is γ1, which
ndicates that the new information or news has an important
mpact on the probability of level shifts. For Chile’s volatil-
ty series, both γ1 and γ2 are not significant, unless γ2 in
he estimation with a threshold of 5%. Moreover, from esti-
ates of pt, the implicit probabilities can be deduced, which
llow the infrequency of level shifts to be affirmed. Another
otable fact that can be seen in Table 3 is that as the thresh-
ld decreases from 5% to 1%, the value of γ2 decreases and
ecomes more significant; that is, the standard error decreases,
nd conversely, the γ1 acquires greater value and its significance
educes.
Table 4 shows the model when the mean reversion mechanism
s introduced. As we may see in the estimations, the parame-
er β  is always negative and significant, which confirms that a
ean reversion process exists in the five series. It can also be
oted that the value of the probability of level shifts is greater
han in the Basic RLS model. Moreover, the standard error of
he level-shift component decreases in relation to the Basic RLS
odel, which owes to the fact that β  absorbs much of the volatil-
ty captured by the other model, which reduces in importance
nd even comes to be insignificant, as is the case of Peru. The
alue of the mean reversion parameter is higher (in absolute
alue) for Peru, at almost double what is observed for other
ountries.
Table 5 shows the estimations of the Modified RLS model.
 observe that for Argentina, Brazil and Peru, the estimates
n Tables 3 and 4 are maintained; that is, only the parame-
er γ2 is significant for Brazil and Peru, only γ1 is significant
or Argentina, and the parameter β  is significant and nega-
ive for the three countries and is, as before, more negative
or the case of Peru. In Chile and Mexico a change in the
stimated parameters is noted, given that for the first, in
able 3 neither γ1 nor γ2 are significant; however, in Table 5 find that both parameters are significant. For Mexico, in
able 3, the parameter that was not significant was γ1; con-
ersely, with the combined model this coefficient becomes
ignificant.
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Fig. 4 shows the relationship between the extreme past returns
κ = 1.0%) and the estimated level shift component.6,7 I observe
hat the periods of turbulence on the markets corresponds with
ncreases in the value of the level shifts component, which in the
olatility series translates as periods with higher mean value.
he greater (more negative) level shifts almost always coin-
ide with jumps in the smoothed component of the level shift.
hese events are associated with domestic or foreign financial
urbulence, as well as political elections and social demands
n the countries. A more detailed explanation can be found in
odríguez and Tramontana Tocto (2015) and Ojeda Cunya and
odríguez (2016).
.3.  Effect  of  level  shifts  on  long  memory  and  ARFIMA
odels
Fig. 5 shows the ACF of the residuals of each of the four esti-
ated RLS models. These results are obtained as the difference
etween the volatility series and the smoothed level component
stimated by the algorithm.8 What is observed is a behavior that
s totally different from that seen in Fig. 2. Now, there is no
race of persistence or long memory in the ACF of the different
eries. Note, in addition, that the four models allow the same
onclusion to be obtained.9
As in the work of Ojeda Cunya and Rodríguez (2016)
nd Rodríguez and Tramontana Tocto (2015), an analysis
nvolving the ARFIMA(0,d,0) and ARFIMA 1,d,1) models is
lso presented, applied to the volatility and the short-memory
rocess.10 The results are set out in Table 6. In the case of the
RFIMA(0,d,0), the fractional parameter of the volatility is seen
o fluctuate between 0.152 and 0.221 and is significant for all
ountries, which means that the series exhibits long-memory
ehavior. However, on assessing the short-memory component,
hich reflects the inclusion of the level shifts, I see that in four
f the five countries the parameter d̂ becomes negative, which
ndicates that the series no longer has long memory and that
he ACF decay rapidly without past shocks having a prolonged
ffect. For the Peruvian series the parameter d̂ is positive, butetween them.
10 Given the afore-mentioned similarity (and to save space), in this and the
pcoming cases we opt to use the level shift component from the Mean Reversion
LS model.
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Fig. 4. Smoothed level shift component (right axis) and 1% extreme negative past returns (absolute values) (left axis).
b
m
t
t
c
s
i
a
c
i
i
t
s
n
h
4
C
F
T
i
i
mFor the ARFIMA(1,d,1) model, in the five countries it can
e noted that the parameter d̂, in comparison with the previous
odel, increases in magnitude, reflecting an even greater persis-
ence (the values fluctuate between 0.31 and 0.42). Moreover,
he parameters φ  and θ  of the autoregressive and moving average
omponents, respectively, are all significant. On evaluating the
hort-memory process, it can be observed that the parameter d̂
s highly anti-persistent. On the other hand, the coefficient of the
utoregressive component increases to a significant value very
lose to one in the five countries. The parameter of the mov-
ng average component is very small for the five countries and
s insignificant for Chile and Mexico. Therefore, on evaluating
he long-memory component in series that already include level
hifts (the short-memory process), it can be seen that the series
o longer displays this characteristic and is anti-persistent or
ave short-memory.
w
t
o.4.  Effect  of level  shifts  in  GARCH,  FIGARCH  and
GARCH models
In this section, I estimate and evaluate the GARCH,
IGARCH and CGARCH models in the level shifts framework.
hese models are applied to the volatility without introduc-
ng level shifts, and to the volatility once the level shifts were
ntroduced in the form of the component τ̂t . The GARCH(1,1)
odel can be written as follows:
r˜t =  σtt,
σ2t =  μ  + βrr˜2t−1 +  βσσ2t−1,
(3)here t is i.i.d.  t-Student with mean 0 and variance 1 and
he important coefficients are βr and βσ . Based on the study
f Baillie et al. (1996), the model can be written in the
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Fig. 5. Sample autocorrelations of residuals.
Table 6
Estimated parameters of ARFIMA(0,d,0) and ARFIMA(1,d,1).
Argentina Brazil Chile Mexico Peru
d AR MA d AR MA  d AR MA d AR MA d AR MA
Volatility 0.178 0.155 0.181 0.152 0.221
(0.000) (0.000) (0.000) (0.000) (0.000)
0.429 0.252 −0.620 0.409 0.174 −0.579 0.340 0.356 −0.565 0.412 0.338 −0.682 0.336 0.210 −0.384
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.018) (0.000)
ct −0.068 −0.069 −0.046 −0.053 0.016
(0.000) (0.000) (0.000) (0.000) (0.173)
−0.864 0.911 −0.112 −0.919 0.943 −0.115 −0.902 0.896 −0.021 −0.997 0.944 0.014 −0.775 0.866 −0.070
(0.000) (0.000) (0.000) (0.000) (0.000) (0.001) (0.000) (0.000) (0.495) (0.000) (0.000) (0.647) (0.000) (0.000) (0.020)
p-Values are reported in parentheses.
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orm of an ARMA(m, p) in r˜t : φ(L)r˜t =  μ  +  [1 −  βσ(L)]νt,
ith m  ≡  max {p, q}, φ(L) = [1 −  α(L) −  β(L)] and νt ≡ r˜t −  σ2t .
rom this equation the FIGARCH(p,d,q) model can be defined
y
(L)(1 −  L)d r˜t =  μ  +  [1 −  β2(L)]νt, (4)
here the parameter d  represents the velocity of the decay in the
CF and is included in the interval ]0, 1[.
The CGARCH model is specified as follows:
r˜t =  σtt,
(σ2t −  nt) =  βr (˜r2t−1 −  nt−1) +  βσ(σ2t−1 −  nt−1),
nt =  μ  +  ρ(nt−1 −  μ) +  ϕ(˜r2t−1 −  σ2t−1),
(5)
here the parameter μ  is a constant to which nt converges, which
epresents the variable and long term component of the volatility.
herefore, the second equation of (5) represents the transitory
omponent of the volatility that tends toward zero, and the third
quation represents the permanent component. The parameter ρ
easures the persistence of the shocks in the permanent com-
onent of the third equation of (5), while this persistence is
easured by (βr + βσ) in the second equation of (5).
On the other hand, a CGARCH model is estimated but by
ncorporating the level shifts as follows11:
r˜t =  σtt,
(σ2t −  nt) =  βr (˜r2t−1 −  nt−1) +  βσ(σ2t−1 −  nt−1),
nt =  μ  +  ρ(nt−1 −  μ) +  ϕ(˜r2t−1 −  σ2t−1) +  γiτ̂t .
(6)
As can be seen in the results presented in Table 7, the esti-
ated parameters when the level shifts are not included clearly
eflect a long-memory component and the existence of GARCH
ffects for the five countries. In the case of the GARCH esti-
ations, it is observed that the variance of the five countries is
ighly persistent as β̂r + β̂σ is close to the unit. For instance,
or Peru the persistence (β̂r + β̂σ) is around 0.989 while for
rgentina, it is around 0.992. In effect, the half-life implied by
he estimates is 86, 77, 27, 99 and 43 days for Argentina, Brazil,
hile, Mexico, and Peru, respectively. However, when the level
hifts are included in the modeling, the results are completely
everted and the persistence is smaller.
In the case of the estimations of the FIGARCH models,
hough the sum β̂r + β̂σ is of limited relevance or implies limited
ersistence, this characteristic is assumed by the estimate of
he fractional parameter d̂. The estimates of this parameter are
round 0.5, that is, they do not only imply long memory but
re on the border of stationarity/non-stationarity behavior. The
alue of this parameter is substantially less or insignificant when
he level-shift component is included.
11 The system (6), unlike the studies by Ojeda Cunya and Rodríguez (2016)
nd Rodríguez and Tramontana Tocto (2015), is no longer estimated with the
ummies corresponding to the regimes that produce the level shifts, but that
nly the smoothed component τ̂t is used. The coefficients γ i are estimated along
ith the other parameters of the CGARCH and reflect the magnitude of the level
hifts.
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In the case of the CGARCH model estimation, the values of
he parameter ρ̂ are very close to the unit in all the cases ana-
yzed. In these conditions, the half-life of this parameter implies
n effect that lasts around 86, 77, 40, 231 and 173 days for
ach of the five countries analyzed. Observing these estimates,
t can be affirmed that the markets of Mexico and Peru dis-
lay the greatest impact to shocks. However, once the level shift
omponent is introduced, the parameter ρ̂ decreases. The most
ignificant reduction is seen in the series of Peru, which moves
rom a coefficient ρ̂  of 0.996 to 0.673, implying that the lags
hat influence the current volatility go from 173 days to just 2
ays. The second change in importance is noted in the series of
exico, where the parameter ρ̂ goes from 0.997 to 0.823, imply-
ng that the mean life of past shocks goes from 230 days to just
 days. In the other countries, the impact is between 40 and 82
ays, and 1 and 6 days when the level shifts are included in the
odeling.
.  Forecasting
The construction of the prediction of volatility in time
 + h is performed on the basis of the work undertaken
y Varneskov and Perron (2014). In this framework,
t+h|t =  yt +  HFh[
∑2
i=1
∑2
j=1Pr(st+1 =  j)Pr(st =  i|Yt)Xijt|t],
here Et(yt+h) = ŷt+h|t is the prediction of the volatility for
 + h, conditioned for the information up to time t. The matrices
 and H  are determined as in Appendix. The prediction horizons
re h  = 1, 5, 10, 20, 50 and 100.
To measure effectiveness in the prediction I use the crite-
ia of the mean squared forecast error (MSFE), proposed by
ansen and Lunde (2006), which is defined as: MSFEh,i =
1
Tout
∑Tout
t=1 (σ2t,τ − yt+h,i|t)2, where Tout is the number of pre-
ictions, σ2t,h =
∑h
s=1yt+s, and yt+h,i|t =
∑h
s=1ŷt+s,i|t , with i
eing the models to be compared. The evaluations are under-
aken based on the 10% of the Model Confidence Set (MCS)
roposed by Hansen et al. (2011). This model allows not just
ne model to be selected because if the data is not sufficiently
nformative, several models may be inside of the confidence set.
The predictions have been calculated from the first day of
rading in 2006 in the five countries, which ensures that the sam-
le with which the predictions are compared contains periods of
igh volatility, such as those caused by the crises of 2007–2008
nd 2011. Moreover, for the Threshold 1% RLS and the Modified
LS models, only the threshold of 1% (κ = 1%) is used.
Different measures of volatility are used to evaluate the per-
ormance of the random level shift models. The first is that
hich is used throughout this paper; that is, the logarithm
f absolute value of the returns. The predictions are devised
hrough the equation for ŷt+h|t . As in the studies of Ojeda
unya and Rodríguez (2016) and Rodríguez and Tramontana
octo (2015), for this specification of volatility comparisons are
ade between the four RLS models and the ARFIMA(0,d,0) and
RFIMA(1,d,1) models. The second measure of volatility used
s the squared returns. In this case I increase the number of rival
odels to include the GARCH and the FIGARCH models. Given
hat the variable used here up to this point is yt = ln(|rt| + 0.001), I
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Table 7
Estimated parameters of GARCH, FIGARCH and CGARCH.
βr βσ ρ ϕ d
Argentina
GARCH 0.114 0.878
(0.000) (0.000)
FIGARCH 0.115 0.519 0.521
(0.098) (0.000) (0.000)
CGARCH (volatility) −0.017 −0.487 0.992 0.117
(0.340) (0.496) (0.000) (0.000)
CGARCH (short memory process) −1.182 2.064 0.890 1.274
(0.821) (0.694) (0.000) (0.807)
Brazil
GARCH 0.095 0.896
(0.000) (0.000)
FIGARCH 0.085 0.591 0.582
(0.037) (0.000) (0.000)
CGARCH (volatility) −0.026 −0.179 0.991 0.100
(0.143) (0.781) (0.000) (0.000)
CGARCH (short memory process) −2.312 3.091 0.790 2.363
(0.949) (0.931) (0.000) (0.947)
Chile
GARCH 0.169 0.806
(0.000) (0.000)
FIGARCH 0.339 0.599 0.528
(0.000) (0.000) (0.000)
CGARCH (volatility) 0.138 0.360 0.983 0.120
(0.000) (0.001) (0.000) (0.000)
CGARCH (short memory process) −0.424 0.908 0.535 0.595
(0.817) (0.660) (0.000) (0.746)
Mexico
GARCH 0.084 0.909
(0.000) (0.000)
FIGARCH 0.239 0.629 0.501
(0.000) (0.000) (0.000)
CGARCH (volatility) 0.064 0.891 0.997 0.034
(0.000) (0.000) (0.000) (0.002)
CGARCH (short memory process) −0.932 1.740 0.823 0.992
(0.830) (0.692) (0.000) (0.819)
Peru
GARCH 0.255 0.729
(0.000) (0.000)
FIGARCH −0.029 0.123 0.484
(0.882) (0.573) (0.000)
CGARCH (volatility) 0.232 0.583 0.996 0.104
(0.000) (0.000) (0.000) (0.000)
CGARCH (short memory process) −0.020 0.027 0.673 0.287
(0.116) (0.947) (0.000) (0.000)
p
n
F
(
a
b
m
t
b
R
A
A
m
t
R
R
o
u
t
p-Values are reported in parentheses.
eed to make some transformations to obtain the squared returns.
or complete details of this transformation, see Lu and Perron
2010). The results are shown in Tables 8 and 9, respectively. As
 matter of notation, a letter (a) indicates that the model is the
est according to the MSFE while a letter (b) denotes that the
odel is within the 10% MCS using all comparisons.
The results set out in Table 8 correspond to the logarithm of
he absolute value of the returns as a measure of volatility. It can
e seen that for Argentina, the best model is the Mean Reversion
LS model with a p-value equal to 1. In any case, the two
RFIMA models belong to the 10% of the MCS. The results in
rgentina are quite clear, except for the Mean Reversion RLS
R
M
p
todel, there is no other model RLS model belongs to the 10% of
he MCS. For Brazil, for τ  = 1, 5, 10, the best model is the Basic
LS model. For the rest of forecasting horizons, the Modified
LS model is showing the best performance. In this case, any
f the models ARFIMA belongs to the 10% of the MCS. But
nlike Argentina, there are some RLS models belonging to
he 10% of the MCS. In the case of Chile, for τ = 1 the best
erformance is given by the Basic RLS model. The Modified
LS model is the best model for τ  = 5.10. For τ = 20, 50, the
ean Reversion RLS model is the best. For τ  = 100, the best
erformance is given by the ARFIMA(1,d,1) model. However,
his appears as a rare exception because no other such models
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Table 8
Forecast evaluations [̂yt+τ|t = Et ln(|rt+τ | + 0.001)].
τ  = 1 τ  = 5 τ  = 10 τ  = 20 τ  = 50 τ  = 100
Argentina
Basic RLS 0.753 4.728 12.475 37.205 209.381 860.698
(0.038) (0.019) (0.004) (0.000) (0.000) (0.000)
Threshold 1% RLS 0.758 4.739 12.456 36.995 208.492 861.245
(0.002) (0.019) (0.004) (0.009) (0.000) (0.000)
Mean Reversion RLS 0.750 4.668 12.204 35.878 198.130 804.210
(1.000a,b) (1.000a,b) (1.000a,b) (1.000a,b) (1.000a,b) (1.000a,b)
Modified RLS 0.752 4.710 12.394 36.976 207.835 846.003
(0.038) (0.019) (0.004) (0.000) (0.000) (0.000)
ARFIMA(0,d,0) 0.991 8.634 26.376 86.607 455.305 1630.945
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
ARFIMA(1,d,1) 0.942 7.403 21.462 67.010 332.064 1139.459
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Brazil
Basic RLS 0.691 3.915 10.044 31.052 175.247 773.826
(1.000a,b) (1.000a,b) (1.000a,b) (0.298b) (0.000) (0.000)
Threshold 1% RLS 0.702 3.967 10.122 30.964 170.932 740.975
(0.000) (0.003) (0.178b) (0.298b) (0.002) (0.072)
Mean Reversion RLS 0.694 3.931 10.082 31.075 173.849 765.744
(0.001) (0.190b) (0.336b) (0.298b) (0.000) (0.000)
Modified RLS 0.702 3.960 10.813 30.901 170.627 740.144
(0.000) (0.007) (0.000) (1.000a,b) (1.000a,b) (1.000a,b)
ARFIMA(0,d,0) 0.925 8.368 26.763 92.738 498.011 1792.570
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
ARFIMA(1,d,1) 0.879 7.215 22.140 74.181 383.240 1341.148
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Chile
Basic RLS 0.452 4.077 11.906 40.709 260.675 1002.936
(1.000a,b) (0.000) (0.000) (0.000) (0.000) (0.000)
Threshold 1% RLS 0.452 4.078 11.907 40.709 260.569 1002.177
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Mean Reversion RLS 0.470 3.868 10.993 36.616 230.168 901.681
(0.000) (0.218b) (0.339b) (1.000a,b) (1.000a,b) (0.000)
Modified RLS 0.490 3.853 10.952 36.768 235.372 940.135
(0.00) (1.000a,b) (1.000a,b) (0.276b) (0.018) (0.000)
ARFIMA(0,d,0) 0.707 6.273 18.482 58.157 263.983 751.092
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
ARFIMA(1,d,1) 0.703 6.183 18.120 56.704 255.185 719.778
(0.000) (0.000) (0.000) (0.000) (0.018) (1.000a,b)
Mexico
Basic RLS 0.570 4.073 11.897 40.191 231.507 886.526
(1.000a,b) (0.000) (0.000) (0.000) (0.000) (0.052)
Threshold 1% RLS 0.593 4.368 12.831 42.601 232.507 850.812
(0.000) (0.000) (0.000) (0.000) (0.000) (1.000a,b)
Mean Reversion RLS 0.602 3.653 10.301 35.287 220.786 928.209
(0.000) (1.000a,b) (1.000a,b) (1.000a,b) (0.217b) (0.002)
Modified RLS 0.620 3.843 10.884 36.605 217.713 869.037
(0.000) (0.000) (0.000) (0.001) (1.000a,b) (0.263b)
ARFIMA(0,d,0) 0.788 7.066 22.669 77.332 392.473 1312.289
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
ARFIMA(1,d,1) 0.785 6.992 22.359 75.996 383.109 1272.077
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Peru
Basic RLS 0.509 5.510 16.675 54.607 308.784 1148.305
(0.162b) (0.000) (0.000) (0.003) (1.000a,b) (1.000a,b)
Threshold 1% RLS 0.505 5.454 16.511 54.525 320.168 1219.345
(0.451b) (0.001) (0.000) (0.000) (0.003) (0.000)
Mean Reversion RLS 0.504 5.247 15.997 53.400 322.688 1247.681
(1.000a,b) (1.000a,b) (0.885b) (0.091) (0.003) (0.000)
Modified RLS 0.509 5.285 15.983 52.805 320.776 1248.114
(0.033) (0.147b) (1.000a,b) (1.000a,b) (0.003) (0.000)
ARFIMA(0,d,0) 0.921 9.602 30.121 97.585 464.321 1511.350
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
ARFIMA(1,d,1) 0.932 9.877 31.224 102.056 493.114 1630.218
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
MSFEs are reported in the main entries; MCS p-values are in parentheses.
a The model is the best according to the MSFE.
b The model is within the 10% MCS using all comparisons.
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Table 9
Forecast evaluations [̂yt+τ|t = Etr2t+τ ].
τ = 1 τ = 5 τ = 10 τ = 20 τ = 50 τ = 100
Argentina
Basic RLS 0.088 0.805 2.958 12.467 88.252 329.053
(0.266b) (0.136b) (0.128b) (0.015) (0.206b) (0.001)
Threshold 1% RLS 0.088 0.840 3.222 13.480 91.914 337.661
(0.266b) (0.119b) (0.080) (0.003) (0.160b) (0.000)
Mean Reversion RLS 0.088 0.813 3.082 13.673 95.404 346.340
(0.266b) (0.136b) (0.128b) (0.005) (0.109b) (0.000)
Modified RLS 0.088 0.825 3.137 13.855 95.825 345.895
(0.266b) (0.136b) (0.115b) (0.004) (0.109b) (0.000)
ARFIMA(0,d,0) 0.180 2.999 11.246 42.323 247.464 932.942
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
ARFIMA(1,d,1) 0.177 2.925 10.951 41.153 240.295 905.302
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
GARCH 0.084 0.708 2.649 10.564 94.209 647.874
(1.000a,b) (1.000a,b) (1.000a,b) (1.000a,b) (0.109b) (0.000)
FIGARCH 0.115 1.865 5.683 16.862 77.875 247.954
(0.001) (0.000) (0.000) (0.000) (1.000a,b) (1.000a,b)
Brazil
Basic RLS 0.079 0.430 1.273 6.361 64.224 271.831
(0.515b) (0.446b) (0.598b) (0.248b) (0.201b) (0.117b)
Threshold 1% RLS 0.082 0.398 1.217 8.172 81.658 317.873
(0.298b) (0.446b) (0.598b) (0.001) (0.000) (0.002)
Mean Reversion RLS 0.079 0.426 1.248 6.294 63.855 270.734
(1.000a,b) (0.446b) (0.598b) (1.000a,b) (1.000a,b) (0.120b)
Modified RLS 0.082 0.395 1.205 8.124 81.385 317.332
(0.298b) (1.000a,b) (1.000a,b) (0.001) (0.001) (0.005)
ARFIMA(0,d,0) 0.139 9.602 7.012 26.442 146.844 510.622
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
ARFIMA(1,d,1) 0.125 9.877 4.153 15.019 76.163 233.284
(0.000) (0.000) (0.000) (0.000) (0.150b) (1.000a,b)
GARCH 0.083 0.526 1.936 9.829 75.456 311.991
(0.114b) (0.231b) (0.019) (0.000) (0.084) (0.003)
FIGARCH 0.151 2.310 6.544 20.061 95.785 300.663
(0.000) (0.000) (0.000) (0.000) (0.000) (0.005)
Chile
Basic RLS 0.018 0.135 0.405 1.321 6.266 16.692
(0.021) (0.010) (0.007) (0.540b) (1.000a,b) (0.049)
Threshold 1% RLS 0.019 0.149 0.476 1.535 6.818 18.059
(0.020) (0.006) (0.004) (0.001) (0.000) (0.000)
Mean Reversion RLS 0.017 0.113 0.354 1.303 6.776 18.258
(1.000a,b) (1.000a,b) (1.000a,b) (1.000a,b) (0.000) (0.000)
Modified RLS 0.017 0.113 0.355 1.304 6.769 18.238
(0.219b) (0.026) (0.008) (0.540b) (0.012) (0.000)
ARFIMA(0,d,0) 0.021 0.197 0.605 1.792 6.611 15.802
(0.006) (0.000) (0.000) (0.000) (0.201b) (1.000a,b)
ARFIMA(1,d,1) 0.021 0.197 0.605 1.794 6.626 15.874
(0.006) (0.000) (0.000) (0.000) (0.197b) (0.049)
GARCH 0.019 0.150 0.528 1.696 6.840 17.447
(0.219b) (0.000) (0.000) (0.000) (0.000) (0.000)
FIGARCH 0.020 0.266 0.917 2.733 11.387 33.908
(0.020) (0.000) (0.000) (0.000) (0.000) (0.000)
Mexico
Basic RLS 0.026 0.134 0.407 1.853 14.259 52.737
(0.020) (0.000) (0.026) (1.000a,b) (1.000a,b) (0.000)
Threshold 1% RLS 0.025 0.126 0.448 2.562 19.270 62.380
(0.706b) (0.003) (0.000) (0.001) (0.000) (0.000)
Mean Reversion RLS 0.025 0.108 0.332 1.922 17.097 59.465
(0.706b) (0.014) (0.049) (0.531b) (0.000) (0.000)
Modified RLS 0.025 0.106 0.328 1.921 17.170 59.634
(1.000a,b) (1.000a,b) (1.000a,b) (0.531b) (0.000) (0.000)
ARFIMA(0,d,0) 0.033 0.300 0.998 3.566 17.427 50.756
(0.004) (0.000) (0.000) (0.000) (0.000) (0.000)
ARFIMA(1,d,1) 0.033 0.303 1.013 3.625 17.796 52.262
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
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Table 9 (Continued )
τ = 1 τ = 5 τ = 10 τ = 20 τ = 50 τ = 100
GARCH 0.027 0.149 0.507 2.421 15.000 45.679
(0.020) (0.000) (0.000) (0.002) (0.276b) (1.000a,b)
FIGARCH 0.044 0.656 2.014 6.434 30.631 97.256
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Peru
Basic RLS 0.083 0.957 3.019 11.800 67.769 190.331
(0.688b) (1.000a,b) (1.000a,b) (1.000a,b) (0.014) (0.000)
Threshold 1% RLS 0.079 1.096 3.609 16.118 90.852 237.225
(0.983b) (0.185b) (0.031) (0.012) (0.000) (0.000)
Mean Reversion RLS 0.078 0.993 3.285 14.720 82.740 222.070
(1.000a,b) (0.516b) (0.142b) (0.184b) (0.000) (0.000)
Modified RLS 0.078 1.003 3.370 14.702 81.312 218.141
(0.983b) (0.516b) (0.035) (0.044) (0.004) (0.000)
ARFIMA(0,d,0) 0.105 1.370 4.179 12.864 51.539 128.406
(0.072) (0.005) (0.011) (0.575b) (0.017) (0.000)
ARFIMA(1,d,1) 0.105 1.369 4.176 12.853 51.461 128.065
(0.135b) (0.005) (0.012) (0.608b) (1.000a,b) (1.000a,b)
GARCH 0.078 1.134 3.386 12.256 58.040 165.165
(0.983b) (0.038) (0.039) (0.608b) (0.017) (0.000)
FIGARCH 0.086 1.665 5.900 18.118 78.197 228.297
(0.619b) (0.002) (0.002) (0.001) (0.000) (0.000)
MSFEs are reported in the main entries; MCS p-values are in parentheses.
a The model is the best according to the MSFE.
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elongs to the 10% of the MCS and any horizon. In the case
f Mexico, the Basic RLS model shows the best performance
or τ  = 1. The Mean Reversion RLS model is best for horizons
 = 5, 10, 20 and 50. In the case of τ = 100, the Threshold 1%
LS model is the best. None of the ARFIMA models belong to
0% of the MCS. In the case of Peru, the Mean Reversion RLS
odel is best for τ = 1, 5. The Modified RLS model is best for
 = 10, 20. Finally the Basic RLS model is best for τ  = 50, 100.
gain, as in the previous cases, none of the ARFIMA models
elong to the 10% of the MCS models. In summary, all the
esults allow to affirm that the models with RLS produce better
redictions than the classic long-memory models such as the
RFIMA.
The results for the volatility represented as the squared returns
re set out in Table 9. Several observations can be drawn from
he results. In the case of Argentina, the best performance is
iven by the GARCH model for τ  = 1, 5, 10, 20. For τ  = 50,
00, the FIGARCH model is the best. This result is interesting
ecause for the first time, no model RLS ranks first in the rank-
ng. However, it is important to note that other RLS models (in
ll its variants) belong to the 10% of the MCS for τ  = 1, 5, 10,
0. This means that in real terms is not possible establish a clear
ominance of the GARCH and FIGARCH models on the RLS
odels. In the case of Brazil, the Mean Reversion RLS model is
est for τ = 1 while the Modified RLS model is best for τ  = 5, 10.
or τ = 20, 50, the Mean Reversion RLS model is the best and for
 = 100 only the ARFIMA(1,d,1) model shows the best perfor-
ance. However, as in the previous case, there are several RLS
odels belonging to the 10% of the MCS. Even the GARCH
odel belongs to the 10% of the MCS for τ  = 1, 5. Except for the
ase mentioned, in no other case such class of model belong to
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M
ehe 10% of the MCS. In the case of Chile, the best performance
t is given by the Mean Reversion RLS model for τ = 1, 5, 10,
0. For τ  = 50, the Basic RLS model is the best. For τ  = 100,
he ARFIMA(1,d,1) model has the better performance. This is
imilar results as in the Table 8 for this country. For τ  = 50, two
ases in which the ARFIMA models belong to the 10% of the
CS are observed. However, these are rare exceptions among
ll possible cases (6 horizons and 8 models give a total of 48
ossible cases). The GARCH model belongs to the 10% of the
CS only for τ  = 1. In any other case, this model belongs to the
0% of the MCS. In Mexico, the Modified RLS model is the
est model for τ  = 1, 5, 10. For τ  = 20, 50, the Basic RLS model
s the best while for τ = 100, I find that the GARCH model is
he best. Except this case (in addition to τ  = 50), in any other
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(1989, 1994). Let Yt = (y1, . . ., yt) be the vector of obser-
vations available at time t and denote the vector of parameters
by θ  =  [σ2η,  α,  σ2e ,  φ]. Adopting the notation used in Hamilton
12 These definitions in the domain of frequency and time are equivalent if
certain general conditions are verified, in accordance with the findings in Beran
(1994).2 G. Rodríguez / Review of Dev
olatility is measured by the squared returns, the great exception
s Argentina where a dominance of GARCH and FIGARCH
odels is appreciated.
.  Conclusions
Typically, the volatility of financial time series shows long-
erm dependence or long memory. This property is represented
n the domain of time by the behavior of its sample ACF that
xhibits values that are significantly different from zero up to
 large number of lags, indicating hyperbolic decay. However,
ew literature has stressed that the presence of long memory
ould be caused by the presence of infrequent or random level
hifts. Therefore, in this paper I adopt a different approach and
 estimate four types of models that include a short memory
omponent plus a level shifts component. The model is called a
LS model. I think that there is sufficient evidence of struc-
ural changes in the financial markets in Latin America that
arrant the use of these models with random shifts or sporadic
evel shifts. On the other hand, the empirical evidence for Latin
merica is scarce. Some contributions using the basic version
f the model RLS are Ojeda Cunya and Rodríguez (2016) for
he stock and foreign exchange markets in Peru and Rodríguez
nd Tramontana Tocto (2015) for the stock markets of a group of
atin American countries. In that sense, the contribution of the
ocument is fundamentally empirical. I follow Xu and Perron
2014) with three extensions of the basic model RLS: (i) replace
he constant probabilities of level shifts for varying probabili-
ies. In particular, probabilities are now dependent on extremely
egative past returns (below the 1%, 2.5% and 5% levels); (ii)
ntroduction of a mechanism of reversion to the mean; (iii) mix-
ng (i) and (ii). Therefore, four models of the type RLS are
stimated.
The empirical results involve the following issues: (i) there is
vidence of the existence of sporadic level shifts in all countries
nder analysis; (ii) these level shifts are associated with turbu-
ent domestic and foreign events; (iii) when taking into account
hese sporadic level shifts, evidence of long memory vanishes;
iv) it is found similar evidence for the GARCH effects; (v) the
erformance prediction of the RLS models is superior to the
lassic models involving long memory as the ARFIMA(p,d,q)
odels, the GARCH and the FIGARCH models. The evidence
ndicates that except in rare exceptions, the RLS models (in all its
ariants) are showing the best performance or belong to the 10%
f the MCS. On rare occasions the GARCH and the ARFIMA
odels appear to dominate but they are rare exceptions. When
he volatility is measured by the squared returns, the great excep-
ion is Argentina where a dominance of GARCH and FIGARCH
odels is appreciated.
echnical  appendix
Formally, the long memory property is defined in a time
eries that has an ACF that slowly decays in its lags or, equiva-
ently, if its spectral density function has an infinite value at the
ero frequency. There are several possible formalizations for
his definition; see McLeod and Hipel (1978), Robinson (1994),
m
i
uent Finance 6 (2016) 26–45
eran (1994) and Baillie (1996), among others. I follow the
efinitions presented in Perron and Qu (2010). Let {xt}Tt=1 be
 stationary time series with spectral density function fx(ω) at
requency ω, so xt has long memory if fx(ω) = g(ω)ω−2d, for
 →  0, where g(ω) is a function of smooth variation in a vicin-
ty of the origin, which means that for all real numbers t, it is
erified that g(tω)/g(ω) →  1 for ω  →  0. When d > 0, the spectral
ensity function increases for frequencies increasingly close to
he origin. The divergent infinite rate depends on the value of
arameter d. On the other hand, let γx(τ) be the ACF of xt,
o xt has long memory if γx(τ) = c(τ)τ2d−1, for τ →  ∞  , where
(τ) is a function of smooth variation. When 0 < d  < 1/2 the ACF
ecreases at a slow rate of decay that depends on the value of
arameter d.12
The first-differences of the model (1), with the aim
f eliminating the autoregressive process of the level
hift component, depends solely on the Bernoulli process:
yt = τt −  τt−1 + ct −  ct−1 = ct −  ct−1 + δt, and moving to the
tate-space form, the mean and transition equations are obtained,
espectively: yt = ct −  ct−1 + δt, ct = φct−1 + et. In matrix form
yt = HXt + δt and Xt = FXt−1 + Ut are obtained, where Xt = [ct,
t−1], F  =
[
φ  0
1 0
]
, H  = [1, −  1]′. In this case, the first row of
he matrix F  shows the coefficient φ  of the autoregressive part
f the short-memory component. Moreover, U  is a Normally
istributed vector of dimension 2 with mean 0 and variance:
 =
[
σ2e 0
0 0
]
. In comparison with the standard state-space
odel, the important difference in the current model is that the
istribution of δt is a mixture of two Normal distributions with
ariance σ2η and 0, occurring with probabilities α and 1 −  α,
espectively13.
The model described above is a special version of the models
ncluded in Wada and Perron (2006) and Perron and Wada
2009). In this case, there are only shocks that affect the level of
he series, and the restriction is imposed that the variance of one
f the components of the mixture of distributions is zero. The
asic input for the estimation is the increase in the states through
he realizations of the mixture at time t so that the Kalman filter
an be used to construct the likelihood function, conditional
o the realizations of the states. The latent states are eliminated
rom the final expression of the likelihood by summing over all
he possible realizations of the states. In consequence, despite
ts fundamental differences, the model takes a structure that
s similar to that of the Markov–Switching model of Hamilton13 In comparison with Markov–Switching model of Hamilton (1989), this
odel does not limit the magnitude of the level shifts, so any number of regimes
s possible. Moreover, the probability 0 or 1 does not depend on past events,
nlike the Markov model.
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1994), 1(.)  represents a vector of ones of dimension (4 ×  1),
he symbol  denotes element-by-element multiplication,
ij
t|t−1 =  vec(ξ˜t|t−1) with the (i, j)th element of ξ˜t|t−1 being
r(st−1 = i, st = j|Yt−1 ; θ) and ωt =  vec(ω˜t) with the (i, j)th
lement of ω˜t being f(yt|st−1 = i, st = j, Yt−1 ; θ) for i, j ∈ {1,
}. Thus, I have st = 1 when πt = 1, that is, a level shift occurs.
sing the same notation as Lu and Perron (2010), the logarithm
f the likelihood function is ln(L) =∑Tt=1 ln f  (yt|Yt−1; θ),
here
 (yt|Yt−1, θ) =
2∑
i=1
2∑
j=1
f  (yt|st−1 =  i,  st =  j, Yt−1,  θ)
× Pr(st−1
=  i,  st =  j|Yt−1,  θ) ≡  1′(ξ̂t|t−1   ωt).
By applying rules of conditional probabilities, Bayes’s rule
nd the independence of st with respect to past realizations, I
btain ξ˜kit|t−1 =  Pr(st−2 =  k,  st−1 =  i|Yt−1; θ). The evolution of
t|t−1 can be expressed as:
ξ˜11t+1|t
ξ˜21t+1|t
ξ˜12t+1|t
ξ˜22t+1|t
⎤⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎣
α  α  0 0
0 0 α  α
1 −  α 1 −  α 0 0
0 0 1 −  α  1 −  α
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
ξ˜11t|t
ξ˜21t|t
ξ˜12t|t
ξ˜22t|t
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (6.1)
hich is equal to ξ̂t+1|t =  ξ̂t|t with ξ̂t|t = (̂ξt|t−1ωt )1′ (̂ξt|t−1ωt ) . Note that
hus far the model includes the probabilities of level shift (α) as
onstant. Thus, once the specific estimate of α  is obtained, a pos-
ible approach is the use of a smoothed estimate of the level shift
omponent τ̂t . However, in the present context of abrupt struc-
ural shifts, the conventional smoothers may perform poorly. In
lace of this, I use the method proposed by Bai and Perron (1998,
003) to obtain the dates on which the level shifts occur, as well
s the means (averages) within each segment. Indeed, I use the
stimation of α  to obtain an estimate of the number of level shifts,
nd the Bai and Perron method (1998, 2003) to obtain estimates
f the break dates that globally minimize the following sum of∑m+1∑Ti 2quared residuals: i=1 t=Ti−1+1[yt −  μi] , where m  is the
umber of breaks, Ti (i  = 1, 2, . .  ., m) are the break dates T0 = 0,
nd Tm+1 = T  and μi (i  = 1, 2, . . ., m  + 1) are the means (averages)
nside each regime, which can be estimated once the date breaks
ave been estimated or known. This method is efficient and can
andle a large number of observations; see Bai and Perron (2003)
or further details.14
14 Note that because the model permits consecutive level shifts, we set (in the
mpirical application of the Basic RLS model) the minimum length of a segment
t only one observation.
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In consequence, the conditional likelihood function for yt
orresponds to the following Normal density:
˜ijt =  f (yt|st−1 =  i,  st =  j,  Yt−1, θ)
= 1√
2π
|f ijt |−1/2 exp
⎛⎝−vij′t (f ijt )−1/2vijt
2
⎞⎠ ,
here vijt is the prediction error and f
ij
t is its variance, and these
erms are defined as:
v
ij
t =  yt −  yit|t−1 = yt −  E[yt|st =  i,  Yt−1; θ],
f
ij
t =  E(vijt vij
′
t ).
The best predictions for the state variable and its respec-
ive conditional variance in st−1 = i  are Xit|t−1 =  FXit−1|t−1,
nd Pit|t−1 =  FPit−1|t−1F ′ +  Q, respectively. Furthermore, the
ean equation is yt = HXt + δt, where the error δt has a mean 0
nd a variance that can take values R1 =  σ2η with probability α
r R2 = 0 with probability (1 −  α). Thus, the prediction error is
ij
t =  yt −  HXit|t−1 and its variance is f ijt =  HPit|t−1H ′ +  Rj .
n this way, given that st = j  and st−1 = i  and using updating
ormulas:
Xit|t =  Xit|t−1+Pit|t−1H ′(HPit|t−1H ′+Rj)
−1(yt−HXit|t−1),
P
ij
t|t−1 =  Pit|t−1 −  Pit|t−1H ′(HPit|t−1H ′ +  Rj)
−1
HPit|t−1,
re obtained. In order to reduce the dimensionality problem in
he estimation, Lu and Perron (2010) use the recollapsing pro-
edure proposed by Harrison and Stevens (1976). In so doing,˜ijt is unaffected by the history of the states before time t  −  1.
hen, I have four possible states corresponding to St = 1 when
st = 1, st−1 = 1), St = 2 when (st = 1, st−1 = 2), St = 3 when (st = 2,
t−1 = 2) and St = 4 when (st = 2, st−1 = 2) and the matrix   is
efined as (6.1). Taking the definitions of ω˜t , ξ̂t|t , ξ̂t+1|t , the set
f conditional probabilities and the one-period forward predic-
ions, the same structure as a version of the Markov model of
amilton (1989, 1994) is obtained. However, the EM algorithm
annot be used. This is because the mean and the variance in
he conditional density function are non-linear functions of the
arameters θ and of past realizations {yt−j ; j  ≥  1}. Likewise,
he conditional probability of being in a determined regime ξ̂t|t is
nseparable from the conditional densities ω˜t . For further details,
ee Lu and Perron (2010), Li and Perron (2013) and Wada and
erron (2006).
The estimation method is based on the work of Xu and Perron
2014), which is an extension of the Basic RLS model by Lu
nd Perron (2010) and Li and Perron (2013). The first difference
ompared with the basic model is that the vector of parameters is
ifferent: θ =  [σ2η,  p,  σ2e ,  φ,  γ1,  γ2,  β].15 The second important
ifference is that, given the probability of level shifts is now
15 This vector of parameters corresponds to the model that contains the
wo extensions, that is, the Modified RLS model. In the case of the Thresh-
ld κ% RLS model (only varying probabilities), the vector of parameters is
 = [σ2η , p, σ2e , φ, γ1, γ2], while in the case of the Mean Reversion RLS model,
he set of parameters is θ = [σ2η , p, σ2e , φ, β].
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arying, Eq. (6.1) is replaced by:
ξ˜11t+1|t
ξ˜21t+1|t
ξ˜12t+1|t
ξ˜22t+1|t
⎤⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
pt+1 pt+1 0 0
0 0 pt+1 pt+1
(1 −  pt+1) (1 −  pt+1) 0 0
0 0 (1 −  pt+1) (1 −  pt+1)
⎤⎥⎥⎥⎥⎥⎦
×
⎡⎢⎢⎢⎢⎢⎢⎣
ξ˜11t|t
ξ˜21t|t
ξ˜12t|t
ξ˜22t|t
⎤⎥⎥⎥⎥⎥⎥⎦ . (6.2)
Therefore, the conditional likelihood function for yt follows
he Normal density:
˜ijt =  f  (yt|st−1 =  i,  st =  j, Yt−1,  θ)
= 1√
2π
|f ijt |−1/2 exp
⎛⎝−vij′t (f ijt )−1/2vijt
2
⎞⎠ ,
here vijt is the prediction error and f
ij
t is its variance and is
efined as: vijt =  yt −  yijt|t−1 =  yt −  E[yt|st =  i,  st−1 =
, Yt−1, θ] and f ijt =  E(vijt vij
′
t ). Note that yijt|t−1 depends only
n the information contained in t  −  1. The predictions for the
ariable of state and its respective conditional variance to st−1 = i
re: Xit|t−1 =  FXit−1|t−1 and Pit|t−1 =  FPit−1|t−1F ′ +  Q. The
ean equation is yt = HXt + δt, where the error δt has zero mean
nd a variance that can take values R1 =  σ2η or values R2 = 0, so
he prediction error is vijt =  yt −  HXit|t−1 and is associated
ith a variance f ijt =  HPit|t−1H ′ +  Rj . Then, given st = j and
t−1 = i and using the updating formula I have:
X
ij
t|t =  Xit|t−1+Pit|t−1H ′(HPit|t−1H ′ +  Rj)
−1(yt−HXit|t−1),
P
ij
t|t =  Pit|t−1 −  Pit|t−1H ′(HPit|t−1H ′ +  Rj)
−1
HPit|t−1.
s in Perron and Wada (2009), I reduce the estimation prob-
em by using the recollapsing process proposed by Harrison and
tevens (1976):
Xit|t =
∑2
i=1Pr(st−1 = i, st = j|Yt, θ)X
ij
t|t
Pr(st = j|Yt, θ) =
∑2
i=1ξ˜
ij
t|tX
ij
t|t∑2
i=1ξ˜
ij
t|t
,Pit|t =
∑2
i=1Pr(st−1 = i, st = j|Yt, θ)[P
ij
t|t + (Xit|t − Xijt|t)(Xit|t − Xijt|t)
′]
Pr(st = j|Yt, θ)
=
∑2
i=1ξ˜
ij
t|t[P
ij
t|t + (Xjt|t − Xijt|t)(Xjt|t − Xijt|t)
′]∑2
i=1ξ˜
ij
t|t
.
G
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For the Mean Reversion RLS model, certain modifications
re necessary. The prediction error vijt of the previous expres-
ions is no longer Normally distributed with mean 0 and variance
hat depends on the value of the state, but is modeled as:
t = a  + ct + τt,
yt =  τt −  τt−1 +  ct −  ct−1,  τt −  τt−1
=  πt[β(τt|t−1 −  τt) + η˜1t] +  (1 −  πt)η2t .
oreover,
ω˜
ij
t = f  (yt|st−1 = i, st =  j,  Yt−1,  θ)
= 1√
2π
|f ijt |−1/2 exp
⎛⎝− v˜ij′t (f ijt )−1/2v˜ijt
2
⎞⎠ ,
v˜
ij
t =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
v11t −  β(τ11t|t−1 −  τ11t )
v12t
v21t −  β(τ21t|t−1 −  τ21t )
v22t
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ ,
nd f ijt =  E(v˜ijt v˜ij
′
t ) =  HPit|t−1H ′ +  Rj . Further details appear
n Xu and Perron (2014).
eferences
ai, J., Perron, P., 1998. Estimating and testing linear models with multiple
structural changes. Econometrica 66, 47–78.
ai, J., Perron, P., 2003. Computation and analysis of multiple structural change
models. J. Appl. Econom. 18, 1–22.
aillie, R.T., 1996. Long memory processes and fractional integration in econo-
metrics. J. Econom. 73, 5–59.
aillie, R.T., Bollerslev, T., Mikkelsen, H.O., 1996. Fractionally integrated gen-
eralized autoregressive conditional heteroskedasticity. J. Econom. 74, 3–30.
eran, J., 1994. Statistics for Long-memory Processes. Chapman and Hall, New
York.
ollerslev, T., 1986. Generalized autoregressive conditional heteroskedasticity.
J. Econom. 31, 307–327.
ollerslev, T., Mikkelsen, H.O., 1996. Modeling and pricing long memory in
stock market volatility. J. Econom. 73, 151–184.
reidt, J.F., Crato, N., de Lima, P.J.F., 1998. On the detection and estimation of
long-memory in stochastic volatility. J. Econometr. 83, 325–334.
acorogna, M.M., Muller, U.A., Nagler, R.J., Olsen, R.B., Pictet, O.V., 1993.
A geographical model for the daily and weekly seasonal volatility in the
foreign exchange market. J. Int. Money Financ. 12, 413–438.
iebold, F., Inoue, A., 2001. Long memory and regime switching. J. Econom.
105, 131–159.
ing, Z., Engle, R.F., Granger, C.W.J., 1993. A long memory property of stock
market returns and a new model. J. Empir. Financ. 1, 83–106.
ngle, R.F., 1995. ARCH: Selected Readings. Oxford University Press, Oxford.
ngle, R.F., Ng, V.K., 1993. Measuring and testing the impacts of news on
volatility. J. Financ. 48, 1749–1778.
ngle, R.F., Smith, A.D., 1999. Stochastic permanent breaks. Rev. Econ. Stat.
81, 553–574.
uller, W.A., 1996. Introduction to Time Series, second ed. John Wiley, New
York.
eweke, J., Porter-Hudak, S., 1983. The estimation and applications of long
memory time series models. J. Time Series Anal. 4, 189–209.
ourieroux, C., Jasiak, J., 2001. Memory and infrequent breaks. Econ. Lett. 70,
29–41.
ranger, C.W.J., Ding, Z., 1996. Varieties of long memory models. J. Econometr.
73, 61–77.
elopm
G
G
H
H
H
H
H
H
H
H
L
L
L
M
M
M
M
N
O
P
P
P
P
P
R
R
R
S
S
T
T
W
VG. Rodríguez / Review of Dev
ranger, C.W.J., Hyung, N., 2004. Occasional structural breaks and long mem-
ory with an application to the S&P 500 absolute stock returns. J. Empir.
Financ. 11, 399–421.
ranger, C.W.J., Joyeux, R., 1980. An introduction to long memory time series
models and fractional differencing. J. Time Ser. Anal. 1, 15–39.
amilton, J.D., 1989. A new approach to the economic analysis of nonstationary
time series and the business cycle. Econometrica 57, 357–384.
amilton, J.D., 1994. Time Series Analysis. Princeton University Press.
ansen, P.R., Lunde, A., 2006. Consistent ranking of volatility models. J.
Econom. 131, 97–121.
ansen, P.R., Lunde, A., Nason, J.M., 2011. The model confidence set. Econo-
metrica 79, 453–497.
arrison, P.J., Stevens, C.F., 1976. Bayesian forecasting. J. R. Stat. Soc. Ser. B
38, 205–247.
arvey, A.C., 1998. Long memory in stochastic volatility. In: Knight, J.,
Satchell, S. (Eds.), Forecasting Volatility in Financial Markets. Butterworth-
Heineman, Oxford, pp. 307–320.
osking, J.R.M., 1981. Fractional differencing. Biometrika 68, 165–176.
umala, A., Rodríguez, G., 2013. Some stylized facts of returns in the stock and
foreign exchange markets in Peru. Stud. Econ. Financ. 30 (2), 139–158.
i, Y., Perron, P., 2013. Modeling Exchange Rate Volatility with Random Level
Shifts, Working Paper. Department of Economics, Boston University.
obato, I.N., Savin, N.E., 1998. Real and spurious long memory properties of
stock-market data. J. Bus. Econ. Stat. 16, 261–268.
u, Y.K., Perron, P., 2010. Modeling and forecasting stock return volatility using
a random level shift model. J. Empir. Financ. 17, 138–156.
artens, M., van Dijk, D., de Pooter, M., 2004. Modeling and Forecasting S&P
500 Volatility: Long Memory, Structural Breaks and Nonlinearity, Discus-
sion Paper. Tinbergen Institute.
cLeod, A.I., Hipel, K.W., 1978. Preservation of the rescaled adjusted range:
a reassessment of the Hurst phenomenon. Water Resour. Res. 14, 491–508.
ikosch, T., Sta˘rica˘, C., 2004a. Nonstationarities in financial time series, the
long-range effect dependence, and the IGARCH effects. Rev. Econ. Stat. 86,
378–390.
ikosch, T., Sta˘rica˘, C., 2004b. Changes of structure in financial time series and
the GARCH model. REVSTAT-Stat. J. 2, 42–73.elson, D., 1991. Conditional hetorskedasticity in asset returns: a new approach.
Econometrica 59 (2), 347–370.
jeda Cunya, J., Rodríguez, G., 2016. An application of a random level
shifts model to the volatility of Peruvian stock and exchange rate returns.
Xent Finance 6 (2016) 26–45 45
Macroecon. Financ. Emerg. Mark. Econ. (forthcoming), Working Paper
383 of the Department of Economics, Pontificia Universidad Católica del
Perú.
arke, W.R., 1999. What is fractional integration? Rev. Econ. Stat. 81,
632–638.
erron, P., 1989. The great crash, the oil price shock and the unit root hypothesis.
Econometrica 57, 1361–1401.
erron, P., 1990. Testing for a unit root in a time series regression with a changing
mean. J. Bus. Econ. Stat. 8, 153–162.
erron, P., Qu, Z., 2010. Long-memory and level shifts in the volatility of stock
market return indices. J. Bus. Econ. Stat. 28, 275–290.
erron, P., Wada, T., 2009. Let’s take a break: trends and cycles in U.S. real
GDP. J. Monet. Econ. 56, 749–765.
obinson, P.M., 1994. Time series with strong dependence. In: Sims, C.A. (Ed.),
In: Advances in Econometrics: Sixth World Congress, vol. 1. Cambridge
University Press, Cambridge, pp. 47–96.
obinson, P.M., 1995. Log-periodogram regression of time series with long
range dependence. Ann. Stat. 23, 1048–1073.
odríguez, G., Tramontana Tocto, R., 2015. Application of a random level shift
model to the volatility of Latin-American stock returns. Latin Am. J. Econ. 52
(2), 185–211, See also Working Paper 385 of the Department of Economics,
Pontificia Universidad Católica del Perú.
hephard, N., 2005. Stochastic Volatility: Selected Readings, Edited volume.
Oxford University Press, Oxford.
ta˘rica˘, C., Granger, C., 2005. Nonstationarities in stock returns. Rev. Econ.
Stat. 87, 503–522.
aylor, S., 1986. Modelling Financial Time Series. John Wiley & Sons, New
York.
everovsky, V., Taqqu, M., 1997. Testing for long range dependence in the
presence of shifting means or a slowly declining trend, using a variance-type
estimator. J. Time Ser. Anal. 18, 279–304.
ada, T., Perron, P., 2006. An Alternative Trend-Cycle Decomposition using
a State Space Model with Mixtures of Normals: Specifications and Appli-
cations to International Data, Working Paper. Department of Economics,
Boston University.
arneskov, R.T., Perron, P., 2014. Combining Long Memory and Level Shifts in
Modeling and Forecasting the Volatility of Asset Returns, Working Paper.
Boston University.
u, J., Perron, P., 2014. Forecasting return volatility: level shifts with varying
jump probability and mean reversion. Int. J. Forecast. 30, 449–463.
