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1. Introduction
In this paper, we are concerned with the accuracy of numerically computed solutions in underdetermined systems
Ax = b, A ∈ Rm×n, b ∈ Rm, m < n (1)
where rank(A) = m. The underdetermined systems (1) appear in many important problems in science and technology,
e.g. array signal processing, image processing, genomic data analysis and so forth.
Since rank(A) = m and m < n, systems (1) have infinitely many solutions. In many situations, ‘‘large’’ solution vectors
may be quite unacceptable (see e.g. [1]). A common procedure is to compute a solution x∗ satisfying
x∗ = min
Ax=b ‖x‖2.
It is known (see e.g. [1–4]) that x∗ = A+b holds, where A+ denotes the pseudo-inverse of A. Perturbation theory for x∗ is
discussed in [2,4,5].
The standard direct method for computing x∗ is to use thin QR factorization AT = QR, where Q ∈ Rn×m is column-
orthogonal and R ∈ Rm×m is upper triangular. Since rank(A) = m, R is nonsingular, so x∗ = A+b = QR−Tb holds. Therefore
x∗ can be obtained by solving linear systems RTy = b with respect to y via forward substitution and forming Qy. This
discussion gives Algorithm 1.
Algorithm 1 (E.g. Golub et al. [3]). Given A ∈ Rm×n with rank(A) = m and b ∈ Rm, this algorithm computes x∗.
Step 1. Execute thin QR factorization AT = QR.
Step 2. Solve RTy = b via forward substitution.
Step 3. Compute x∗ = Qy.
In this paper, we consider numerically enclosing x∗, concretely, computing an upper bound for ‖x˜− x∗‖2 using floating
point operations, where x˜ denotes a numerical result for x∗. It is known (see e.g. [6–8]) that
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x∗ :=
(
w∗
x∗
)
, wherew∗ := (AAT )−1b,
is the solution in augmented linear systems
Ax = b, A :=
(
AT −In
Om A
)
, x :=
(
w
x
)
, b :=
(
0
b
)
, (2)
where In and Om denote the n × n identity matrix and the m × m zero matrix, respectively. Therefore x∗ can be enclosed
by applying algorithms for enclosing solutions in linear systems (see e.g. [9–13]) to (2). On the other hand, in many cases,
the applications of these algorithms to (2) require O((m + n)3) flops. The reason is that A ∈ R(m+n)×(m+n) and many such
algorithms require floating point operations whose number is proportional to the cube of the coefficient matrix dimension.
In fact, algorithms for enclosing x∗ by considering (2) have been proposed in [7,8], and these algorithms requireO((m+n)3)
flops.
The purpose of this paper is to propose fast algorithms for enclosing x∗. These algorithms return error bounds ε ∈ R
satisfying ‖x˜−x∗‖2 ≤ ε. In these algorithms, execution of Algorithm 1 is assumed, and Q˜ , R˜ and y˜ are reused, where Q˜ , R˜ and
y˜ denote numerical results for Q , R and y obtained by Algorithm 1, respectively. We establish theory for computing an upper
bound for ‖x˜− x∗‖2 in which (2) is not considered. This theory results in the proposed algorithms requiring computational
costs smaller than O((m+ n)3) flops (see Section 3 for detail). We introduce techniques for accelerating the enclosure and
obtaining smaller error bounds. The proposed algorithms allow the presence of underflow in floating point arithmetic.
This paper is organized as follows: In Section 2, theory for computing the upper bound for ‖x˜ − x∗‖2 is established. In
Section 3, the above techniques are introduced, and the algorithms for enclosing x∗ are proposed. In Section 4, numerical
results are reported to show the properties of the proposed algorithms. Finally Section 5 summarizes the results of this paper
and highlights possible extensions and future work.
2. Enclosure theory
In this section, we establish theory for enclosing x∗. Throughout this paper, denote a relative rounding error unit and an
underflow constant by u and u, respectively. For IEEE754 double precision, we have u = 2−53 and u = 2−1074. For p ∈ N, let
γp := pu/(1− pu), Ip be the p× p identity matrix, e(i)p for i ∈ {1, . . . , p} be the i-th column of Ip, and sp := (1, . . . , 1)T ∈ Rp.
For M = {mij} ∈ Rp×q, |M| := {|mij|}. In particular if p = q, then diag(|M|) := (|m11|, . . . , |mpp|)T . Denote the pseudo-
inverse ofM byM+.
We cite Lemmas 1 and 2, and present Lemma 3, which are used in the proof of Theorem 1 shown below.
Lemma 1 (E.g. Oishi et al. [10]). Let a nonsingular triangular m × m matrix L be given. Suppose the columns XLe(i)m of an
approximate inverse XL are computed by substitution, in any order, of m linear systems L(XLe
(i)
m ) = e(i)m . Then including possible
underflow,
|XLL− Im| ≤ γm|XL||L| + u1−mu (msm + diag(|L|))s
T
m.
Lemma 2 (E.g. Golub et al. [3]). For F ∈ Rm×m and 1 ≤ p ≤ ∞, if ‖F‖p < 1, then Im − F is nonsingular and
‖(Im − F)−1‖p ≤ 11− ‖F‖p .
Lemma 3. For F , G ∈ Rm×n, if η := ‖Im − FGT‖2 < 1, then rank(F) = rank(G) = m and
‖F+‖2 ≤ ‖G‖21− η .
Proof. From Lemma 2 and η < 1, FGT is nonsingular, which implies rank(F) = rank(G) = m, and
‖(FGT )−1‖2 ≤ 11− η . (3)
Let F T = QFRF be a thinQR factorization of F T whereQF ∈ Rn×m is column-orthogonal and RF ∈ Rm×m is upper triangular.
Since rank(F) = rank(G) = m, Q TF GT and RTF are nonsingular. Thus we have
‖(FGT )−1‖2 = ‖(RTFQ TF GT )−1‖2 = ‖(Q TF GT )−1R−TF ‖2.
This and (3) yield
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‖F+‖2 = ‖R−TF ‖2 = ‖(Q TF GT )(Q TF GT )−1R−TF ‖2
≤ ‖Q TF ‖2‖GT‖2‖(Q TF GT )−1R−TF ‖2 = ‖G‖2‖(FGT )−1‖2
≤ ‖G‖2
1− η . 
We construct Theorem 1 for enclosing x∗.
Theorem 1. Suppose Q˜ ∈ Rn×m, R˜ ∈ Rm×m, x˜ ∈ Rn and w˜ ∈ Rm. Let XR be an approximate inverse of R˜T computed similarly to
XL in Lemma 1 and
µ := ‖Im − Q˜ T Q˜‖2
ρ := ‖XR(R˜T Q˜ T − A)‖2
ξ := γm‖|XR||R˜T |sm‖2 +
√
mu
1−mu‖msm + diag(|R˜
T |)‖2.
If ξ < 1, then R˜ is nonsingular. If µ < 1, then rank(Q˜ ) = m. In addition to these conditions, if ρ < (1 − ξ)√1− µ, then
rank(A) = m and it holds that
‖x˜− x∗‖2 ≤ ‖x˜− AT w˜‖2 + ‖XR(Ax˜− b)‖2
(1− ξ)√1− µ− ρ ,
also in the presence of underflow.
Proof. From Lemma 1, we have ‖Im − XRR˜T‖2 ≤ ξ . This, Lemma 2 and ξ < 1 yield that XRR˜T is nonsingular, which implies
that XR and R˜ are nonsingular, and
‖(XRR˜T )−1‖2 ≤ 1
1− ‖Im − XRR˜T‖2
≤ 1
1− ξ . (4)
Lemma 2 and µ < 1 give that Q˜ T Q˜ is nonsingular, which implies rank(Q˜ ) = m, and
‖(Q˜ T Q˜ )−1‖2 ≤ 1
1− ‖Im − Q˜ T Q˜‖2
≤ 1
1− µ. (5)
We can show using singular value decomposition (SVD) that
‖Q˜+‖2 =
√
‖(Q˜ T Q˜ )−1‖2. (6)
Substituting (5) into (6), we find
‖Q˜+‖2 ≤ 1√
1− µ. (7)
From (4) and (7), it holds that
‖Im − R˜−TAQ˜+T‖2 = ‖R˜−T (R˜T Q˜ T − A)Q˜+T‖2
= ‖R˜−TX−1R XR(R˜T Q˜ T − A)Q˜+T‖2
≤ ‖R˜−TX−1R ‖2‖XR(R˜T Q˜ T − A)‖2‖Q˜+T‖2
= ‖(XRR˜T )−1‖2‖XR(R˜T Q˜ T − A)‖2‖Q˜+‖2
≤ ρ
(1− ξ)√1− µ. (8)
Lemma 3, (7), (8) and ρ < (1− ξ)√1− µ yield rank(R˜−TA) = m, which implies rank(A) = m, and
‖(R˜−TA)+‖2 ≤ ‖Q˜
+‖2
1− ‖Im − R˜−TAQ˜+T‖2
≤ 1/
√
1− µ
1− ρ/((1− ξ)√1− µ) =
1− ξ
(1− ξ)√1− µ− ρ . (9)
On the other hand, since x∗ = A+b and A+ = AT (AAT )−1, we obtain
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x˜− x∗ = x˜− AT w˜ + AT w˜ − A+Ax˜+ A+Ax˜− A+b
= x˜− AT w˜ − AT (AAT )−1A(x˜− AT w˜)+ A+(Ax˜− b)
= (In − AT (AAT )−1A)(x˜− AT w˜)+ A+(Ax˜− b)
= (In − A+A)(x˜− AT w˜)+ A+(Ax˜− b). (10)
It can be shown using SVD that ‖In − A+A‖2 = 1. From this, (4), (9) and (10), it follows that
‖x˜− x∗‖2 ≤ ‖In − A+A‖2‖x˜− AT w˜‖2 + ‖A+(Ax˜− b)‖2
= ‖x˜− AT w˜‖2 + ‖A+R˜T R˜−TX−1R XR(Ax˜− b)‖2
≤ ‖x˜− AT w˜‖2 + ‖A+R˜T‖2‖R˜−TX−1R ‖2‖XR(Ax˜− b)‖2
= ‖x˜− AT w˜‖2 + ‖(R˜−TA)+‖2‖(XRR˜T )−1‖2‖XR(Ax˜− b)‖2
≤ ‖x˜− AT w˜‖2 + (1− ξ)‖XR(Ax˜− b)‖2
(1− ξ)((1− ξ)√1− µ− ρ)
= ‖x˜− AT w˜‖2 + ‖XR(Ax˜− b)‖2
(1− ξ)√1− µ− ρ . 
3. Proposed algorithms
In this section, we propose two algorithms for enclosing x∗ based on Theorem 1. In Section 3.1, we show techniques
for accelerating the enclosure and propose Algorithm 2. In Section 3.2, we explain a technique for obtaining smaller error
bounds and propose Algorithm 3. Throughout this section, we use the notation used in Sections 1 and 2.
3.1. Techniques for accelerating the enclosure
For enclosing x∗ on the basis of Theorem 1, we need to determine Q˜ , R˜, x˜ and w˜. Since we assume the execution of
Algorithm1, it is natural to determine Q˜ , R˜ and x˜ as thenumerical results forQ ,R and x∗ obtainedbyAlgorithm1, respectively.
Since x∗ = ATw∗ follows, the magnitude of ‖x˜ − AT w˜‖2 can be reduced by determining w˜ as an approximation for w∗.
Moreoverw∗ = R−1y holds, where y := R−Tb. Thus we propose obtaining w˜ by solving linear systems R˜w = y˜with respect
to w via backward substitution, where y˜ is the numerical result for y obtained by Algorithm 1. In this way, computation of
w˜ requires only O(m2) flops.
Let Y := Im − Q˜ T Q˜ and Z := R˜T Q˜ T − A. Throughout this paper, fl(·) denotes the result of floating point computations,
where all operations inside parentheses are executed by ordinary floating point arithmetic in rounding-to-nearest mode.
Utilizing an a priori error estimation (see e.g. [4,11]), it holds that
|Y | ≤ |fl(Y )| + γn+1(|Q˜ T ||Q˜ | + Im)+ nusmsTm (11)
|Z | ≤ |fl(Z)| + γm+1(|R˜T ||Q˜ T | + |A|)+musmsTn . (12)
Note that (11) and (12) hold also in the presence of underflow. If P ∈ Rm×m is symmetric, then it follows that ‖P‖2 ≤ ‖P‖∞.
This and (11) give
µ ≤ ‖Y‖∞ ≤ ‖fl(Y )‖∞ + γn+1(‖|Q˜ T ||Q˜ |‖∞ + 1)+mnu
≤ ‖fl(Y )‖∞ + γn+1(‖|Q˜ T ||Q˜ |sm‖∞ + 1)+mnu =: µ. (13)
From (12), we have
ρ ≤ ‖|XR||Z |‖2 ≤ ‖|XR|(|fl(Z)| + γm+1(|R˜T ||Q˜ T | + |A|)+musmsTn)‖2
≤ ‖|XR||fl(Z)|‖2 + γm+1(‖|XR||R˜T ||Q˜ T |‖2 + ‖|XR||A|‖2)+mu‖|XR|smsTn‖2
≤ ‖|XR||fl(Z)|sn‖2 + γm+1(‖|XR||R˜T ||Q˜ T |sn‖2 + ‖|XR||A|sn‖2)+mu‖|XR|sm‖2‖sTn‖2
= ‖|XR||fl(Z)|sn‖2 + γm+1(‖|XR||R˜T ||Q˜ T |sn‖2 + ‖|XR||A|sn‖2)+m
√
nu‖|XR|sm‖2 =: ρ. (14)
From (13) and (14), we need to execute matrix multiplications Q˜ T Q˜ and R˜T Q˜ T only once in rounding-to-nearest mode for
calculating µ and ρ, rigorous upper bounds for µ and ρ, respectively. The computational costs for fl(Y ) and fl(Z) are mn2
andm2n flops, since Q˜ T Q˜ is symmetric and R˜ is triangular, respectively. The computational costs for the other parts in (13)
and (14) are O(m2 +mn) flops. On the basis of the above discussion, we propose Algorithm 2.
Algorithm 2. Let Q˜ , R˜, x˜ and y˜ be the numerical results forQ , R, x∗ and y obtained byAlgorithm1, respectively. This algorithm
computes an error bound ε satisfying ‖x˜− x∗‖2 ≤ ε on the assumption that Algorithm 1 has already been executed.
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Step 1. Compute XR and ξ .
Step 2. If ξ ≥ 1, this algorithm fails. Terminate. Otherwise go to Step 3.
Step 3. Compute µ.
Step 4. If µ ≥ 1, this algorithm fails. Terminate. Otherwise go to Step 5.
Step 5. Compute ρ.
Step 6. If ρ < (1− ξ)√1− µ, this algorithm fails. Terminate. Otherwise go to Step 7.
Step 7. Compute w˜ by solving R˜w = y˜ via backward substitution.
Step 8. Compute ε := ‖x˜− AT w˜‖2 + ‖XR(Ax˜−b)‖2(1−ξ)√1−µ−ρ .
By changing rounding modes (see e.g. [10,12]), we can compute ε involving rounding errors. Moreover rank(A) = m can be
verified during Algorithm 2. These facts are valid also in Algorithm 3 proposed in Section 3.2. Steps 1, 3 and 5 requirem3/3,
mn2 and m2n flops, respectively. The computational cost for the other parts is O(m2 + mn) flops. Therefore Algorithm 2
requiresm(m2/3+mn+ n2) flops.
3.2. A technique for obtaining smaller error bounds
For obtaining smaller error bounds, more accurate w˜ and x˜ are necessary, i.e. w˜ and x˜ need to be better approximations
for w∗ and x∗, respectively. We can obtain such accurate w˜ and x˜ via iterative refinement. Let rw := x˜− AT w˜, rx := b− Ax˜,
s := Arw + rx, cw := (AAT )−1s and cx := AT cw − rw . Thenw∗ = w˜+ cw and x∗ = x˜+ cx hold. Hence iterative refinement for
w˜ and x˜ can be executed by the following procedure (see e.g. [6]):
1. Compute rw , rx and s.
2. Solve linear systems AAT cw = swith respect to cw .
3. Compute cx.
4. Update w˜ and x˜ such that w˜ = w˜ + cw and x˜ = x˜+ cx, respectively.
We assume that at least one of rw or rx is nonzero, since w˜ = w∗ and x˜ = x∗ follow if rw = rx = 0.
We construct an algorithm for updating w˜ and x˜, and computing an error bound εs ∈ R satisfying ‖x˜ − x∗‖2 ≤ εs and
εs/‖x˜‖2 ≤ τ for a tolerance τ ∈ R. To produce accurate w˜ and x˜, it is necessary to compute rw and rxwith extended precision
computation (see e.g. [3]). Since AAT = RTR follows, AAT cw = s can be solved by solving linear systems RT t = s and Rcw = t
with respect to t and cw via forward and backward substitution, respectively. Therefore solving AAT cw = s requires only
O(m2) flops if we reuse R˜ and execute forward and backward substitution. On the basis of the above discussion, we propose
Algorithm 3.
Algorithm 3. In addition, with the assumption in Algorithm 2, let a nonnegative real number τ and a positive integer qmax
be given. Denote the interval vectors enclosing rw and rx by [rw] and [rx], respectively. Then rˆw and rˆx denote the mid-points
of [rw] and [rx], respectively. This algorithm updates x˜ and computes an error bound εs satisfying ‖x˜ − x∗‖2 ≤ εs and
εs/‖x˜‖2 ≤ τ .
Steps 1–7. Similar to those in Algorithm 2.
Step 8. Initialize a positive integer q such that q = 1.
Step 9. Compute [rw] and [rx]with extended precision computation.
Step 10. Compute εs := ‖[rw]‖2 + ‖XR[rx]‖2(1−ξ)√1−µ−ρ .
Step 11. If εs/‖x˜‖2 < τ or q > qmax, then return εs and terminate. Otherwise go to Step 12.
Step 12. Compute rˆw , rˆx and sˆ := Arˆw + rˆx.
Step 13. Solve AAT cˆw = sˆ by reusing R˜ and executing forward and backward substitution.
Step 14. Compute cˆx := AT cˆw − rˆw .
Step 15. Update q, w˜ and x˜ such that q = q+ 1, w˜ = w˜ + cˆw and x˜ = x˜+ cˆx, respectively. Go back to Step 9.
Note that εs/‖x˜‖2 < τ is not satisfied if Algorithm 3 terminates by q > qmax.
4. Numerical results
In this section, we report some numerical results to show the properties of Algorithms 2 and 3 and the performance of our
implementation.We used a computer with Intel Xeon 2.66 GHz Dual CPU, 4.00 GB RAM,Windows Vista OS andMATLAB 7.5
with ATLAS and IEEE 754 double precision for all computations. We applied MATLAB function qr at Step 1 in Algorithm 1.
We used INTLAB [14] function accdot at Step 9 in Algorithm 3 for computing [rw] and [rx] with extended precision
computation, i.e. [rw] and [rx]were computed such that
[rw] = accdot(1, x˜, AT , w˜, []) and [rx] = accdot(1, b,−A, x˜, []),
respectively. We also used accdot for storing w˜ in Step 15 with twice the working precision,1 i.e. w˜ was updated such that
w˜ = accdot(1, w˜, 1, cˆw, 2). Note that only double-precision floating point numbers are used even if we compute [rw], [rx]
1 When w˜ was stored with ordinary working precision, a significantly small εs could not be obtained.
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Table 1
Error bounds obtained in Example 1.
Cond ε εs max ζi mean ζ min ζi
1e+0 4.37e−13 8.66e−16 2.23e−16 9.62e−17 4.34e−18
1e+2 9.03e−11 1.79e−14 1.07e−14 2.83e−15 5.56e−16
1e+4 4.91e−7 2.00e−12 1.44e−10 1.76e−11 3.42e−12
1e+6 3.30e−3 1.80e−10 1.25e−6 1.79e−7 2.45e−8
1e+8 7.20e+1 6.07e−8 1.39e−3 5.14e−4 9.56e−5
1e+10 1.05e+5 8.10e−7 1.45e+1 1.72e+0 1.95e−1
1e+12 6.04e+9 3.84e−4 2.95e+5 1.77e+4 1.91e+3
1e+14 Ď Ď 2.32e+9 2.50e+8 1.02e+8
Cond maxωi mean ω minωi
1e+0 2.39e−13 2.10e−13 1.74e−13
1e+2 2.05e−10 1.45e−10 1.14e−10
1e+4 1.23e−6 8.03e−7 5.88e−7
1e+6 9.27e−3 5.65e−3 3.96e−3
1e+8 8.66e+1 4.65e+1 2.80e+1
1e+10 7.56e+5 3.02e+5 1.79e+5
1e+12 5.89e+9 2.96e+9 1.91e+9
1e+14 7.20e+13 3.27e+13 1.88e+13
and w˜ as above. We set τ and qmax such that τ = 1e−14 and qmax = 10 in all examples, respectively. Algorithms 2 and 3
verified that rank(A) = m for examples in which these algorithms succeeded.
We introduce INTLAB function verifylss and VERSOFT [15] function verlsq for comparison. verifylss and
verlsq return interval n-vectors [ζ ] = ([ζ ]1, . . . , [ζ ]n)T and [ω] = ([ω]1, . . . , [ω]n)T satisfying x∗ ∈ [ζ ] and x∗ ∈ [ω],
respectively, when A and b are given. Let ζ = (ζ1, . . . , ζn)T and ω = (ω1, . . . , ωn)T be real n-vectors computed such that
ζ = rad([ζ ]) and ω = rad([ω]) using INTLAB function rad, respectively. We regard ζ and ω as the componentwise error
boundswhichverifylss andverlsq return, respectively, and compare themagnitudes of ε, εs, ζ1, . . . , ζn andω1, . . . , ωn.
To see the mean values of ζ1, . . . , ζn and ω1, . . . , ωn, mean ζ and mean ω denote
mean ζ := fl
(
n∑
i=1
ζi
/
n
)
and mean ω := fl
(
n∑
i=1
ωi
/
n
)
,
respectively. Define the condition number κ(A) := ‖A‖2‖A+‖2.
4.1. Example 1
In this example, we observe how the magnitudes of error bounds change when κ(A) increases. Consider (1) where A and
b are generated by the following MATLAB code:
A = gallery(‘randsvd’,[100,200],cond); b = randn(100,1);
We used the Higham’s test matrix randsvd [4]. Then it holds approximately that κ(A) ≈ cond. The function randn
generates a randommatrix whose elements are uniformly distributed in [−1, 1]. Table 1 displays ε, εs, max1≤i≤n ζi, mean ζ ,
min1≤i≤n ζi, max1≤i≤n ωi, mean ω and min1≤i≤n ωi for various cond. In Table 1, the notation ‘‘Ď’’ means that ξ became larger
than 1, so Algorithms 2 and 3 failed, where ξ is defined as in Theorem 1.
It can be seen roughly from Table 1 that εs increased proportionally to κ(A), although the other error bounds increased
proportionally to κ(A)2. Since iterative refinement is not executed within verlsq, ω1, . . . , ωn should be compared with
ε. It can be confirmed that ε was approximately equal to mean ω except for the case where cond = 1e+14. Alternatively
ζ1, . . . , ζn should be compared with εs, because iterative refinement is executed within verifylss. We see that εs was
smaller than mean ζ except for the case where cond = 1e+0, 1e+2 and 1e+14. In the case where cond = 1e+14,
verifylss and verlsq succeeded, although Algorithms 2 and 3 failed. From this, it can be seen that verifylss and
verlsq are more robust than Algorithms 2 and 3 for Awith large κ(A).
4.2. Example 2
In this example, we observe how computing times change when m increases. Firstly consider (1) where A and b are
generated by using
A = randn(m,1000); b = randn(m,1);
Table 2 displays computing times of Algorithms 1–3, verifylss and verlsq for various m. In Examples 2 and 3, the
magnitudes of the error bounds obtained were similar to those for the case where cond = 1e+0 in Example 1.
Since verifylss and verlsq compute not only error bounds but also numerical solutions, their computing timesmust
be compared with the summations of computing times of Algorithms 1 and 2, and Algorithms 1 and 3. Nevertheless Table 2
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Table 2
Computing times (s) in the first case of Example 2.
m Algorithm 1 Algorithm 2 Algorithm 3 Verifylss Verlsq
100 0.0253 0.0282 0.6645 3.8953 56.064
300 0.1632 0.1727 1.0251 6.2933 83.228
500 0.3922 0.4811 1.5390 9.5317 121.06
700 0.6978 0.9635 2.2495 13.644 171.98
900 1.0675 1.5771 5.0118 18.882 238.69
Table 3
Computing times (s) in the second case of Example 2.
m Algorithm 1 Algorithm 2 Algorithm 3 verifylss verlsq
600 1.8726 1.7922 4.6603 125.40 –
900 3.9837 3.8066 7.4104 158.48 –
1200 6.6240 6.8275 10.920 – –
1500 9.8906 10.831 15.496 – –
1800 13.630 15.714 28.415 – –
2100 17.771 21.971 36.163 – –
Table 4
Computing times (s) in the first case of Example 3.
n Algorithm 1 Algorithm 2 Algorithm 3 Verifylss Verlsq
600 0.0137 0.0151 0.4184 1.0894 14.424
900 0.0225 0.0256 0.6007 2.9455 41.796
1200 0.0308 0.0331 0.7854 6.2905 92.544
1500 0.0387 0.0404 0.9635 11.508 172.39
1800 0.0471 0.0481 1.1476 18.919 287.91
show that these summations were significantly smaller than the computing times for verifylss and verlsq. It can be
seen that computing times for Algorithm 2 were slightly larger than those for Algorithm 1. The ratio of computing times for
Algorithm 3 to those for Algorithm 1 decreased asm increased.
Next consider the case where A and b are generated using
A = randn(m,3000); b = randn(m,1);
Table 3 displays quantities similar to those in Table 2 for various m. In Tables 3, 5, 7 and 8, the notation ‘‘–’’ means
that verifylss and verlsq failed because of lack of memory. Algorithms 2 and 3 succeeded even in the case where
verifylss and verlsq failed because of lack of memory.
4.3. Example 3
In this example, we observe how computing times change when n increases. Firstly consider (1) where A and b are
generated using
A = randn(100,n); b = randn(100,1);
Table 4 displays quantities similar to those in Table 2 for various n. From Table 4, we can confirm tendencies similar to those
in Table 2.
Next consider the case where A and b are generated using
A = randn(500,n); b = randn(500,1);
Table 5 displays quantities similar to those in Table 2 for various n. From Table 5, we can confirm tendencies similar to those
in Table 3. Moreover it can be seen that Algorithm 2 was faster than Algorithm 1.
4.4. Example 4
In this example, we observe the magnitudes of error bounds and computing times for matrices using the University of
Florida sparse matrix collection [16]. Table 6 shows the names, m, n and κ(A) of the matrices being used. In Table 6, κ(A)
are approximations computed by MATLAB function cond. Tables 7 and 8 display quantities similar to those in Tables 1 and
2, respectively. From Tables 7 and 8, we can confirm tendencies similar to those in Tables 1 and 3, respectively.
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Table 5
Computing times (s) in the second case of Example 3.
n Algorithm 1 Algorithm 2 Algorithm 3 Verifylss Verlsq
2000 0.8715 0.8561 2.6952 42.278 –
3000 1.3437 1.2806 3.9087 114.79 –
4000 1.8320 1.6815 5.0792 – –
5000 2.3267 2.0890 6.2558 – –
6000 2.8501 2.4836 7.4409 – –
7000 3.4152 2.9078 8.6440 – –
Table 6
Properties of matrices.
Name m n κ(A)
lp_bnl2 2324 4486 4.24e+2
lp_czprob 929 3562 8.81e+3
lp_d2q06c 2171 5831 1.44e+5
lp_scsd8 397 2750 9.93e+2
lp_standata 359 1274 2.25e+3
lp_stocfor2 2157 3045 2.84e+4
Table 7
Error bounds obtained in Example 4.
Matrices ε εs max ζi mean ζ min ζi
lp_bnl2 6.43e−11 6.32e−11 – – –
lp_czprob 3.24e−9 6.35e−13 – – –
lp_d2q06c 4.03e−10 4.76e−13 – – –
lp_scsd8 2.45e−12 3.05e−15 8.89e−16 7.42e−17 2.17e−19
lp_standata 3.36e−11 9.59e−14 1.14e−13 3.20e−16 1.74e−18
lp_stocfor2 9.18e−11 5.23e−14 – – –
Matrices maxωi mean ω minωi
lp_bnl2 – – –
lp_czprob – – –
lp_d2q06c – – –
lp_scsd8 – – –
lp_standata 2.65e−12 2.15e−13 2.31e−15
lp_stocfor2 – – –
Table 8
Computing times in Example 4.
Matrices Algorithm 1 Algorithm 2 Algorithm 3 Verifylss Verlsq
lp_bnl2 35.315 38.070 46.853 – –
lp_czprob 5.0643 4.8602 14.336 – –
lp_d2q06c 42.685 41.623 68.032 – –
lp_scsd8 0.7789 0.7494 5.6045 83.743 –
lp_standata 0.2846 0.3089 2.6201 12.155 177.89
lp_stocfor2 18.912 23.604 38.178 – –
5. Conclusion
In this paper, we proposed Algorithms 2 and 3 for enclosing x∗. For constructing these algorithms, we established
Lemma 3 and Theorem 1. Moreover we introduced techniques for accelerating the enclosure and obtaining smaller error
bounds. Some numerical results were reported to show the properties of these algorithms. By modifying these algorithms
slightly, enclosing x∗ where A and/or b are interval matrices and/or vectors, respectively, is also possible. Showing why
storing w˜ with twice the working precision is needed for obtaining a significantly small εs using Algorithm 3 will be our
future work.
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