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Economic MPC of Nonlinear Systems with
Non-Monotonic Lyapunov Functions and Its
Application to HVAC Control
Zheming Wang and Guoqiang Hu
Abstract—This paper proposes a Lyapunov-based economic
MPC scheme for nonlinear sytems with non-monotonic Lyapunov
functions. Relaxed Lyapunov-based constraints are used in the
MPC formulation to improve the economic performance. These
constraints will enforce a Lyapunov decrease after every few
steps. Recursive feasibility and asymptotical convergence to the
steady state can be achieved using Lyapunov-like stability anal-
ysis. The proposed economic MPC can be applied to minimize
energy consumption in HVAC control of commercial buildings.
The Lyapunov-based constraints in the online MPC problem
enable the tracking of the desired set-point temperature. The
performance is demonstrated by a virtual building composed of
two adjacent zones.
Index Terms—Economic model predictive control, non-
monotonic Lyapunov functions, HVAC systems
I. INTRODUCTION
The building sector accounts for almost 40% of the worlds
total end use of energy [1]. A significant amount of the energy
is consumed for comfort control in Heating Ventilation and
Air Conditioning (HVAC) systems. In recent years, model
predictive control (MPC) have been widely used to minimize
energy consumption and costs of HVAC systems [2]–[5]. The
general framework of MPC is to solve an online finite horizon
optimization problem having a cost function with constraints
on the predicted state and predicted control.
In standard tracking MPC, the cost function is positive
definite with respective to some set-point or trajectory and
stability can be obtained with appropriate terminal conditions
[6]. However, in HVAC systems, the cost function may be a
reflection of the energy consumption or the process economics.
This motivates the use of economic MPC in HVAC control as it
is able to optimize the process economic performance directly
[7], [8]. In contrast to tracking MPC, economic MPC uses
some general economic cost function which is not necessary
positive definite with respective to any set-point or trajectory.
However, the drawback is that it is difficult to establish
the stability of economic MPC since the stability analysis
techniques in tracking MPC are no long valid.
One well-known method to establish the Lyapunov stability
of economic MPC is to use a dissipativity condition. The first
Lyapunov-like stability analysis is provided in [9] by modify-
ing the economic cost function. A monotonically decreasing
Lyapunov function can be constructed on the assumption of
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strong duality and thus the asymptotic stability of the closed-
loop system is obtained. The assumption of strong duality is
then generalized by [10] using a dissipativity condition of the
system. In these works, only an equality terminal constraint
is imposed and there is no terminal cost function. Similar
to [9], [10], the works [11], [12] also use the dissipativity
condition to establish the asymptotic stability. The difference
is that they use a terminal region constraint instead of an
inequality constraint in order to increase the size of the feasible
domain and improve the close-loop performance. In [13], the
terminal constraints can be removed at the cost of using a
sufficiently long prediction horizon. However, there is case
where the dissipativity condition is not satisfied.
An alternative method for achieving the stability properties
of economic MPC is to design Lyapunov-based constraints
by using some auxiliary stabilizing controller. Such a method
is called Lyapunov-based economic MPC. In [14], [15], by
the use of Lyapunov-based constraints, the state is enforced
within a level set of a given control Lyapunov function and is
ultimately bounded in a small region containing the set-point.
Similar techniques have been used in [16]–[18], which refer to
the Lyapunov-based constraint as the stabilizing or contractive
constraint. These constraints will enforce a Lyapunov decrease
and steer the state to the exact desired set-point. However,
it may be conservative to enforce the Lyapunov function to
decrease monotonically. The constraints used in the works
mentioned above can be relaxed so that only non-monotonic
Lyapunov functions are needed to achieve asymptotic stability.
Motivated by this observation, this work aims to design
relaxed Lyapunov-based constraints to improve the economic
performance of the closed-loop system.
The rest of the paper is organized as follows. This section
ends with the notations needed, followed by the next section
on the review of preliminary results of standard tracking
MPC. Section III presents the proposed economic MPC with
relaxed Lyapunov-based constraints and non-monotonic Lya-
punov functions. The feasibility and stability of the closed-
loop system is shown in Section IV. The average economic
performance of the closed-loop system is discussed in Section
V. Section VI discusses the application of the proposed
economic MPC to HVAC control. The last section concludes
the work.
The notations used in this paper are as follows. Non-
negative and positive integer sets are indicated by Z+0 and
Z
+ respectively with ZM := {1, 2, · · · ,M} and ZML :=
{L,L+ 1, · · · ,M},M ≥ L, M,L ∈ Z+0 . Similarly, R
+
0 and
2R
+ refer respectively to the sets of non-negative and positive
real number. In is and n × n identity matrix. For a square
matrix Q, Q ≻ ()0 means Q is positive definite (semi-
definite). The p-norm of x ∈ Rn is ‖x‖p (the subscript will
be omitted for p = 2) while ‖x‖2Q = x
TQx for Q ≻ 0. For
a set S ⊂ Rn and a point x ∈ Rn, the distance between the
point and the set S is defined as ‖x‖S := infz∈S ‖x − z‖.
A function ρ : Rn → R+0 is positive definite respective
to x¯ if it is continuous, ρ(x¯) = 0, and ρ(x) > 0 for all
x 6= x¯. Several representations of the states and controls are
needed: x(t), u(t) refer to the state and control of the system
at time t; xk, uk are the k
th predicted state and control;
boldface x = (x0, x1, · · · , xN ), u = (u0, u1, · · · , uN−1) are
the collections of the predicted states and predicted controls
over the horizon (of lengthN ); in situation where the reference
to time is needed, xk, uk can be written as xk|t and uk|t.
Additional notations are introduced as required in the text.
II. PRELIMINARIES AND PROBLEM STATEMENT
Consider the discrete-time nonlinear system of the form
x(t+ 1) = f(x(t), u(t)), t ∈ Z+0 (1)
x(t) ∈ X,u(t) ∈ U, (2)
where x(t) and u(t) are the state and input of the system,
and X ⊆ Rnx and U ⊆ Rnu are some appropriate state
and control constraint sets. The state and input constraints
should be satisfied at each time instant. The instantaneous
economic performance is measured by a function of the form
le : R
nx × Rnu → R. In addition, this paper also considers
an asymptotic state constraint X∞ ⊆ X that only has to be
satisfied asymptotically, i.e., lim
t→∞
‖x(t)‖X∞ = 0. In HVAC
systems, the set X∞ would be the desired temperature set-
points determined by users. Let (xs, us) denote the admissible
optimal economic steady state that minimizes the following
problem
(xs, us) = arg min
(x,u)
le(x, u) (3a)
s.t. x = f(x, u), x ∈ X∞, u ∈ U. (3b)
The objective of this paper is to design a control law such
that the economic performance is minimized and the closed-
loop system will reach the steady state (xs, us) asymptotically.
Note that the set X∞ is usually small or even a singleton.
This constraint will not be imposed as a state constraint in
the MPC problem as otherwise the feasible domain becomes
very small. In this paper, we do not assume the dissipativity
condition as shown in [10] and the associated Lyapunov-like
stability analysis is not used.
This section then reviews some well-known results in stan-
dard tracking MPC and other related concepts. The standard
MPC problem can be given by
P(x) : min
u
V (x,u) =
N−1∑
k=0
l(xk, uk) + lf (xN ) (4a)
s.t. xk+1 = f(xk, uk), x0 = x, (4b)
xk ∈ X,uk ∈ U, xN ∈ Xf , k ∈ Z
N−1
0 , (4c)
whereN is the horizon length,u := {u0, u1, · · · , uN−1},x :=
{x0, x1, · · · , xN} are the predicted controls and predicted
states respectively, l(xk, uk) and lf (xN ) are the stage and
terminal cost functions respectively, and Xf is some appro-
priate terminal set. For standard tracking MPC, the stage and
terminal cost functions are positive definite with respective to
(xs, us)
0 = l(xs, us) ≤ l(x, u), 0 = lf(xs) ≤ lf(x), ∀(x, u). (5)
The terminal constraint set is some constraint-admissible in-
variant set with some stabilizing control law κf : X → U
satisfying
f(x, κf (x)) ∈ Xf , κf (x) ∈ U for all x ∈ Xf . (6)
For notational simplicity, let U(x) := {u ∈ RnuN : xk+1 =
f(xk, uk), x0 = x, xk ∈ X,uk ∈ U, xN ∈ Xf , k ∈ Z
N−1
0 }.
The feasible domain is defined by D := {x ∈ X : U(x) 6= ∅}.
The following assumptions are needed in the sequel. These
assumptions are standard in tracking MPC [6].
A1. (A,B) is controllable and x(t) is measurable.
A2. The functions f(x, u) and le(x, u) are continuous in
(x, u).
A3. The problem (3) is feasible and the constraint sets X ⊆
R
n and U ⊆ Rm are compact sets that contain xs and us in
their interiors respectively.
A4. There exist a compact terminal region Xf ⊆ X and a
terminal control law κf : X → U such that (6) is satisfied,
κf (xs) = us and Xf contains xs in its interior.
In economic MPC, the economic cost function le(xk, uk)
is directly employed in the online optimization problem, as
shown below.
Pe(x) : min
u
Ve(x,u) :=
N−1∑
k=0
le(xk, uk) (7a)
s.t. u ∈ U(x) (7b)
Suppose the solution of (7) is u∗ := {u∗0, u
∗
1, · · · , u
∗
N−1}, the
standard MPC control law is given by
u = κ(x) = u∗0. (8)
Since the economic cost is not necessarily a positive definite
function with respective to (xs, us), it is not guaranteed that
the closed-loop system with the control law (8) will converge
to the steady state. One method to ensure the stability of
economic MPC is to use Lyapunov-based constraints [16]–
[18]. The idea follows from the standard MPC arguments
on recursive feasibility and stability [6]. However, it is not
necessary to construct a monotonic Lyapunov function to
guarantee stability as the induced Lyapunov-based constraints
will become restrictive and potentially undermine economic
performance. To enhance economic performance, this work
considers more relaxed Lyapunov-based constraints and sta-
bility can still be guaranteed by non-monotonic Lyapunov
functions.
3III. ECONOMIC MPC WITH LYAPUNOV-BASED
CONSTRAINTS
This section presents an economic MPC scheme where
there exists a non-monotonic Lyapunov function which is
not decreasing at every time instant. Instead, the Lyapunov
function is required to decrease after every few steps to ensure
stability. Suppose the control law of the economic MPC is
denoted by u(t) = h(t, x(t)), the closed-loop system becomes
x(t+ 1) = f(x(t), h(t, x(t))). (9)
We aim to design some proper control h(t, x(t)) such that
there exists a Lyapunov function denoted as V ∗(x(t)) which
satisfies the following property for some given design param-
eter m ≥ 1:
V ∗(x(t +m)) ≤ V ∗(x(t)) − ρ(x(t)), t ∈ Z+0 , (10)
where ρ : X → R+0 is a positive definite function with
respect to xs. When m = 1, it become a monotonic Lyapunov
function, which is similar to the works in [16]–[18].
A. The modified tracking value function
Before the economic MPC scheme, a modified tracking
value function is needed. Given (x,u), define
V δ(x,u) =
N−1∑
k=0
(l(xk, uk) + kδ(xk, uk)) + lf(xN ) (11)
where δ : X × U → R is a positive definite function
with respective to (xs, us). The additional terms are used to
enforce all the predicted states including the terminal state to
approach the steady state xs, as will be shown later. In order
to establish the stability results, the following assumption is
made concerning the terminal cost lf . This is a modification
of the standard assumption on the terminal cost [6].
A5. For any x ∈ Xf , the terminal cost lf satisfies
lf (f(x, κf (x))) − lf (x) ≤− l(x, κf (x)) (12)
− (N − 1)δ(x, κf (x)) − γ(x)
where γ : X → R+0 is some positive definite function with
respective to xs.
Let
Jδ(x,u) = l(x0, u0) +
N−1∑
k=1
δ(xk, uk) + γ(xN ). (13)
The following result is the direct consequence of the definition
of the tracking value function V δ(x,u).
Lemma 1: For any x ∈ D, let u := {u0, u1, · · · , uN−1} ∈
U(x) be a feasible control sequence with the associated state
sequence x := {x0, x1, · · · , xN}. Suppose the successor state
is denoted by x+ = f(x0, u0). Define a control sequence
u+ := {u1, · · · , uN−1, uN} with uN = κf (xN ). The fol-
lowing results hold.
(i) u+ ∈ U(x+).
(ii) V δ(x+,u+)− V δ(x,u) ≤ −Jδ(x,u).
Proof of Lemma 1: (i) This property directly follows from
the standard arguments of recursive feasibility of MPC [6] and
hence the proof is omitted.
(ii) The state sequence associated with u+ can be given by
x+ := {x1, · · · , xN , xN+1} with xN+1 = f(xN , κf (xN )).
Hence, it follows that
V δ(x+,u+) =
N∑
k=1
(l(xk, uk) + (k − 1)δ(xk, uk)) + lf (xN+1).
This implies that
V δ(x+,u+)− V δ(x,u)
=lf (xN+1) + l(xN , κf (xN )) + (N − 1)δ(xN , κf (xN )
− lf (xN )− l(x0, u0)−
N−1∑
k=1
δ(xk, uk)
≤− γ(xN )− l(x0, u0)−
N−1∑
k=1
δ(xk, uk)
=− Jδ(x,u)
where the inequality follows from (12). 
B. The monotonic Lyapunov function
Based on the results in Lemma 1, we can develop an
economic MPC scheme with a monotonic Lyapunov function.
This is the case where m = 1 in (10). For some given
parameter ηt, a Lyapunov-based constraint can be imposed
to the economic MPC problem (7) at time t as follows
P
1
e(x(t), ηt) : min
u
Ve(x(t),u) :=
N−1∑
k=0
le(xk, uk) (14a)
s.t. u ∈ U(x(t)), (14b)
V δ(x(t),u) ≤ ηt. (14c)
Suppose the optimal solution of (14) at time t is denoted as
u∗t := {u
∗
0|t, u
∗
1|t, · · · , u
∗
N−1|t}, the control law is
u(t) = κ1e(x(t), ηt) = u
∗
0|t. (15)
The parameter ηt is updated according to the following adap-
tive law
ηt = V
δ(x(t − 1),u∗t−1)− βJ
δ(x(t− 1),u∗t−1) (16)
where β ∈ (0, 1] is some fixed scalar. The initial value η0 is set
to be +∞. Hence, at the initial state x(0), P1e(x(0), η0) will
reduce to Pe(x(0)). Using P
1
e(x(t), ηt), the economic MPC
scheme with a monotonic Lyapunov function can be described
below.
Algorithm 1 The economic MPC with a monotonic Lyapunov
function
1: Initialization: Set t = 0, measure the initial state x(0),
let η0 = +∞, solve P1e(x(0), η0) and obtain the optimal
solution u∗0 at time t = 0. Apply the control law (15) to
system (1). Let t := t+ 1 and go to Step 2.
2: Measure the current state x(t) and determine ηt according
to (16).
3: Solve P1e(x(t), ηt) and obtain the optimal solution u
∗
t .
Apply the control law (15) to system (1).
4: Wait for next sampling time, let t := t+1 and go to Step
2.
4Due to the additional constraints (14c), the recursive fea-
sibility and stability of economic MPC can be guaranteed
using V δ(x(t),u∗t ) as the Lyapunov function. These results
are stated in the following theorem.
Theorem 1: Suppose x(0) ∈ D and u∗0 ∈ U(x(0)) is the
optimal solution of P1e(x(0), η0) with η0 = +∞. For t ≥ 0,
let u∗t denote the solution obtained from P
1
e(x(t), ηt). Suppose
ηt is updated according to (16) and the control law (15) is
applied to system (1). Then, the following results hold.
(i) P1e(x(t), ηt) is feasible for all t ≥ 0.
(ii) lim
t→∞
V δ(x(t),u∗t ) = 0 and lim
t→∞
Jδ(x(t),u∗t ) = 0.
(ii) The closed-loop system (1) controlled by the MPC control
law (15) asymptotically converges to xs.
Proof of Theorem 1: (i) Suppose the predicted state sequence
associated with u∗0 is denoted as x
∗
0 = {x
∗
0|0, x
∗
1|0, · · · , x
∗
N |0}.
The shifted control sequence at time t = 1 can be given
by u˜1 = {u∗1|0, · · · , u
∗
N−1|0, κf(x
∗
N |0)}. From Lemma 1, we
know that u˜1 ∈ U(x(1)) and V δ(x(1), u˜1) ≤ V δ(x(0),u0)−
Jδ(x(0),u0) ≤ V δ(x(0),u0) − βJδ(x(0),u0) = η1. Hence,
P
1
e(x(1), η1) is feasible. By induction, P
1
e(x(t), ηt) is feasible
for all t ≥ 0.
(ii) The constraint (14c) implies that V δ(x(t),u∗t ) ≤
V δ(x(t − 1),u∗t−1) − βJ
δ(x(t − 1),u∗t−1) for all t ≥ 1.
Hence {V δ(x(t),u∗t )} is a monotonic non-increasing sequence
bounded from below by 0. This implies the existence of
lim
t→∞
V δ(x(t),u∗t ) and lim
t→∞
Jδ(x(t),u∗t ) = 0, which in turn
implies that lim
t→∞
V δ(x(t),u∗t ) = 0 as J
δ is positive definite
with respective to the steady state.
(iii) This result has already proved in (ii).
C. The proposed economic MPC scheme
The formulation above is now extended to an economic
MPC scheme with non-monotonic Lyapunov functions. This
means that we consider the case where m > 1 in (10). Given
parameters ξt and ζt, the proposed economic MPC formulation
is given by
P
m
e (x(t), ξt, ζt) : min
u
Ve(x(t),u) :=
N−1∑
k=0
le(xk, uk) (17a)
s.t. u ∈ U(x(t)), (17b)
V δ(x(t),u) ≤ ξt, (17c)
V δ(x(t),u)− βJδ(x(t),u) ≤ ζt. (17d)
where β ∈ (0, 1]. As will be discussed soon, the constraint
(17d) is needed to ensure the recursive feasibility. Suppose
the optimal solution of (17) at time t is denoted as u∗t :=
{u∗0|t, u
∗
1|t, · · · , u
∗
N−1|t}, the control law is
u(t) = κme (x(t), ξt, ζt) = u
∗
0|t. (18)
Similar to (16), the parameter ζt is determined using the
previous optimal solution and the updated law is given below
ζt = V
δ(x(t − 1),u∗t−1)− βJ
δ(x(t− 1),u∗t−1). (19)
However, the parameter ξt is updated using the optimal
solution at time t−m as shown below
ξt = max{τξt−m, ζt−m+1} (20)
where τ ∈ [0, 1) is some fixed scalar. Such a update law
is used to obtain the property in (10). For the initialization,
large numbers are chosen for ζ0 and ξt for all t ∈ Z
m−1
0 .
One possible way is to determine the maximal value function
V δ(x,u) within the feasible domain. Let
Vmax = max
x,u
V (x,u) (21a)
s.t. x ∈ X,u ∈ U(x). (21b)
At the initialization, let ζ0 = Vmax and ξt = Vmax for all t ∈
Z
m−1
0 . Hence, we know that, for t ∈ Z
m−1
0 , P
m
e (x(t), ξt, ζt)
will reduce to the following problem
P¯
m
e (x(t), ζt) : min
u
Ve(x(t),u) :=
N−1∑
k=0
le(xk, uk) (22a)
s.t. u ∈ U(x(t)), (22b)
V δ(x(t),u)− βJδ(x(t),u) ≤ ζt.
(22c)
At the initial state x(0), Pme (x(t), ξt, ζt) will further reduce to
Pe(x(0)). The overall scheme is summarized below.
Algorithm 2 The economic MPC with a non-monotonic
Lyapunov function
1: Initialization: Set t = 0, measure the initial state x(0),
let ξ0 = ζ0 = Vmax, solve P
m
e (x(t), ξt, ζt) and obtain the
optimal solution u∗0. Apply the control law (18) to system
(1). Let t := t+ 1 and go to Step 2.
2: Measure the current state x(t), obtain ζt from (19), and
obtain ξt from (20) when t ≥ m and set ξt = Vmax when
t < m.
3: Solve Pme (x(t), ξt, ζt) and obtain the optimal solution u
∗
t .
Apply the control law (18) to system (1).
4: Wait for next sampling time, let t := t+1 and go to Step
2.
IV. RECURSIVE FEASIBILITY AND STABILITY
This section discusses the recursive feasibility and stability
of the proposed economic MPC with m > 1. As the constraint
(17c) is inactive for t ∈ Zm−10 , the recursive feasibility is
discussed in different cases: 1) t = 0; 2) 1 ≤ t ≤ m − 1; 3)
t ≥ m. The following lemma shows that the feasibility of the
initial state implies the feasibility of the next state.
Lemma 2: Suppose Pe(x(0)) has a feasible solution at
time t = 0. Let ζ1 be updated according to (19) and the
MPC control law (18) is applied to the system (1). Then,
P¯
m
e (x(1), ζ1) also has a feasible solution.
Proof of Lemma 2: Let u∗0 denote the optimal solution of
Pe(x(0)) and x
∗
0 := {x
∗
0|0, x
∗
1|0, · · · , x
∗
N |0} be the associated
predicted state sequence. Consider the shifted control sequence
u˜1 =: {u∗1|0, · · · , u
∗
N−1|0, κf (x
∗
N |0)}, from the arguments in
Lemma 1, we can see that the feasibility of Pe(x(0)) implies
that the shifted control sequence satisfies u˜1 ∈ U(x(1)) and
V δ(x(1), u˜1)− βJ
δ(x(1), u˜1)
≤V δ(x(1), u˜1) ≤ V
δ(x(0),u∗0)− βJ
δ(x(0),u∗0) = ζ1
This guarantees the feasibility of P¯me (x(1), ζ1). 
5The recursive feasibility of (22) is stated below for t ∈
Z
m−1.
Lemma 3: Suppose P¯me (x(t), ζt) has a feasible solution at
time t with t ∈ Zm−1. Let ζt+1 be updated according to (19)
and the MPC control law (18) is applied to the system (1).
Then, P¯me (x(t + 1), ζt+1) also has a feasible solution.
Proof of Lemma 3: The proof follows the same arguments
in Lemma 2. Consider the optimal solution u∗t and the asso-
ciated predicted state sequence x∗t at time t, the shifted con-
trol sequence u˜t+1 =: {u∗1|t, · · · , u
∗
N−1|t, κf (x
∗
N |t)} satisfies
u˜t+1 ∈ U(x(t + 1)) and
V δ(x(t+ 1), u˜t+1)− βJ
δ(x(t + 1), u˜t+1)
≤V δ(x(t+ 1), u˜t+1) ≤ V
δ(x(t),u∗t )− βJ
δ(x(t),u∗t ) = ζt+1.
This guarantees the feasibility of P¯me (x(t + 1), ζt+1). 
The following lemma shows that the feasibility of (22) for
t ∈ Zm−10 implies the feasibility of (17) for all t ∈ Z
2m−1
m .
Lemma 4: Suppose P¯me (x(t), ζt) has a feasible solution for
all t ∈ Zm−10 with ζt being updated according to (19). Let
ξt be updated according to (20). The MPC control law (18)
is applied to the system (1). Then, Pme (x(t), ξt, ζt) also has a
feasible solution for all t ∈ Z2m−1m .
Proof of Lemma 4: The feasibility of the constraint (17d)
follows the same arguments in Lemma 3. From this constraint,
we can also know that ζm ≤ · · · ≤ ζ1. Consider the optimal
solution u∗m−1 at m−1, following the arguments in Lemma 1,
we can see that there exits a feasible shifted control sequence
u˜m at time m such that u˜m ∈ U(x(m)) and
V δ(x(m), u˜m) ≤V
δ(x(m − 1),u∗m−1)
− βJδ(x(m − 1),u∗m−1)
=ζm,
This, together with the fact that ξm = max{τξ0, ζ1} ≥ ζ1 ≥
ζm, implies
V δ(x(m), u˜m) ≤ ξm (23)
Hence the feasibility of Pme (x(m), ξm, ζm) can be guaranteed.
By repeating this process, we can show the feasibility of
P
m
e (x(t), ξt, ζt) for all t ∈ Z
2m−1
m . 
Based on the result in Lemma 4, the recursive feasibility of
(17) is stated next.
Lemma 5: Suppose Pme (x(ℓ), ξℓ, ζℓ) has a feasible solution
for all ℓ ∈ Ztt−m+1 with t ≥ 2m−1. Let ξt and ζt be updated
according to (20) and (19) respectively for t ≥ m. The MPC
control law (18) is applied to the system (1). Then, Pme (x(t+
1), ξt, ζt) also has a feasible solution.
Proof of Lemma 5: The proof just combines the arguments
in the proofs of Lemma 3 and 4 and hence is omitted. 
With the results above, the recursive feasibility and stability
is stated in the following theorem.
Theorem 2: Suppose Pe(x(0)) has a feasible solution. Let
ξt and ζt be updated according to (20) and (19) respectively
with the initialization ζ0 = Vmax and ξt = Vmax for all t ∈
Z
m−1
0 . The MPC control law (18) is applied to the system (1).
Then, the following results hold with m > 1.
(i) Pme (x(t + 1), ξt, ζt) is feasible for all t ≥ 0.
(ii) lim
t→∞
V δ(x(t),u∗t ) = 0 and lim
t→∞
Jδ(x(t),u∗t ) = 0.
(iii) The closed-loop system (1) controlled by the MPC control
law (18) asymptotically converges to xs.
Proof of Theorem 2: (i) This result follows from Lemma 2,
3, 4 and 5, as Pe(x(0)) is feasible ⇒ P¯me (x(t), ζt) is feasible
for t ∈ Zm−1 ⇒ Pme (x(t), ξt, ζt)is feasible for t ≥ m.
(ii) From (17c), (19) and (20), we know that, for all t ≥ 0
V δ(x(t +m),u∗t+m)
≤ξt+m = max{τξt, V
δ(x(t),u∗t )− βJ
δ(x(t),u∗t )}
≤max{τξt, ξt − βJ
δ(x(t),u∗t )}
=max{ξt − (1− τ)ξt, ξt − βJ
δ(x(t),u∗t )}
=ξt −min{(1− τ)ξt, βJ
δ(x(t),u∗t )}. (24)
Consider that ξt ≥ V δ(x(t),u∗t ) ≥ J
δ(x(t),u∗t ), where the
second inequality follows from (13), we can know from (24)
that
ξt+m ≤ ξt −min{(1− τ)J
δ(x(t),u∗t ), βJ
δ(x(t),u∗t )}
= ξt −min{1− τ, β}J
δ(x(t),u∗t ). (25)
Hence, {ξt} satisfies the condition in (10). Let ξ¯
ℓ
k = ξkm+ℓ
and J¯ℓk = J
δ(x(km + ℓ),u∗km+ℓ) for k ≥ 0 and ℓ ∈ Z
m−1
0 .
The inequality (25) implies that
ξ¯ℓk ≤ ξ¯
ℓ
k−1 −min{1− τ, β}J¯
ℓ
k−1. (26)
This inequality implies that {ξ¯ℓk} a monotonic non-increasing
sequence bounded from below by 0. Hence, lim
k→∞
ξ¯ℓk exists
and lim
k→∞
J¯ℓk = 0 for all ℓ ∈ Z
m−1
0 . This means that
lim
t→∞
Jδ(x(t),u∗t ) = 0. Finally, lim
t→∞
V δ(x(t),u∗t ) = 0.
(iii) The asymptotic convergence to xs follows from (ii). 
V. AVERAGE ECONOMIC PERFORMANCE
The average performance of the proposed economic MPC
scheme is analyzed in this section. Using the results above,
the average asymptotic performance is stated below. This is
similar to the economic MPC approaches in the literature [8].
Theorem 3: Suppose Pe(x(0)) has a feasible solution. Let
ξt and ζt be updated according to (20) and (19) respectively
with the initialization ζ0 = Vmax and ξt = Vmax for all t ∈
Z
m−1
0 . Then, the closed-loop system (1) with the MPC control
law (18) has an average cost that is no higher than that of the
admissible optimal economic steady state.
Proof of Theorem 3: Let u∗t be the optimal control sequence
obtained from Algorithm 2 at time t ≥ 0 with the associated
state sequence x∗t . From the recursive feasibility(Property (i)
of Theorem 2), we know that the following control sequence
is a feasible solution at time t+ 1
u˜t+1 := {u
∗
1|t, · · · , u
∗
N−1|t, κf (x
∗
N |t)}. (27)
The state sequence associated with u˜t+1 is denoted by
x˜t+1 := {x
∗
1|t, · · · , x
∗
N |t, f(x
∗
N |t, κf (x
∗
N |t))}. (28)
Using this feasible solution, we can obtain that
Ve(x(t + 1), u˜t+1)− Ve(x(t),u
∗
t )
=le(x
∗
N |t, κf (x
∗
N |t))− le(x(t), u(t)).
6Suppose u∗t+1 is the optimal solution at time t + 1, from the
optimality, Ve(x(t+ 1),u
∗
t+1) ≤ Ve(x(t+ 1), u˜t+1). Hence,
Ve(x(t + 1),u
∗
t+1)− Ve(x(t),ut)
≤le(x
∗
N |t, κf (x
∗
N |t))− le(x(t), u(t)). (29)
From Property (ii) of Theorem 2, we know that lim
t→∞
x∗N |t =
xs. Consider the continuity of the function le(x, u), it can
be obtained that lim
t→∞
le(x
∗
N |t, κf(x
∗
N |t)) = le(xs, us) and
lim
T→∞
1
T+1
T∑
t=0
le(x
∗
N |t, κf (x
∗
N |t)) = le(xs, us). Taking aver-
ages in both sides of (29) yields
lim inf
T→+∞
T∑
t=0
Ve(x(t+ 1),u
∗
t+1)− Ve(x(t),u
∗
t )
T + 1
≤ lim inf
T→+∞
T∑
t=0
le(x
∗
N |t, κf (x
∗
N |t))− le(x(t), u(t))
T + 1
=le(xs, us)− lim sup
T→+∞
T∑
t=0
le(x(t), u(t))
T + 1
. (30)
Consider that X and U are bounded, Ve(x(t),u
∗
t ) are also
bounded for all t ≥ 0. Hence,the left side of (30) becomes
lim inf
T→+∞
T∑
t=0
Ve(x(t+ 1),u
∗
t+1)− Ve(x(t),u
∗
t )
T + 1
= lim inf
T→+∞
Ve(x(T + 1),u
∗
T+1)− Ve(x(0),u
∗
0)
T + 1
= 0.
This, together with (30), implies that
lim sup
T→+∞
T∑
t=0
le(x(t), u(t))
T + 1
≤ le(xs, us). (31)

VI. THE APPLICATION TO HVAC SYSTEMS
This section discusses the application of the proposed eco-
nomic MPC scheme to HVAC systems. We consider a virtual
building composed of two adjacent zones as shown in Figure
1. There is an air handling unit serving the two zones. The
cool air is distributed by a fan and the flow rate of air supplied
to each zone is controlled by the variable air volume boxes.
Fig. 1. Double-Zone Building Thermal Model
A. Thermal model for the zones
In this model, the temperature in each zone is assumed to
be uniform. The thermal dynamics of each zone is described
by a Resistive-Capacitive (RC) system [19]–[21]. According
to the zone heat balance equation, the thermal models of the
two zones are given by
ciT˙i =
Tj − Ti
Rij
+
To − Ti
Roi
+ uicp(T
s
i − Ti) + qi, j 6= i, i = 1, 2 (32)
where Ti is the temperature of zone i, To is the temperature of
outside air, ci is the thermal capacitance of the air in zone i,
Rij denotes the thermal resistances between zone i and zone
j, Roi denotes the thermal resistance between zone i and the
outside environment, cp is the specific heat capacity of air, T
s
i
is the temperature of the supply air delivered to zone i, ui is
the flow rate into zone i and qi is the thermal disturbance from
internal loads like occupants and lighting. As the temperature
of the supply air is usually constant over short intervals of
time, it is assumed to be fixed and known. The outside air
temperature here is To = 32
◦C. The system parameters are
given in Table I.
Symbol Value Units
c1 = c2 9.163 × 103 kJ/K
cp 1.012 kJ/(kg ·K)
R12 = R21 14 kW/K
Ro
1
= Ro
2
50 kW/K
T s
1
= T s
2
15 °C
To 32 °C
q1 = q2 4 kW
TABLE I
SYSTEM PARAMETERS
We discretize the continuous-time system by the zero-order-
hold method with the sampling time ∆t = 10min. The
discretized model is given by
x(t+ 1) = Ax(t) + g(x(t))u(t) + d
where x := (x1, x2) := (T1, T2), u = (u1, u2), A =
[0.9940 0.0047; 0.0047 0.9940], g(x(t)) = [0.0663(16 −
x1(t)) 0; 0 0.0663(16 − x2(t))], d = (0.3038, 0.3038). The
input constraint is U := {(u1, u2) : u1 ≥ 0, u2 ≥ 0, u1+u2 ≤
3.2}. In this experiment, the temperature set-points of zone
1 and zone 2 are 24◦C and 25◦C respectively. This means
the asymptotic state constraint set is a singleton X∞ :=
{(x1, x2) : T1 = 24, T2 = 25}. Hence, xs = (24, 25) and
us = (0.4646, 0.4020).
B. Simulation results
As shown in [19], [22], [23], the electrical power consump-
tion can be approximated by
le(x, u) =κ¯(
∑
i
ui)
3 +
1
η¯c
∑
i
uicp|T
s
i − xi|
+
1
η¯h
∑
i
uicp|T
h
i − xi| (33)
7where T hi is the heating coil set-point temperature, and the
parameters κ¯, η¯c and η¯h capture the energy transfer efficiency.
These parameters are chosen to be T h1 = T
h
2 = 32
◦C, η¯c = 4
and η¯h = 0.9. The tracking cost functions are in the form of
l(x, u) = ‖x− xs‖
2
Q + ‖u− us‖
2
R
lf (x) = ‖x− xs‖
2
P
(34)
where Q,R, P ≻ 0. Let Q = I and R = I . The
terminal control law is κf (x) = K(x − xs) + us with
K = [0.6947 0.0059; 0.0061 0.6818]. The horizon length of
MPC is set to be N = 5. P is determined such that (12) is
satisfied with δ(x, u) = 10−4(‖x − xs‖2 + ‖u − us‖2) and
γ(x) = 10−4‖x − xs‖2. Set β = 1 and τ = 0.6. Let the
initial state be x(0) = [31 30]T . The involved optimization
problems are solved using the solver IPOPT [24] with the
interface OPTI toolbox [25]. For differentm, the temperatures
of the two zones are shown in Figure 2 & 3 . As it is expected,
a smaller m provides faster convergence to the set-point. The
total flow rate is u1+u2. Figure 4 shows the total flow rates for
different m. We can see that the total rate is small when m is
large. The convergence curves of the tracking value functions
are also given in Figure 5 with Vt = V
δ(x(t),u∗t ). From these
curves, it can be seen that the tracking value function does not
monotonically decrease for m > 1. When m = 1, it can be
considered as the monotonically decreasing case in [16]–[18].
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Fig. 2. The temperature of zone 1 for different m
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Fig. 3. The temperature of zone 2 for different m
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Fig. 4. Total input flow rates for different m
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Fig. 5. The tracking value functions for different m
The total energy consumption for 24 hours is shown in the
following table. This table also provides the comparison with
standard tracking MPC with the objective being in the form
of (34). For the case of m = 1, the energy consumption is
reduced by 1.4% compared to tracking MPC. As m increases,
more energy can be saved. For m = 8, there is a significant
reduction in energy consumption, which is more than 20%.
MPC scheme m = 1 m = 4 m = 8 Tracking MPC
Consumption(kWh) 240.3 219.1 194.2 243.7
TABLE II
THE TOTAL ENERGY CONSUMPTION FOR 24 HOURS
C. Average economic cost
The rest of this section discusses the economic performance
of the proposed economic MPC approach. The average eco-
nomic performance at time t is measured by the following
average economic cost function
t∑
k=0
le(x(k), u(k))
t+ 1
where x(k) and u(k) are the true state and control of the
close-loop system. Figure 6 shows the average economic cost
functions for different m. This figure verifies the statement in
8Theorem 3 that the average performance is no worse than that
of the admissible optimal economic steady state. In addition,
we can also see the average economic cost is low when m is
large, which is consistent with the results in Figure 4.
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Fig. 6. The average economic cost functions for different m: the dashed
line denotes the value of le(xs, us)
VII. CONCLUSION
An economic MPC scheme is proposed by the use of
Lyapunov-based constraints. Like the existing approaches,
these constraints will enforce a Lyapunov decrease and ensure
the asymptotical convergence to the steady state. Unlike them,
relaxed Lyapunov-based constraints are considered to enhance
the economic performance. Because of such constraints, the
Lyapunov function decreases after a fixed number of steps.
The decrease speed can be controlled by tuning this fixed
number of steps. A virtual building example composed of
two zones is presented to demonstrate the performance of
the proposed economic MPC scheme. The trade-off between
convergence speed and economic performance can be observed
in the numerical results.
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