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Abstract
Effective modeling of electronic health records presents many challenges as they
contain large amounts of irregularity most of which are due to the varying proce-
dures and diagnosis a patient may have. Despite the recent progress in machine
learning, unsupervised learning remains largely at open, especially in the health-
care domain. In this work, we present a two-step unsupervised representation
learning scheme to summarize the multi-modal clinical time series consisting of
signals and medical codes into a patient status vector. First, an auto-encoder step
is used to reduce sparse medical codes and clinical time series into a distributed
representation. Subsequently, the concatenation of the distributed representations
is further fine-tuned using a forecasting task. We evaluate the usefulness of the
representation on two downstream tasks: mortality and readmission. Our proposed
method shows improved generalization performance for both short duration ICU
visits and long duration ICU visits.
1 Introduction
Learning patient representation is a popular topic in health analytics. With the availability of electronic
health records (EHR) systems, it has opened avenues in learning these representations using deep
learning methods. The general approach to learning representations is through the use of supervised
signals. On the other hand, unsupervised learning can leverage data regardless of the presence of
labels. As healthcare naturally suffers from limited labels and high costs with obtaining labels,
learning reusable feature representations from large unlabeled samples has been an area of active
research. Unsupervised learning can be used to produce representations of general utility, that can be
used further for downstream tasks such as mortality, readmission, length of stay, etc.
Routine medical practice generates a wealth of patient time series most of which are preempted
by conditions a patient may have as they undergo care. Annotating these different data inputs to
the system often require medical experts incurring large costs to label the data. Further, applying
machine learning methods on patient data is not immediately obvious due to complicating factors in
the collection process. First, each patient could contain varying different types such as vitals, text,
and code entered into their record i.e. the data is multimodal (Fig. 1). Second, in the recorded values
there are many missing and incomplete values requiring pre-processing or imputation techniques.
Lastly, there is a natural structure in the collection process that may not be captured in a single patient,
but more so when looking at a body of patients.
The use of unsupervised methods for learning representations is widely recognized for solving
problems with limited data and label information. Perhaps the most common are autoencoder
architectures that attempt to map the input to the same input with minimal distortion [Baldi, 2012,
Bengio et al., 2013]. Similar ideas are commonly employed in natural language processing tasks
which learn word embeddings [Bengio et al., 2003, Mikolov et al., 2013]. Recently, these methods
have been employed to learn medical concepts and have shown promising results [Choi et al., 2016,
2017, Cai et al., 2018, Darabi et al., 2019].
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Figure 1: EHR patient timeline contains multi-modal sparse data each of which are entered at varying
frequencies.
Previous work at large use unsupervised learning solely on clinical concepts, and disregard the patients
progress throughout their ICU visit. It is not obvious how to combine other data modes to obtain a
patient representation. Also, as embeddings are made to predict the surrounding context, the data
used to train the embeddings are limited to patients with multiple visits which could drastically reduce
the dataset size. In this paper, we propose to use unsupervised learning on both clinical concepts and
vital signals using networks that take into account the sequential context of a patient. The obtained
representations can be later used as a patients status vector for downstream task prediction.
The contribution of the paper are the following:
• We propose a two step unsupervised fine tuning task for embedding patient data: (1) a single
visit autoencoding step followed by a (2) forecasting autoencoding step
• We use multi-modal data, namely, clinical concepts + vital signals and show improved
generalization performance for both long duration and short duration ICU stays on eICU
dataset.
2 Related Work
The unsupervised learning used in this work stems from the widely used auto-encoding principle
[Rumelhart et al., 1988, Baldi, 2012]. Deep auto-encoder architectures are pre-trained and followed
by a supervised learning phase to train a top classifier layer that is fine-tuned on specific tasks
[Hinton and Salakhutdinov, 2006, Hinton et al., 2006]. These have been naturally extended to other
architectures and learning methods such as variational, denoising, convolutional autoencoders[Vincent
et al., 2008, Masci et al., 2011, Kingma and Welling, 2013]. In Mikolov et al. [2013] they extended
this idea to natural language processing and introduced two intuitive methods for word embeddings:
(1) skip-gram where a current word is said to predict surrounding words, (2) continuous bag of words
(CBOW) where a set of words are made to predict a center word [Bahdanau et al., 2014]. Naturally,
they were extended to sequence models which are more fitting for sentences and learning sequential
dependencies. For example, the popular Seq2Seq architecture is commonly used to learn language
models for language generation [Sutskever et al., 2014]. As these methods have become widespread
in NLP they have also been extended to medical settings
Unsupervised learning techniques have been successfully applied to medical concepts. For instance,
in Miotto et al. [2016], an autoencoder multi-layer perceptron was used to predict future disease codes.
Similarly, in [Choi et al., 2016, Suresh et al., 2017], a multi-layer perceptron using the skip-gram
model was trained with an added regularization for the co-occurrence of codes within a visit. As
EHR data might have limited occurrences of certain codes and hence hinder the learning process of
deep models, later work suggested to add an attention mechanism on external ontology’s [Choi et al.,
2017]. More recent work on clinical concept embedding focused on leveraging temporal context
using attention [Cai et al., 2018]. Others embed a structural prior into the learning process [Choi
et al., 2018], where medication and procedure codes are made to predict diagnosis codes enabling the
model to benefit from the structure present in EHRs. These methods are mostly limited to clinical
concepts and do not use other portions of EHR data such as vital signals.
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Figure 2: Overview of the proposed method: (a) autoencoding step for each datastream, data fed at
this stage is predicting data occuring in the same stay. (b) forecasting step using the concatenation of
the embeddings (PSVt). The next time step is predicted in this step.
Few works have studied unsupervised methods for clinical time series [Kachuee et al., 2018]. In Lyu
et al. [2018], they use a Seq2Seq model to representations of clinical time series with an autoencoder
loss. Following this, they assess the representation by feeding them to an LSTM classifier for
downstream tasks. They show the benefits of unsupervised learning for both limited data settings and
prediction performance. The majority of previous work have studied clinical time series and medical
concepts independently. In this paper, we focus on an unsupervised framework for learning a patient
status vector using these data streams as inputs.
3 Proposed Method
In the current presentation, we are interested in learning a patient embedding using both clinical time-
series signals and concepts. The usefulness of the embedding is then evaluated on two downstream
tasks: in-hospital mortality, and readmission. The overview of our method is a two-step unsupervised
task (Figure. 2): the first task is an auto-encoding task, and the second task is a unified forecasting
task using the concatenation of the learned intermediate representations.
To introduce the problem setting, consider a sequence of EHR data that consists of finite number of
medical concepts C =M∪D∪T , whereM is the set of medication codes, D is the set of diagnosis
codes, and T is the set of treatment codes. Additionally, a set of clinical time-series S are measured
at varying frequencies.
The EHR data of a patient may contain multiple hospital admissions each of which could contain
multiple visits to the ICU. As will be explained in the data section there isn’t enough information
provided in the data used in this paper to distinguish the order of hospital visits for a patient. As a
result, we treat each admission independent of past hospital admissions and hence timestamps are
limited to the hospital admission. Following this then the longitudinal patient data for a hospital visit
can be written as Dn = {I1, I2 · · · In}, where each Ii denotes an ICU visit with varying duration.
A visit contains the data sequence ITi = {(m1, d1, tr1, s1), (m2, d2, tr2, s2) · · · (mT , dT , trT , sT )},
where formally time units in an ICU visit can be defined as minutes, hours or days.
3.1 Unsupervised Autoencoder
Autoencoders models contain an encoding portion followed by a decoder. The encoding maps the
input x ∈ <d to an intermediate representation <m. Typically m is chosen to be less than d, and is
called a bottleneck mechanism forcing the network to learn a useful representation. The decoder is
then tasked to map the representation back to the original data space <d.
If we let fθ and gθ denote the encoder and decoder block respectively, the objective of the autoencoder
can be written as follows:
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e = fθ(x), xˆ = gφ(e)
L(x, xˆ) = 1
N
N∑
i
||x− xˆ||22
The MSE loss is used for real valued reconstruction whereas for multiclass one-hot vectors the
cross-entropy loss is better suited. Ideally, a good performing autoencoder given sufficient context
should reconstruct the input with minimal distortion.
3.1.1 Medical Concept Embedding
We use an autoencoder to embed single visits in ICU patients. As medical concepts are time stamped
in an ICU visit it is important to take into account the sequential dependencies as well. To this end,
we use transformer networks to learn the embeddings [Vaswani et al., 2017]. Transformers are known
to be suited for sparse sequential data and learning inherent structures present by using self-attention.
Each concept type is fed to its network with an autoencoder loss (Figure. 2a). As we consider three
code types, three transformer networks are trained independently on the respective code inputs. More
concretely, given a sequence of diagnosis codes {d1, d2 · · · dT } the objective of each network is to
predict the input following an autoencoder bottleneck.
L(dt, dˆt) = −
∑
i
dilog(dˆi) + (1− di)log(1− dˆi)
where dˆi is the predicted set of diagnosis codes following the bottleneck.
3.1.2 Clinical Time Series Embedding
While Seq2Seq models are commonly used for supervised tasks and language modeling, we use
it to embed clinical time series of a patient into a representation by minimizing the reconstruction
error. GRU cells, a recurrent neural network variant, are used as the basic block of the encoder and
decoder of the Seq2Seq model. The input to this network is the sequence of time series accompanying
clinical concepts denoted as {s1, s2 · · · sT }, where each sample st is a feature vector <|S|. As noted
earlier, patients may have missing attributes at each time step, to this effect we present a mask vector
mt ∈ {0, 1}|S|, where a 1 presents the feature is observed. The Seq2Seq model is then trained
by windowing the clinical time series with window size w and setting the objective to the MSE
autoencoder loss. The objective is slightly modified to penalize predictions when there is an observed
value at the corresponding time step. Formally written as
L(S1:T , Sˆ1:T ) = 1
N
T
w∑
i
mwk:w(k+1)
·||swk:w(k+1) − sˆwk:w(k+1)||22
3.2 Unsupervised Forecasting Task
Following the autoencoder unsupervised task on each component, we combine the representations
and further fine-tune on a forecasting task, that is, predicting the next visits diagnosis, medication,
treatment codes, and vitals (Figure.2 b).
To combine the learned diagnosis, medication, treatment and clinical time series we simply concate-
nate the representations to create a PSVt = [edt ; emt ; etrt ; est ] at time t, which we call the patient
status vector (PSV).
Each code representation is obtained by embedding the set of codes until time t and taking the
final hidden representation as the representation of the code. For example, the set of diagnosis
codes {d1, · · · dt} are embedded using the transformer network creating a set of representations
Hd = {hd1 · · ·hdt}. Then the final hidden representation edt = hdt is used.
On the other hand as there are many more data points for clinical time series, the accumulated vitals
until time t are first windowed using the same window size w in the autoencoding step. The resulting
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is a set of sequences {s1:w, sw:2w, · · · sw( tw−1):t}. Subsequently, a hidden representation is obtained
from the encoder cell in the Seq2Seq model Hs = {hs1 , · · · , hst} and the final representation is
obtained as
est = [hst ; maxpool(Hs); meanpool(Hs)]
where the components are concatenated. This is done as the time-series signals could get very length
and information may get lost if we were to only consider the final representation of the time series.
Intuitively by taking the max-pool, we are looking at a part of the signal resulting in high activation,
the mean-pool a baseline measure and the final representation as to the most recent condition of the
patients signal.
Additionally, we add the patients demographics zt ∈ <|Z| containing, age, weight, height, and gender
where discrete values are coded as one hot vectors. The final representation is obtain as
PSVt = [edt ; emt ; etrt ; est ; zt]
This representation is used for the forecasting task: 1) predicting the set of codes at the next time
step and 2) predicting the set of vitals for the next time window. The objective of the forecasting
unsupervised step can be written as
1
2T
T∑
t=1
∑
0≤j≤w,j 6=0
log(p(ct+j |psvt))+
1
2Tw
T
w∑
i
mwk:w(k+1) · ||swk:w(k+1) − sˆwk:w(k+1)||22
where a fully connected layer followed by softmax is used to model p(ct+j |PSVt). On the other hand,
sˆt is a GRU decoder model with hidden input as the concatenation of medical code representations
along with the generated encoder representations.
Based on the suggested representation learning scheme, the trained networks are used to embed
patients given a medical record and later fed to a classifier for downstream tasks. Training details and
hyperparameters used for each specific task are detailed in the experiment section.
4 Experiments
4.1 Data
The dataset used is the publicly available eICU collaborative Research Database v2.0 [Pollard et al.,
2018]. The eICU consists of over 200,000 Intensive Care Unit (ICU) records collected from over 250
hospital sites in the United States, between 2014 and 2015. The data is indexed through unique patient
identifiers, where each patient could have multiple hospital admissions and within each hospital
admission they could be admitted to an ICU multiple times. Timestamps in a patients record are
referenced from the ICU admission stay, in which patients could have certain delay before being
admitted to an ICU. As the tables provided in the data do not allow one to order hospital admissions
the downstream tasks are limited to within hospital admissions, and further the patients history is
limited to the visit as well. From the encounter records, we extract diagnosis codes, medication codes,
and treatment codes. Additionally, we extract periodic vital signals collected regularly by bedside
monitors.
4.1.1 Preprocessing
Encounters in the ICU vary greatly from patient to patient as a result we preprocess the dataset
to include sufficient examples for learning. Patients younger than 16 years of age are removed.
The dataset contains patients with burns and organ donors or admission after a transplant which
are also removed from the dataset. The periodic bedside monitoring devices are down-sampled to
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median values every 5 minutes by the original creators of the dataset; We further down-sample by
binning the values every 60 minutes (12 samples). The median is used for each bin. Following the
pre-processing steps, we normalize signals and patient demographics to have zero mean and unit
variance. We summarize the statistics of the compiled cohort in Table 1. Two cohorts are considered
of different lengths: short ICU visits of 1 hour to 24 hours, and long ICU visits of 24 hours to 720
hours duration. Our preprocessing steps closely resemble that of APACHE IV [Zimmerman et al.,
2006] a gold-standard metric in which we have used similar exclusion criteria.
Table 1: Cohort Statistics of Compiled Data
1h-24h 24h-720h
# hospital visits 44190 95649
# ICU stays 46664 110270
# of diagnosis codes (avg/visit) 918 (1.17) 918 (3.075)
# of medication codes (avg/visit) 1412 (8.52) 1412 (21.66)
# of treatment codes (avg/visit) 2711 (1.12) 2711 (2.85)
length of signals (avg, min, max) (14.6, 0, 205) (87, 0, 832)
# of in-hospital mortality 3249 6157
# of within visit ICU readmissions 10858 21742
4.2 Downstream tasks
To evaluate the usefulness of the learned representation we train a classifier on top of the representation
on downstream tasks and evaluate its generalization performance.
Mortality: Given a patients record and patients history predict the patient’s death during the ICU
stay. This is a binary prediction task.
Readmission Similarly, in this task we focus on predicting whether the patient will be readmitted to
ICU again within the same visit.
4.3 Training Details & Evaluation & Baselines
The unsupervised training follows the method described in Section 2.
The medical concept autoencoder blocks are transformer layers with multi-head attention as described
in [Vaswani et al., 2017]. This block contains multiple hyperparameters namely number of multi-head
attention heads nhead, dimension for each head dhead and the final model representations dcode. We
set these to 8, 64 and 256 respectively for all three medical concept embedding blocks 2 such layers
are stacked. The network is trained using Adam Kingma and Ba [2014] with a cosine annealing
schedule and a period of 50 epochs. The initial learning rate is set to 0.00025.
The Seq2Seq model is trained by setting the window size for clinical signals to 24 (i.e. a full day).
Missing values are imputed with the median of the statistics of the complete dataset if the patient does
not have any history for the vital; otherwise, the patients average is used to impute the corresponding
missing signal. The encoder and decoder blocks are bidirectional GRU cells where the encoder
hidden layer dimension is set to denc = 128 and the decoder is set to 256. A step learning rate with
initial lr set to 0.001 and step decay rate of 50 is used to train the network for 100 epochs.
Following the autoencoding training, the dataset is filtered to contain visits with multiple ICU stays
for the forecasting step. To avoid catastrophic forgetting we gradually unfreeze the blocks and allow
them to train for 2 epochs [Howard and Ruder, 2018]. This is similar to chain thaw proposed in Felbo
et al. [2017], where each layer is trained at a time. Though here we gradually unfreeze the whole
model and allow it to learn altogether. Our final patient status vector representation is of dimension
1762 fed to a two-layer fully connected layer with ReLU as activation and dropout set to 0.1 in
between layers.
We implemented all the models with Pytorch 1.0 Paszke et al. [2017]. For training the models we use
the Adam optimizer Kingma and Ba [2014]. In all experiments, the batch size is set to 64.
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4.3.1 Evaluation
For all experiments, we use 15% of the data selected randomly as the test set. The remainder is used
for training/validation splits. In all experiments, the presented values are the average of 5 experiments
for each task.
Area under the precision-recall (AU-PR): this metric is the cumulative area under the curve by
plotting precision and recall while varying the outputs P (y = 1|(ct, tt)) true/false threshold from 0
to 1.
Receiver operating characteristic curve (AU-ROC): This metric is the area under the plot of
the true positive rate against false positive rate while varying outputs P (y = 1|(ct, tt)) true/false
threshold from 0 to 1.
4.3.2 Baseline Models
• Transformer Embedding: The set of medical concepts in the records are embedded by
training a transformer network using the skip-gram model. This representation is used as a
patient representation for downstream tasks.
• Seq2Seq (Unsupervised): A Seq2Seq model is trained on clinical times series portion of the
data, which can then be used to embed patients signals for the downstream task.
• Seq2Seq (Semi-supervised): A Seq2Seq model is trained on clinical times series portion of
the data, and further fine-tuned on downstream tasks.
We also perform an ablation on different components of the patient status vector by includ-
ing/excluding portions of the representations
5 Results
To evaluate the PSV representation we consider both a short duration cohort and long duration cohort.
This is done as the dynamics of short term ICU stays and long term ICU stays vary greatly. The
results for both downstream tasks are summarized in Table 2&3.
In the tables, the ablation of the different components of the PSV model is done by first pre-
training the model in an unsupervised fashion and freezing the pre-trained network for downstream
tasks. Empirically, from both tables, it is evident the network benefits from both code and signal
representations on the defined tasks.
The baseline models use only portions of the complete data under consideration and to make a fair
comparison we can compare the respective components of the PSV model reported accordingly. For
example, Seq2Seq [Lyu et al., 2018] can be compared to PSV (Signal). Similarly, Transformer
[Darabi et al., 2019] can be compared to PSV (Code). In both cases, the difference is largely in the
unsupervised training step. By leveraging both single visit ICU data and multi-visit ICU patients we
can achieve a better initialization for downstream tasks.
Lastly, from the results, the prediction performance drops (significantly in some cases) when compar-
ing short visits and long visits. This could largely be due to dynamics that are present in longer ICU
visits or human factors that are not present/captured in the dataset.
6 Conclusion
In this paper, we have introduced an unsupervised patient status vector embedding scheme for EHR
patient longitudinal data. The method effectively leverages both single-visit ICU patients and multi-
visit ICU patients using a two-step autoencoding step. We have evaluated the proposed method using
two cohorts compiled from the eICU EHR dataset of different duration by using periodic vital signals
and medical codes as input to our model. From empirical results on downstream tasks, the proposed
unsupervised learning approach outperforms previous work. Lastly, presented in the results, long-stay
1Results reported using our re-implementation, further the input are limited to the same set of vitals/codes
under consideration.
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Table 2: Mortality downstream task ablation, and comparison with baselines. Results reported are
average of 5 runs on a test split of 15% and the std are reported in parenthesis.
Dataset (Mortality task) 1h-24h 24h-720h
PR-AUC ROC PR-AUC ROC
PSV (Code+Signal) 62.46 (± 0.20) 90.06 (± 0.12) 48.88 (± 0.13) 85.90 (± 0.09)
PSV (Code) 45.35 (± 0.22) 81.69 (± 0.29) 30.50 (± 0.22) 77.98 (± 0.14)
PSV (Signal) 49.42 (± 0.18) 82.27 (± 0.04) 31.32 (±0.10) 82.27 (± 0.04)
PSV (Semi-supervised) 65.40 (± 0.35) 89.10 (± 0.59) 53.76 (± 0.26) 85.15 (± 0.66)
Seq2Seq [Lyu et al., 2018]1 7.73 (± 0.60) 51.32 (± 0.31) 8.17 (± 0.05) 61.90 (± 0.19)
Seq2Seq (Semi-supervised) 8.58(±0.32) 51.23(± 0.22) 19.22 (± 0.06) 61.63 (± 61.63)
Transformer [Darabi et al., 2019]2 11.18 (± 0.35) 53.01 (± 0.64) 10.67 (± 0.30) 50.45 (± 0.88)
Table 3: Readmission downstream task ablation, and comparison with baselines. Results reported are
average of 5 runs on a test split of 15% and the std are reported in parenthesis.
Dataset (Readmission task) 1h-24h 24h-720h
PR-AUC ROC PR-AUC ROC
PSV (Code+Signal) 61.25 (± 0.26) 80.99 (± 0.11) 57.86 (± 0.19) 80.94 (± 0.09)
PSV (Code) 57.24 (± 0.56) 79.58 (± 0.12) 49.63 (± 0.38) 76.15 (± 0.24)
PSV (Signal) 30.47 (± 0.13) 59.35 (± 0.15) 30.34 (± 0.10) 59.22 (± 0.14)
PSV (Semi-supervised) 69.02 (± 0.42) 83.40 (± 0.23) 68.04 (± 0.51) 82.25 (± 0.24)
Seq2Seq [Lyu et al., 2018]2 26.43 (± 0.56) 51.45 (± 1.13) 20.30 (± 0.18) 52.35 (± 0.34)
Seq2Seq (Semi-supervised) 26.68(± 0.19) 51.80 (±0.54) 22.31 (± 0.11) 52.18 (± 0.42)
Transformer [Darabi et al., 2019]2 28.22 (± 0.60) 58.82 (± 0.43) 27.70 (± 0.79) 59.45 (± 0.91)
ICU visit patients present a bigger challenge for modeling; as EHR do not necessarily contain human
factors that could play in the prognosis of a patient, future work could leverage different modes of
data which were not considered in this work.
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