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Résumé
Les architectures multi-cœurs Intel Core (IvyBridge, Haswell,...) contiennent à la fois
des cœurs CPU généralistes (4), mais aussi des cœurs dédiés GPU embarqués sur
cette même puce (16 et 40 respectivement). Dans le cadre de l’activité de la société
Kontron (qui participe à ce financement de nature CIFRE) un objectif important est
de calculer efficacement sur cette architecture des tableaux et séquences de trans-
formées de Fourier rapides (FFT), comme par exemple on en trouve dans des appli-
cations radar. Alors que des bibliothèques natives (mais propriétaires) existent chez
Intel pour les CPU, rien de tel n’est actuellement disponible pour la partie GPU.
L’objectif de la thèse était donc de définir le placement efficace de modules FFT, en
étudiant au niveau théorique la forme optimale permettant de regrouper des étages
de calcul d’une telle FFT en fonction de la localité des données sur un cœur de calcul
unique. Ce choix a priori permet d’espérer une efficacité des traitements, en ajustant
la taille de la mémoire disponible à celles des données nécessaires.
Ensuite la multiplicité des cœurs reste exploitable pour disposer plusieurs FFT
calculées en parallèle, sans interférence (sauf contention du bus entre CPU et GPU).
Nous avons obtenu des résultats significatifs, tant au niveau de l’implantation d’une
FFT (1024 points) sur un cœur CPU SIMD, exprimée en langage C, que pour l’implan-
tation d’une FFT de même taille sur un cœur GPU SIMT, exprimée alors en OpenCL.
De plus nos résultats permettent de définir des règles pour synthétiser automatique-
ment de telles solutions, en fonction uniquement de la taille de la FFT son nombre
d’étages plus précisément), et de la taille de la mémoire locale pour un cœur de calcul
donné. Les performances obtenues sont supérieures à celles de la bibliothèque na-
tive Intel pour CPU), et démontrent un gain important de consommation sur GPU.
Tous ces points sont détaillés dans le document de thèse. Ces résultats devraient don-
ner lieu à exploitation au sein de la société Kontron.
i
Abstract
Multicore architectures Intel Core (IvyBridge, Haswell...) contain both general pur-
pose CPU cores (4) and dedicated GPU cores embedded on the same chip (16 and 40
respectively). As part of the activity of Kontron (the company partially funding this
CIFRE scholarship), an important objective is to efficiently compute arrays and se-
quences of fast Fourier transforms (FFT) such as one finds in radar applications, on
this architecture. While native (but proprietary) libraries exist for Intel CPU, nothing
is currently available for the GPU part.
The aim of the thesis was to define the efficient placement of FFT modules, and
to study theoretically the optimal form for grouping computing stages of such FFT
according to data locality on a single computing core. This choice should allow pro-
cessing efficiency, by adjusting the memory size available to the required application
data size. Then the multiplicity of cores is exploitable to compute several FFT in pa-
rallel, without interference (except for possible bus contention between the CPU and
the GPU). We have achieved significant results, both in the implementation of an
FFT (1024 points) on a SIMD CPU core, expressed in C, and in the implementation of
a FFT of the same size on a GPU SIMT core, then expressed in OpenCL.
In addition, our results allow to define rules to automatically synthesize such solu-
tions, based solely on the size of the FFT (more specifically its number of stages), and
the size of the local memory for a given computing core. The performances obtained
are better than the native Intel library for CPU, and demonstrate a significant gain
in consumption on GPU. All these points are detailed in the thesis document. These
results should lead to exploitation of the code as library by the Kontron company.
ii
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Chapitre 1
Introduction
La prolifération du parallélisme au sein des calculateurs est une tendance de fond
maintenant bien établie. Les supercalculateurs des années 80s sont complémentés
par les grappes/clusters de calcul, les data centers du cloud computing et autres
network processors ; les ordinateurs individuels sont désormais multi-cœurs et uti-
lisent des co-processeurs graphiques dédiés (GPU) ; les téléphones mobiles et autres
processeurs embarqués contiennent de multiples accélérateurs graphiques de trai-
tement du signal (DSP)... Désormais, nous assistons même au mélange et aux in-
teractions entre ces formes multiples de parallélisme au niveau physique : les GPU
apparaissent tant dans des supercalculateurs du top 500 que dans des plates-formes
embarquées, la concurrence entre architectures MPPAs, FPGA ou GPU fait l’objet de
discussions et débats au sein de la communauté...
La recherche de l’efficacité (en performance ou en consommation) atteint son pa-
roxysme. Néanmoins, elle se traduit trop souvent par une perte de l’automatisation
lors des phases de compilation, quand le parallélisme (concurrency) inhérent poten-
tiel des applications doit être projeté et ajusté au parallélisme (parallelism) réel des
architectures et infrastructures matérielles sous-jacentes. Des armées d’ingénieurs
réimplantent et portent souvent des programmes applicatifs manuellement d’une
machine à sa remplaçante, ce qui induit des pertes en productivité et en sûreté du de-
sign à la compilation qui viennent souvent compenser les gains en efficacité à l’exé-
cution.
1.1 Contexte et objectifs
Dans le cadre concret de cette thèse, financée par un contrat CIFRE entre Inria et
la société Kontron, nous nous intéressons spécifiquement à l’architecture Intel Core
(processeurs grand public IvyBridge, Haswell puis Broadwell), qui allie sur une même
puce une architecture quadri-cœur CPU (x86) avec des ALU vectorielles SIMD, et des
cœurs de calcul GPU avec une programmation de nature SIMT (Single Instruction
Multiple Threads). La société Kontron assemble des sous-systèmes sur cartes-mères
à partir de tels composants, pour des applications de nature professionnelle qui ré-
clament à la fois efficacité et robustesse. Dans l’exemple dont nous traiterons (de
manière simplifiée) au cours de cette thèse, une application radar nécessite suffisam-
ment de puissance de calcul afin de calculer des opérations de traitement de signal
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2(transformée de Fourier rapide principalement) en parallèle, en nombre important
et en temps-réel. Notre approche du problème (telle qu’elle nous est progressive-
ment apparue au cours de nos travaux) consistera à optimiser le traitement d’une
FFT (unique) sur un cœur (unique) de calcul, qu’il soit CPU ou GPU. Cette approche
a comme avantage de garantir la localité des données lors de ce module de calcul,
alors que les transferts de données (avec les problèmes de caches et de débit des bus
internes d’interconnexion) peuvent se révéler un aspect excessivement pénalisant de
la parallélisation. Ensuite, on devra dimensionner, entre les (4) cœurs CPU du proces-
seur et les (16 pour Ivybridge puis 40 pour Haswell) cœurs GPU d’une même carte,
afin de répartir au mieux les nombreuses occurrences de calcul FFT élémentaires, et
au-delà dimensionner le système afin d’avoir la capacité de calcul désirée en utilisant
plusieurs processeurs Intel Core sur une même carte.
1.2 Contributions
Le placement optimisé d’une FFT est donc un point central de notre approche.
Il doit être effectué (une bonne fois pour toute, sur un cœur CPU et sur un cœur
GPU) de manière spécifique, du fait que la définition récursive de cet algorithme ne
suit pas les schémas de base pour l’automatisation générique de la compilation pa-
rallèle (par les méthodes polyédriques notamment). Ensuite, la répartition des FFT
entres les différentes ressources et cœurs de calcul ressemblera (de manière carica-
turale) à une sorte de gigantesque « règle de 3 » pour équilibrer les charges de calcul.
D’un point de vue pratique (et sensible pour la société Kontron), cette phase a aussi
l’avantage de produire un code source natif, compréhensif et modifiable, alors que
dans la situation actuelle les bibliothèque natives Intel pour le calcul FFT sur CPU ne
fournissent qu’un code cible moyennement optimisé, et qu’il n’en existe simplement
pas pour la compilation GPU. Nous avons également considéré les initiatives com-
munautaires qui proposent des études et solutions optimisées (FFTW, Spiral,...)[1],
mais elles ne répondent pas complètement à nos besoins en terme de « fine tuning »
sur notre architecture, ou de disponibilité de code source pour exploitation commer-
ciale. L’objectif ultime de nos travaux sera donc, non seulement de produire un code
source efficace optimisé et dimensionné pour nos architectures cibles, mais encore
d’étudier comment synthétiser ce code de manière modulaire à partir de certains pa-
ramètre dimensionnants simples. On pourra alors espérer produire de manière au-
tomatique les versions correspondant aux versions ultérieures des processeurs Intel
Core, qui semblent devoir garder des architectures similaires tout en augmentant les
tailles des paramètres et en multipliant les nombres de cœurs.
Les paramètres qui entrerons en ligne de compte dans nos calculs seront princi-
palement le nombre de points requis pour la taille de FFT : 1014 généralement, ce qui
correspond à 10 étages successifs de calculs de papillons élémentaires (1014 = 210) ;
ce nombre d’étages est en fait le paramètre direct qui nous concerne. Le second para-
mètre d’importance sera le nombre de registres internes (ou mémoire L0) disponible
dans chaque cœur (ou dans chaque bloc élémentaire de calcul) ; avec ces nombres
on peut déterminer combien d’étages peuvent être exécutés sans de mouvements de
données externes (juste dans les registres), ce qui fournit une information essentielle
sur la granularité du découpage de la FFT, dont la réécriture à partir de blocs amal-
3gamés comportant le bon nombre d’étages permet d’obtenir le code final. Tous ces
points forment l’essentiel des contributions techniques de ce document.
1.3 Organisation
Le document est structuré en 6 parties, comme suit : après cette introduction, le
chapitre 2 introduit la problématique du calcul de la Transformée de Fourier Discrète,
avec toutes ses variantes et optimisation connues ; le chapitre décrit également la
modélisation abstraite d’une application radar qui utilise intensivement cette trans-
formée. Le chapitre 3 décrit les éléments majeurs d’architecture et de micro archi-
tecture parallèle, jusqu’à les spécialiser pour notre architecture Intel Core (qui al-
lie cœurs CPU SIMD X86 et cœurs GPU SIMT embarqués sur une même puce). Le
chapitre 4 contient l’essentiel de nos expérimentations et résultats ayant donné lieu
à la solution de placement (une FFT sur un cœur) que nous avons définie et mise
en œuvre. Il contient des résultats expérimentaux validant cette approche. À noter
que certains de nos résultats ou définitions « ajustées » pour préparer ces résultats se
trouvaient déjà présentées dans les chapitres précédents. Le chapitre 5 décrit le pla-
cement plus général des calculs de l’application radar sur l’intégralité des ressources
d’une carte à base de processeurs Intel Core. Pour des raisons de temps nous n’avons
pas encore pu explorer ici toutes les pistes d’optimisation et d’automatisation, mais
nous savons décrire assez précisément les travaux effectués, et ceux envisagés. Enfin
le chapitre 6 apporte une conclusion au travail en traçant la piste de développements
futurs, ainsi que les enseignements qu’on peut en tirer dès maintenant.
Chapitre 2
Applications visées et modélisation
Motivations
Les applications RADAR et SONAR sont deux domaines exigeants en puissance
de calcul. Plus particulièrement, pour les traitements RADAR les latences de calcul
doivent être réduites au minimum sous peine de ne pas pouvoir détecter en temps
réel les cibles en mouvement. Ces applications font appel à des bibliothèques ma-
thématiques contenant une liste exhaustive de fonctions élémentaires telles que les
transformées, les filtres et les opérations matricielles. Ce sont des algorithmes de type
flot de données opérant sur de larges tableaux d’une ou plusieurs dimensions. Parmi
les différents algorithmes qui composent ces bibliothèques, il en est un qui revêt une
importance capitale dans la plupart des cas d’utilisation. Il s’agit de la transformée
de Fourier rapide.
L’optimisation de la transformée de Fourier sur des architectures parallèles est
donc primordiale pour atteindre des performances temps réels dans les systèmes Ra-
dar : l’effort d’optimisation sur cette brique de base se traduit immédiatement par un
gain majeur de performance sur tout le système.
Le but de ce chapitre est de présenter les fondamentaux de cette transformée et de
son application, en portant un éclairage particulier sur les aspects qui nous intéres-
serons spécialement par la suite, comme les subtiles variations algorithmiques qui
permettront un ajustement à une architecture spécifique donnée. Nous conclurons
le chapitre par une contribution technique, qui nous semble nouvelle, réorganisant
le calcul à partir des coefficients, et qui en pratique améliore la précision du résultat.
2.1 Transformée de Fourier discrète et algorithme FFT de base
2.1.1 Transformée de Fourier discrète
Les processus physiques peuvent être décrits dans le domaine temporel à l’aide
de la valeur d’une quantité h en fonction du temps t, ou bien dans le domaine fré-
quentiel à l’aide de son amplitude H en fonction de sa fréquence f . On peut alors
considérer que h(t) et H(f) sont deux représentations de la même fonction modulo
une transformation. La transformée de Fourier permet le passage d’une représenta-
tion à une autre.
Selon le type des signaux à transformer, différents types de transformées de Fou-
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5rier sont définis :
Non périodique Périodique
Continue Transformée de Fourier Série de Fourier
Discret DTFT (discrete time Fourier
transform) 1
DFT (Discrete Fourier transform)
TABLE 2.1 – Classification transformées de Fourier
Pour un signal discret et périodique la transformée correspondante porte le nom
de transformée de Fourier discrète (on utilise habituellement l’abréviation anglaise
DFT pour "Discrete Fourier Transform"). Nous nous focaliserons exclusivement sur
ce type de transformée dans ce document.
FIGURE 2.1 – Décomposition d’un signal en plusieurs signaux sinusoïdaux
Soit une séquence d’entrée x(n), la DFT de N points est définie comme suit :
X(k) =
N−1∑
n=0
x(n) ·W nkN avec : k = 0, 1, . . . , N − 1 (2.1)
Où l’entier n est l’index de temps, l’entier k est l’index de fréquence et le nombre
complexe W nkN qui correspond à la racine n-ième de l’unité, communément appelé
twiddle factor, est définie comme suit :
W nkN = exp
(−2ipink
N
)
= cos
(
2pink
N
)
− i · sin
(
2pink
N
)
. (2.2)
La DFT inverse (IDFT) est exprimé comme ceci :
x(n) =
1
N
·
N−1∑
n=0
X(n) ·W−nkN avec : k = 0, 1, . . . , N − 1 (2.3)
Nous observons que N multiplications complexes et N − 1 additions complexes
1. Ces signaux sont définis que dans un espace temporel discret, cette transformée est discrète dans l’espace
temporel et continue dans l’espace fréquentiel.
6sont nécessaires pour calculer un point, donc il nous faut N2 multiplications com-
plexes etN2−N additions complexes pour calculer une DFT/IDFT deN échantillons.
Le calcul direct de la DFT est inefficace avec l’augmentation de la taille du signal
à transformer.
2.1.2 Version de base FFT de Cooley-Tukey
La transformée de Fourier rapide a été « décrétée » l’un des 10 algorithmes majeurs
du 20e siècle [2]. C’est aussi l’un des plus utilisés et en 1990 il a été estimé [3] que sur
une base installée de supercalculateurs Cray de 200 machines (à 25 millions de dollar
US l’unité), 40% des cycles CPU sont dédiés aux calculs de la FFT.
L’algorithme de la transformée de Fourier rapide a été initialement découvert par
Gauss en 1805, mais il n’a eu de succès qu’en 1965 après la publication [4] de celui-ci
par J. W. Cooley et J. W. Tukey. C’est pour cette raison que l’algorithme de base porte
habituellement leurs noms.
L’algorithme de la FFT est un algorithme de type « Diviser pour régner », il factorise
la DFT pour réduire le nombre d’opérations de O(N2) à O(N · logN).
Nous pouvons visualiser la structure récursive de la FFT à travers la figure 2.2 qui
montre comment les racines de l’unité sont distribuées tout au long de l’algorithme
de la FFT.
FIGURE 2.2 – Évolution de l’utilisation des twiddle factors à travers les passes (FFT 8 points)
Nous verrons plus bas que la structure récursive est néanmoins généralement al-
térée par le besoin de réordonner les données entre deux passes élémentaires de cal-
cul, l’opération intermédiaire est appelée bit reverse.
On verra ultérieurement des variantes optimisant plus encore la version de base,
proposant de nouveaux schémas récursifs préservant la complexité globale des cal-
culs.
L’algorithme de la FFT décrit par Cooley et Tukey [4] dans leur article se dérive
7alors comme ceci :
Soit la DFT de x(n) :
X(k) =
N−1∑
n=0
x(n).W nkN avec : W = e
2pii
N (2.4)
Supposons que N s’écrit sous la forme de : N = r1 × r2
Soit k et n définit par :
k = k1r1 + k0 avec : k0 = 0, 1, . . . , r1 − 1 et k1 = 0, 1, . . . , r2 − 1 (2.5)
n = n1r2 + n0 avec : n0 = 0, 1, . . . , r2 − 1 et n1 = 0, 1, . . . , r1 − 1 (2.6)
X(k1, k0) =
r2−1∑
n0=0
r1−1∑
n1=0
x(n1, n0) ·W kn1r2W kn0 (2.7)
avec : W kn1r2 = W k0n1r2
X(k1, k0) =
r2−1∑
n0=0
r1−1∑
n1=0
x(n1, n0) ·W k0n1r2W kn0 (2.8)
On pose :
X1(k0, n0) =
r1−1∑
n1=0
x(n1, n0) ·W k0n1r2 (2.9)
X(k1, k0) =
r2−1∑
n0=0
X1(k0, n0) ·W (k1r1+k0)n0 (2.10)
Le tableau X1 contient N éléments, chacun nécessite r1 opérations, ce qui donne
un total de N · r1 opérations pour obtenir X1. Pour calculer X à partir de X1 il faut
N · r2 opérations. Donc, pour cet algorithme qui décompose le calcul en deux étapes,
nous avons besoin au total de : N(r1 + r2) opérations ce qui est largement inférieur
au nombre d’opérations initial qui était de N2 opérations.
Si on répète cette même décomposition successivement nous aurons un algo-
rithme avec m étapes et N(r1 + r2 + ... + rm) opérations avec N = r1r2...rm. Ce qui
est toujours inférieur ou égal à N2.
Donc si r1 = r2 = . . . = rm = r alors m = logrN et le nombre total d’opérations
devient :
rN logrN (2.11)
Si r = 2 alors N = 2m
Les indices n et k s’écrivent alors sous la forme :
k = km−12m−1 + ...+ k1.2 + k0 (2.12)
8n = nm−12m−1 + . . .+ n1.2 + n0 (2.13)
Avec nx et kx prenant comme valeurs soit 0 soit 1, ce qui représente les valeurs des
bits dans la représentation binaire de k et de n.
Alors la transformée de Fourier s’écrit en fonction de la position binaire des in-
dices :
X(km−1, . . . , k0) =
1∑
n0=0
1∑
n1=0
. . .
1∑
nm−1=0
x(nm−1, . . . , n0) ·W knm−12m−1+...+kn0 (2.14)
Avec : W knm−1·2
m−1
= W k0nm−1·2
m−1
Donc la somme interne d’indicenm−1 dans l’équation ne dépend que de k0, nm−2, . . . , n0
On l’écrit alors :
X1(k0, nm−2, . . . , n0) =
1∑
nm−1=0
x(nm−1, . . . , n0) ·W k0nm−12m−1 (2.15)
On réitère cette même procédure aux autres sommes en utilisant :
W knm−p·2
m−p
= W (kp−12
p−1+...+k0)nm−p·2mp (2.16)
On obtient pour p = 1, 2, . . . ,m
Xp(k0, . . . , kp−1, nm−p−1, . . . , n0) =
1∑
nm−p=0
Xp−1(k0, . . . , kp−2, nm−p, . . . , n0)·W (kp−12p−1+...+k0)nm−p·2m−p
(2.17)
La dernière somme donne le résultat final de la transformée de Fourier :
X(km−1, . . . , k0) = Xm(k0, . . . , km−1) (2.18)
On remarque que l’index de X doit avoir son ordre binaire inversé pour que le
résultat soit correct : c’est pour cela qu’une étape de bit reversing est nécessaire pour
l’algorithme initial de la FFT publié par Cooley et Tukey. Cette étape sera décrite dans
la section 2.1.4.
Nous notons aussi que le graphe de dépendance de données doit rester inchangé,
cependant l’ordre des index peut varier tout au long de l’algorithme. Nous introdui-
rons ici le graphe de flot de données utilisé dans la suite de cette thèse pour illustrer
les différents algorithmes. Dans ce graphe, les données du même étage peuvent être
arrangées librement en gardant les arêtes du graphe connectées. La figure 2.3 illustre
le graphe de flot de données pour l’algorithme de Cooley et Tukey.
2.1.3 Calcul optimisé du bloc de base « papillon »
Tous les algorithmes FFT sont construits autour d’un bloc de base qui porte usuel-
lement le nom de papillon (figure 2.4). Ce bloc prend deux valeurs complexes en en-
9FIGURE 2.3 – Signal flow graph basique FFT de taille 16
trée et produit aussi deux valeurs complexes en sortie. Il nécessite la multiplication
de deux nombres complexes. Cette opération est calculée à l’aide de 10 opérations
flottantes (typiquement : 6 additions et 4 multiplications(figure 2.5)).
FIGURE 2.4 – Bloc de base papillon FFT
FIGURE 2.5 – Opérations papillon standard
Une instruction ad hoc permettant d’enchainer une multiplication et une addi-
tion a = a + b × c en une seule opération élémentaire, existe dans la plupart des
architectures matérielles modernes (à partir des processeurs DSP). On la nomme gé-
néralement MAC (multiply-accumulate) pour le calcul en précision fixe, et elle porte
aussi le nom de FMA (fused multiply-add)[5] pour les calculs en nombres flottants.
Dans cette thèse nous nous intéressons aux calculs flottants.
Cette instruction apparait désormais dans les jeux d’instructions des GPU qui font
partie de nos architectures cibles.
Nous souhaitons alors utiliser efficacement l’instruction FMA, qui permet de faire
l’addition et la multiplication dans le même temps qui serait nécessaire pour faire
soit une addition soit une multiplication.
En 1993 Linzer et Feig[6] [7] sont les premiers à exploiter la FMA dans les algo-
rithmes de la FFT radix-2, radix-4 et split-radix. En 1997 Goedecker[8] a proposé un
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algorithme qui exploite la FMA moins complexe que les algorithmes de Linzer et Feig.
Aussi dans les travaux d’une thèse antérieure à celle-ci [9], portant sur les architec-
tures PowerPC à Kontron, l’utilisation de l’instruction FMA a été exploitée à travers
une factorisation des calculs afin d’exprimer toutes les opérations en une suite de
FMA (6 au total). Ce nombre représente l’optimal en nombre d’instructions FMA, car
il n’est pas possible de calculer un papillon FFT avec moins de 6 FMA.
La factorisation effectuée pour exploiter la FMA dans les travaux antérieurs à cette
thèse est de type :
ax+ by → a(x+ (b/a)y) (2.19)
Nous notons ar et br la partie réelle des valeurs d’entrée de notre papillon et ai
et bi leurs parties imaginaires. De même ωr et ωi les parties réelles et imaginaires du
twiddle factor. Les résultats de notre papillon sont notés Ar et Br pour les parties
réelles, Ai et Bi pour les parties imaginaires. Le papillon standard est alors calculé en
10 opérations selon les équations suivantes (2.20),(2.21) :
Ar = ar + (ωr · br − ωi · bi) Ai = ai + (ωi · br + ωr · bi) (2.20)
Br = ar − (ωr · br − ωi · bi) Bi = ai − (ωi · br + ωr · bi) (2.21)
En appliquant la factorisation décrite plus haut, le papillon devient :
Ar = ar − (bi − ωr
ωi
· br) · ωi Ai = ai + (ωr
ωi
· bi + br) · ωi (2.22)
Br = ar + (bi − ωr
ωi
· br) · ωi Bi = ai − (ωr
ωi
· bi + br) · ωi (2.23)
Cette factorisation est correcte dans le cas où ωi 6= 0, cependant quand ωi = 0
nous devons le remplacer par une valeur très petite, à savoir ωi = 0, 0000001.
Cette méthode est très efficace mais elle présente un inconvénient du point de vue
mathématique, car si nos twiddle factors sont remplacés par une valeur très petite
dans le cas où ωi est égal à zéro, ceci engendre une dégradation de la précision de
calcul, cette dernière est mesurée plus tard.
Notre contribution [10] que nous décrivons ici permet de s’affranchir de cette li-
mitation, et permet ainsi de bénéficier de la précision de calcul de l’instruction FMA.
Nous savons que l’instruction FMA permet d’optimiser le calcul au niveau perfor-
mances et aussi au niveau précision par rapport à une multiplication suivie d’une
addition, car l’instruction FMA n’effectue l’arrondi qu’à la fin du calcul.
Notre factorisation s’écrit alors sous la forme suivante :
Ar = ar + (br +
−ωi
ωr
· bi) · ωr Ai = ai + (ωi
ωr
· br + bi) · ωr (2.24)
Br = ar + (br +
−ωi
ωr
· bi) · (−ωr) Bi = ai + (ωi
ωr
· br + bi) · (−ωr) (2.25)
Nous avons ainsi factorisé notre calcul à l’aide de la partie réelle des twiddle fac-
tors ωr. La particularité de cette factorisation est que ωr ne seras jamais nul, ceci re-
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vient au fait que tan(pi
2
) n’est pas défini. Nous rappelons aussi que tan(θ) = sin(θ)
cos(θ)
et
que cos(pi
2
) = 0.
Nous utiliserons cette contribution comme brique de base pour la suite de notre
thèse (voir figure 2.6).
FIGURE 2.6 – Opérations papillon optimisé
Nous souhaitons aussi évaluer l’impact de cette factorisation sur la précision des
calculs. Donc, afin de mesurer la précision des calculs de notre optimisation, plu-
sieurs procédures existent. Pour des fins de reproductibilité est aussi pour pouvoir
avoir des références communes avec l’état de l’art dans le domaine du calcul FFT,
nous avons fait le choix d’adopter la méthode de vérification préconisée par FFTW 2[1].
FFTW calcule la précision d’une FFT en comparant la transformation d’un signal
pseudo-aléatoire uniforme compris entre −0.5 et +0.5 avec le résultat d’une FFT de
référence dite exacte.
Le choix de la FFT de référence influe fortement sur le résultat, surtout que nous
voulons comparer la précision de calculs d’algorithmes FFT entre elles. Nous devons
alors nous affranchir de ce choix qui est à un certain niveau subjectif. Pour ce faire,
nous avons choisi de comparer le résultat de la FFT suivie de la FFT inverse (signal
reconstruit) avec le signal d’origine (signal source).
Pour comparer les deux signaux nous utilisons la fonction suivante
compare(FFTinv(FFT (signalSource)), signalSource) qui calcule la norme euclidienne
(L2) relative définie dans l’équation 2.26.
compare(a, b) = ‖a− b‖2/‖b‖2 (2.26)
Avec a, le résultat de notre FFT/FFT inverse, b le signal pseudo-aléatoire source
dont les valeurs sont comprises dans l’intervalle [−0.5, 0.5], et :
‖x‖2 =
√∑
|xi|2 (2.27)
Le graphique suivant (figure 2.7) montre le gain en précision obtenu en utilisant
2. http://www.fftw.org/accuracy/method.html
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la FMA sur une FFT de 1024 points complexes sur le GPU d’Intel IvyBridge HD4000
dont l’architecture sera étudiée finement dans cette thèse (chapitre 3).
Notons aussi que le taux d’erreurs accumulées entre une FFT et une FFT inverse
est grandement amélioré par rapport à une implémentation qui n’utilise pas de FMA,
surtout en simple précision sur GPU, en effet elle passe de 10−4 à 10−7.
FIGURE 2.7 – Précision de calcul FFT sur GPU Intel IvyBridge HD4000
2.1.4 Opération bit reverse
Le bit reverse se traduit par une organisation selon les bits du poids fort des don-
nées d’entrée initialement ordonnées selon le bit du poids faible. Ceci est du à la
propriété de décompositions successives de la FFT en deux sous transformées.
Sequential order : 000, 001, 010, 011, 100, 101, 110, 111
0, 1, 2, 3, 4, 5, 6, 7
Bit-reversed order : 000, 100, 010, 110, 001, 101, 011, 111
0, 4, 2, 6, 1, 5, 3, 7
Il faut bien prendre en compte cette particularité car le ré-ordonnancement des
données est très coûteux, surtout avec des accès en puissances de deux.
Pour certaines applications où nous avons besoin d’enchainer une FFT suivie par
une FFT inverse, nous pouvons éviter l’étape du bit reverse. C’est notamment le cas
pour la convolution.
Le bit reverse se fait à l’aide de permutations. On verra en section 3.2 que les archi-
tectures CPU modernes proposent dans certains cas des versions (limitées) de telles
permutations.
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FIGURE 2.8 – Bit reverse de 8 points
La convolution : La convolution correspond à la réponse du filtre à une entrée don-
née (notée e(t)). Le filtre est entièrement caractérisé par sa réponse impulsionnelle
h(t). Mise en équation, la réponse du filtre est s(t) = h(t) ∗ e(t).
Une particularité de la convolution dans le cas des filtres linéaires, si on entre un
signal e(t) = e2piift le signal de sortie s(t) sera aussi de la forme e2piift au facteur H(f)
près. Ce facteur n’est autre que la transformée de Fourier de h(t).
C’est pour cette raison que la FFT est très pratique quand on souhaite faire du
filtrage sur un signal, nous effectuons le filtrage dans l’espace fréquentiel en faisant
une simple multiplication ponctuelle avec le filtre puis on enchaine avec une FFT
inverse pour retrouver le signal filtré.
FIGURE 2.9 – Convolution FFT et Bit reversing
Pour une convolution l’étape du bit reverse n’est pas importante, on peut juste
ignorer cette étape.
2.2 Variantes algorithmiques de la FFT
Au-delà de la version de base, il existe plusieurs méthodes pour regrouper et or-
donner les calculs, ainsi que pour distribuer l’opération de bit-reverse. Si toutes ces
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variantes conservent de fait le même graphe de dépendance pour le flot de données,
elles consistent à encapsuler les calculs par des approches « divide-and-conquer »
distinctes, et surtout à rapprocher les données afin d’augmenter la localité de l’appli-
cation du bloc papillon, et de mieux répartir les opérations conduisant au bit reverse.
Elles ont donc la même complexité générale de O(n · logn) opérations, mais elles
peuvent varier en efficacité pratique avec une mesure plus fine de cette complexité.
Les futures implantations parallèles considérées au chapitre 4, et leur ajustement
à une architecture parallèle donnée comme décrite au chapitre 3, devront jouer sur
ces variations afin de répartir les calculs en modules de base de taille appropriée.
Nous décrivons maintenant les aspects majeurs des variantes algorithmiques dans
l’absolu.
Pour plus de détails, le très bon livre de Van Loan « Computational Frameworks
for the Fast Fourier Transform »[11] constitue un ouvrage de référence unificateur des
différents algorithmes.
2.2.1 Cooley-Tukey
Cet algorithme est décrit dans la section 2.1.2 [4][12], il est l’implémentation po-
pulaire qui porte le nom radix-2 DIT (decimation in time) à entrelacement temporel.
Pour une FFT de N points en radix-2 DIT, les données d’entrée sont ordonnées
en bit-reversed order et les sorties sont ordonnées en ordre naturel. Sachant qu’une
transformée de Fourier directe permet le passage de l’espace temporel à l’espace fré-
quentiel, alors si l’étape de bit reverse est effectuée au début, on parle d’entrelace-
ment temporel et si elle est faite à la fin, on parle d’entrelacement fréquentiel.
FIGURE 2.10 – Signal flow graph FFT décimation dans le temps (DIT de taille 8)
L’algorithme FFT radix-2 DIT (figure 2.10) est une succession de log2(N) étages,
tous composés de N/2 papillons.
2.2.2 Radix-2 DIF
L’algorithme Radix-2 DIF (decimation in frequency) diffère de son prédécesseur
par l’ordre des données d’entrées, ces dernières sont fournies dans l’ordre séquentiel
et les sorties sont dans l’ordre bit-reversed order.
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FIGURE 2.11 – Signal flow graph FFT décimation en fréquence (DIF de taille 8)
La complexité de calcul demeure inchangée.
2.2.3 Mixed radix
Une FFT peut être partitionnée en plusieurs sous transformées. Si toutes les par-
titions ont la même taille r, alors cette version de l’algorithme FFT est dite de type
radix-r .
Dans le cas où les partitions ont des tailles différentes, on parle de mixed-radix
FFT[13].
FIGURE 2.12 – Exemple de FFT 8 points avec l’algorithme mixed-radix : la première passe est
calculée avec deux radix-4 et la dernière passe avec 4 radix-2
L’approche mixed-radix permet plus de dégrés de liberté dans l’implémentation
et l’organisation des calculs. Dans cette thèse, une particulière importance est don-
née à cette méthode.
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2.2.4 Split-Radix FFT
L’algorithme FFT split-radix trouve son origine dans une observation très simple
illustrée sur la figure 2.13 :
Le graphe d’un algorithme radix-2 à entrelacement temporel peut se transformer
de manière évidente en graphe d’un algorithme radix-4 uniquement en changeant les
exposants de la racine de l’unité servant de coefficients multiplicateurs (twiddle fac-
tors). Ce faisant, il apparait assez vite que, à chaque étage de l’algorithme, un radix-4
est plus intéressant pour les termes impairs, et un radix-2 pour les termes pairs de la
FFT.
L’algorithme split-radix est donc basé sur la décomposition suivante :
Xk =
N−1∑
k=0
xnW
nk
N , (2.28)
Il divise récursivement le calcul de la FFT en une FFT de taille N/2 et deux FFT de
taille N/4.
X(k) =
N
2
−1∑
n=0
x(2n).e−(i.
2pi(2n)k
N
) +
N
4
−1∑
n=0
x(4n+ 1).e−(i.
2pi(4n+1)k
N
) +
N
4
−1∑
n=0
x(4n+ 3).e−(i.
2pi(4n+3)k
N
)
(2.29)
Après identification des trois sous-transformées, il ressort l’écriture suivante :
X(k) = DFTN
2
[x(2n)] + wkN .DFTN
4
[x(4n+ 1)] + w3kN .DFTN
4
[x(4n+ 3)] (2.30)
La combinaison des algorithmes radix-2 et radix-4 donne à son papillon, sa forme
caractéristique en L.
Créé en 1984 par P. Duhamel et H. Hollmann [14], il représente l’algorithme possé-
dant le plus faible nombre d’opérations flottantes, multiplications et additions confon-
dues, sur des signaux de taille égale à une puissance de deux : pour un signal de taille
n, le nombre d’opérations est 4n log2 n− 6n+ 8 Flop (avec n = 2m).
Plus récemment, en 2007, ce nombre d’opérations arithmétiques nécessaire au
calcul de l’algorithme a encore été amélioré par S.G. Johnson et M. Frigo [15]. Cet
algorithme a aussi été amélioré par Bernstein [16], il a donné aussi le nom Tangente
FFT à cet algorithme pour mettre en avant le rôle important que jouent les tangentes
comme constantes dans cet algorithme.
2.2.5 Stockham
L’Algorithme de Stockham a pour but initial de supprimer l’étape de bit reverse en
la répartissant progressivement par entrelacement avec les calculs.
Il a été référencé dans l’article de Cochrane et Cooley [12] en 1967 oú les auteurs
attribuaient cet algorithme à T.G Stockham.
C’est un algorithme dit auto-sort qui permet de calculer la FFT à partir d’une sé-
quence d’échantillons reçus dans l’ordre naturel, pour restituer le résultat dans le
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FIGURE 2.13 – Signal-flow graph split-radix FFT de taille 8
même ordre (voir figure 2.14).
L’étape de bit reverse est ainsi entrelacée avec les calculs.
FIGURE 2.14 – Signal flow graph FFT selon l’algorithme de Stockham
La complexité de calcul d’un algorithme de Stockham reste strictement identique
à celle d’un algorithme de type radix standard car le cœur de calcul de l’algorithme
s’appuie sur le radix-2 ou 4. C’est juste l’organisation entre calculs et communica-
tions / transferts de données qui est modifiée, ce qui peut être potentiellement très
intéressant pour la parallélisation de ces opérations.
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L’algorithme de Stockham ne peut pas se faire en place (in-place), l’utilisation
d’un tableau de données supplémentaire est nécessaire. Ce tableau « tampon » per-
met de changer la localité des résultats après chaque étage de calcul de la FFT. Le
tableau initial et le tableau « tampon » alternent leur rôle après chaque étape. Ceci a
pour conséquence de ne pouvoir garantir de retourner les résultats de la FFT sur le
tableau initial pour toutes les tailles d’échantillons. Lorsque log2(N) n’est pas pair, il
est nécessaire d’avoir recours à une copie de tableaux pour restituer les résultats de
la FFT.
2.2.6 Autres versions
Il existe d’autres méthodes publiées dans la littérature, que nous ne considérerons
pas dans notre travail, et mentionnées ici par soucis de complétude.
L’algorithme Prime factor FFT a été introduit par Good et Thomas en 1958 et 1963
[17] [18], il ré-exprime la DFT de taille N = N1N2 en une DFT en deux dimensions
N1 × N2, pour ce faire N1 et N2 doivent être premiers entre eux. L’utilisation de cet
algorithme n’est pas compatible avec une taille N qui est une puissance de deux.
L’algorithme FFT de Winograd [19] est considéré comme une dérivation du PFA(Prime
Factor Algorithm). C’est un algorithme efficace connu pour sa faible complexité en
multiplications [20].
2.2.7 Analyse et comparaison entre les versions
La comparaison entre les différentes versions de FFT a donné lieu à de nombreux
travaux, tant théoriques qu’expérimentaux. Le site FFTW (http://www.fftw.org) re-
cense actuellement la plupart de ces contributions.
Néanmoins ces travaux sont en général sensibles à la nature de l’architecture vi-
sée, ce qui justifie les travaux de cette thèse.
On considère en général en informatique la performance d’un processeur par le
GigaFlops, défini comme le nombre d’opérations flottantes effectuées en une nano-
seconde.
Dans la communauté de l’analyse de la FFT [1] on étend en général cette dé-
finition, et on parle de GFlops FFT en multipliant cette valeur par 5NLog2(N), ce
qui revient à normer les chiffres sur un algorithme abstrait (proche de la version
de base Cooley-Tukey) qui comporterait exactement ce nombre 5NLog2(N) d’opé-
rations. Nous adopterons cette mesure dans nos résultats du chapitre 4.
2.3 Applications basées sur la FFT : exemple de détection Radar
La plupart des algorithmes de traitement du signal reposent sur une analyse spec-
trale du signal, et dans la majorité des cas leur implémentation utilise la transformée
de Fourier rapide (FFT). Ainsi, optimiser la FFT, c’est aussi optimiser toute l’applica-
tion (figure 2.15).
Une application populaire qui utilise massivement la FFT est le Radar à synthèse
d’ouverture plus connu sous son acronyme anglais SAR (Synthetic aperture Radar),
19
FIGURE 2.15 – Algorithmes traitement Radar qui utilisent la FFT comme bloc de base
ce type de radar est un radar imageur qui a pour but la télédétection principalement
aérienne (dans le cadre de cette thèse).
Généralement les traitements SAR temps réel sont faits en utilisant des DSP (Di-
gital Signal Processor) et/ou des FPGA (Field Programmable Gate Array). Du fait de la
difficulté de programmation et du déverminage des DSP et FPGA, d’autres solutions
ont émergé, à savoir celles basées sur les CPU ou les GPU [21].
Kontron privilégie dans le cadre de cette thèse la modularité et la portabilité de la
solution SAR. La puissance de calcul fournie par les derniers processeurs d’Intel, à la
fois au niveau CPU et GPU (intégré à la puce), rend cette solution applicable aux cas
d’applications considérées par Kontron.
Plusieurs algorithmes de traitement SAR existent dans la littérature : Extended
Exact Transform Function (EETF), Chirp Scaling, Frequency Scaling, Omega-K, SPE-
CAN et Range-Doppler Algorithm (RDA). Ce dernier est l’implémentation la plus uti-
lisée.
Les principales étapes du traitement SAR via l’algorithme Range-Doppler (RDA)
consistent en une succession de FFT sauf pour l’étape du RCMC (Range cell migration
correction) qui nécessite d’appliquer une interpolation sur le signal afin de corriger la
forme hyperbolique de celui-ci, cette étape peut aussi être faite à l’aide de FFT avec la
méthode introduite récemment par [22]. Cet algorithme est celui retenu pour notre
application radar.
Le traitement SAR (RDA figure 2.16) nécessite aussi une étape communément ap-
pelée corner turn. Cette opération consiste à tourner les données bi-dimensionnelles
(Range et azimut) à 90◦. Mathématiquement parlant, cette opération correspond à la
transposition de la matrice des données (2.31).
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FIGURE 2.16 – Schéma bloc de l’algorithme Range-Roppler (RDA) pour le traitement SAR
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(2.31)
Les données traitées par notre application sont sous forme de matrices de nombres
complexes simple précision de taille 1024 × 1024. L’algorithme RDA est appliqué sur
un flux continu de matrices de données 1024 × 1024. Nous appliquons le même trai-
tement sur des données différentes à chaque itération de l’algorithme. Nous détaille-
rons cet algorithme dans le chapitre 5 de cette thèse.
Le traitement SAR nécessite une infrastructure de calcul intensif, les GPU offrent
un très bon compromis par rapport aux autres alternatives. Dans notre domaine, à
savoir celui de l’informatique embarquée, les critères taille, poids et énergie regrou-
pés communément dans l’acronyme anglais SWaP pour (Size Weight and Power) sont
des critères très importants. Un exemple simple est celui du radar SAR embarqué
dans un drone : le poids influe sur l’altitude du drone, il influe aussi sur l’autonomie,
donc dans un encombrement minimum il faut embarquer une puissance de calcul
suffisante pour que le drone puisse voler assez vite et longtemps pour exécuter sa
mission en général critique.
Trouver un algorithme optimal de la FFT pour une architecture cible n’est pas une
chose triviale. L’ordonnancement des calculs et des mouvements de données afin de
réduire le surcoût engendré par les mouvements de données (register spill) est un
problème NP-complet[23]. Avec les architectures multi-cœurs et les niveaux supplé-
mentaires de la hiérarchie mémoire, le problème est rendu encore plus complexe.
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Bilan et discussion
Toutes les versions connues du calcul de la FFT s’organisent autour du bloc de
base d’un papillon à deux entrées et deux sorties, dont le calcul doit s’effectuer de
manière quasi-atomique avec des instructions dédiées (FMA). Nous avons proposé
une amélioration incrémentale du calcul de ce bloc, qui augmente sensiblement en
pratique la qualité des calculs flottants simple précision.
Pour récapituler, le calcul de la FFT procède en étages. Les (n− 1) premiers étages
de l’algorithme calculent sur deux moitiés distinctes des valeurs une FFT de taille
(n− 1), puis le dernier étage mélange ces résultats à nouveau par moitié, mélangeant
dans un certain ordre la moitié des valeurs de la première « demi-finale » avec celles
de l’autre.
Bien que l’on puisse envisager de nombreux ordres pour sélectionner les moitiés,
on procède en général suivant l’ordre « naturel » qui combine d’abord les valeurs voi-
sines sélectionnées deux par deux, puis élargit les distances en les doublant à chaque
fois (voir figure 2.10), ou parfois suivant l’ordre inverse (combinant d’abord les va-
leurs les plus distantes, puis les rapprochant (voir figure 2.11).
On peut obtenir un code uniforme pour chaque étage en pratiquant effectivement
les permutations qui « réalignent » les données dans une position semblable à chaque
fois. On peut aussi in-liner le code de tous les étages à la suite, pour y pratiquer di-
rectement les changements d’indice (avec un code distinct alors pour chaque étage).
La première solution ajoute le coût des permutations, mais la seconde fait gonfler
la taille du code qui peut ne plus tenir en mémoire cache. Nous représenterons gé-
néralement ces permutations par une représentation graphique, alliant le graphe de
dépendance (déplacement) des données entre deux étages, avec une signification
donnée à l’ordre (vertical) des index des valeurs en mémoire.
En fait, nous allons être amenés dans nos travaux à considérer une approche mé-
langeant permutations explicites et in-lining du fait que nous allons trouver des li-
mites au nombre d’opérations que l’on peut effectuer en n’utilisant que la mémoire
très locale (registres) des processeurs SIMD sur CPU, ou des Execution Units sur GPU.
Ces considérations de taille seront détaillées dans le chapitre suivant (pour le CPU et
le GPU de notre architecture Intel Core), et la nature de nos solutions et ajustements
des algorithmes (entre mouvements physiques de données et in-lining de code agré-
geant des étages) feront l’objet principalement du chapitre 4.
On peut évidemment rappeler que le calcul de n étages de FFT (ou, de manière
équivalente, d’une FFT de taille 2n) nécessite n valeurs complexes, dont 2 ·n nombres
flottants dans notre approche. C’est la taille qu’il nous faut chercher à ajuster à l’es-
pace des registres.
Chapitre 3
Les architectures de calcul intensif
Motivations
Nous décrivons dans ce chapitre les tendances du parallélisme architectural exis-
tant au niveau élémentaire d’une puce matérielle unique (possiblement multicœur,
voire multiprocesseur), différent du niveau macroscopique des grilles de machines
et autres data centers.
Nous débutons par des généralités et rappels, puis nous nous concentrons sur le
type de combinaison CPU-GPU que l’on trouve dans les architectures Intel Core (Ivy
Bridge et Haswell notamment) qui formaient la cible de nos travaux au sein de Kon-
tron. Le problème central consiste à bien comprendre et caractériser les tailles et les
débits des différents composants de mémorisation et de transfert de données, ainsi
que leur articulation, pour exploiter ces informations dans le placement optimisé
des fonctions du calcul de FFT. Nous décrivons également certains aspects du lan-
gage OpenCL utilisé pour la représentation de nos algorithmes, et des mécanismes
particuliers de compilation de ce langage sur ces architectures.
Dans le chapitre suivant nous étudierons le placement optimisé de la FFT sur cette
architecture Intel Core. Il sera important de tester l’efficacité en performance, mais
également en consommation et surtout en température (le circuit peut se mettre en
mode dégradé, voire hors tension, s’il devient trop chaud). Nous abordons ces as-
pects en caractérisant le circuit de manière expérimentale, à l’aide des équipements
disponibles au sein de la société Kontron.
3.1 Parallélisme "on-chip" (généralités)
3.1.1 Parallélisme d’instructions
Historiquement, dans les CPUs, chaque instruction est exécutée lorsque l’instruc-
tion précédente est terminée. Rapidement, les concepteurs ont vu qu’il était possible
d’optimiser le flux d’instructions en divisant en plusieurs étages le traitement d’une
instruction, ce qui améliore considérablement les performances du processeur.
Ces étages sont, par exemple dans le cas d’une machine RISC, lecture de l’opé-
ration en mémoire, décodage de l’opération en micro-opérations, lecture des opé-
randes, exécution et écriture du résultat.
Cette technique, nommée pipeline, permet de produire le résultat d’une opéra-
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tion sur la durée de traitement d’un étage, celui de l’exécution, et non plus sur la du-
rée de traitement de l’instruction. Ainsi, en régime constant, la vitesse d’exécution est
considérablement augmentée. De plus, le compteur de programme peut commencer
à traiter l’instruction à exécuter avant même que ses opérandes soient disponibles.
C’est ici qu’apparaît la première forme de parallélisme qui exploite donc le parallé-
lisme entre les différents étages.
Le pipelining est une des premières optimisations qui a permis d’exploiter le pa-
rallélisme d’instructions, d’autres techniques sont venues ensuite pour encore amé-
liorer ce type de parallélisme à savoir :
— l’apparition des processeurs dits superscalaires qui sont capables d’exécuter
plusieurs instructions simultanément parmi une suite d’instructions, ces der-
niers comportent plusieurs unités de calcul, et sont capable de détecter l’ab-
sence de dépendances entre instructions.
— l’exécution dans le désordre qui permet au processeur d’exécuter les instruc-
tions non pas dans l’ordre des instructions du programme mais de manière
à optimiser l’utilisation des ressources matérielles, sans toutefois violer la dé-
pendance des données.
— le renommage de registre vient comme une solution pour le problème de concur-
rence sur un même registre qui survient lors de l’exécution dans le désordre.
— la prédiction de branchement permet de prédire le résultat d’un branchement
et rend ainsi plus efficace l’utilisation du pipeline, une autre solution est l’exé-
cution spéculative qui permet d’exécuter en même temps différents branche-
ment et après la fin de l’exécution on garde le résultat du bon branchement, au
cout d’une duplication de la logique voire du pipeline.
— les accès mémoire et les entrées sorties dans le désordre.
— le Prefetch ou pré-lecture des instructions et des données.
3.1.1.1 FMA fusedmultiply-add
Une autre amélioration architecturale, présentée dans le chapitre précédent 2.1.3,
appelé FMA ou fused multiply-add. Elle a été introduite par IBM en 1990 dans leur
processeur POWER1.
Cette instruction permet d’exécuter une addition et une multiplication avec un
débit équivalent à la fréquence d’horloge.
Elle permet aussi d’avoir une meilleure précision de calcul flottant par rapport à
l’utilisation de deux instructions indépendantes, ceci est du au fait que l’arrondi n’est
fait qu’une seule fois, c’est-à-dire à la fin de l’opération a = a+ b× c.
Ainsi, l’instruction FMA permet de doubler les performances du CPU. La FMA est
très répandue dans les processeurs de nouvelle génération et dans tous les GPU.
3.1.1.2 SMT simultaneousmultithreading
Cette présentation du parallélisme d’instruction ne sera complète qu’avec la des-
cription du simultaneous multithreading (SMT) ou d’après la nomenclature d’Intel
l’hyperthreading [24].
Il s’agit d’une forme de multithreading qui permet le partage d’un cœur de pro-
cesseur superscalaire entre plusieurs threads.
24
Les processeurs non SMT (figure 3.1), dotés de 4 unités d’exécution différentes,
passent alternativement d’un thread à l’autre pour l’exécution des instructions. En
revanche, les processeurs SMT (figure 3.2) peuvent allouer des unités d’exécution à
des threads différents simultanément (schématisés ici en vert pour le thread 1 et en
bleu pour le thread 2).
FIGURE 3.1 – Flux d’instruction classique FIGURE 3.2 – Avec hyperthreading
Les registres utilisateur sont alors dupliqués et partagent les mêmes unités de cal-
cul. Tout blocage d’un thread provoque un changement de contexte instantané (par
exemple pendant un accès mémoire).
Le but du SMT est d’améliorer l’utilisation des ressources et ainsi exploiter au
maximum le parallélisme d’instruction du processeur.
Le multithreading fournit en général pour un processeur, avec deux threads sur
un cœur physique, 1.3 fois les performances d’un seul thread. Une autre technologie
baptisée "fused core" 1proposée par Freescale permet d’atteindre une performance
entre 1.7 et 1.9. Ce gain de performance est dû à l’utilisation d’unités dédiées aux
threads logiques.
Malgré les qualités de l’hyperthreading sur les applications grand public, nous
déconseillons son utilisation pour les applications temps réel. Lors de nos essais,
nous avons expérimenté sur l’architecture Haswell d’Intel à quatre cœur les perfor-
mances d’une FFT 1D de 1024 points complexes avec l’hyperthreading inactif puis
avec l’hyperthreading actif. Nous avons ainsi constaté une nette dégradation des per-
formances comme le montre la figure 3.3.
La cause principale de cette dégradation est la pollution du cache L1 des cœurs
par les threads concurrents sur les mêmes ressources. Il faut souligner aussi que dans
notre cas l’essentiel des calculs tiennent dans le cache L1 qui est de taille 64KB.
Nous notons aussi que pour du code optimisé exploitant efficacement les unités
d’exécution, par des dimensionnements convenables, l’hyperthreading n’apporte en
général pas de gain de performances, il améliore surtout les situations où les calculs
sont « creux » (par analogie avec les matrices creuses en mémoire).
Nous avons décidé que pour nos applications temps réel, pour des soucis de per-
formances et de prédictibilité l’hyperthreading doit être désactivé. On verra au cha-
pitre 4 que les différents cœurs d’un même processeurs seront par ailleurs plus tard
1. http://www.freescale.com/webapp/sps/site/prod_summary.jsp?code=T4240
25
FIGURE 3.3 – Impact de l’hyperthreading sur la FFT : HT OFF les 4 cœur du CPU Haswell
calculent un tableau de FFT de 1024 points complexes, HT ON les 8 cœur calculent le même
tableau de FFT
disponibles alors pour exécuter chacune des FFTs distinctes de notre tableau de FFT
de l’application Radar.
3.1.2 Le multicœur
Les processeurs actuels sont devenus des systèmes complexes capables d’effec-
tuer plusieurs calculs simultanément, d’opérer sur plusieurs données à la fois, de
prédire les différents branchements du programme, de changer sa fréquence dyna-
miquement ou encore de décider de l’ordre d’exécution des instructions. Toutes ces
innovations ont été créées dans un seul et unique but, celui d’augmenter considé-
rablement les performances des processeurs, but difficile à atteindre par l’augmen-
tation seule de la fréquence. En d’autres mots, la fréquence représente la rapidité du
processeur tandis que ces diverses innovations caractérisent l’efficacité de l’architec-
ture.
Le traitement multicœur contribue à augmenter les performances et la producti-
vité dans des ordinateurs de plus petite taille capables d’exécuter simultanément plu-
sieurs applications complexes et de réaliser davantage de tâches en moins de temps.
Dans sa forme la plus petite, les processeurs multicœur sont constitués de deux
cœurs identiques et d’une mémoire partagée pour les communications intra-cœurs.
Les architectures multicœur (voir figure 3.4) sont généralement dotées de cœurs
homogènes, chaque cœur peut avoir un ou plusieurs threads SMT comme présenté
en 3.1.1.2.
On peut alors espérer une augmentation des performances générale de l’appli-
cation sur un processeur monocœur plus rapide (en fréquence) sans rien changer à
l’application. Cependant, si nous gardons la même fréquence d’horloge du proces-
seur mais que nous doublons le nombre de cœurs, le gain de performance n’est pas
direct.
La loi d’Amdahl, énoncée par Gene Amdahl en 1967 [25], décrit très bien la limite
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FIGURE 3.4 – Schéma simplifié d’un CPU à quatre cœurs
des performances que nous pouvons espérer sur une architecture multicœur.
Quand une application utilise du multithreading, le flux de contrôle de l’applica-
tion peut être divisé en deux parties : les sections parallèles et les sections séquen-
tielles. En pratique, l’application de cette loi se manifeste par une stagnation des per-
formances au-delà d’un certain nombre de cœurs.
L’augmentation du nombre de cœur (plus ou moins nombreux et plus ou moins
complexes) est désormais l’outil de prédilection des concepteurs de processeurs pour
suivre le chemin du progrès.
L’ouvrage Computer Architecture, A Quantitative Approach de Hennessy et Patter-
son[26] dans sa 5ème édition, présente de manière détaillée ces architectures.
3.2 Modèle SIMD pour CPU
3.2.1 Principes et modèle de programmation
Le SIMD ou Single Instruction Multiple Data est une technique qui permet d’ex-
ploiter le parallélisme de donnée efficacement en amortissant le hardware de contrôle
indépendant des données sur plusieurs unités de calcul (processing elements).
Plusieurs données sont regroupées et traitées de façon synchronisée (lock-step)
en parallèle par une seule instruction.
Cette simplification hardware restreint ces éléments de traitement à avoir un flux
de contrôle uniforme.
Un branchement où chaque élément de traitement branche vers une instruction
différente provoque une divergence communément appelée Branch divergence dans
le hardware SIMD. Ceci est généralement traité par une sérialisation de l’exécution
ce qui résulte en une utilisation inefficace du hardware SIMD.
Une architecture SIMD consiste donc en un ensemble d’unités de calcul coor-
données par une unique unité de contrôle assurant un flux commun d’instructions.
Chaque unité de calcul opère sur les données qui lui sont attribuées.
Ce type de parallélisme est dit parallélisme de données car la même instruction
est exécutée sur des données différentes.
Nous pouvons voir sur la figure 3.5, que l’addition de deux tableaux de données
A et B est effectuée à l’aide d’une unité SIMD de largeur 4. Elle exécute ainsi l’ins-
truction d’addition simultanément sur quatre valeurs différentes des vecteur A et B,
ensuite elle stocke le résultat dans le vecteur C.
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FIGURE 3.5 – Addition vectorielle de deux vecteurs A+B en SIMD
Le bénéfice d’une telle architecture n’est plus à démontrer, notamment dans les
applications graphiques où les calculs sur les données sont massivement parallèles.
Elles sont aussi bien adaptées pour des implémentations d’algorithmes de traitement
de signal où les formules mathématiques sont souvent exprimées sous forme de vec-
teurs et de matrices.
3.2.2 Mise en œuvre (intrinsics)
Les instructions SIMD sont notamment composées des jeux d’instructions sui-
vants :
— Sur processeur x86 : MMX, 3DNow !, SSE, SSE2, SSE3, SSSE3, SSE4, SSE4.1,
SSE4.2, AVX, AVX2 et AVX512.
— Sur processeur PowerPC : AltiVec.
— Sur processeur ARM : VFP, VFPv2, VFPv3lite, VFPv3, NEON, VFPv4.
— Sur processeur SPARC : VIS et VIS2.
— Sur processeur MIPS : MDMX et MIPS-3D.
Pour cette thèse, nous nous focaliseront sur le jeux d’instruction x86 d’Intel et plus
précisément l’AVX2, du fait qu’il est le plus avancé (largeur 256bits) et le plus complet
à l’heure où nous rédigeons ce manuscrit.
l’AVX ou Advanced Vector Extensions est une extension du jeux d’instructions x86
pour les microprocesseurs Intel et AMD, elle a été proposée par Intel en mars 2008 et
supportée en premier par Intel dans le processeur Sandy Bridge en 2011 (figure 3.6).
l’AVX permet d’exécuter 8 opérations flottantes en même temps à l’aide de re-
gistres de 256bits.
Nous avons comparé les performances obtenues (figure 3.7) avec différentes gé-
nérations d’instructions SIMD sur un programme FFT. Ce programme utilise la bi-
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FIGURE 3.6 – Évolution des unités SIMD chez Intel
FIGURE 3.7 – Performances FFT obtenues sur CPU Intel Haswell en fonction du jeux d’ins-
tructions SIMD utilisé
bliothèque commerciale IPP d’Intel qui permet d’exécuter une panoplie d’algorithmes
de traitement de signal dont la FFT.
Une remarque importante soulignée par la comparaison des performances est
que l’augmentation de la largueur des unités SIMD a pour résultat un gain impor-
tant des performances obtenues, par rapport aux autres améliorations d’architecture
possibles (notamment l’évolution entre le SSE4.2 (128bits) et l’AVX (256bits)).
L’exploitation des unités SIMD se fait essentiellement par l’intermédiaire de trois
méthodes :
— soit par compilation : c’est le compilateur qui se charge de vectoriser, néan-
moins il n’existe pas encore de compilateur « magique » qui permette une vec-
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torisation efficace des programmes.
— soit à l’aide d’intrinsics 2 : c’est un ensemble de fonctions en langage C qui re-
présentent une correspondance 1 à 1 avec les instructions SIMD du processeur.
L’utilisation des intrinsics permet d’écrire du code vectoriel depuis un langage
de haut niveau (langage C par exemple). On doit noter aussi que dès qu’on uti-
lise les intrinsics, le compilateur n’optimise plus ces portions de code. Le pro-
blème majeur de cette méthode est la non portabilité des performances, car
si nous avons un code optimisé pour du SSE4.2 (largueur 128bits) et que nous
voulons bénéficier des unités AVX, qui sont deux fois plus larges (256bits), nous
devons réécrire le programme.
— soit par bibliothèque c’est-à-dire que l’application utilise des bibliothèques
optimisées pour utiliser du SIMD comme le cas de la bibliothèque IPP.
La méthode efficace pour tirer profit de ces unités SIMD est l’utilisation des in-
trinsics C. Nous allons étudier dans cette thèse au chapitre 4 comment nous pouvons
tirer partie de ces unités dans un cas d’étude concret, à savoir celui du traitement
Radar.
3.2.3 Permutations de valeurs
On a vu en section 2.1.4 que des opérations rapides de permutation de données
sont d’un intérêt critique pour l’efficacité de cette partie du calcul de la FFT. Nous dé-
taillons donc les capacités de l’architecture SIMD Intel Core sur cet aspect, qui seront
utilisées en section 4.1.
Les processeur Intel Core de troisième et quatrième génération sont dotés d’unités
SIMD AVX, ces dernières utilisent un jeux de registres de 256bits chacun. Ces registres
sont au nombre de 16 et sont nommés YMM (YMM0-YMM15).
Les instructions de permutation sont fournies par le jeux d’instruction. Comme
cité précédemment, nous les utilisons à travers des intrinsics C. Pour effecteur la per-
mutation de la figure 3.8 nous devons utiliser l’instruction assembleur em vpermilps
à l’aide de l’intrinsic suivante :
1 __m256 _mm256_permute_ps ( __m256 a , int imm8 ) ; //vpermilps
L’entier imm8 sert de valeur de contrôle pour l’instruction, dans notre cas il contient
la valeur 114 qui correspond à 01110010 en binaire.
Chaque instruction de permutation a une latence et un débit différent, il faut donc
bien prendre en compte cet aspect pour l’adaptation de notre application.
Nous allons ici être confronté à un problème spécifique particulier : la largeur des
instructions vectorielles SIMD du processeur considéré sera de 16, alors que, sans
doute pour des raisons historiques de legacy, les permutations définies ne seront que
sur des vecteurs de taille 8 (moitié moins). Il nous faudra donc combiner des opéra-
tions de cette taille, en optimisant leur durée, pour recomposer notre permutation
de taille 16 désirée.
Nous mettrons en lumière en chapitre 4.1 une utilisation optimisée des instruc-
tions de permutation afin de produire une FFT hautement performante.
2. https://software.intel.com/sites/landingpage/IntrinsicsGuide/
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FIGURE 3.8 – Exemple de permutation SIMD en AVX
3.3 Modèle SIMT pour GPU
3.3.1 Évolution des GPU
Si les premiers GPU étaient à fonctions fixes, ils ont évolué pour devenir program-
mables. Ainsi, depuis la NVIDIA GeForce 3 qui implémente les Pixels shaders 1.1, les
processeurs graphiques disposent d’une unité de géométrie programmable. Depuis
la AMD Radeon R300 qui implémente les Pixels shaders 2.0, le calcul se fait sur des
nombres flottants et plus seulement sur des nombres entiers.
On pouvait donc déjà créer des Shaders, des petits programmes permettant de
manipuler des pixels ou des données géométriques (des Vertex). Pour traiter ces Sha-
ders, la carte graphique incorporait des unités de traitement, capables d’exécuter des
instructions sur des pixels ou des données géométriques.
Ces unités de traitement n’étaient ni plus ni moins que des processeurs assez rudi-
mentaires, capables d’effectuer des instructions entières et flottantes. Ces dernieres
n’étaient pas identiques : les instructions qu’ils étaient capables d’effectuer n’étaient
pas les mêmes suivant que ces processeurs traitaient de la géométrie ou des pixels.
De nos jours, ces processeurs sont tous identiques (figure 3.9) et peuvent servir à
faire aussi bien des calculs graphiques que des calculs sur des données quelconques.
Ces processeurs sont ce qu’on appelle des streams processors, des processeurs spé-
cialement conçus pour exécuter des suites d’instructions sur un grand nombre de
données. Sur ces processeurs, des programmes, nommés kernels, sont appliqués en-
tièrement à un tableau de données que l’on appelle un stream. Dans les cartes gra-
phiques actuelles, ce stream est découpé en morceaux qui seront chacun traités sur
un stream processor ou execution unit. Chacun de ces morceaux est appelé thread
logique ou work-item.
Les GPU modernes sont composés de processing elements (ou stream processors
ou encore execution units) qui sont en réalité des sortes d’unités SIMD un peu plus
sophistiquées, souvent appelées unités SIMT (single instruction multiple data), ca-
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FIGURE 3.9 – Architecture d’un Execution
unit GPU
FIGURE 3.10 – Organisation des unités
d’exécution du GPU d’AMD E6760
pables d’exécuter un certain nombre d’opérations flottantes en un coup d’horloge.
Nous allons détailler dans la section suivante le principe de programmation SIMT.
Les GPU sont organisés de manière hiérarchique, ici en clusters de processing ele-
ments voir (figure 3.10). Ces clusters partagent entre eux un ou plusieurs niveaux mé-
moires / caches. Tous les GPU existants suivent la même structure, les noms peuvent
changer mais l’organisation reste la même.
Ici encore, comme pour le cas des cœurs dans une architecture multicœur, nous
choisirons d’implanter une FFT individuelle sur un EU unique, en se réservant de
calculer en parallèle plusieurs FFT sur les différents EU du GPU. Les raisons de ce
choix seront détaillées au chapitre 4.
3.3.2 Principes et modèle de programmation
Le SIMT pour Single Instruction Multiple Data est un terme introduit initialement
par Nvidia 3et repris ensuite par tous les autres constructeurs GPU.
Les GPU sont dotés d’unités d’exécution vectorielles SIMD (Single instruction mul-
tiple data). Ces unités sont exploitables à travers le modèle de programmation SIMT.
Chaque voie "lane" de l’unité vectorielle SIMD correspond alors à un thread logique
séparé. Les GPU possèdent une logique hardware SIMT[27] qui leur permet de détec-
ter automatiquement si les différents threads logiques exécutent la même instruction.
Chaque voie possède ainsi son propre pointeur d’instruction (PC program coun-
ter) et les exécutent à l’aide d’un masque d’exécution.
Si tous les threads exécutent la même instruction (voir figure 3.11), alors on dit
qu’ils sont cohérents.
Si un thread branche dans une direction différente où il exécute une autre instruc-
tion (voir figure 3.12), alors on dit qu’ils sont divergents.
Un seul séquenceur d’instructions suit l’état des threads divergents ou cohérents,
il produit ainsi un masque qui active les éléments de traitement sur la même instruc-
tion pendant un cycle d’horloge.
Le SIMT est donc efficace quand les threads sont cohérents.
C’est le hardware avec son unité de contrôle qui détecte dynamiquement les dif-
férents threads demandant à exécuter la même instruction. Le SIMT peut aussi être
3. http://www.nvidia.com/content/PDF/fermi_white_papers/NVIDIA_Fermi_Compute_Architecture_
Whitepaper.pdf
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FIGURE 3.11 – Exécution SIMT en mode
cohérent
FIGURE 3.12 – Exécution SIMT en mode di-
vergent
vu comme du Vector lane Threading.
Une des différences majeures entre les instructions vectorielle SIMD et le SIMT,
c’est que le SIMD a besoin d’instructions intra-voie, comme les instructions de shuffle
par exemple, ceci complexifie le jeu d’instruction SIMD et aussi l’implémentation
hardware de ces instructions. Cependant, le SIMT n’a pas besoin de ces instructions
car chaque voie appartient à un thread différent.
Une seconde différence est la gestion flexible des frontières de la largeur SIMD,
du fait que l’utilisation de la largeur des vecteurs est dynamique en SIMT, ce qui n’est
pas le cas en SIMD.
FIGURE 3.13 – Taxonomie en fonction de la flexibilité du modèle de programmation(SIMD,
SIMT et MIMD)
Nous pouvons alors résumer les différences entre ces modèles de programmation
à l’aide de la figure 3.13. Le SIMT est un modèle plus flexible que le SIMD en permet-
tant une utilisation souple de la largeur de l’unité ALU vectorielle. En SIMT, les unités
de calcul doivent être exploitées de façon synchronisées, ce qui n’est pas le cas pour
le MIMD, sur du multicœur CPU par exemple, où deux threads s’exécutant sur deux
cœurs CPU différents sont totalement indépendants.
3.3.3 Lien entre GPU et CPU, et transferts de données
Les GPU ne peuvent pas fonctionner en autonomie complète, ils doivent être ali-
mentés par le CPU. Le CPU joue le rôle du maître et le GPU le rôle de l’esclave, ou en
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d’autres termes, le GPU est un coprocesseur.
Les GPU possèdent leur propre espace mémoire, les données à traiter doivent y
être transportées avant que le calcul puisse se faire. Ce transfert physique de don-
nées, souvent à travers une hiérarchie de mémoire, est la pénalité essentielle qui vient
contrebalancer l’efficacité des calculs parallèles vectoriels étendus du coprocesseur
GPU. À noter que les instructions (kernels et threads) doivent elles-aussi êtres char-
gées sur le GPU pour exécution : l’existence d’un cache d’instruction fait que de petits
programmes assez répétitifs seront privilégiés sous cet aspect.
En général, les GPU sont catégorisés en deux grandes familles, à savoir GPU ex-
terne et GPU intégrés au CPU. Les GPU externes sont connectés via un Bus au CPU,
généralement via le PCIexpress (avant en AGP) au CPU (voir figure 3.14).
FIGURE 3.14 – Interconnexion classique CPU-
GPU via un Bus
FIGURE 3.15 – Débits théo-
riques PCI express
Le PCI express fournit un débit de transfert assez réduit par rapport aux réseaux
d’interconnexion internes au puces, en l’occurrence 16GB/s (théoriques) au meilleur
des cas (voir figure 3.15).
FIGURE 3.16 – Architecture GPU intégré
Les GPU intégrés au CPU (voir figure 3.16) partagent la mémoire DRAM, néan-
moins la mémoire est partagée en zones dédiées. Le CPU doit copier les données à
traiter par le GPU dans la zone mémoire affectée au GPU. Les transferts sont plus
rapides que pour les GPU externes et bénéficient aussi du cache CPU.
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3.3.4 Mise en œuvre (OpenCL)
Pour exploiter les GPU, nous utiliserons dans cette thèse le langage OpenCL.
OpenCL pour Open Computing Language est un standard ouvert développé par
Khronos Group 4, il inclut à la fois un langage dérivé du C99 et une API pour program-
mer des systèmes parallèles hétérogènes, par exemple : CPU, GPU, DSP et FPGA.
OpenCL est le concurrent direct de CUDA de NVIDIA. Ce dernier est propriétaire
et ne fonctionne que sur les processeurs graphiques NVIDIA.
Le modèle de programmation d’OpenCL repose sur une architecture maître et es-
clave où le CPU joue le rôle de maître et le GPU, par exemple, le rôle de l’esclave.
OpenCL permet d’exprimer à la fois du parallélisme de tâches et aussi du paral-
lélisme de données. Il adopte le modèle SPMD (Single Program Multiple Data) pour
exprimer le parallélisme, ainsi le compilateur se charge d’allouer et de lancer autant
d’instances du programme (kernel) que de données à traiter.
Deux notions importantes dans OpenCL sont les work-items et les work-groups.
OpenCL définit un work-item comme une instance logique du kernel, ou en d’autres
termes, c’est un thread logique exécutant le code du kernel. Les work-items sont or-
ganisés en groupes afin d’être exécutés, on parle dans ce cas de work-group.
1 __kernel void vector_add ( _ _ g l o b a l const int *A ,
2 _ _ g l o b a l const int *B ,
3 _ _ g l o b a l int *C)
4 {
5 // index de l’élément à calculer
6 int i = g e t _ g l o b a l _ i d ( 0 ) ;
7 C[ i ] = A [ i ] + B[ i ] ;
8 }
FIGURE 3.17 – Exemple kernel OpenCL qui additionne deux vecteurs d’entiers
Dans l’exemple suivant figure 3.17 le kernel, qui forme le programme qui s’exécute
sur le GPU, additionne deux vecteurs d’entiers A et B et stocke le résultat dans le
vecteurC. Pour pouvoir traiter un vecteur de 1000 entiers, le driver OpenCL (runtime)
lance de manière implicite 1000 work-items qui exécutent ce kernel. Chaque work-
item se voit attribué une valeur du vecteur à additionner. L’instruction OpenCL en
ligne 6 permet à chaque work-item de connaître son numéro entre 0 et 999. C’est ce
numéro qui est exploité pour calculer des données différentes par les work-items.
OpenCL définit aussi un modèle de hiérarchie mémoire, qui peut être décrit en
trois niveaux :
— les registres : chaque cœur dispose de plusieurs registres, et chaque work-item
accède à une partie, OpenCL nomme cette partie mémoire privée (private me-
mory).
— la mémoire partagée : cette mémoire est partagée entre tous les cœurs, elle est
aussi nommée mémoire locale (local memory).
— la mémoire globale : cette mémoire est accessible à tous les cœurs y compris
les cœurs CPU, c’est la DRAM (global memory).
Une autre zone mémoire est aussi définie : la mémoire constante accessible en lec-
4. https://www.khronos.org/
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ture seule et dédiée à stocker les données constantes. En effet, la plupart des maté-
riels récents utilisent une mémoire cache spécialisée pour réduire la latence d’accès
aux données constantes les plus utilisées.
FIGURE 3.18 – Float8 est un vecteur de 8 flottants
Malgré la présence de types de données vectoriels dans OpenCL (par exemple
float8 qui correspond à un vecteur de 8 flottants figure 3.18), ainsi que les opéra-
tions de manipulation de données vectorielles associées ; son utilisation reste liée à
l’implémentation du compilateur faite par le constructeur du chip : par exemple chez
Intel, l’utilisation d’un type vectoriel ne se traduit pas par une instruction vectorielle,
comme nous pouvons le souhaiter, mais plutôt par une transformation scalaire du
vecteur. L’utilisation des types vecteurs chez Intel sont plutôt adaptés aux accès mé-
moires, qui nécessitent un regroupement des accès mémoire (memory coalescing )
afin d’avoir un meilleur débit.
CUDA OpenCL OpenCL Intel
Kernel Kernel Kernel
Thread Work item Channel
Warp ... EU Thread
Thread block Work group Work group
Grid Index space ...
Local memory Private memory registers(GRF)
Shared memory Local memory SLM L3
Global memory Global memory Global memory
Scalar core Processing element channel
Multiprocessor(SM) Compute Unit EU
TABLE 3.1 – Comparaison terminologie CUDA , OpenCL et OpenCL Intel
Dans la littérature OpenCL on trouve beaucoup de termes différents pour dire la
même chose, en fonction du constructeur. Par soucis de clarté, nous allons utiliser le
tableau 3.1 qui met en correspondance les terminologies CUDA et OpenCL.
Nous adopterons dans la suite de cette thèse la terminologie OpenCL d’Intel.
OpenCL est doté de mécanismes de synchronisation entre threads : barrières et
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fonctions atomiques (atomics). Les barrières synchronisent les work-item d’un même
work-group. Il n’est pas possible (en natif) de synchroniser les work-groups entre eux.
FIGURE 3.19 – Flot de compilation OpenCL sur GPU
Le code OpenCL est compilé par un compilateur JIT (Just In Time compiler) (fi-
gure 3.19) qui permet de traduire le source OpenCL en langage intermédiaire. Ce der-
nier est traduit en ISA (Instruction Set Architecture) GPU correspondant pour l’exé-
cution sur la cible. Ceci permet d’avoir un même code source qui s’exécute sur diffé-
rentes architectures GPU, sachant qu’il n’existe pas de compatibilité binaire entre les
architectures GPU comme c’est le cas pour les CPU x86.
3.4 Architecture Intel Core considérée chez Kontron
3.4.1 GPU Intel
Les processeurs Intel actuels sont devenus des SoC (System-on-a-Chip) car ils in-
tègrent sur la même puce deux, quatre ou huit cœurs CPU, ainsi qu’un processeur
graphique GPU et même éventuellement d’autres unités spécialisées.
L’architecture des processeurs graphiques d’Intel est bâtie sur un principe de mo-
dularité, pour permettre de dériver plusieurs modèles des mêmes briques de base.
L’organisation des GPU Intel actuels ajoutent un niveau à la structure tradition-
nelle EU -> CU -> GPU, en les nommant (du plus petit au plus grand) : Execution unit
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, SubSlice, Slices, GPU (voir figure 3.20).
FIGURE 3.20 – Architecture GPU Intel IvyBridge HD4000
L’interface du processeur graphique avec le reste des composants du SoC est as-
surée à travers une unité d’interface qui porte le nom de GTI (Graphics Technology
Interface). Cette interface implémente un système de gestion de l’énergie (power ma-
nagement) pour le processeur graphique et fait aussi le lien entre les domaines d’hor-
loges (voir figure 3.22) qui sont d’habitude différents par rapport au reste du SoC.
Chaque slice possède une infrastructure logique dédiée aux barrières de groupes
(work-group). Cette logique est disponible comme une alternative hardware aux bar-
rières gérées par compilation.
L’architecture GPU Intel peut supporter simultanément 16 work-groups actifs par
subslice.
Chaque slice est dotée d’une suite d’opérations atomiques pour la lecture, la mo-
dification et l’écriture, soit dans la mémoire cache L3 soit dans la mémoire locale
partagée.
Le commande streamer (CS) permet d’envoyer le flux de commandes provenant
du driver vers les unités correspondantes à ces commandes. Pour les commandes de
calcul, l’unité global thread dispatch est responsable de la balance de charge entre les
unités de calcule du processeur graphique. Cette unité fonctionne en concert avec les
thread dispatch locales dans chaque subslice.
Le Global thread dispatch fonctionne en deux modes : pour les kernels qui n’uti-
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lisent pas de barrière de synchronisation hardware ni de mémoire locale partagée,
il dispatche la charge sur tous les slices, afin de maximiser le débit et l’occupation.
Pour les kernels qui utilisent les barrières ou la mémoire locale partagée, il assigne
les work-groups à des subslices spécifiques, ceci afin d’assurer une localisation des
barrières et aussi de la mémoire locale partagée dédiée à chaque subslice.
3.4.2 Unité d’exécution
Un cœur GPU ou selon la nomenclature Intel Execution Unit (EU), est un Simulta-
neous Multi-Threading (SMT) processeur. Il possède plusieurs unités arithmétiques
et logiques (ALU) de type SIMD pipelinées, pour un haut débit de calcul flottant et
entier. La nature hautement multithreadée des EU, assure un flot continu d’instruc-
tions ; afin de masquer les latences des opérations longues tel que les accès mémoires
(scatter/gather), les communications ..., etc.
L’exploitation de ces unités d’exécutions se fait à travers le modèle SIMT.
Pour des raisons de clarté, nous adopterons dans cette thèse le vocabulaire sui-
vant : nous parlerons de thread hardware pour désigner les threads SMT de l’EU.
Nous utiliserons thread software ou work-item pour désigner un thread OpenCL qui
fonctionne sur une partie de l’unité SIMT (voir figure 3.21).
FIGURE 3.21 – Mapping des Work-items dans une EU GPU d’Intel IvyBridge
Chaque Thread hardware possède 128 registres de 256bits de large. Ces registres
sont des registres généraux (GRF pour general purpose register file). Chaque EU a 8
threads hardware pour un total de 32KB de registres GRF. Des modes d’adressage
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flexibles permettent d’adresser plusieurs registres, afin de former de plus gros re-
gistres, ou pour représenter des blocs rectangulaires de données. D’autres types de
registres existent, ce sont des registres architecturaux (ARF architecture register file).
Ils sont dédiés pour chaque thread hardware afin de sauvegarder l’état du thread, y
compris sa pile de pointeur d’instruction.
Une EU peut exécuter à chaque cycle 4 différentes instructions qui viennent de 4
threads hardware différents. Un arbitrage est fait pour distribuer les instructions sur
un des quatre slots d’exécution, cependant il est nécessaire que les quatre instruc-
tions proviennent de quatre threads hardware différents.
Les instructions de branchement sont dispatchées vers une unité de branchement
dédiée. Les opérations mémoire ainsi que les instructions de communication sont
dispatchée via une unité de message passing (Send Unit).
Dans chaque EU, deux FPU SIMD (floating point units) sont chargées d’exécuter
les calculs flottants ou entiers. Ces unités sont capables d’exécuter quatre opérations
flottantes 32bits en parallèle. Elles sont aussi capables d’exécuter à chaque cycle une
multiplication addition (FMA). Donc chaque EU a une capacité d’exécution de 16
opérations flottante 32bit par cycle : (add+mul)× 2FPUs× SIMD4 = 16.
Une des FPUs supporte les fonctions mathématiques transcendantes (sin, cos,...,etc),
ces fonctions sont certes plus rapides que leurs homologues logiciels, mais dans notre
cas nous privilégions le pré-calcul des coefficients "twiddle factors" de notre algo-
rithme FFT .
Les EU sont optimisées pour des données 32bits. Aussi le jeu d’instructions (ISA :
Instruction Set Architecture) permet un support flexible en fonction de la largeur du
SIMD. Effectivement, les unités SIMD peuvent être utilisées en largeur 1, 2, 4, 8, 16
ou carrément 32. Le choix est laissé à la charge du programmeur afin d’optimiser au
mieux l’utilisation des registres en fonction du nombre de threads software (work-
items) à lancer et aussi la quantité de données à traiter. Le compilateur Intel appelle
ces modes de compilation SIMD8 , SIMD16 ou SIMD32, le premier mode SIMD8 cor-
respond à un mapping 1 à 1 entre un "lane" SIMD et un work-item. Le mode SIMD16
correspond à l’exploitation de l’unité ALU SIMD en double-pumped c’est à dire nous
pouvons mapper 16 work-items sur l’unité SIMD qui est de largeur 8 à la base. Ce
deuxième mode est plus efficace que le premier car il permet d’avoir une meilleure
occupation des unités, surtout lors d’accès mémoires longs. Le mode SIMD32 n’est
pas pris en charge par toutes les générations de GPU Intel, il correspond à l’utilisation
de l’unité d’exécution en quad-pumped. Le compilateur est ainsi en charge de géné-
rer le code SIMD afin de mapper efficacement plusieurs instances du noyau de calcul
(Kernel) qui sera exécuté simultanément par un ou plusieurs threads hardware.
Nous notons aussi que les GPUs Intel Core définissent une taille maximale pour le
nombre de work-items par work-group, cette taille est de 512 work-items.
En cas de branchement, l’unité de branchement est en charge de générer un masque
d’exécution qui permet d’indiquer les instances du kernel qui doivent s’exécuter. Si
toutes les instances du kernel exécutent la même instruction, alors les unités d’exé-
cution SIMD sont utilisées efficacement.
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3.4.3 Hiérarchie mémoire
Les GPUs sont caractérisés par une hiérarchie mémoire spécifique. Les tailles et
débits mémoire sont très importants dans ce genre d’architectures, du fait des mou-
vements fréquents de données.
Chaque subslice possède son propre cache d’instruction et sa propre unité de dis-
patch de threads, ainsi que son propre sampler et un port de données provenant de
la MMU. Nous notons aussi que le sampler est une unité de rapatriement de la mé-
moire en lecture seule, elle est plus utilisée pour les textures et les images. Le sampler
est doté d’un cache L1 et L2 (voir figure 3.22), ainsi que de plusieurs fonctions fixes
pour effectuer différents filtrages et transformations d’adresses pour les images.
FIGURE 3.22 – Architecture mémoire du GPU Intel avec les débit de transferts
Le port de données est une unité de chargement et de stockage mémoire qui
supporte les opérations de lecture et écriture efficace pour une variété d’accès gé-
nériques aux buffers, les opérations de scatter/gather SIMD, ainsi que les accès à la
mémoire locale partagée. Afin de maximiser le débit mémoire, l’unité regroupe (coa-
lesce) dynamiquement les opérations mémoire dispersées dans moins d’opérations,
à travers une demande de ligne de cache non-dupliquée de taille 64Bytes.
Les instructions SIMD-16 sont très adaptées pour cette architecture, car les re-
gistres sont de taille 32Bytes, et le jeu d’instruction est flexible. Il permet d’utiliser
deux registres adjacent comme si il s’agissait d’un seul registre plus grand de taille
64Bytes. Ce qui permet à une instruction SIMD-16 d’utiliser un opérande de taille
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64Byte, en le faisant transiter par le cache L3 au travers du bus de données de largeur
64Bytes. Nous savons aussi que les lignes de cache L3 font 64Bytes de large, et le bus
de données vers la LLC du SoC est aussi de largeur 64Bytes (voir figure 3.22).
Quelques modèles de processeurs Intel, notamment l’Intel Haswell possèdent une
mémoire EDRAM (embedded DRAM ) de 128 MB. Elle sert au processeur graphique
comme un grand "victim cache" derrière le cache de dernier niveau (LLC).
Chaque sampler et chaque data port possède sa propre interface mémoire vers la
L3, avec un débit lecture et écriture de 64Bytes par cycle par port de données.
Chaque donnée entrante ou sortante des samplers et des ports de données passent
par le cache de données L3. Le débit de lecture et d’écriture dans le cache L3 est
meilleur si les données sont alignées ou adjacentes dans la ligne de cache. Il faut sa-
voir que les instructions passent aussi par le cache L3.
Un slice inclut une mémoire cache L3 organisée en bancs, ainsi qu’une petite mé-
moire locale partagée. La mémoire locale partagée est une sous partie du cache L3
dédié, elle est gérée par le programmeur. Elle permet le partage des données entre
différentes instances du kernel. Cette mémoire est fortement divisée en bancs dis-
tincts, plus que le cache usuel L3. Elle permet des accès non alignés sans pénalité de
performances. La taille de cette mémoire est de 64KBytes par subslice. Une restriction
à mentionner pour l’utilisation de cette mémoire est que un work-group (OpenCL)
ne peut partager les données que dans un subslice et dans une seule partition de mé-
moire partagée.
3.4.4 Interconnexion
La communication entre les cœurs CPU, les mémoires cache et le processeur gra-
phique se fait par l’intermédiaire d’un anneau bidirectionnel de largeur 32Bytes pour
les données, avec des liens séparés pour le contrôle (demande, acquittement, snoop).
La MMU est aussi connectée à l’anneau.
FIGURE 3.23 – Interconnexion CPU-GPU Intel SoC
Une des particularités des architectures GPU intégrées au CPU est la zone mé-
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moire DRAM partageable entre CPU et GPU (voir figure 3.23) mais dédiée pour le
CPU et pour le GPU, ce qui pousse à devoir faire une copie explicite des données
dans la RAM entre la zone mémoire CPU et la zone mémoire GPU.
Les transferts mémoire de et vers la mémoire RAM bénéficient des différents ni-
veaux de caches existant dans l’architecture (voir la section précédente 3.4.3). Néan-
moins ces caches rendent la performance moins prévisibles, et une motivation pour
nos travaux sera d’organiser les dimensionnements des calculs et des données afin
d’assurer la localité dans les caches autant que possible.
Après chargement des données dans la mémoire du GPU (cf(2) figure 3.23), les
unités d’exécutions EU se partagent la lecture et l’écriture des données résidant dans
la mémoire locale partagée (SLM). Une synchronisation entre work-items est néces-
saire pour garantir l’intégrité des données.
Nous avons vue dans la section précédente 3.4.3 que les mémoires SLM sont struc-
turées en bancs, cependant du fait que les GPU sont des architectures massivement
parallèles, nous devons éviter d’avoir des conflits de bancs mémoire. Ainsi, si l’on in-
dexe nos accès mémoires d’une manière à maximiser le nombre de bancs utilisés,
nous pouvons garantir une exploitation optimale du débit de transfert interne fourni
par l’architecture. La section suivante 3.5 exercera ces transferts mémoire.
3.5 Mesures expérimentales sur les architectures Intel Core
Au sein de la société Kontron nous bénéficions d’environnements de développe-
ment (design kits) sur les processeurs Intel Core qui permettent d’analyser finement
les comportements fonctionnels et extra-fonctionnels (power, température) des chip-
sets. Ces équipements (ainsi que des méthodes de mesure logicielles plus standard)
nous ont permis de caractériser un certain nombre de phénomènes à prendre en
compte dans la suite de cette thèse. Nous les décrivons dans cette section. Tous ne
sont pas reliés entre eux, mais parfois des liens indirects apparaissent.
L’architecture GPU Intel Core est très complexe à prendre en main, du fait de la do-
cumentation ambiguë d’Intel et de l’outillage assez pauvre fourni par le constructeur.
La phase de caractérisation "micro-benchmarking" est aussi nécessaire pour bien ap-
préhender toutes les caractéristiques de cette architecture et bien comprendre les
subtilités de son utilisation.
3.5.1 Débit de calcul maximum
L’une des premières questions qu’on peut se poser quand on veut étudier une
architecture est : qu’elle est la performance de calcul maximum qu’on peut atteindre
sur cette plateforme ? Est-il possible d’atteindre la performance maximum présentée
sur la Datasheet du constructeur ? Est-elle juste une performance théorique ?. Cette
question est importante pour savoir utiliser ultérieurement une valeur légitime pour
la durée des calculs (avant même que les phénomènes de mouvements de données
ne soient intégrés).
Pour répondre à cette question nous avons écrit un micro-benchmark en OpenCL
(voir listing figure 3.24), qui permet de viser le maximum de performances (en GFlops)
possible sur une architecture CPU ou GPU donnée (munie de l’instruction FMA).
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Notre Benchmark repose sur une suite d’instructions de multiplications additions
afin d’exercer au maximum les unités de calculs.
1 # define mulAdd ( ) \
2 x=mad( y , z ,w) ; \
3 w=mad( z , y , x ) ; \
4 x=mad( y , z ,w) ; \
5 w=mad( z , y , x ) ; \
6 x=mad( y , z ,w) ; \
7 w=mad( z , y , x ) ; \
8 x=mad( y , z ,w) ; \
9 w=mad( z , y , x ) ;
10
11 __kernel void MAXFlops ( _ _ g l o b a l float * r e s , int inc )
12 {
13 int t i d = g e t _ g l o b a l _ i d ( 0 ) ;
14 _ _ p r i v a t e float x , y , z ,w;
15 x =0.0 f ;
16 y =1.0 f ;
17 z =1.0 f ;
18 w=1.0 f ;
19 for ( int i =0; i < inc ; i ++)
20 {
21 //8 x 8 muladd = 64 mad= 128 op
22 mulAdd ( ) ;
23 mulAdd ( ) ;
24 mulAdd ( ) ;
25 mulAdd ( ) ;
26 mulAdd ( ) ;
27 mulAdd ( ) ;
28 mulAdd ( ) ;
29 mulAdd ( ) ;
30 }
31 //to avoid the compiler do clever things
32 r e s [ 0 ] =w;
33 }
FIGURE 3.24 – Benchmark Kernel OpenCL GFlops maximum
Ce benchmark nous donne ainsi une indication sur les performances atteignables
en pratique. Nous prenons cette référence pour définir l’efficacité de calcul dans cette
thèse :
efficiency =
perfmesuredPeak
perftheoriticalPeak
(3.1)
Par l’exécution de notre micro-benchmark et la mesure des résultats pratiques
rapportés aux performances théoriques, nous observons en figure 3.25 une effica-
cité de calcul de l’architecture GPU Intel HD4000 de 80%, et pour le GPU AMD E6760
de 85%.
L’autre question intéressante est : comment ces performances crête passent-elles
à l’échelle par rapport au nombre d’EU ? Sont-elles linéaires ou y’aurait-il des restric-
tions qui pourraient changer les résultats ?
Nous avons répondu à cette question en exerçant les unités de calculs de chaque
EU du GPU Intel IvyBridge HD4000 à l’aide du benchmark précédant en activant
les unités d’exécution du GPU séparément. Nous avons ainsi pu constater (voir fi-
gure 3.26) que le passage à l’échelle des performances se fait sans problème (dans
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FIGURE 3.25 – Les performances crête mesurées par notre outils sur le GPU d’Intel HD4000 et
le GPU AMD E6760
FIGURE 3.26 – Passage à l’échelle des performances sur le GPU Intel HD4000
une configuration où les cœurs EU travaillent indépendamment de manière auto-
nome).
3.5.2 Taille des work-groups
Comme nous l’avons rappelé dans ce chapitre, le nombre de threads disponibles
et utilisés est contrôlé en OpenCL par la déclaration de la taille du work-group (avec
l’équationwork_group×work_item = global_work_size). Alors comment doit-on choi-
sir la taille de nos work-groups ? Influencent-ils les performances ?
Nous avons choisi de mesurer l’impact de la taille du work-group sur les transferts
45
mémoires et sur les performances de calcul.
3.5.2.1 Débit de transfert mémoire et work-groups
Nous avons testé le débit de transfert mémoire obtenu depuis la mémoire RAM
DDR3 jusqu’aux registres de chaque unité d’exécution EU du GPU Intel HD4000.
Nous cherchons aussi à savoir à travers ce test comment ce débit se met à l’échelle
en fonction du nombre de work-items utilisés. Nous faisons alors varier la taille des
work-groups ainsi que le nombre total de work-items.
Pour ce faire nous avons utilisé comme benchmark le kernel OpenCL (voir fi-
gure 3.27), qui recopie une partie des données issues de la mémoire globale dans
les registres GRF de chaque work-item (thread logique).
1 __kernel void d d r t o r e g i s t e r s ( _ _ g l o b a l float * ddr ,
2 _ _ g l o b a l float * r e s u l t ,
3 int N)
4 {
5 ulong i =0;
6 int o f f = g e t _ g l o b a l _ i d ( 0 ) * 6 4 ;
7 ulong s i z e =N;
8 //Maximum size for one thread is 64
9 _ _ p r i v a t e float reg [ 6 4 ] ;
10 for ( i =0; i < s i z e ;++ i )
11 reg [ i ]= ddr [ o f f + i ] ;
12 //to avoid the compiler from doing clever things
13 r e s u l t [ 0 ] = i + s i z e ;
14 }
FIGURE 3.27 – Benchmark kernel OpenCL qui transfère les données de la mémoire DRAM vers
les registres
Nous avons donc conduit une caractérisation exhaustive en variant le nombre de
work-items exécutés ainsi que leur organisation en work-groups, afin de tester l’im-
pact de la taille des work-group sur les débits.
Les work-groups influencent le comportement du compilateur, quand la taille du
work-group est grande le nombre d’accès concurrents devient petit, et quand la taille
des work-groups est trop petite les unités d’exécution sont sous exploitées. Les fi-
gures : fig 3.28, fig 3.29 et fig 3.30 sont les débits obtenus avec une taille de work-group
faible. En revanche, la figure 3.33 correspond à une taille importante de work-groups.
Les autres figures sont les tailles médianes, pour lesquelles nous avons mesuré les
meilleurs résultats, en particulier le débit maximal que nous pouvons espérer au fi-
nal en utilisant tous les unités d’exécution EU du GPU est de 12,5 GB/s, comme le
montre la figure 3.31.
Nous avons aussi par ailleurs conduit des tests en écriture, c’est-à-dire les trans-
ferts des registres vers la mémoire DRAM (mémoire globale). Sans donner le détail
des résultats, ces tests ont donné des résultats comparables à ceux en lecture.
Le meilleur débit semble donc correspondre pour nos architectures Intel Core à la
valeur 8 pour le work-group-size.
Nous avons mis en évidence l’importance de ce paramètre, à savoir la taille du
work-group (ou work-group-size) sur les performances. Ce paramètre a été implicite-
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FIGURE 3.28 – Mise à l’échelle des débit Re-
gistres DRAM Work-group size =1
FIGURE 3.29 – Mise à l’échelle des débit Re-
gistres DRAM Work-group size =2
FIGURE 3.30 – Mise à l’échelle des débit Re-
gistres DRAM Work-group size =4
FIGURE 3.31 – Mise à l’échelle des débit Re-
gistres DRAM Work-group size =8
ment exploité dans le chapitre 4 afin d’adapter notre algorithme FFT à l’architecture
GPU sous-jacente.
3.5.2.2 Calcul et taille du work-group
Comme vu précédemment, la taille des work-groups est un facteur influant sur les
débits des transferts, ceci est aussi vrai pour les calculs.
Nous utiliserons le benchmark (3.5.1 figure 3.24) afin de caractériser l’influence
du choix de la taille du work-group sur les performances de calcul.
La figure 3.34 montre que l’utilisation de 16 comme taille du work-group est a
priori plus optimale que 8, ce qui garantit une utilisation efficace des unités de cal-
culs. Nous constatons que 32, 64 ou même 128 sont aussi des tailles qui maximisent
l’occupation des EU. Cependant, l’utilisation de tailles de work-group trop grandes
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FIGURE 3.32 – Mise à l’échelle des débit Re-
gistres DRAM Work-group size =16
FIGURE 3.33 – Mise à l’échelle des débit Re-
gistres DRAM Work-group size =32
FIGURE 3.34 – Taille optimale du work-group
(c’est à dire > 128) nuit aux transferts de donnés.
Bilan et discussion
Les GPU sont une cible adaptée à notre cas d’utilisation. Nous ne considérerons
pas dans cette thèse le cas des GPU externes, qui présentent deux handicaps majeurs,
à savoir la consommation électrique et l’interconnexion avec le processeur hôte par
le biais d’un bus PCI express plus lent et séquentiel. Mais notre cible chez Kontron, le
processeur Intel Core Haswell, offre des GPU internes.
L’enjeu majeur est d’exploiter la puissance de calcul disponible dans les CPU mo-
dernes de l’architecture Intel Core. L’utilisation du standard OpenCL avec le modèle
SIMT nous permettra d’écrire nos algorithmes de façons portable et efficace sur ce
48
type d’architecture.
Dans la suite de cette thèse nous allons étudier comment nous pouvons adapter
de manière efficace notre algorithme FFT à la fois sur CPU et sur GPU en s’appuyant
respectivement sur les deux modèles de programmation correspondants, SIMD et
SIMT.
Chapitre 4
Adaptation de la FFT sur l’architecture
Motivations
Dans ce chapitre nous traitons le problème d’adapter au mieux les calculs de FFT
vus au chapitre 2 sur l’architecture parallèle CPU-GPU des processeurs Intel Core dé-
crite au chapitre 3. En raison des besoins de la société Kontron, nous nous sommes
attachés à considérer des fonctions FFT de taille 1024, utilisées dans le cas de l’appli-
cation radar. Cependant nous commenterons brièvement en fin de chapitre l’adap-
tation à des tailles différentes (2048, 4096,...).
L’objectif ici n’est pas de mobiliser le maximum de ressources matérielles pour le
calcul d’une FFT unique, mais plutôt de trouver le meilleur ajustement « unitaire »
entre une FFT et un cœur (tous deux élémentaires), afin de pouvoir calculer ensuite
de nombreuses FFT en parallèle sur tous les cœurs disponibles, à partir de cet ajus-
tement de base, comme le réclame l’application radar ou d’autres.
Les processeurs CPU/SIMD et GPU/SIMT possèdent des mécanismes parallèles
de micro-architecture assez voisins. La situation idéale aurait alors été qu’une même
version du code puisse être applicable aux deux cibles de compilation. Cela aurait
induit des gains évidents
en productivité et maintenance de code (surtout sachant que les versions futures
des processeurs Intel maintiendront une certaine stabilité architecturale, avec prin-
cipalement des extensions en dimension des composants). Pour des raisons factuelles
dues aux compilateurs courants cela n’a pu être le cas. En particulier, le code SIMD
est actuellement « scalarisé » par le compilateur OpenCL GPU, alors que le code SIMT
est lui mal vectorisé sur CPU. Nous reviendrons plus tard sur ces aspects qui nous ont
contraint à considérer indépendamment les deux implémentations.
Dans un premier temps nous proposons une implémentation de nature SIMD sur
un processeur GPU. Nous constatons alors un certain nombre de problèmes et de
pénalités en performances. Celles-ci sont liées à l’implémentation du compilateur
OpenCL sur ces processeurs. Nous expliquons ces phénomènes qui nous conduisent
à considérer ensuite une formulation axée sur un modèle étendu SIMT pour l’ajuste-
ment de la FFT sur un processeur GPU. À nouveau, nous conduisons les expérimen-
tations en performances qui se révèlent cette fois-ci très intéressantes. On notera que
Intel ne propose pas à ce jour de bibliothèque FFT pour ce GPU.
Dans un second temps nous considérons l’implémentation « a priori naturelle »
de nature SIMD sur un cœur CPU, et nous étudions les performances et leurs va-
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riations induites par les variantes algorithmiques. Notre solution se révèle alors très
compétitive, et en particulier plus efficace que les bibliothèques natives fournies par
Intel.
Enfin, nous testons sur CPU la formulation orientée SIMT auparavant adoptée
pour les GPU. Notre campagne d’expérimentation révèle une certaine dégradation
des performances par rapport à la version SIMD, mais qui peut rester acceptable dans
de nombreux cas au vu des autres critères de qualité mentionnés plus haut. Nous
discutons ces aspects en conclusion.
4.1 Adaptation SIMD puis SIMT sur un bloc élémentaire GPU
Nous commençons notre étude par l’implémentation de la FFT sur UN cœur GPU
(on rappelle l’absence de bibliothèque native sur GPU Intel Core).
4.1.1 Démarche d’adaptation sur GPU
Bien choisir la variante de l’algorithme est une étape clef dans l’approche d’adap-
tation. Ici nous avons fait le choix d’utiliser l’algorithme de Stockham à entrelacement
en fréquence et l’approche mixed-radix comme base pour notre travail de paralléli-
sation. Cet algorithme est généralement adapté à la parallélisation [11] et en particu-
lier aux architectures GPU [28].
Les arguments en faveur de ce choix sont les suivants :
— Le nombre d’échantillons ou taille du signal à traiter. Dans notre cas, pour des
signaux numériques en traitement radar, les tailles sont le plus souvent des
puissances de deux, qui sont plus simples à traiter avec des algorithmes rapides
conçus en majorité pour ces tailles-là.
— La structure de l’algorithme. Un algorithme à entrelacement en fréquence prend
en entrée les échantillons dans l’ordre naturel. De la même manière, un algo-
rithme mixed-radix est une généralisation de l’utilisation des classes [29] radix-
2 et radix-4, voire radix-8. ce choix nous permettra de tester le radix le mieux
adapté.
— Le type de ré-ordonnancement de l’algorithme : ici on s’affranchit de l’étape
explicite du bit-reverse avec un algorithme de type auto sort.
Une fois la variante algorithmique choisie, il reste à l’ajuster au mieux à une struc-
ture architecturale donnée, en maximisant l’adéquation entre le parallélisme poten-
tiel de l’application (qui a guidé le choix algorithmique), et le parallélisme réel de
l’architecture. Dans notre cas nous choisissons de « mapper » le calcul d’une FFT sur
un seul cœur GPU pour bénéficier de la localité en mémoire et permettre ensuite
d’effectuer en parallèle autant de FFT qu’il y a de cœurs disponibles. Ce mapping
dépendra donc évidement de la taille des ressources sur le cœur de calcul.
Il reste donc à définir les tailles appropriées pour un certain nombre de para-
mètres, qui définiront à leur tour le parallélisme exploitable dans la définition et
l’écriture du kernel OpenCL implémentant la fonctionnalité. Nous détaillons ci-dessous
les quatre paramètres sur lesquels nous agirons pour arriver à notre but, il sont aussi
illustrés sur la figure 4.1 :
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1. Le nombre de work-items nécessaires pour traiter une FFT : ce paramètre dé-
pend de la taille de la FFT à traiter et aussi de la taille de la mémoire locale
partagée. Ces paramètres sont fortement corrélés, du fait que le compilateur al-
loue en fonction du nombre de work-items et leur organisation en work-group
la taille mémoire locale partagée nécessaire.
2. Le nombre de registres disponibles pour chaque work-item : ce paramètre dé-
pend essentiellement de l’architecture du GPU. L’espace registres disponible
détermine le nombre de points complexes à calculer par un work-item dans
notre algorithme FFT.
3. La taille de la mémoire locale partagée (SLM : Shared Local Memory) : ce pa-
ramètre influe fortement sur le nombre de work-items à utiliser et aussi sur la
taille totale de la FFT.
4. Le nombre de communications et d’échanges de données entre work-items.
C’est l’un des paramètres clef de notre implémentation. Il faut à tout prix mi-
nimiser les échanges de données entre work-items (voire les supprimer).
FIGURE 4.1 – Paramètres d’adaptation FFT
Les valeurs effectives pour ces paramètres sont calculées afin d’ajuster au mieux
les dimensionnements. Nous décrivons dans la suite les choix et les calculs qui ont
permis d’obtenir les meilleures performances possibles.
4.1.2 Cœur de calcul
Le cœur de calcul – ou bloc de base – d’une FFT est un papillon (voir 2.1.3). Pour
traiter tous les points de la FFT, ce cœur sera itéré au sein d’un work-item en fonction
du radix choisi.
Le papillon est implémenté en OpenCL avec l’instruction fma(a,b,c) – fused multiply-
add – qui permet d’exécuter une multiplication et une addition en une seule étape
sur le GPU (voir 3.1.1.1).
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Toutes les unités d’exécution EU de l’architecture GPU Intel Core sont dotées
d’unités SIMD capables d’exécuter efficacement 8 instructions FMA en parallèle sur
8 flottants de 32bits. L’architecture est parfaitement adaptée pour exécuter ces ins-
tructions, puisqu’elle est capable de charger depuis les registres de l’EU trois valeurs
flottantes de 32bits par cycle d’horloge (c’est à dire 96bits/cycle) ce qui correspond
aux trois opérandes nécessaires à une instruction FMA. Nous exploiterons aussi l’op-
timisation FMA décrite en section 2.1.3 qui réduit de 40 % le nombre d’opérations
nécessaires (on passe alors de 10 opérations à 6). Le résultat OpenCL est (voir le pa-
pillon correspondant sur la figure 2.c) :
1 //im correspond à la partie imaginaire
2 //Re correspond à la partie réelle
3 //w correspond à la racine de l’unité
4 tmp1 = fma (wimN, srcIm2 , srcRe2 ) ;
5 tmp2 = fma (wim, srcRe2 , srcIm2 ) ;
6 dstRe1= fma ( tmp1 , wre , srcRe1 ) ;
7 dstIm1= fma ( tmp2 , wre , srcIm1 ) ;
8 dstRe2= fma ( tmp1 , wreN , srcRe1 ) ;
9 dstIm2= fma ( tmp2 , wreN , srcIm1 ) ;
Ce papillon prend ainsi 8 paramètres simple précision en entrée et en produit 4 en
sortie. Ce qui fait un total de 12 flottants = 48Bytes. Nous soulignons aussi le besoin
en variables temporaires, chaque papillon utilise 2 flottants = 8Bytes. Ceci porte le
besoin mémoire pour notre cœur de calcul à 14 flottants = 56Bytes.
Sachant que dans une FFT la première passe met en jeu des twiddle factors tri-
viaux, à savoir 1 pour la partie réelle et 0 pour la partie imaginaire, une première op-
timisation consiste alors à utiliser 4 opérations au lieux de 6 pour la première passe
de la FFT. Nous obtenons ainsi le cœur de calcul trivial suivant pour la première passe
de notre implémentation :
1 //im correspond à la partie imaginaire
2 //Re correspond à la partie réelle
3 dstRe2=srcRe1−srcRe2 ;
4 dstIm2=srcIm1−srcIm2 ;
5 dstRe1=srcRe1+srcRe2 ;
6 dstIm1=srcIm1+srcIm2 ;
Pour résumer, nous utiliserons pour la première passe le cœur de calcul trivial, et
pour les passes suivantes le cœur de calcul de base constitué de 6 FMA.
4.1.3 Approche locale (« in-register » )
L’approche dite « in-register » consiste à calculer une FFT de tailleN à l’aide d’une
seule EU GPU. Notre objectif est d’effectuer tous les calculs dans les registres de l’EU
afin d’avoir un maximum de localité et ainsi obtenir le maximum de performances
crêtes, car on ne subit pas les pénalités des transferts mémoires. Ces derniers sont
couteux non seulement en latence mais aussi en énergie.
Comme présenté au chapitre 3 (figure 3.20), chaque EU du GPU est dotée de deux
unités de calcul. Chaque unité est de largeur 128bits (SIMD ALU 0 et SIMD ALU 1).
Elles permettent d’exécuter chacune 8 opérations flottantes à chaque coup d’hor-
loge, ce qui nous donne un total de 16 opérations flottantes simple précision par
cycle. Ceci constitue la capacité de calcul disponible pour chaque EU.
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Afin de masquer les latences induites par les opérations lentes (accès mémoire par
exemple), les EU contiennent 8 Threads Hardware. Chaque thread détient un jeu de
128 registres généraux dédiés de 256bits. Au total, chaque EU contient 128×256bits×
8 Threads HW = 32KB.
Ceci constitue un espace registre important. Pour pouvoir effectuer notre approche,
nous devons nous assurer que la totalité de cet espace mémoire est visible par chaque
work-item, et qu’ils peuvent accéder à tous les registres disponibles au sein d’une
unité d’exécution EU. Ceci a été vérifié en lançant un work-item sur une seule EU
avec un calcul sur 32KB de données déclarée __private en OpenCL (voir le listing sui-
vant).
1 __kernel void r e g i s t e r S i z e ( _ _ g l o b a l float * r e s )
2 {
3 _ _ p r i v a t e float rg [ 8 1 7 5 ] ; //8175 registres
4 _ _ p r i v a t e f l o a t 1 6 x =128; //16 registres
5 _ _ p r i v a t e int i =0; //1 registre =>8192 registres
6 for ( i =0; i <8175; i ++)
7 {
8 rg [ i ] = 0 . 2 ;
9 }
10 for ( i =0; i <8175; i ++)
11 {
12 rg [ i %9]+=x . x+x . y *2+ x . z ;
13 }
14 //this confirm the size of private memory
15 //=>32KB for one HW thread
16 //to avoid the compiler from doing clever things
17 r e s [ 0 ] = i +rg [ 8 ] + x . x ;
18 }
On devrait donc disposer de 32KB de registres pour effectuer les calculs locale-
ment. Nous devons maintenant définir la taille N maximale de notre FFT pouvant
être calculée avec ces 32KB.
4.1.3.1 Taille maximale de la FFT
Pour établir la taille maximale d’une FFT « in-register », on calcule la somme des
besoins en mémoire. Pour une FFT de N points complexes nous avons besoin de
N × 2 registres simple précision pour stocker les données d’entrée (partie réelle et
partie imaginaire pour chaque point). Nous avons aussi besoin d’un autre espace de
même taille N × 2 car nous utilisons l’algorithme de Stockham qui est un algorithme
« out-of-place » . Cela porte l’espace mémoire àN ×2×2. Nous avons enfin besoin de
stocker les coefficients twiddle factors dans les registres : ces derniers sont au total de
N × 2. Cependant, en utilisant le cœur de calcul basé sur des FMA, nous avons aussi
besoin de stocker des twiddle factors négatifs. Cette contrainte est due à l’absence
d’instruction de multiplication-soustraction fusionnée dans l’architecture. Ceci ra-
mène finalement la taille mémoire nécessaire pour calculer une FFT complexe de
taille N à (N × 2× 2) + (N × 2× 2) = 8×N .
Donc, pour trouver la taille de FFT maximale possible à calculer avec 32KB = 8192
float de registres, il suffit de résoudre 8192 = 8 × N . La taille maximale de FFT que
nous pouvons calculer dans les registres d’une EU GPU est donc N = 1024. Cette
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taille est aussi idéale pour l’application Radar de Kontron qui traite des données de
taille 1024 points complexes.
Cependant, pour calculer un papillon FFT nous avons aussi besoin de deux re-
gistres temporaires. Ceci pose problème si nous ne souhaitons pas réduire la taille de
notre FFT. Nous allons voir dans la section suivante comment optimiser l’utilisation
de notre espace mémoire.
4.1.3.2 Optimisation de l’espace registres
Pour résoudre le problème d’adaptation de l’espace registres à notre besoin, nous
nous sommes attelé à optimiser les ressources disponibles. La figure 4.2 illustre l’es-
pace mémoire utilisé par notre implémentation (avant et après optimisation). Pour
calculer une FFT de 1024 points complexes, nous avons besoin de deux tableaux T1
et T2, pour accueillir les échantillons sources, soit 8KB×2 = 16KB au total. Cet espace
ne peut bien sûr pas être réduit.
FIGURE 4.2 – Adaptation FFT 1K sur GPU au niveau des registres
Si on stocke naïvement tous les twiddle factors (valeurs positives et valeurs néga-
tives) nécessaires pour notre algorithme, alors on a besoin à nouveau de 16KB de mé-
moire : au total on remplit les 32KB de registres de l’EU. Dans ce cas, il n’y a plus d’es-
pace disponible pour les données temporaires nécessaires au calcul et cela entraine
des débordements de registres – register spilling – qui vont nuire aux performances
de notre implémentation. Afin de palier à ce problème, on exploite le fait que les
twiddle factors correspondent aux racines n-ièmes de l’unité. Leurs parties réelles et
imaginaires correspondent aux fonctions périodiques cosinus et sinus de période 2pi.
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Ainsi, nous pouvons stocker uniquement le quart de la période des twiddle factors et
les autres valeurs seront déduites facilement à partir de ce quart. Cette manœuvre li-
bère ainsi 12KB d’espace registres. Cependant, puisque le jeu d’instructions du GPU
Intel ne posséde pas l’instruction multiplication-soustraction fusionnée, les opéra-
tion de soustraction devront être encodées dans le signe des twiddle factors. Nous
devons enregistrer deux versions de chaque twiddle factor : une avec le signe (+) et
une autre avec le signe (−). Au final, nous devons donc stocker 8KB de twiddle fac-
tors, ce qui laisse 8KB de registres de libre pour accueillir les variables temporaires qui
n’occupent que 2× 16 papillons = 32 => 128B. Nous avons maintenant tout l’espace
nécessaire pour effectuer notre calcul sans débordement de registres.
4.1.3.3 SIMD sur GPU en OpenCL
Notre kernel FFT consiste à calculer toute la FFT de 1024 points complexes sur
une seule EU. Afin d’avoir un maximum de localité, nous avons lancé un seul work-
item sur le GPU. Nous avons écrit notre algorithme en utilisant les types vectoriels
OpenCL, afin d’exploiter toute la largeur de l’unité SIMD de l’EU. Nous chargeons au
début du calcul les twiddle factors ainsi que les échantillons source dans les registres.
Nous déroulons ensuite notre algorithme FFT vectoriel. Le listing suivant illustre la
structure du kernel OpenCL correspondant.
1 __kernel _ _ a t t r i b u t e _ _ ( ( vec_type_hint ( f l o a t 1 6 ) ) )
2 void FFT1024_16 ( _ _ g l o b a l f l o a t 1 6 * src1_Re ,
3 _ _ g l o b a l f l o a t 1 6 * src1_Im )
4 {
5 //twiddle factors
6 _ _ p r i v a t e f l o a t 2 twiddle [ 1 0 2 4 ] = { . . . . . . . } ;
7 //allocate memory for src/dst
8 _ _ p r i v a t e f l o a t 1 6 src_mem_re [ 6 4 ] ;
9 . . . . . . . . .
10 //fill registers from Global memory
11 for ( i =0; i <64;++ i )
12 {
13 src_mem_re [ i ]= src1_Re [ i ] ; src_mem_im [ i ]= src1_Im [ i ] ;
14 }
15 . . . . . . . . .
16 //Pointers and temp. variables
17 _ _ p r i v a t e f l o a t 1 6 * s r c _ r e = src_mem_re ;
18 . . . . . . . . .
19 for ( i =0; i <32;++ i )
20 {
21 //first stage Compute
22 s r c _ r e [ index1 ]= d s t _ r e [ index1]−d s t _ r e [ index2 ] ;
23 s r c _ r e [ index2 ]= d s t _ r e [ index1 ]+ d s t _ r e [ index2 ] ;
24 src_im [ index1 ]= dst_im [ index1]−dst_im [ index2 ] ;
25 src_im [ index2 ]= dst_im [ index1 ]+ dst_im [ index2 ] ;
26 index1 ++; index2 ++;
27 }
28 //Intermediate Stages (stage two)
29 . . . . . . . . .
30 //twiddle factor load
31 . . . . . . . . .
32 for ( i =0; i <16;++ i )
33 {
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34 . . . . . . . . .
35 //compute
36 vtmp1=fma ( d s t _ r e [ index3 ] , vWreN , dst_im [ index3 ] ) ;
37 vtmp2=fma ( dst_im [ index3 ] , vWre , d s t _ r e [ index3 ] ) ;
38 s r c _ r e [ index4 ]=fma (vWim, vtmp1 , d s t _ r e [ index4 ] ) ;
39 src_im [ index4 ]=fma (vWimN, vtmp2 , dst_im [ index4 ] ) ;
40 s r c _ r e [ index2 ]=fma (vWimN, vtmp1 , d s t _ r e [ index4 ] ) ;
41 src_im [ index2 ]=fma (vWim, vtmp2 , dst_im [ index4 ] ) ;
42 . . . . . . . . .
43 }
44 . . . . . . . . .
45 //write to Global memory
46 . . . . . . . . .
47 }
Cette approche « in-register » devrait en théorie produire des résultats quasi opti-
maux du fait de la localité des calculs dans les registres. Cependant, les performances
obtenues se sont révélées décevantes, ne dépassant pas les 2GFlops FFT.
Après une analyse approfondie avec l’équipe d’experts GPU d’Intel, nous nous
sommes rendu compte qu’en lançant 1 work-item pour traiter toute la FFT, les cal-
culs se faisaient sur 1 ALU scalaire uniquement, ce qui revenait à n’utiliser que 1/8
de la capacité de calcul de l’unité d’exécution. Ceci est du au compilateur Intel qui
« scalarize » le code vectoriel : il exécute l’instruction voulue au départ vectorielle en
séquentiel sur une partie seulement de l’unité SIMD (voir figure 4.3), sans exploiter
toute la capacité de calcul de l’EU.
FIGURE 4.3 – Scalairisation d’une opération d’addition vectorielle
Après avoir constaté cette limitation, nous avons essayé de lancer 8 work-items
afin d’exploiter toute la largeur en écrivant notre code de manière scalaire pour le
rendre compatible avec le compilateur OpenCL d’Intel. Un autre problème est alors
remonté à la surface : même si le hardware permet d’échanger des données entre
work-items dans les registres, l’implémentation faite par Intel interdisait cette option.
Nous notons aussi que sur recommandation de notre part, l’équipe du compilateur
GPU d’Intel a accepté d’ajouter une extension au compilateur pour la prendre en
charge. Les travaux présentés dans cette thèse ne portent pas sur l’utilisation de cette
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extension récente apparue en janvier 2015.
Nous avons conclu que nous devrions alors utiliser une approche plus appro-
priées à la philosophie GPU / Compilateur OpenCL d’Intel à savoir l’approche SIMT.
4.1.4 Approche SIMT
Les architectures GPU sont des architectures optimisées pour le débit de calcul.
Pour en tirer parti, il faut maintenir un très grand nombre de threads hardware occu-
pées en parallèle. L’approche SIMT consiste à avoir des work-items en parallèle qui
doivent exécuter le même kernel sur des données différentes. Dans notre cas, chaque
work-item doit calculer une partie de la FFT sur des échantillons différents.
L’objectif ici est de trouver comment décomposer une FFT de taille N en work-
items, afin d’exploiter au mieux le parallélisme fourni par les GPU Intel Core. Pour les
mêmes raisons que dans l’approche précédente, notre but est d’exécuter une seule
FFT sur une EU.
4.1.4.1 Adaptation au registres
Si on décompose de manière naïve l’algorithme FFT, on calculera un papillon
radix-2 sur un work-item (voir figure 4.4). Nous aurons alors besoin de N/2 work-
items en parallèle pour calculer une FFT de taille N .
FIGURE 4.4 – Mapping FFT radix-2 sur 1 thread logique ou work-item
Chaque work-item calculera ainsi une FFT de taille N1 = 2, ce qui correspond à
un papillon FFT. En se basant sur le cœur de calcul défini plus haut en section 4.1.2,
l’espace registres nécessaire par ce papillon est de 14 registres 32bits. Ceci revient à
14× N
N1
registres 32bits pour calculer toute la FFT de taille N .
Nous avons vu précédemment que la plus grande FFT que nous pouvons calculer
avec 32KB de registres disponibles pour une EU est une FFT de 1024 points com-
plexes. Dans notre cas, les 32KB de registres seront divisés entre les work-items, nous
allons voir comment bien gérer cet espace registres de l’EU qui en OpenCL corres-
pond à la mémoire privée.
Nos expérimentations du chapitre 3 sur l’architecture nous ont permis d’éviter
quelques erreurs d’implémentation sur l’utilisation de cette mémoire privée GPU.
En réalité, cet espace mémoire, même s’il est explicitement typé à l’aide du mot clef
« __private » en OpenCL, est alloué par le compilateur en priorité si possible vers les
registres, sinon il est alloué dans la mémoire globale, à savoir la DRAM. Un mauvais
choix de taille se traduira par une allocation DRAM et des accès mémoires globaux
très couteux en énergie et en latence. Ce paramètre est d’autant plus important que
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les outils fournis par Intel ne donnent aucune indication sur l’emplacement physique
où sont allouées les données privées.
Effectuer une FFT 1024 points à l’aide de 512 work-item correspond au parallé-
lisme maximum pour cet algorithme. Cependant, l’occupation des work-items reste
faible. Nous chercherons alors à trouver la taille des données idéale à traiter par
chaque work-item.
Si on note p le nombre de points à traiter par un work-item, et r l’espace mémoire
disponible pour chaque work-item, nous devons donc avoir l’inégalité 4.1, afin que
le compilateur alloue efficacement les registres du GPU (sans débordement).
p < r (4.1)
Le compilateur Intel définit deux modes d’exécution, SIMD8 et SIMD16. On a vu sec-
tion 3.4.2 que le mode SIMD8 correspond à un mapping 1 à 1 entre un « lane » SIMD
et un work-item. Le mode SIMD16 correspond à l’exploitation de l’unité ALU SIMD
en double-pumped, c’est-à-dire que nous pouvons mapper 16 work-items sur l’unité
SIMD qui est de largeur 8 à la base. Nous notons v le mode de compilation SIMD
choisi, v ∈ {8, 16}.
Nous rappelons aussi que chaque EU possède 8 Threads Hardware. Nous notons
alors th le nombre de Threads hardware. Chaque EU a une quantité de registres dé-
diés notée ici q.
Notre espace registres r disponible pour chaque work-item s’écrit alors sous la
forme :
r = q/(v × th) (4.2)
Donc l’inégalité 4.1 devient :
p < q/(v × th) (4.3)
Dans notre cas p < 32KB
16×8 , donc nous aurons p < 64 points flottants simple précision.
En réalité, pour calculer une FFT de N points complexes, nous avons besoins de
2×N valeurs. Aussi, si nous utilisons l’algorithme de Stockham qui est « out-of-place »
nous aurons besoin du double de l’espace. Ce qui veut dire 2 × 2 × N . Donc notre
inégalité devient p < (r/4), dans notre cas alors p < 16 points complexes flottants
simple précision. Nous aurons aussi besoin de stocker au minimum 1 twiddle factor
ce qui rend le nombre de points forcément inférieur à 16.
Les choix qui se posent à nous par conséquence sont 8 (voir figure 4.6), 4 (voir
figure 4.5) ou 2 points complexes.
Le nombre de points à traiter par chaque work-item définit le nombre de work-
items en parallèle qu’il faut utiliser pour arriver à calculer une FFT de taille N . Le
nombre de work-items à utiliser noté wi est : wi = N
p
.
Dans notre cas, pour calculer une FFT 1024 points, nous aurons besoin de 512,
256 ou de 128 work-items pour des valeurs respectives de p de 2, 4 et 8. Tous ces work-
items doivent s’échanger leurs résultats, ce qui n’est possible qu’à travers la mémoire
partagée. Nous étudions dans la section suivante comment nous adaptons notre ker-
nel pour exploiter efficacement cette mémoire.
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FIGURE 4.5 – Mapping FFT radix-4 sur 1
thread logique ou work-item
FIGURE 4.6 – Mapping FFT radix-8 sur 1
thread logique ou work-item
4.1.4.2 Adaptation à la mémoire partagée
Nous avons vu dans le chapitre 2 que pour calculer une FFT de 1024 points com-
plexes en radix-2 nous avons besoin de 10 étages de calculs (210 = 1024). Chaque
étage consistera en 1024/2 = 512 work-items en parallèle. Chaque work-item calcu-
lera ainsi un papillon sur deux valeurs complexes.
Entre chaque étage, les work-items échangeront les résultats de leurs papillons
respectifs. OpenCL définit un espace mémoire « __local » accessible par tous les work-
items d’un même work-group. Cette mémoire est allouée dans le cache L3 (voir 3.4.3).
Nous rappelons que cette zone mémoire est de type « scratchpad memory » donc elle
est explicitement gérée.
Chaque work-item écrira 4 valeurs flottantes (le résultat du papillon de l’étage i−
1) et lira 4 autres valeurs flottantes (les valeurs d’entrée pour calculer le papillon de
l’étage i).
Après écriture du résultat dans la mémoire partagée (SLM), les work-items doivent
attendre que tous les autres work-items du même work-group aient fini d’écrire. Nous
devons placer des barrières de synchronisation après chaque écriture dans la mé-
moire partagée (SLM) pour s’assurer de ne pas avoir d’accès mémoire en lecture et
écriture concurrents.
Le code OpenCL suivant écrit le résultat du papillon dans la mémoire partagée
(SLM) et place ensuite une barrière de synchronisation.
1 //écriture de deux points complexes dans la mémoire partagée
2 SLM[ out1 ] = ( f l o a t 2 ) ( dstRe1 , dstIm1 ) ;
3 SLM[ out2 ] = ( f l o a t 2 ) ( dstRe2 , dstIm2 ) ;
4 //Barrier de synchronisation
5 b a r r i e r (CLK_LOCAL_MEM_FENCE ) ;
L’espace mémoire partagée dont nous avons besoin est équivalent aux données
d’entrée d’une FFT de tailleN . Cet espace correspond àN×2 valeurs simple précision
pour une FFT complexe. Dans notre cas nous utiliserons 1024 × 2 = 2048 × 8B =>
8KB d’espace mémoire partagée pour chaque EU. Sur la figure 4.7 nous constatons
qu’avec une mémoire partagée de taille 128KB sur notre architecture, nous pouvons
traiter 16 FFT de 1024 points complexes en parallèle 16× 8KB = 128KB.
Nous formalisons alors la taille FFT adéquate par rapport à l’espace mémoire par-
tagée disponible par la formule 4.4. Pour une FFT complexe simple précision de taille
N , nous avons besoin de 8Bytes pour chaque point. Nous notons Sh la taille de la mé-
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FIGURE 4.7 – Utilisation de la mémoire partagée SLM pour échanger 8KB de données FFT
1024 points complexes
moire partagée disponible. Nous notons aussi nEU le nombre de EU disponibles.
N = Sh/(8× nEU) (4.4)
Nous constatons ici que la taille de FFT 1024 points est idéale pour notre architec-
ture pour deux considérations principales : la taille des registres et l’utilisation de la
mémoire partagée.
Nous signalons que dès qu’on utilise la mémoire partagée pour échanger les don-
nées entre work-items nous sommes obligés de placer des barrières de synchronisa-
tion. Comme vu en 3.4 nous n’avons que 32 barrières de synchronisation fournies par
l’architecture. Nous devons donc les utiliser avec parcimonie.
Nous notons aussi que nous avons fait le choix d’allouer les twiddle factors dans la
mémoire dite « __constant » . Cette mémoire est accessible par tous les work-items et
aussi par tous les work-groups. Nous avons fait ce choix car cette mémoire bénéficie
de la hiérarchie du cache du GPU ce qui lui permet d’avoir une latence de lecture très
faible (meilleure que celle de la mémoire « __global » ).
Avec 512 work-items pour calculer une FFT 1024 points complexes en radix-2 nous
avons besoin de 8 phases d’échanges de données entre les work items de notre work-
group. La figure 4.8 illustre l’échange de données nécessaire pour notre implémenta-
tion FFT 1024 points complexes. Ceci nécessite alors 8 barrières de synchronisation
par work-group, ainsi que 8 écritures et 8 lectures de la mémoire partagée.
Deux handicaps majeurs pénalisent cette implémentation : le premier est le ratio
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FIGURE 4.8 – Échange de données implémentation FFT 1K (radix-2)
entre les calculs et les communications pour un work-item (entre les registres et la
mémoire partagée) ; le deuxième est l’utilisation inefficace de la mémoire partagée.
Nous définissons le ratio entre les calculs et les communications par le rapport
entre les calculs utiles d’un work-item (le nombre d’opérations FMA) et les transferts
mémoire en lecture et écriture entre les registres et la mémoire partagée. Ce ratio sera
noté Rcc.
Nous notons cal le nombre d’opérations FMA de notre kernel, cette valeur ne
changera pas, nous aurons alors 6 × 10 × 512 = 30720 opérations. Nous notons aussi
com le nombre de valeurs écrites et lues dans la mémoire partagée, ici 4 valeurs écrites
et 4 valeurs lues par phase d’échange.
Rcc = cal/com (4.5)
Donc d’après l’équation 4.5, notre ratio Rcc = 307204×8×2×512 = 0, 93. Ce ratio nous
servira pour comparer nos différentes implémentations entre elles. Nous pouvons
anticiper que nous avons beaucoup trop de communications par rapport aux calculs.
Nous essayerons par la suite de minimiser l’impact des communications par rapport
aux calculs.
Le deuxième handicap de cette implémentation cité plus haut, à savoir l’utilisa-
tion de la mémoire partagée, consiste dans le fait que le GPU Intel partage cette mé-
moire entre les différents work-groups de manière systématique. On note wg la taille
de nos work-groups et Sh la taille de notre mémoire partagée. On note aussi v le mode
SIMD utilisé (8 ou 16), th le nombre de threads hardware pour chaque EU et nEU le
nombre de EU disponibles. La taille mémoire partagée disponible pour chaque work-
groups est notée Sw.
Sw = sh× wg/(v × th× nEU) (4.6)
Dans notre cas nous aurons Sw = 128KB×512
(16×8×16) = 32KB ce qui représente 4 fois plus
que l’espace utile (8KB).
Malgré l’effort de parallélisation SIMT de notre algorithme, nous avons obtenue
des performances FFT similaires à ceux de l’approche « in-register », en l’occurrence
2GFlops FFT. Cette performance assez moyenne nous servira de point de comparai-
son pour nos optimisations futures.
Il faut donc trouver d’autres alternatives pour améliorer le ratio Rcc et optimiser
l’utilisation de la mémoire partagée.
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Nous calculerons cette fois ci 4 points complexes par chaque work-item. Donc
nous aurons N/4 work-items en parallèle qui traitent chacun un papillon de type
radix-4.
Cette implémentation nécessite d’organiser nos calculs de sorte à avoir deux pa-
pillons qui s’exécutent de manière séquentielle par chaque work-item. Avec 4 points
complexes nous pouvons calculer deux étages de la FFT avec les mêmes données.
Nous avons alors pour une FFT de 1024 points, 256 work-items en parallèle. Nous
avons aussi non plus 10 étages mais 5 étages de calcul radix-4. Ceci réduit les échanges
de données entre work-items, car nous échangeons les résultats qu’après chaque
étage radix-4. Nous réduisons ainsi par deux le nombre de lectures et d’écritures de
et vers la mémoire L3 (SLM).
Notre ratio Rcc = 307208×4×2×256 = 1, 87 est ainsi amélioré.
Pour ce qui concerne l’utilisation de la mémoire partagée, nous obtenons alors
Sw = 128KB×256
(16×8×16) = 16KB, ce qui signifie que nous allouons 2 fois plus de mémoire
partagée que nécessaire.
Notre expérimentation a montrée aussi un gains en performance net par rapport à
l’implémentation radix-2. Nous avons obtenue ainsi une performance de 3,5 GFlops
FFT.
De la même manière un papillon radix-8 calculé par un work-item, nous donne
N/8 work-items en parallèle. Nous aurons ainsi dans notre cas 128 work-items.
Nous aurons alors 4 papillon calculés en séquentiel par chaque work-item.
Le ratio Rcc = 3072016×3×2×128 = 2, 5 a aussi été amélioré, ainsi que l’utilisation de la
mémoire partagée Sw = 128KB×128
(16×8×16) = 8KB.
Radix-8 étant la limite pour l’architecture Intel GPU, nous adopterons cette solu-
tion et nous discuterons l’organisation des calculs dans la section suivante.
4.1.4.3 Organisation des calculs FFT
Nous savons qu’un radix-8 consiste à calculer une FFT de taille 8, ce qui corres-
pond à 3 étages de calcul (log2(8) = 3). Donc, une FFT de taille N est calculée en
log2(N)/3 étages radix-8. Dans notre cas, pour N = 1024, nous avons besoin de 3
étages radix-8 et un étage supplémentaire en radix-2.
Un calcul radix-8 correspond à 4 papillons FFT sur 3 étages, chaque papillon consiste
à 6 FMA, ce qui nous donne au total 4× 6× 3 = 72 opérations FMA.
Nos papillons s’exécutent alors de manière séquentielle par chaque work-item
afin de calculer un bloc FFT radix-8 (voir figure 4.9). Nous n’utiliserons pas de boucle
afin d’avoir un code régulier pour tous les work-items.
Chaque work-item calcule alors 3 étages de la FFT, sans recharger les données de
la mémoire SLM. Il effectue ensuite un calcul d’indices (on peut parler aussi de per-
mutation) afin d’écrire son résultat au bon endroit dans la mémoire partagée SLM.
Une barrière de synchronisation est placée pour garantir la consistance des données,
avant de lancer une lecture sur les données de la passe suivante. Nous rappelons que
les barrières assurent que toutes les instructions avant la barrières soient exécutées
avant d’entamer la suite des instructions.
La dernière passe nécessitera quand à elle l’enchainement de 4 papillons radix-2
afin de finir le calcul.
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FIGURE 4.9 – Organisation des calculs FFT sur un work-item
La figure 4.10 schématise les mouvements de données induits par cette organi-
sation. Nous notons que les accès vers la mémoire partagée sont aux nombre de 3,
ce qui représente une réduction significative des communications par rapport aux
autres implémentations. Nous notons aussi que ceci représente la limite basse du
nombre de lectures/écritures vers la SLM.
FIGURE 4.10 – Mouvement des données pour une FFT 1K points sur GPU
D’autres options d’organisation de notre algorithme s’offrent à nous. Afin de dé-
composer nos 10 passes de calcul radix-2, nous avons fait le choix de garder une loca-
lité de calcul au début et à la fin de notre FFT. Nous avons ainsi découpé nos 10 passes
en des blocs de 3, 2, 2, 3. La figure 4.11 illustre alors notre implémentation FFT pour
un work-item.
Pour calculer une FFT de 1024 points complexes nous lançons alors un work-
group de 128 work-items (128 × 8 = 1024). La figure 4.12 illustre le mapping de notre
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FIGURE 4.11 – Organisation de l’implémentation FFT 1K sur un work-item
implémentation sur 128 work-items. Chaque thread hardware exécutera alors 16 work-
items en parallèle (16× 8 = 128). Ce mapping correspond à l’occupation totale d’une
EU. Nous pouvons alors lancer autant de FFT en parallèle que d’EU disponibles.
FIGURE 4.12 – Organisation de l’implémentation FFT 1024 sur 128 work-items, et leurs map-
ping sur les Threads Hardware de l’EU
Nous avons ainsi pu obtenir les très bonnes performances de 8GFlops FFT (inéga-
lées jusqu’à présent), ceci grâce aux différentes optimisations successives : utilisation
de l’instruction FMA, adaptation des tailles de registres et minimisation des échanges
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de données.
L’utilisation d’algorithmes FFT de type radix-r nécessite que la taille de la FFT à
traiter soit de taille N = Rx avec x = logR(N). Sachant que les tailles des signaux à
traiter sont de tailles de type N = 2n (avec n ∈ N) nous aurons des cas où il faudrait
combiner plusieurs algorithmes pour arriver à finir le calcul. Dans notre cas, la FFT
de taille 1024 points peut être traitée en 10 étages de calcul en radix-2. Cependant,
avec un radix-8, nous ne pourrons traiter que les trois premiers étages en radix-8 et
le calcul terminera avec une passe en radix-2. Ceci ne constitue pas la seule solution,
différents arrangements sont possibles : radix-8 (3 passes), radix-4 (2 passes), radix-4
(2 passes), radix-8(3 passes) ou 3,3,2,2 ou 2,3,2,3 ...
Ce genre de combinaison est dite de type mixed-radix FFT et une question légi-
time qui se pose est quelle est la meilleure manière d’ordonner les passes pour cal-
culer notre FFT de 1024 points ?
Nous tenterons de répondre à cette question dans la section suivante.
4.1.4.4 Approche adaptative FFT
Nous souhaitons trouver la meilleure manière pour ordonner les passes pour cal-
culer notre FFT 1024 points. Ce qui se traduira prosaïquement dans notre cas à cher-
cher le meilleur « découpage » de 10 étages en phases de 3 étages maximum. Dans
la littérature FFT nous trouvons la notion de plan d’exécution[1, 30, 31]. Ce qui si-
gnifie que par exemple, dans le cas de FFTW, un plan d’exécution correspond à une
suite de « codelettes » (des bouts de code très optimisés de façon unitaire) qui per-
met de calculer une FFT sur une architecture donnée. FFTW commence par générer
toutes les combinaisons possibles pour arriver à un résultat, il les exécute ensuite sur
l’architecture cible et essaye de converger vers la solution qui donne les meilleures
performances. Une fois la solution trouvée, celle ci est stockée dans un plan d’exécu-
tion. Cette méthode donne souvent de bons résultats sur CPU, cependant il lui faut
des heures voire des jours pour converger. Nous signalons aussi que FFTW est une
bibliothèque qui existe seulement sur CPU.
Nous proposons une approche similaire dans le principe, cependant, notre mé-
thode réduit l’espace d’exploration et réduit ainsi le temps pour converger vers la
solution optimale.
Notre approche consiste à modéliser l’espace d’exploration (les différentes com-
binaisons de radix-2, radix-4 et radix-8) sous forme de graphe orienté. Ce graphe est
doté d’un nœud source qui représente le début de la FFT et plusieurs nœuds desti-
nation qui représentent la fin de la FFT. Chaque arête représente un type de radix.
Nous nous sommes restreint à trois types de radix, à savoir radix-2, radix-4 et radix-
8. Chaque arête se voit attribuée un poids qui correspond au temps nécessaire en
nanoseconde à l’exécution de ce nœud. Le but est de trouver le plus court chemin
pour arriver à la fin de la FFT (nœuds en rouge)(voir figure 4.13). Nous utilisons l’al-
gorithme de Dijkstra[32] pour trouver le plus court chemin.
Afin d’affecter les différents poids aux arêtes, nous devons tester un sous ensemble
d’implémentations unitaires de type radix-r (r ∈ {2, 4, 8}). Pour notre cas, pour une
FFT de 1024 points nous aurons 10 étages. Nos tests seront donc :
— 10 fois radix-2 en commençant par l’étage 0, l’étage 1 ... 9
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FIGURE 4.13 – Design Space FFT à explorer
FIGURE 4.14 – Radix-2 FIGURE 4.15 – Radix-4 FIGURE 4.16 – Radix-8
— 9 fois radix-4 en commençant par l’étage 0, 1, ... 8
— 8 fois radix-8 en commençant par l’étage 0, 1, ... 7
Ce qui nous fait 27 tests sachant que la taille de l’espace d’exploration est 247. Ceci
représente un gain de temps considérable par rapport aux autres approches.
le tableau 4.1 montre le nombre d’essais qu’il faut faire pour notre approche en
fonction de la taille de la FFT.
Intuitivement, il semblerait que la meilleure combinaison est 8,8,8,2 (radix-8, radix-
8, radix-8, radix-2). Nous noterons cette implémentation par FFT8,8,8,2.
Nous l’avons expérimenté sur notre architecture cible Intel Core GPU et nous re-
levons les performances de chaque test en nanosecondes dans les tableaux suivants
4.2 4.3.
Notre approche démontre que la solution intuitive, à savoir FFT8,8,8,2, n’est pas
la meilleure combinaison possible. Nous obtenons ainsi que pour le GPU Intel Ivy-
Bridge la meilleure combinaison est FFT8,8,4,4. Cette dernière fournit un gain de per-
formances de 10% par rapport à la solution intuitive FFT8,8,8,2, ainsi que 39% par rap-
port à l’implémentation naïve.
FFT8,8,8,2
FFT8,8,4,4
= 1, 10 FFT2,2,2,2,2,2,2,2,2,2
FFT8,8,4,4
= 1, 39
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Taille FFT Nombre de mixed-radix Nombre d’expérimentations
16 7 9
32 13 12
64 24 15
128 44 18
256 81 21
512 149 24
1024 247 27
2048 504 30
4096 927 33
8192 1705 36
16384 3136 39
TABLE 4.1 – Nombre d’implémentations possibles mixed-radix en fonction de la taille FFT
stage radix 2 radix 4 radix 8
0 1600 3100 4135
1 2430 3660 4830
2 2600 3600 5520
3 2658 4002 5988
4 2560 4213 6480
5 2790 3910 7320
6 2600 4632 7896
7 2889 4510 7887
8 3512 5030 X
9 3913 X X
TABLE 4.2 – Intel Ivy Bridge GPU tests (en ns)
stage radix 2 radix 4 radix 8
0 1514 2813 3927
1 2295 3463 4569
2 2460 3407 5223
3 2513 3785 5666
4 2427 3985 6129
5 2640 3695 6930
6 2460 4385 7472
7 2737 4266 7445
8 3321 4240 X
9 3705 X X
TABLE 4.3 – Intel Haswell GPU (en ns)
De manière équivalente, nous obtenons pour le GPU Intel Haswell que laFFT8,8,4,4
est la solution optimale, cette dernière fournit les gains en performances suivants :
FFT8,8,8,2
FFT4,8,8,4
= 1, 14 FFT2,2,2,2,2,2,2,2,2,2
FFT4,8,8,4
= 1, 43
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4.1.5 Synthèse de code
En fonction de nos résultats, le code à produire consistera à déplier (« inlining » ) le
nombre prescrit d’étages de la FFT pour chacun de nos composants (a priori parfois
2 et parfois 3 étages dans notre solution), en intégrant les permutations internes par
changement direct des indices dans le code.
Ce qui donne :
1 __kernel void k v f _ f f t ( int N, int d , _ _ g l o b a l f l o a t 2 * r e s t r i c t SampleIn ,
2 _ _ g l o b a l f l o a t 2 * r e s t r i c t SampleOut )
3 {
4 // shared local memory
5 _ _ l o c a l f l o a t 2 SLM[ 1 0 2 4 ] ; //this is equivalent to 2048 Float
6 . . .
7 //allocation of registers
8 . . .
9 //Stage 1
10 //precalculate idices
11 . . .
12 read_From_Global_memory ( ) ;
13 //perform computation
14 FFT8 ( ) ;
15 write_To_shared_memory ( ) ;
16 //Barrier to synchronise all workGroup Threads before the next stage
17 b a r r i e r (CLK_LOCAL_MEM_FENCE ) ;
18 //Stage 4
19 //precalculate indices
20 . . .
21 read_From_Shared_memory ( ) ;
22 FFT4 ( ) ;
23 FFT4 ( ) ;
24 write_To_shared_memory ( ) ;
25 b a r r i e r (CLK_LOCAL_MEM_FENCE ) ;
26 //Stage 6
27 //precalculate indices
28 . . .
29 read_From_Shared_memory ( ) ;
30 FFT4 ( ) ;
31 FFT4 ( ) ;
32 write_To_shared_memory ( ) ;
33 b a r r i e r (CLK_LOCAL_MEM_FENCE ) ;
34 //Stage 8
35 //precalculate indices
36 . . .
37 read_From_Shared_memory ( ) ;
38 FFT8 ( ) ;
39 write_To_Global_memory ( ) ;
40 }
4.1.6 Expérimentation et résultats pratiques
Afin de mesurer les performances de manière fiable et reproductible, nous lan-
çons alors nos calculs plusieurs fois, et collectons les performances de chaque ité-
ration dans un tableau. Nous calculons ensuite la moyenne géométrique sur notre
tableau afin d’obtenir notre performance finale en régime établi. Nous notons aussi
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que le nombre d’itérations doit être suffisamment grand afin de garder une stabilité
par rapport au temps. En plus, nous nous assurons qu’aucun autre processus système
ne vient altérer nos mesures.
1 for ( nbr_of_repeats )
2 {
3 r e t = clEnqueueNDRangeKernel ( . . . , &ev ) ;
4 clWaitForEvents (1 ,& ev ) ;
5 c l G e t E v e n t P r o f i l i n g I n f o ( ev , CL_PROFILING_COMMAND_START, . . . ) ;
6 c l G e t E v e n t P r o f i l i n g I n f o ( ev , CL_PROFILING_COMMAND_END, . . . ) ;
7 times [ i ] = end − s t a r t ;
8 r e t = clReleaseEvent ( ev ) ;
9 }
10 //performance finale
11 P e r f =Geometric_mean ( times [ ] ) ;
La figure 4.17 montre les performances obtenues pour notre implémentation FFT
sur GPU Intel IvyBridge et Haswell. Sachant que le maximum théorique en terme de
calculs flottant pour chaque EU est 16GFlops, notre implémentation FFT fournis-
sant 8GFlops FFT de performances s’avère fort intéressante. Nous notons aussi que
nos deux architectures sont similaires au niveaux des capacités brutes de calculs, no-
tamment pour 1FFT. Cependant, le GPU Haswell quant à lui, est doté de la mémoire
EDRAM de 128MBytes qui lui permet d’avoir un meilleur rendement au niveau trans-
ferts de données. Ceci se traduit par une légère amélioration des performances quand
on lance deux FFT en parallèle.
FIGURE 4.17 – Performances FFT 1024 sur GPU IvyBridge et Haswell
L’efficacité des calculs est calculée par rapport au maximum de performances que
nous pouvons atteindre avec notre FFT sur notre architecture. Nous mesurons donc
la performance des calculs seuls (sans inclure les transferts mémoire) sur une EU.
Nous obtenons ainsi 10GFlops FFT, ce qui représente la performance maximum at-
teignable avec des transferts mémoires négligeables. La valeur ainsi obtenue sera
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notre valeur de référence pour déterminer notre efficacité. Nous notons aussi que
cette valeur passe très bien à l’échelle, pour calculer n FFT sur nEU indépendants,
avec n entier (petit).
La figure 4.18 démontre néanmoins que l’efficacité se détériore légèrement avec le
nombre d’EU utilisées pour IvyBridge (Nombre de FFT). Nous pouvons aussi consta-
ter que le GPU Haswell garde une quasi constance en terme d’efficacité avec l’aug-
mentation des FFT en parallèle. Une efficacité de 80 % dénote alors l’aspect optimal
de notre implémentation. Nous signalons aussi que jusqu’à présent, aucune implé-
mentation n’atteint de telles performances sur cette architecture.
FIGURE 4.18 – Efficacité de notre implémentation FFT 1024 sur GPU IvyBridge et Haswell
Nous étudierons dans le chapitre 5 comment ces performances se mettent à l’échelle
avec le nombre de EU, quand n atteint des valeurs comparables au nombre total d’EU
disponibles.
4.2 Adaptation SIMD sur un cœur CPU
Nous étudions maintenant la forme SIMD, adaptée aux cœurs Intels Core CPU qui
disposent de ce mécanisme, avec une largeur vectorielle de 256bits. À la différence du
cas des GPU, ce type d’implémentation a déjà été largement étudié de manière aca-
démique et commerciale. Néanmoins, le travail d’adaptation de l’algorithme FFT sur
les générations de CPU est un sujet encore d’actualité [33, 34, 35, 36] du fait de l’évo-
lution constante des architectures CPU, notamment l’augmentation de la largeur des
unités de calcul SIMD. Ces dernières viennent avec de nouveaux jeux d’instructions,
qui nécessitent de réécrire toutes les applications (précédemment optimisées pour la
génération antérieure) afin d’en tirer profit. Nous voulons en outre transposer notre
approche de la section GPU précédente (regrouper autant d’étages que possible mais
sans sortir des registres locaux d’un cœur unique) à ce cas CPU/SIMD.
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Une thèse précédente à Kontron [9] avait comme sujet l’optimisation de la FFT sur
des CPU de type PowerPC avec des unités SIMD de 128bits. Nous nous sommes basés
au départ sur celle-ci pour exploiter les CPU de type Intel de dernière génération
Haswell. Ces derniers sont munis d’unités SIMD AVX2 de largeur 256bits ainsi que
d’instructions de multiplication addition fusionnée (FMA).
L’objectif principal dans ce cas est de maximiser l’occupation des unités SIMD en
exploitant toute leur largeur tout au long des calculs sur un seul cœur CPU.
Contrairement au cas des GPU, sur les architectures CPU nous n’avons pas à notre
disposition un espace registres conséquent. Notre principale limitation de taille FFT
sera alors liée à l’utilisation du cache L1 qui est ici de taille 64KB. Nous nous limite-
rons aussi, pour des raisons de compatibilité avec l’implémentation GPU, aux FFT de
taille 1024 points complexes simple précision.
Comme pour le cas des GPU, l’algorithme retenu se base sur celui de Stockham, et
ce pour les mêmes raisons, en particulier éviter au maximum les ré-ordonnancements.
Nous implémentons dans un premier temps un algorithme FFT en radix-2. Nous ex-
ploitons aussi la factorisation FMA étudiée section 2.1.3 pour nos cœurs de calcul
dont nous allons maintenant détailler l’implémentation.
4.2.1 Cœur de calcul
Un cœur CPU Intel Haswell est doté de l’instruction vectorielle FMA ainsi que de
l’instruction FNMA « multiplication négation puis addition » fnma(a, b, c) = −(a ×
b) + c. Ces deux instructions ont la même latence 1 et la disponibilité de l’instruction
FNMA nous permet de ne stocker qu’une seule version des twiddle factors alors que
dans le cas des GPU nous étions obligés d’avoir deux versions, une avec le signe +
et une avec le signe −. Deux FMA ou FNMA peuvent s’éxécuter en parallèle sur deux
vecteurs de 8 flottants chacun.
Le cœur de calcul s’écrira alors grâce aux intrinsics C d’Intel comme une succes-
sion de 6 FMA vectorielles permettant de traiter 8 papillons à la fois. Le code C cor-
respondant est :
1 void coeurFFTVectoriel ( __m256* srcRe1 , __m256* srcRe2 , __m256* srcIm1 ,
2 __m256* srcIm2 , __m256* dstRe1 , __m256* dstRe2 ,
3 __m256* dstIm1 , __m256* dstIm2 , __m256* wRe , __m256* wIm)
4 {
5 __m256 tmp1 , tmp2 ;
6 tmp1=_mm256_fnmadd_ps ( *wIm, * srcIm2 , * srcRe2 ) ;
7 tmp2=_mm256_fmadd_ps ( *wIm, * srcRe2 , * srcIm2 ) ;
8 * dstRe1=_mm256_fmadd_ps ( tmp1 , * wRe , * srcRe1 ) ;
9 * dstRe2=_mm256_fnmadd_ps ( tmp1 , * wRe , * srcRe1 ) ;
10 * dstIm1=_mm256_fmadd_ps ( tmp2 , * wRe , * srcIm1 ) ;
11 * dstIm2=_mm256_fnmadd_ps ( tmp2 , * wRe , * srcIm1 ) ;
12 }
Ce cœur de calcul est la brique de base utilisée tout au long de ce chapitre. Cette
dernière est optimale tant au niveau complexité de calcul (comme vu section 2.1.3)
qu’au niveau occupation des unités SIMD (ici 100% d’utilisation).
Pour ce faire, nous avons fait le choix d’organiser les données en mémoire de ma-
nière contiguë et non entrelacée. Nous avons ainsi deux tableaux de données, un
1. https://software.intel.com/sites/landingpage/IntrinsicsGuide/
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pour la partie réelle et un pour la partie imaginaire. Ce choix a été fait afin d’exploiter
de manière simple toute la largeur de l’unité SIMD. En effet, chaque opération vec-
torielle est effectuée entre deux vecteurs distincts, ce qui produit alors 8 papillons à
l’aide de 6 instructions vectorielles. En revanche, dans l’approche entrelacée, chaque
point complexe est stocké en entrelaçant les parties réelles avec les parties imagi-
naires, et on ne traite que 4 papillons. La figure 4.19 décrit la manière de calculer
une multiplication complexe (un papillon) avec 6 opérations (3 multiplications et 3
additions ainsi qu’une permutation).
FIGURE 4.19 – Optimisation papillon FFT entrelacé : 6 opérations flottantes + une permuta-
tion
Dans cette thèse, nous adopterons donc l’approche FMA (non entrelaçée) pour les
raisons citées précédemment. Deux tableaux de données nous serviront pour stocker
la partie imaginaire et la partie réelle.
4.2.2 Première implémentation SIMD
Puisque nous avons choisi d’utiliser l’algorithme de Stockham avec une décima-
tion en fréquence (DIF), nous obtenons un rapprochement progressif des indices de
chaque papillon au fil des étages. Sachant aussi que nous pouvons calculer 8 points
flottants simple précision en parallèle avec chaque unité SIMD AVX2 (256bit), 8 pa-
pillons consécutifs peuvent donc être chargés directement comme illustré sur la fi-
gure 4.20.
Les premières passes de la FFT ne nécessitent alors aucune réorganisation des
données. Un simple chargement aligné des données est effectué afin de recharger les
registres vectoriels de l’unité SIMD.
Il faudraN/16 itérations pour calculer tous les points d’une FFT de tailleN , chaque
itération décale l’indice de départ de 8 positions (voir figure 4.21).
Cette procédure est ainsi répétée pour chaque étage de la FFT, à l’exception des
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FIGURE 4.20 – Vectorization AVX2 de la FFT 32 points complexes
FIGURE 4.21 – Vectorisation AVX de la FFT et translation des calculs avant les quatre dernières
passes
4 dernières passes où un ré-ordonnancement des données s’impose. Les données
nécessaires pour calculer 8 papillons sont alors trop rapprochées (physiquement en
mémoire) à partir des log2(8× 2) = 4 dernières passes (8 papillons FFT produisent 16
points). Donc une simple lecture de 8 points consécutifs n’est plus suffisante. Il faut
donc réorganiser les données dans les vecteurs.
Nous utilisons alors les instructions de permutation fournies par le jeux d’instruc-
tions AVX2 afin de charger les bons points dans chaque vecteur. Le source suivant
contient la structure de la dernière passe (étage 10) de la FFT.
1 //stage 10
2 index1 =0; index2 =8;
3 index3 =0; index4 =512;
4 mask1=136; mask2=221;
5 for ( i =0; i <64;++ i )
6 {
7 pref1 =512+( i * 8 ) ;
8 //Load data from destination + permutations
9 tmpRe1=_mm256_loadu2_m128 ( dstRe+index2 , dstRe+index1 ) ;
10 tmpRe2=_mm256_loadu2_m128 ( dstRe+index2 +4 , dstRe+index1 + 4 ) ;
11 tmpIm1=_mm256_loadu2_m128 ( dstIm+index2 , dstIm+index1 ) ;
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12 tmpIm2=_mm256_loadu2_m128 ( dstIm+index2 +4 , dstIm+index1 + 4 ) ;
13 srcRe1=_mm256_shuffle_ps ( tmpRe1 , tmpRe2 , mask1 ) ;
14 srcRe2=_mm256_shuffle_ps ( tmpRe1 , tmpRe2 , mask2 ) ;
15 srcIm1=_mm256_shuffle_ps ( tmpIm1 , tmpIm2 , mask1 ) ;
16 srcIm2=_mm256_shuffle_ps ( tmpIm1 , tmpIm2 , mask2 ) ;
17 //Load twiddle factors
18 twiddleRe=_mm256_load_ps (wRe+ pref1 ) ;
19 twiddleIm=_mm256_load_ps (wIm+ pref1 ) ;
20 //perform the FFT computation
21 coeurFFTVectoriel ( )
22 //store date to destination vector
23 _mm256_store_ps ( srcRe+index3 , dstRe1 ) ;
24 _mm256_store_ps ( srcIm+index3 , dstIm1 ) ;
25 _mm256_store_ps ( srcRe+index4 , dstRe2 ) ;
26 _mm256_store_ps ( srcIm+index4 , dstIm2 ) ;
27 //update the offset value
28 index2 +=8; index3 +=8; index4 +=8;
29 //update indexes for the next loop
30 index1=index2 ;
31 index2 +=8;
32 }
Nous remarquons qu’il est nécessaire d’utiliser trois instructions pour arriver à
charger correctement un vecteur source (voir ligne 9-16). Nous notons aussi que l’écri-
ture suit toujours le même schéma, aucune modification n’est nécessaire par rapport
aux autres passes.
Les performances obtenues pour cette solution actuelle en comparaison avec la
bibliothèque propriétaire d’Intel IPP sont équivalentes à 5% près (voir figure 4.22).
Nous avons donc démontré par cette implémentation que nos choix d’algorithmes
et d’optimisation sont à la hauteur de l’état de l’art des bibliothèques disponibles
sur le marché, et nous somme confiant qu’avec quelques autres optimisations plus
avancées nous pourrions obtenir des performances supérieurs à la bibliothèque IPP
d’Intel.
FIGURE 4.22 – Comparaison entre notre première optimisation et la version native IPP d’Intel
(en utilisant l’AVX2)
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Par ailleurs l’implémentation native IPP d’Intel semble ne pas tirer avantage des
capacités architecturales AVX2 (cf section 3.2) par rapport à AVX original. Ceci nous
indique de nouvelles pistes pour notre optimisation.
Nous avons ainsi pu constater que le gain n’est pas très significatif par rapport à
ce que rapporte réellement la nouvelle unité SIMD AVX2. L’unité SIMD AVX n’est pas
dotée d’instruction FMA tandis que l’AVX2 en est dotée. Nous avons soupçonné le
fait que l’implémentation de la bibliothèque FFT d’Intel IPP n’est pas très optimisée
pour exploiter l’instruction FMA.
Nous avons alors analysé les performances obtenues par notre implémentation
en fonction de la passe pour voir d’où vient le ralentissement de notre implémenta-
tion.
FIGURE 4.23 – Performances par passes FFT sur CPU
Notre analyse a permi de mettre en évidence le fait que les quatre dernières passes
sont les plus pénalisantes pour notre implémentation comme le montre la figure 4.23.
Ceci peut sembler étonnant à première vue, chaque étage calculant exactement le
même nombre de « papillons » , mais vient du fait de la complexité grandissante du
nombre de twiddle factors impliqués, ainsi que l’obligation d’utiliser des instructions de
permutation.
Nous avons donc décidé de regrouper les quatre dernières passes en un seul algorithme,
ce que nous autorise la taille des vecteurs SIMD AVX2 en gardant les valeurs dans les re-
gistres locaux (en nombre suffisant). Nous aurions aussi pu généraliser ce regroupement
comme nous l’avons fait sur GPU pour la version (3,3,2,2) étages, par exemple en calculant
(2,4,4) étages. Ce travail n’a pas été conduit faute de temps. Nous présentons ici la version
(1,1,1,1,1,1,4) étages.
Dans cette version (1,1,1,1,1,1,4), la permutation effective des valeurs avant la quadruple
phase finale revêt alors une importance extrême. Le ré-ordonnancement des données est ef-
fectué à l’aide d’instructions de permutations vectorielles qui existent dans le jeu d’instruc-
tions du processeur.
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FIGURE 4.24 – Architecture d’un cœur CPU Haswell d’Intel
Le processeur Intel Haswell est doté effectivement de deux unités FMA sur les ports 0 et 1,
comme le montre la figure 4.24, il est aussi doté d’instructions de permutation (Shuffle) sur le
port 5. Nous pouvons vite constater qu’une mauvaise utilisation de l’instruction de permuta-
tion peut nuire grandement aux performances et rendre le port 5 un goulot d’étranglement.
Une des particularités des instructions de permutation actuelles SIMD x86 de l’architec-
ture Intel Core est qu’elles portent sur des vecteurs de 8 valeurs, alors que nous avons besoin
de permuter 16 valeurs (selon un schéma précis). Reste donc à déterminer quelle combinai-
son pratique de petites permutations autorise le plus efficacement à représenter notre grande
permutation (sachant que ces petites permutations ont chacune un coût différent renseigné
par Intel dans sa documentation technique).
Le listing suivant résume les instructions de permutation les plus utiles dans notre cas,
ainsi que leurs coûts :
1 __m256 _mm256_shuffle_ps ( __m256 a , __m256 b , const int imm8 ) ; //Latency: 1
2 __m256 _mm256_blend_ps ( __m256 a , __m256 b , const int imm8 ) ; //Latency: 1
3 __m256 _mm256_blendv_ps ( __m256 a , __m256 b , __m256 mask ) ; //Latency: 2
4 __m256 _mm256_insertf128_ps ( __m256 a , __m128 b , int imm8 ) ; //Latency: 1
5 __m256 _mm256_permute2f128_ps ( __m256 a , __m256 b , int imm8 ) ; //Latency: 3
6 __m256 _mm256_permutevar8x32_ps ( __m256 a , __m256i idx ) ; //Latency: 3
7 __m256 _mm256_permutevar_ps ( __m256 a , __m256i b ) ; //Latency: 1
8 __m256 _mm256_permute_ps ( __m256 a , int imm8 ) ; //Latency: 1
9 __m256 _mm256_unpackhi_ps ( __m256 a , __m256 b ) ; //Latency: 1
10 __m256 _mm256_unpacklo_ps ( __m256 a , __m256 b ) ; //Latency: 1
11 __m256 _mm256_movehdup_ps ( __m256 a ) ; //Latency: 1
12 __m256 _mm256_moveldup_ps ( __m256 a ) ; //Latency: 1
Nous investiguons dans la partie suivante cette approche.
4.2.3 Deuxième implémentation SIMD : Adaptation des permutations
Mapper une permutation sur un jeu d’instructions est un problème d’adaptation d’algo-
rithme, il illustre bien la nécessité de trouver le bon compromis pour atteindre les meilleures
77
performances possibles pour un hardware donné.
Donc optimiser les quatre dernières passes revêt une importance capitale dans notre im-
plémentation. Nous optimiserons alors ces passes en les regroupant.
Les quatre dernières passes correspondent naturellement à une FFT de taille 16, Nous
aurons alors besoin de deux registres 256bits pour effectuer tout le calcul.
La figure 4.25 illustre la structure de notre approche, les premières passes garderons alors
la même structure que l’approche précédente. Chaque étage nécessitera alors 64 charge-
ments de registres et 64 écritures dans la mémoire. Les 4 dernières passes nécessiterons un
seul chargement de données et une seule écriture des données, ce qui augmente la localité
des calculs.
FIGURE 4.25 – Organisation des calculs d’une FFT sur un CPU à l’aide des unités SIMD
Afin d’arranger au mieux les calculs de notre bloc des 4 dernières passes, plusieurs so-
lutions s’offrent à nous. L’essentiel est d’obtenir le bon résultat pour ce bloc. Nous sommes
donc libres d’organiser les données dans chaque vecteur. Il faut juste s’assurer que les valeurs
opposées dans les deux vecteurs font partie des valeurs d’un papillon.
Nous avons besoin de calculer une FFT de 16 points complexes, cette dernière nous dé-
finit aussi la transformation à effectuer sur les données tout au long des quatre dernières
passes. Le graphe figure 4.26 schématise les dépendances de données : Les couleurs bleu et
rouge correspondent au deux registres V1 et V2 de largeur 8 (points flottants), chaque registre
doit contenir la moitié des valeurs pour un papillon.
Nous avons constaté que deux arrangement des données sont possibles. Le premier est
l’application directe du graphe en figure 4.26. Les opérations de permutation sont différentes
en fonction de la passe (voir figure 4.27).
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FIGURE 4.26 – Les transformations vectorielles pour effectuer les quatre dernières passes de
la FFT : en Rouge le vecteur V1 et en bleu le vecteur V2
FIGURE 4.27 – Les transformations vectorielles pour effectuer les quatre dernières passes de
la FFT : en rouge le vecteur A et en bleu le vecteur B
Nous savons aussi à travers la documentation technique sur le jeux d’instructions du CPU
Intel Core Haswell que les instructions de permutation / manipulation des vecteurs ont des
coûts différents (une latence de 1 à 3). Les instructions de permutation fournies par le jeux
d’instructions du CPU sont accessibles par l’intermédiaire des fonctions intrinsics C. Nous
présentons dans le listing suivant 12 d’entre elles utiles pour notre thèses. Ces instructions
permettent de permuter des vecteurs de 256Bits.
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1 //Permutation constante
2 tmpRe1=_mm256_unpacklo_ps ( srcRe1 , srcRe2 ) ;
3 tmpRe2=_mm256_unpackhi_ps ( srcRe1 , srcRe2 ) ;
4 mask1 =2; // 00000010=2
5 mask2=49; // 00110001=49
6 srcRe1=_mm256_permute2f128_ps ( tmpRe1 , tmpRe2 , mask1 ) ;
7 srcRe2=_mm256_permute2f128_ps ( tmpRe2 , tmpRe1 , mask2 ) ;
Notre deuxième alternative est alors un arrangement dit à géométrie constante, c’est-à-
dire que toutes les permutations seront les mêmes en fonction de la passe. La figure 4.28
montre les permutation à effectuer pour calculer la FFT. Nous avons fait ce choix afin d’avoir
un coût fixe pour toutes les passes, et aussi pour simplifier notre code source.
FIGURE 4.28 – Les transformations vectorielles pour effectuer les quatre dernières passes de la
FFT : en rouge le vecteur A et en bleu le vecteur B, on utilise une transformation dite constant
géométrie
4.2.4 Expérimentation et résultats pratiques
La figure 4.29 illustre les performances par passe obtenues en agissant sur les 4 dernières
passes. Nous constatons une nette amélioration des performances de ces passes par rapport
à l’implémentation initiale naïve. Nous notons aussi que les performances de ces quatre der-
nières passes sont mesurées de manière inégale entre elles. Nous ne tirerons aucune conclu-
sion par rapport à chaque passe de ces quatre dernière, mais nous les traiterons comme un
bloc compact.
La figure 4.30 aussi un gains en performances sur ces dernières passes assez minime, mais
qui à le mérite de simplifier notre code source.
Nous obtenons alors les performances suivantes en figure 4.31. Notre FFT mixed-radix dé-
montre que l’utilisation de l’optimisation FMA, que nous avons présentée au chapitre 2, ainsi
que le regroupement des 4 dernières passes fournit un gain important de performances 10%
par rapport à la meilleure bibliothèque sur le marché d’Intel (IPP). Nous signalons aussi que
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FIGURE 4.29 – Performances par passes FFT sur CPU après optimisation des quatre dernières
passes
FIGURE 4.30 – Performances par passes FFT sur CPU après optimisation des quatre dernières
passes
pour nos mesures nous désactivons le mode Intel Turbo Boost, et fonctionnant en fréquence
nominale.
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FIGURE 4.31 – Performances de la FFT sur CPU
Bilan et discussion
Ce chapitre résume notre travail principal, qui consiste à ajuster au mieux le calcul d’une
FFT de taille donnée (ici 1024) à la taille et à la forme d’un cœur élémentaire (CPU ou GPU),
afin de conserver autant que possible les valeurs locales dans les registres. Le but n’était pas
de calculer au plus vite une FFT unique, mais d’avoir des modules compacts pour combiner
efficacement ensuite de nombreuses FFT réparties sur tous les cœurs.
On aurait pu souhaiter écrire un code unique pour CPU et GPU, ce qui se révèle actuel-
lement infaisable pour plusieurs raisons, largement du fait des lacunes du compilateur cou-
rant OpenCL trop naïf sur Intel Core : le code SIMD se retrouve scalarisé dans le compilateur
GPU, et le code SIMT est très imparfaitement vectorisé. L’architecture CPU SIMD permet
d’enchainer localement 4 étages de calcul, et l’architecture GPU SIMT (seulement) 3. Nous
organisons l’expansion algorithmique et de gestion des décalages d’indices en fonction de
ces paramètres.On peut noter que, même si actuellement nous avons fait ces travaux « à la
main » , ils sont a priori automatisables, ne dépendant que de 2 paramètres simples (taille
FFT, nombre d’étages compactables en fonction des registres).
Chapitre 5
Performances système et distribution
de l’application globale
Motivations
Le chapitre précédent a montré comment optimiser le placement/ordonnancement du
calcul d’une FFT individuelle sur un cœur unique de calcul (CPU ou GPU), afin de calculer
au maximum avec des variables locales. Par ce biais, les travaux pouvaient être relativement
déterministes et analytiques pour le dimensionnement du parallélisme.
Nous devons maintenant étudier comment placer les nombreuses FFT opérant sur un flot
d’images en entrée, certaines en parallèle et d’autres en séquence/streaming, afin de réaliser
l’application radar en utilisant un nombre restreint de ressources (comptées en nombre de
processeurs Intel Core).
Contrairement au cas précédent, nous allons ici rencontrer des problèmes de mouvement
de données à travers des (hiérarchies de) mémoires complexes, avec des phénomènes de
contention de bus et d’embouteillages de données, et aussi des problèmes de dissipation de
chaleur.
Il faudra également prévoir que certains des cœurs CPU doivent pouvoir rester dispo-
nibles pour exécuter d’autres tâches moins gourmandes en relation avec le contexte de l’ap-
plication.
Dans une première partie nous étudions de manière expérimentale, par la mesure, l’im-
portance d’un certain nombre de phénomènes, qui ne sont pas forcément particuliers à l’ap-
plication radar, mais interviendrons dans son déploiement.
Dans la seconde partie, nous nous focalisons plus sur cette application, sur le nombre
d’opérations nécessaires dans un contexte temps-réel, et définissons une répartition efficace
des calculs entre CPU et GPU. On ne peut a priori pas ici parler d’optimalité, au sens où il
n’y a pas de critère fort et que certaines limites choisies pour éviter les phénomènes décrits
dans la première partie peuvent être excessivement conservatives. Mais vu la granularité de
la question générale (combien de processeurs Intel Core sur la carte), on peut juger (au sein
de Kontron) si la variabilité de la solution trouvée reste acceptable.
5.1 Charges utiles de calculs FFT
Une approche naïve de la problématique d’allocation / mapping pourrait suggérer que,
une fois établie la forme précise du code utilisé pour le calcul de la FFT 1024, tant sur (mono-
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cœur) CPU que sur (single EU) GPU, on puisse mesurer expérimentalement sa performance,
puis extrapoler qu’on peut exécuter autant de FFT que de cœurs disponibles (avec des per-
formances identiques, tant sur CPU que sur GPU), pour résoudre la contrainte linéaire qui
établit combien de processeurs Intel Core seront nécessaires pour effectuer l’ensemble des
calculs (en établissant le bon ratio entre CPU et GPU, suivant des critères auxiliaires de puis-
sance consommée ou autre).
La situation réelle est bien plus complexe, car des phénomènes limitatifs impérieux in-
terviennent au niveau du système. Nous allons voir par exemple que la hausse excessive de
température due à la dissipation thermique provenant des calculs limite (dans le cas précis
de l’exécution de notre implantation de FFT) à la moitié du nombre de cœurs (CPU prin-
cipalement) qui peuvent safely opérer en parallèle, alors que le plafonnement du débit de
transfert de données entre mémoire partagée et GPU limite également à la moitié le nombre
d’EU GPU qui peuvent opérer sans être sensiblement ralenties par l’attente de leurs données
en entrée. L’objet de la présente section est de décrire comment ces phénomènes ont été
étudiés expérimentalement.
5.1.1 Sur multicœur CPU
Notre approche d’optimisation de la FFT sur un cœur CPU étudiée au chapitre 4, a permis
d’obtenir une implantation efficace, exploitant toute la puissance de calcul fournie par l’ar-
chitecture CPU Intel Core. La nature indépendante de cette implantation permet d’avoir une
liberté de placement et de scheduling sur les quatre cœurs disponibles sur notre CPU. Nous
pouvons alors enlacer 4 FFT 1024 points complexes en parallèle sur chacun des cœurs.
5.1.1.1 Performances CPU
La performance FFT obtenue sur notre cœur CPU Intel Haswell à 2GHz pour notre im-
plantation est de 24GFlops FFT. Cependant, cette performance est obtenue en exerçant le
cœur CPU sur les mêmes données. Dans les cas pratiques, nous calculons une FFT sur des
données différentes et les pénalités induites par les caches miss réduisent les performances.
Nous obtenons alors dans notre cas une performance de 17GFlops FFT (cf. section 2.2.7).
Nous pouvons alors calculer une FFT en 3011 ns (nanosecondes).
FIGURE 5.1 – Passage à l’échelle de notre FFT 1024 points sur CPU Intel Haswell (Turbo OFF
et Hyperthreading OFF)
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Nous vérifions aussi comment les performances se mettent à l’échelle si on augmente le
nombre de cœurs utilisés (au maximum 4). Nous lançons alors sur chaque cœur une FFT
indépendante sur des données différentes. La figure 5.1 illustre les résultats obtenus.
Nous pouvons alors calculer 4 FFT de taille 1024 points au débit de 64GFlops FFT. Ce qui
veut dire 4 FFT en parallèle en 3200 ns sur notre CPU.
5.1.1.2 Dissipation thermique et consommation
Comme la FFT est un algorithme de calcul intensif, charger au maximum les cœurs CPU
et GPU des processeurs va causer une hausse importante de température, puis de la consom-
mation, jusqu’à la rupture possible (arrêt du processeur avant surchauffe, ou dégradation des
performances "throttling"). Nous avons mesuré ces phénomènes tant pour GPU que pour
CPU.
Ces tests expérimentaux, facilités par l’outillage technique disponible au sein des labo-
ratoires Hardware de Kontron, nous ont permis de mettre en lumière d’autres effets influant
sur les performances, à savoir la consommation électrique.
À l’aide d’enceintes climatiques, nous avons mis au point une expérimentation qui per-
met de mesurer l’impact de la température sur la consommation électrique. Nous avons fait
varier graduellement la température sur un GPU embarqué AMD E6760 (finesse de gravure
40nm) qui exécute notre test de GFlops. Nous avons mesuré à des intervalles réguliers la
consommation électrique de notre GPU. La figure 5.2 nous montre qu’un effet d’emballe-
ment de la consommation électrique du circuit graphique apparait avec l’augmentation de la
température. On note que la consommation électrique augmente exponentiellement dès que
le circuit dépasse un seuil de température donné, on note aussi que 10 watt sont consommés
juste en dépassant les 95°C.
FIGURE 5.2 – Effet d’emballement thermique à 95°C qui fait augmenter la consommation
électrique de 10 W
Nous notons aussi que ces observations sont aussi valables de manière plus prononcée
dans le cas des CPU, qui ont une finesse de gravure plus petite (22nm dans notre cas Intel
Haswell).
Nous avons aussi remarqué qu’on peut réduire la température du SoC en répartissant les
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FIGURE 5.3 – Expérience de placement des
charges de calcul selon la localité du cœurs
FIGURE 5.4 – Résultats thermiques sur le
CPU IvyBridge d’Intel : 5°C de gain entre les
cas favorables (C0,C3 et C4) et les cas défa-
vorables (C1,C2 et C5)
calculs pour préserver des parties inactives du SoC, qui autoriseront alors une certaine dissi-
pation thermique. Pour mettre en évidence cette hypothèse, nous avons imaginé l’expérience
suivante sur notre processeur à quatre cœurs, comme indiqué sur la figure 5.3. Nous avons
testé plusieurs répartitions spatiales de la charge de calcul (FFT 1024 points complexes) sur
différents cœurs. Nous avons ainsi constaté un gain de 5°C quand les calculs sont effectués
sur des cœurs espacés (cas c0, c3, c4) plutôt que dans des cœurs voisins (cas c1, c2 et c5)(voir
figure 5.4.
Nous pouvons aussi ajouter à ces deux contraintes que le CPU peut être partiellement
occupé par d’autres tâches plus légères mais essentielles ; la gestion de la pile de communi-
cation TCP / IP par exemple. Ainsi, il ne doit pas être saturé par du calcul de traitement de
signal.
Nous concluons alors que notre CPU pourrait n’utiliser que la moitié des cœurs de cal-
culs disponibles pour traiter les calculs FFT. Nous pouvons donc calculer 2 FFT 1024 points
complexes en parallèle en 3100ns.
5.1.2 Sur GPU
Le GPU Intel Core IvyBridge contient 16EU, nous lançons sur chaque EU une FFT de 1024
points sur des données différentes. La courbe de performance figure 5.5 met en évidence une
quasi-linéarité des performances jusqu’à la moitié du nombre d’EU, et une stagnation des
performances au-delà. Nous obtenons alors 30GFlops FFT comme performance maximale
sur le GPU IvyBridge. Nous pouvons donc calculer 16 FFT 1024 points complexes en parallèle
en 27306 ns.
De manière équivalente, nous menons la même expérimentation sur le GPU Intel Haswell
qui est doté cette fois ci de 40EU. Le même résultat est constaté sur cette architecture (voir
figure 5.6). Nous obtenons alors 55GFlops FFT comme performance maximale sur le GPU
Haswell. Donc nous pouvons calculer 40 FFT 1024 points complexes en parallèle en 51200
ns.
Nous remarquons aussi que les performances plafonnent à 55GFlops FFT à partir de la
moitié des EU utilisées.
Afin de comprendre la cause de ce plafonnement des performances, sachant que les FFT
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FIGURE 5.5 – Courbe des performances FFT 1024 points sur le GPU Intel IvyBridge à 16 EU
FIGURE 5.6 – Courbe des performances FFT 1024 points sur le GPU Intel Haswell à 40 EU
sont indépendantes, nous menons une analyse de notre implémentation FFT OpenCL. Nous
avons caractérisé chaque partie de notre implémentation FFT. La figure 5.7 illustre la struc-
ture de notre algorithme. Nous avons isolé chaque partie et mesuré les performances obte-
nues pour chacune de ces phases.
Notre analyse à démontré que les transferts mémoires DRAM sont la cause principale de
ce plafonnement. Effectivement, en mesurant les débits mémoires DRAM de ces deux archi-
tectures nous obtenons les résultats suivants :
— Intel IvyBridge : 5GB/s
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FIGURE 5.7 – Analyse de la structure de notre kernel FFT, et l’impact sur les performances de
chaque phase
— Intel Haswell : 10GB/s
Sachant que pour un débit donné B, et une taille FFT donnée N nous pouvons calculer à
l’aide de la formule 5.1 la performance maximale théorique atteignable Tmax en GFlops FFT.
Tmax =
5 ·N · log2(N)×B
2× 4×N (5.1)
Si on injecte les valeurs des débits mémoire de nos deux architecture dans cette formule
nous obtenons les performances Tmax respectives 32GFlops FFT pour IvyBridge et 62GFlops
FFT pour Haswell. Ce qui veut dire que les performances FFT mesurées sur nos architectures
plafonnent bien à cause du débit DRAM.
Le tableau 5.8 synthétise la correspondance entre le débit de données et les performances
maximales théoriques Tmax obtenues à l’aide de la formule 5.1. Nous pouvons dire aussi que
les transferts mémoires sont le point critique de tout système parallèle.
FIGURE 5.8 – Tableau de correspondance débit mémoire et performances FFT
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Nous concluons par dire qu’afin d’éviter la congestion du bus de données, nous n’utili-
serons que la moitié des EU GPU. Nous pouvons alors calculer 8 FFT 1024 points complexes
en 13653 ns sur le GPU IvyBridge ; et 20 FFT 1024 points complexes en 20480 ns sur le GPU
Haswell.
5.1.3 Conséquences
Pour des raisons différentes (expliquées précédemment) pour le CPU et le GPU, nous
n’utiliserons que la moitié des cœurs CPU et la moitié des EU GPU (Haswell) pour calculer
plusieurs FFT en parallèle. Notre objectif étant d’exécuter un traitement radar qui nécessite
de calculer plusieurs FFT sur des flots de données. Nous sommes aussi confrontés à la pro-
blématique suivante : comment doit-on distribuer ces calculs sur nos cœurs CPU et GPU en
respectant les exigences de l’application et les contraintes de l’architecture. Ceci est étudié
dans la section suivante.
5.2 Dimensionnement pour application radar
Dans la section précédente nous avons établi que des hypothèse réalistes conduisent à
estimer que la partie CPU multicœurs globale et la partie GPU (multi-EU) pouvaient effec-
teur respectivement 2 et 20 calculs de FFT dans 3100 et 20480 nanosecondes respectivement.
Il nous reste donc à établir, connaissant les exigences temps-réel de l’application radar, le
nombre raisonnable de processeurs Intel Core nécessaires pour cette fonction, et accessoi-
rement la répartition effective des calculs. Il s’agit donc ici d’un problème d’optimisation re-
lativement flexible, qui consiste pour partie à mesurer combien les ressources resteront dis-
ponibles pour d’autres tâches auxiliaires (ou pour de la redondance). La solution finalement
adoptée consiste (on verra comment ci-dessous) à intégrer 3 processeurs Intel Core pour faire
les calculs, en tenant la charge requise.
5.2.1 Besoins en calculs FFTs
Après la description de ces quelques expérimentations « in vivo » sur le circuit, afin de dé-
finir quelques paramètres pour calibrer notre implantation et sa répartition, nous en venons
enfin au mode de placement et d’allocation des FFT élémentaires sur des cœurs de calcul
pour paralléliser et optimiser l’application radar globale.
Nous décrivons maintenant le partitionnement de l’application radar (section 2.3 figure
2.16). Les images obtenues avec les traitements radar SAR sont des images carrées (256x256,
512x512, 1024x1024 ...). Ces différentes résolutions sont intimement liées à l’application (le
profil de mission). Dans notre cas, notre application reçoit un flot d’images (1024x1024) au
rythme de 1555 fois par seconde, et se doit de calculer 1024 FFT complexes 1D, elles-même de
taille 1024. Le même traitement est itéré sur le flot de données continu provenant du module
d’acquisition.
Tout l’algorithme est à base de traitements FFT, à l’exception du corner turn (transposi-
tion des données à 90◦). Cette étape contraint alors notre application à adopter un schéma
parallèle dans chaque bloc de traitement (Range et Azimut), et un schéma séquentiel entre
ces deux blocs. Cette étape sera exécutée exclusivement par le CPU qui orchestre toute l’ap-
plication, elle dure 900ns pour transposer un tableau de 1024 x 1024 points complexes. Nous
adoptons pour notre cas une transposition par blocs [37] en utilisant les quatre cœurs CPU.
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Nous avons aussi des contraintes liées au temps réel, tout le traitement doit être effectué
1555 fois par seconde. Nous aurons alors 25GB de données à traiter par seconde par notre
système.
La question est donc de répartir ces nombreux calculs de FFT (certains parallèles, d’autres
non, suivant la fréquence de capture des données en entrée) (voir figure 5.9), et ce en prenant
en compte et en respectant les phénomènes décrits en section 5.1.
FIGURE 5.9 – Distribution des calculs FFT sur CPU et GPU (sur Intel IvyBridge)
5.2.2 Adaptation de la charge de calcul aux contraintes
Afin d’estimer la charge de calculs nécessaire à notre application, nous nous baserons sur
les performances obtenues sur le CPU et GPU intégré Intel Haswell en 5.1.
Nous notons c alors le nombre de FFT s’exécutant sur le CPU en tcpu nanosecondes, et g le
nombre de FFT s’exécutant sur GPU en tgpu nanosecondes. La charge de calcul totale quant
à elle est notée q, soit le nombre de FFT que nous devons exécuter pour notre application.
Nous notons aussi qcpu le nombre de FFT que nous exécutons sur CPU et qgpu le nombre de
FFT que nous exécutons sur GPU.
Avec :
qcpu + qgpu = q (5.2)
La contrainte de temps à respecter est notée r en nanosecondes. Nous noterons aussi
en constante k les autres tâches de calcul ou de mouvements de données (ici le corner turn
sur CPU). Donc pour respecter les contraintes de notre application nous les deux inégalité
suivantes :
qcpu
c
× tcpu + k ≤ r
qgpu
g
× tgpu ≤ r
(5.3)
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Afin de trouver les valeurs de qcpu et de qgpu qui permettent de minimiser le temps de calcul
r nous devons résoudre le système de contraintes suivant :
qcpu + qgpu = q
qcpu
c
× tcpu + k ≤ r
qgpu
g
× tgpu ≤ r
qcpu ≥ 0
qgpu ≥ 0
(5.4)
Nous injectons nos valeurs dans le système 5.4, nous obtenons alors :
Sur CPU, nous pouvons calculer 2 FFT en 3100ns et nous pouvons aussi faire un corner
turn en 900ns. Sur GPU, nous pouvons calculer 20 FFT en 20480ns.
— Si nous exécutons tous nos calculs sur CPU, nous aurons : 512×3100+900+512×3100 =
3175300ns× 1555 = 5s
— Si nous exécutons tous nos calculs sur GPU, nous aurons alors 3,2s
— Si nous exécutons nos calculs sur CPU et GPU en même temps, nous obtenons un
temps de calcul inférieur à 2s pour le cas optimum (qcpu = 820 et qgpu = 1228). En
moyenne nous obtenons 2,5s avec une charge de calcul équilibrée sur les deux (CPU
et GPU). Nous prendrons ce cas pour avoir une estimation réaliste des performances.
FIGURE 5.10 – Besoin de l’application en puissance de calcul afin d’avoir du temps réel (1555
fois /seconde)
La figure 5.10, montre que pour atteindre la contrainte du temps réel (1555 images par
secondes) il est nécessaire d’utiliser 6 cartes CPU Intel Haswell (voir figure 5.11). Cependant,
si on exploite les performances du GPU intégré en calculant également sur ses cœurs, nous
pouvons alors réduire le nombre de cartes par deux.
L’utilisation du GPU intégré permet de réduire le nombre de cartes à utiliser pour at-
teindre les objectifs en performance de l’application (ici 1555 fois par secondes). Nous pas-
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FIGURE 5.11 – Architecture de système de calcul radar à base de cartes CPU Intel Haswell
sons alors d’un système à 6 cartes (voir figure 5.11) à un système à 3 cartes. Le gain est
alors double, les performances sont atteintes avec une consommation électrique et un poids
moindre, le prix de revient du système est au passage réduit.
Bilan et discussion
Pour des raisons de temps concernant cette thèse les résultats de cette section restent
préliminaires. Néanmoins notre résultat majeur sera que, en observant l’efficacité mesurée
expérimentalement des temps de calcul, on constate une progression quasi-linéaire jusqu’à
la moitié du remplissage des cœurs (GPU), puis une stagnation claire. Ce résultat semble in-
diquer qu’au-delà de cette densité de calcul, les communications de données ne peuvent
plus alimenter les cœurs de calcul GPU. L’optimisation des ressources (et des équilibres et
échanges entre GPU et CPU) peut se faire sous cette contrainte sans quasiment pénaliser le
système.
Chapitre 6
Conclusion et Travaux Futurs
6.1 Related Works
Une requête sur un moteur de recherche avec les mots-clés "CPU GPU FFT" renvoie des
centaines de milliers de liens.
Les articles les plus pertinents pour notre contexte semblent être [38, 39, 40, 41, 42].
Les sites communautaires fftw.org 1 et gpgpu.org 2 s’occupent respectivement de regrou-
per et recenser des efforts vers l’optimisation du calcul de la FFT et des calcul généralistes
sur GPU, mais pas spécifiquement sur l’articulation des deux. Le projet Spiral 3 propose des
implantations de fft très efficaces sur des architectures et accélérateurs matériels divers, mais
certaines parties en sont brevetées et le code source non disponible. La situation est similaire
pour la bibliothèque dédié Nvidia en Cuda CuFFT 4. Pour la version CPU on peut mentionner
pour notre contexte (en dehors de fftw et Spiral) la Math Kernel Library de Intel (Intel MKL) 5,
qui propose des versions parallèles sur les architectures multi-cœurs.
La plupart du temps inspirées de la version Stockham de l’algorithme (avec variantes dans
la parallélisation), la plupart des proposition précédentes cherchent à optimiser le calcul de
la FFT au moyen de toutes les ressources disponibles. Elles optimisent parfois ces aspects en
pratiquant une recherche dans un espace de solutions (restreint mais pluriel), par des tech-
niques d’auto-tuning en particulier. Par contraste, notre approche cherche à limiter l’em-
preinte du design d’une FFT individuelle à la taille d’un cœur CPU ou d’un EU GPU, afin
d’en faire une nouvelle brique de base dans un processus de compilation de haut niveau.
Cette phase demande une étude spécifique et un ajustement manuel fin (avec aussi éven-
tuellement des cas limités d’auto-tuning comme dans la décision de savoir comment répar-
tir les 10 étages de la FFT 1024 pour l’implantation GPU en 2 blocs de 3 étages et 2 blocs de
2 étages. Il est important alors de s’assurer que le code sera effectivement exécuté de ma-
nière atomique (non-interruptible) en utilisant un cœur CPU ou GPU unique et entier, ce qui
est parfois délicat en ne disposant que des instructions autorisées dans tel ou tel langage.
Ce travail se révèle donc très délicat, pour assurer la localité des traitements et des données,
source d’efficacité ; il a donc occupé l’essentiel du temps de cette thèse. Mais une fois obte-
nus, ces résultats permettent de définir une approche plus générale, à un niveau supérieur,
où de vraies applications peuvent être placées et ordonnancées de manière efficace ("opti-
misée"), en s’appuyant sur des bibliothèques paramétriques pré-implantées (de FFT et pos-
1. http://www.fftw.org
2. http://www.gpgpu.org
3. http://http://www.spiral.net
4. http://docs.nvidia.com/cuda/cufft/
5. https://software.intel.com/en-us/intel-mkl
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siblement dans le futur d’autres fonctions d’intérêt général, en algèbre linéaire etc). Il existe
peu de travaux dans lesquels l’optimisation "locale" de bibliothèques spécialisées sur des ar-
chitectures parallèles avec accélérateurs matériels est considérée à la fois pour son propre
mérite mais également dans le contexte de programmes plus larges.
6.2 Développements futurs et perspectives
Faute de temps nous n’avons pas pu généraliser ou étendre les travaux du chapitre 5 pour
prendre en compte des descriptions génériques d’applications, souvent présentées à la ma-
nière de graphes de tâches. L’approche AAA, préconisée au sein de l’équipe d’accueil Inria
Aoste 6, utilise des descriptions de nature Réseaux de Processus flot de données pour cet ob-
jectif. Au sein du projet Parkas des travaux conduits par Albert Cohen rapporteur de cette
thèse) et ses collaborateurs visent à exprimer des bibliothèques spécifiques de calcul en utili-
sant un format interne de représentation qui se compile vers C++ ou OpenCL, et permet de les
inclure dans des codes de plus large échelle [43]. Des plates-formes comme StarPU ou XKaapi
permettent également de modéliser des applications par des graphes de tâches pour étudier
spécifiquement leur placement-ordonnancement sur des architectures de nature CPU-GPU
(de manière dynamique, mais sur des graphes acycliques)[44] [45].
Les architectures de nature MP-SoC, ou MPPA (Massively Parallel Processor Array) peuvent
aussi être des cibles de choix pour une implantation de notre nature (trouver le bon niveau
de cœur pour le déploiement d’une FFT unique, puis combiner les ressources pour exécuter
de nombreuses FFT en parallèle suivant les besoins de l’application sur les différentes res-
sources de l’architecture), si ces types de circuits se développent au niveau commercial chez
les clients de Kontron.
Les prochaines architectures Intel Core de sixième génération skylake, annoncent l’intro-
duction dans leur jeu d’instructions 7 de nouvelles unités SIMD de largueur 512bits (AVX-
512). Ces dernières incluent un masque d’exécution sur le SIMD qui permettra à terme de
pouvoir utiliser le modèle SIMT sur CPU, jusque là adopté par les GPU. Nous pensons aussi
que ces améliorations architecturales ouvrent de nouvelles perspectives vers un modèle de
programmation fédérateur.
Les progrès en fréquence de fonctionnement des technologies silicium, pour bâtir des
architectures de calcul intensif, sont maintenant limités depuis plusieurs années. La voie
naturelle suivie pour l’accroissement des performances, en tirant partie des gravures tou-
jours plus fines, est l’augmentation du nombre de cœurs généralistes (CPUs) et du nombre de
cœurs optimisés pour le calcul (GPUs). Et le langage associé à cette parallélisation des cœurs
est l’OpenCL. Ce formalisme devra continuer de se perfectionner, et de jouer d’une part, le
rôle de passerelle entre les multi-cœurs CPU et les multi-cœurs GPU, et d’autre part, le rôle
d’agent de compatibilité indispensable entre les micro-architectures binairement différentes
d’un vendeur à l’autre, et d’une génération GPU à l’autre.
6. https://team.inria.fr/aoste/
7. https://software.intel.com/sites/default/files/managed/0d/53/319433-022.pdf
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