Virtual radio access networks (RANs) is the candidate solution for 5G access networks, the concept of virtualised radio resources completing the virtual RAN paradigm. This paper proposes a new analytical model for the management of virtual radio resources in full heterogeneous networks. The estimation of network capacity and data rate allocation are the model's two main components. Based on the probability distribution of the signal-tointerference-plus-noise-ratio observed at the user terminal, the model leads to the probability distribution for the total network data rate. It considers different approaches for the estimation of the total network data rate, based on different channel qualities, i.e., optimistic, realistic and pessimistic. The second component uses the outcome of the first one in order to maximise the weighted data rate subject to the total network capacity, the SLAs (service level agreements) of Virtual Network Operators (VNOs), and fairness. The weights for services in the objective function of the resource allocation component enable the model to have prioritisation among services. The performance of the proposed model is evaluated in a practical heterogeneous access network. Results show an increase of 2.5 times in network capacity by implementing an access point at the centre of each cell of a cellular network. It is shown that the cellular network capacity itself can vary from 0.9 Gbps in the pessimistic approach up to 5.5 Gbps in the optimistic one. Finally, the isolation of service classes and VNOs by means of virtualisation of radio resources is clearly demonstrated.
Introduction
The monthly global data traffic is going to surpass 10 EB in 2017, as the result of the proliferation of smart devices and of traffic-hungry applications [1] . In order to address this issue, operators have to find a practical, flexible and cost-efficient solution for their networks expansion and operation, using the scarce available radio resources. The increment of cellular networks' capacity by deploying dense base stations (BSs) is the groundwork in any candidate solution.
In addition, traffic offloading, e.g., to Wi-Fi access points (APs), has proven to be a valuable complementary approach. According to [2, 3] , an acceptable portion of traffic can be offloaded to APs, just by deferring delaytolerant services for a pre-specified maximum interval until reaching an AP. Offloading approaches are generally based on using other connectivity capabilities of mobile terminals, whenever it is possible, instead of using further expensive cellular bands. The authors in [4] discuss the economics of traffic offloading, and in [5] address an energy-saving analysis.
Nevertheless, drastic temporal and geographical variations of traffic, in addition to the shortage of network capacity, make the situation for operators even worse [6] . The usual provisioning of radio access networks (RANs) for busy hours leads to an inefficient resource usage with relatively high CApital and OPerational Expenditure (CAPEX and OPEX) costs, which is not acceptable anymore. Instead, operators are in favour of flexible and elastic solutions, where they can also share their infrastructure.
Lately, the sharing of network infrastructure using network function virtualisation (NFV) has become an active research topic to transform the way operators architect their networks [7] . In the same research path, the concept of virtualisation of radio resources for cellular networks is proposed in [8] [9] [10] . The key idea is to aggregate and manage all the available physical radio resources in a set of infrastructures, offering pay-as-you-go connectivity-as-aservice (CaaS) to virtual network operators (VNOs). Virtual radio resource management (VRRM) is a non-trivial task, since it has to serve multiple VNOs with different requirements and service level agreements (SLAs) over the same infrastructure. Furthermore, wireless links are always subject to fading and interference, hence, their performance is variable [11] . The proposed model for virtual radio resource management in [8] [9] [10] has two key parts: (i) estimation of available radio resources and (ii) allocation of the available resources estimated in the first step to the services of VNOs. In this paper an analytical description of the model is provided followed by the evaluation for a practical scenario. The novelty of this paper can be summarised as follows:
I. This paper extends the analytical model for the management of virtual radio resources, considering full heterogeneous access networks, and including both non-cellular (e.g., Wi-Fi) and cellular (e.g., GSM, UMTS, LTE and whatever comes next in 5G-5th generation) networks. The key point in extending the model to non-cellular networks is the consideration of the effect of collision on the total network throughput. Consequently, the model has to consider the number of connected terminals to the Wi-Fi network, while optimising the other objectives. II. The techniques for estimating network capacity are improved with three extra approaches, i.e., optimistic, realistic and pessimistic ones, which approximate the model to a real network operation. III.A comprehensive study of the proposed model for VRRM in full heterogeneous networks under different channel quality conditions and different traffic load scenarios is given.
This paper is organised as follows: Section II addresses the background and related works, and Section III describes the proposed model for VRRM. The scenario for model evaluation is stated in Section IV. In Section V, numeric results are presented and discussed. The paper is concluded in Section VI.
Background and related works
Based on [12, 13] , infrastructure sharing solutions can be categorised into three main types: geographical, passive and active sharing. In geographical sharing or national roaming, a federation of operators can achieve full coverage in a short time, by dividing the service area into several regions, over which each of the operators provides coverage [14] . Passive sharing refers to the sharing agreement of fundamental infrastructures, such as tower masts, equipment houses and power supply, in order to reduce operational costs. Active sharing, however, is the sharing of transport infrastructures, radio spectrum and baseband processing resources. In [15] , two types of sharing are introduced: multi-operator RAN and multi-core network. In the former, operators maintain a maximum level of independent control over their traffic quality and capacity, by splitting BSs and their controller nodes into logically independent units over a single physical infrastructure. In the latter, however, operators give up their independent control, by sharing the aforementioned entities in conjunction with the pooling of radio resources. Although the cost items in multi-core network are identical to multi-operator RAN, radio resources pooling leads to further savings in extremely low-traffic areas over equipment-related costs. Moreover, a network-wide radio resource management framework is proposed [16] , in order to achieve isolation in addition to the optimal distribution of resources across the network.
Despite of RAN sharing benefits, surprisingly few sharing agreements have been made, especially in mature markets. The reasons offered by operators for not engaging into sharing deals are often the up-front transformation costs, the potential loss of control over their networks and the challenge of operational complexity [17, 18] . Sharing deals may be too expensive, and the initial cost of a network-sharing deal can be daunting; hence, operators without a comfortable margin of funds to make the necessary investment are likely to assume that they simply cannot afford to participate in such operation. 3rd Generation Partnership Project (3GPP) standards also limit the shared RAN to serve only four operators [19] . Moreover, many operators, particularly incumbent ones whose early entrance into markets has given them the best coverage and network qualities, assume that sharing their network with rivals would dilute their competitive advantage. Some of them may feel that they would not be able to control the direction for the development of their network in future rollout strategies and choices about hardware and vendors. Last, but not the least, having a shared RAN running properly is an elaborate and a complex task. Some operators believe that having a shared network operation puts many technological and operational challenges, which may lead to little financial benefits and great potential of chaos [19] . However, some studies, e.g. [20] , show that the pros of sharing are larger than the cons, and that this approach can really be seen as a very promising solution for the future, namely, in a broader perspective, i.e., looking at RAN virtualisation instead of RAN sharing as the candidate solution.
NFV has captured the attention of many researchers, e.g. [7] , and some studies have also considered RAN as well. By introducing an entity called "hypervisor" on the top of physical resources, the authors in [21] addressed the concept of a virtualised eNodeB. The hypervisor allocates the physical resources among various virtual instances and coordinates multiple virtual eNodeBs over the same physical one; the LTE spectrum is shared among them using the concept of RAN sharing, i.e., each virtual eNodeB receives a portion of the available frequency bands. The virtualisation of BSs in LTE is also addressed in [22] , by considering the resource allocation to be static or dynamic spectrum sharing among virtual operators. The authors in [23] look into the advantages of a virtualised LTE system, via an analytical model for FTP (File Transfer Protocol) transmissions; the evaluation is done with considerations on realistic situations to present multiplexing gain in addition to the analytical analysis.
As the next step in RAN virtualisation, the concept of radio resource virtualisation and a management model is proposed in [8] , and the extension of the model to support the shortage of radio resources is presented in [9] . In the same research path, the current paper, as well as [10] , considers the virtualisation of radio resources over a full heterogeneous access network (i.e., a combination of cellular networks and WLANs (wireless local area networks)), over which pay-as-you-go CaaS is offered to VNOs. Figure 1 presents the hierarchy for the management of virtual radio resources, consisting of a VRRM entity on the top of the usual radio resource management (RRM) entities of heterogeneous access networks [24] , i.e., common RRM (CRRM) and local RRMs (for each of the physical networks), the latter managing different RATs (Radio Access Technologies)
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Model
VNOs, placed at the top of the hierarchy, require wireless connectivity to be offered to their subscribers, not owning any radio access infrastructure [8, 9] . VNOs ask for RAN-as-a-service (RANaaS) from the RAN provider with physical infrastructure [25] . VNOs do not have to deal with the management of virtual RANs; they just define requirements, such as contracted capacity, in their SLAs with RAN providers. The role of VRRM is to translate VNOs' requirements and SLAs into a set of Fig. 1 Radio resource management in virtual RANs [8] policies for the lower levels [8] . These policies contain data rates for different services, in addition to their priorities. Although VRRM optimises the usage of virtual radio resources, it does not deal with physical ones. However, VRRM has to consider practical issues, as the effect of the collision rate in WLANs on network data rate, in order to have an effective management of virtual radio resources. Reports and monitoring information provided by CRRM enables VRRM to improve policies. Load balancing among RANs, controlling the offloading procedure, is the duty of CRRM also known as Join RRM. Finally, the local RRMs are in charge of managing the physical resources based on the policies of VRRM and CRRM.
The VNOs' SLAs can generally be categorised into three main groups:
Guaranteed bitrate (GB), in which the RAN provider guarantees the VNO a minimum and a maximum level of data rates, regardless of the network status. Allocating the maximum guaranteed data rate to the VNO leads to its full satisfaction. The upper boundary in this type of SLA enables VNOs to have full control on their networks. For instance, a VNO offering VoIP (voice over IP) to its subscribers may foresee to offer this service to only 30 up 50% of its subscribers simultaneously, hence, the VNO can put this policy into practice by choosing a guaranteed SLA for its VoIP service. It is expected that subscribers always experience a good quality of service (QoS) in return of relatively more expensive services. Best effort with minimum guaranteed (BG), where the VNO is guaranteed with a minimum level of service. The request for data rates higher than the guaranteed level is served in the best effort manner, hence, the minimum guaranteed data rate is the one received during busy hours. In this case, although VNOs do not invest as much as former ones, they can still guarantee the minimum QoS to their subscribers. From the subscribers' viewpoint, the acceptable service (not as good as the previous ones) is offered with a relatively lower cost. Best effort (BE), in which the VNO is served in the pure best effort approach. In this case, operators and their subscribers may suffer from low QoS and resource starvation during busy hours, but the associated cost will be lower as well.
VRRM can be considered as a decision-making problem, under uncertainty for a dynamic environment; the decision is on the allocation of resources to the different services of VNOs, by considering the set of available radio resources. In what follows, the VRRM problem is discussed in detail.
The first step is forming the set of radio resources containing the number of available radio resource units (RRUs) per RAT (e.g., time-slots in GSM, codes in UMTS, resource-blocks in LTE and channels in Wi-Fi), as follows:
where:
: the set of radio resources at t, N RAT i SRRU : number of spare RRUs in the ith RAT, N RAT : number of RATs.
Mapping the set of radio resources onto the total network data rate is the next step. Since radio resources' performance is not deterministic, it is not possible to have a precise prediction of capacity, requiring the estimation of the total network data rate via a probability distribution, as a function of the available RRUs for further decisions,
: total network data rate.
The third step is the allocation of the available resources to the services of VNOs. Sets of policies are designed in this step, in order to assign a portion of the total network capacity to each service of each VNO. Meeting the guaranteed service levels and increasing the resources' usage efficiency are the primary objectives, but other goals, such as fairness, may be considered. The resource allocation mapping of the total network capacity onto different services' data rates is given by:
: serving (allocated) data rate for service j of VNO i; N VNO : number of VNOs; N srv : number of services.
Finally, monitoring the used resources and updating their status is the observation part of this decision-making problem. It enables the manager to evaluate the accuracy of its decisions and to modify former ones. Updating changes in the set of radio resources helps the manager to cope with dynamic changes in the environment and in VNOs requirements. In summary, it can be claimed that resource management solutions generally have two main components; estimation of available resources and optimisation of their allocation, which are addressed next.
Estimation of available resources
The estimation of available resources, and their allocation to the different services, are the two key steps in VRRM procedures. Obtaining a probabilistic relationship in the form of a probability density function (PDF), between the set of available RRUs and network capacity is the goal in a first step, then, by having an estimation of network capacity, VRRM allocates a portion of this capacity to each service of each VNO.
Depending on various parameters, such as RAT, modulation and coding, the allocation of an RRU can provide different data rates to mobile terminals. However, the data rate of an RRU is generally a function of the signal-to-interference-plus-noise-ratio (SINR), [8, 9] . Since SINR is a random variable, given the channel characteristics from path loss, fading and mobility, among other things, one needs to express the data rate also as a random variable:
R bRAT i : data rate of an RRU from the ith RAT,
:maximum data rate of an RRU from the ith RAT.
Based on [8] , the PDF of R bRAT i can be given as:
α p ≥ 2: path loss exponent, a k : coefficients in a polynomial approximation of SINR, as a function of data rate in each RAT (presented in [8] for cellular networks, and in [10] for Wi-Fi).
The total data rate for a single RAT pool is
RRU : number of RRUs of the ith RAT, R
RAT i b tot
: data rate from the ith RAT pool,
: data rate from the nth RRU of the ith RAT.
The PDF of a RAT's data rate is equal to the convolution of all RRUs' PDFs when the channels, and consequently, the data rates' random variables (R bi ) are independent [26] . In the deployment of heterogeneous access networks, the resource pools of the different RATs can be aggregated under the supervision of CRRM. The total data rate aggregated from all RATs is then the summation of the total data rate from each individual:
By having the number of available resources mapped onto probability functions, the VRRM has an estimation of the total network capacity. In the estimation procedure, the total network data rate is highly dependent on the channel quality at the mobile terminal, to which the radio resources are allocated. A higher network data rate can be achieved when the RRUs are allocated to mobile terminals with a high SINR. Thus, the allocation of the radio resources to mobile terminals with a low SINR leads to a lower network data rate. In a very low network capacity, VRRM may not be able to meet the minimum guaranteed requirements. The aforementioned estimation approach does not consider any assumption on the channel quality of the mobile terminals, this approach being referred to as the general (G) one. By adding assumptions about the mobile terminals' channel quality, three additional approaches for the estimation of network capacity are considered:
Optimistic approach (OP): all RRUs are assigned to users with very good channel quality (i.e., high SINR), therefore, it is assumed that the data rate of each RRU satisfies:
Realistic approach (RL): it is assumed that the RRUs of each RAT are divided into two equal groups, and that the data rate of the RRU from each group is as follows:
Pessimistic approach (PE): it is assumed that all the RRUs in the system are assigned to users with low SINR so that the boundaries are
Equation (5) can be further developed for these special case studies, where data rate is bounded between high and low values, the conditional PDF of a single RRU in this case being calculated as follows [26] :
R bLow : low boundary for the RRU data rate; R bHigh : high boundary for the RRU data rate.
One should note that there is a relationship in between the various parameters related to the data rate:
Furthermore, one should note that this approach is not scenario-dependent, i.e., it can be applied to any network/system fitting into the general network architecture previously presented, which encompasses all current cellular networks and WLANs, as well as to other approaches for the estimation of network capacity (just by considering the corresponding conditions).
Allocation of resources in cellular networks
In the next step, the services of the VNOs have to be granted with a portion of the network capacity. The allocation of resources has to be based on services' priority and SLAs, e.g., the services from conversation (e.g., VoIP) and streaming (e.g., video) classes are delaysensitive, but they have almost constant data rates, thus, the allocation of data rates higher than the ones contracted for these services does not increase the QoS, in contrast to interactive (e.g., FTP) and background (e.g., email) classes; as a consequence, operators offering the former set of services are not interested in allocating higher data rates.
The primary goal in the allocation procedure is to increase the total network data rate, while considering the priority of different services, subject to the constraints. On the ground of this fact, the objective function for VRRM is the total weighted network data rate, being expressed for cellular RATs as:
where: The weights in (14) are used to prioritise the allocation of data rates to services, being a common practice to have the summation of all them equal to unit. The choice of these weights is based on the SLAs between VNOs and VRRM, and they can be modified depending on the agreed KPIs (key performance indicators) during runtime.
Allocation of resources in WLAN
It is desirable that the services with the higher serving weights receive data rates higher than the ones with the lower serving weights. The equivalent function for WLANs is
: vector of serving data rates from APs, : maximum average data rate among all services, R b j : average data rate for service j.
In (15), W
SRb is introduced to give priority to services with a higher data rate per session. Assigning these services to a Wi-Fi network reduces collision rates, leading to a higher network data rate. Obviously, assigning zero to this weight completely eliminates the average data rate effect (i.e., the effect of collision on network data rate) and converts the objective function of WLANs in (15) into the cellular one in (14) . The aforementioned weight is chosen by the VRRM approach, based on the SLAs and the Wi-Fi and LTE coverage maps, in addition to applied network planning and load-balancing policies. It can also be subject to modifications during runtime, based on measurements and reports.
Fairness
In addition to increasing network data rate, a fair resource allocation is another objective in VRRM. On the one hand, the model is expected to allocate more resources to services with a higher serving weight, while on the other hand, services with a lower weight not being served at all or being served in very poor conditions are not acceptable. A fair allocation of resources is achieved when the deviation from the weighted average for all services is minimised:
This concept is addressed as a fairness function, being written as:
: the boundary for deviation data rate from the normalised average for service j of VNO i, defined as:
In order to better discuss the balance between these two objectives, i.e., the fairness and the total weighted network data rate, the boundaries of these two objectives have to be compared. The highest resource efficiency (i.e., the highest weighted data rate) is obtained when all resources are allocated to the service(s) with the highest serving weight, hence, the maximum of the first objective can be written as:
This means that, as the network capacity increases, the summation of the weighted data rate in (14) increases as well. In the same situation, the fairness objective function also reaches its maximum:
Based on (19) and (20), the complete objective function for the management of virtual radio resources is defined as:
where: 
: number of subscribers using the service with maximum data rate,
In (18) and (21), the allocated data rate for a specific service is defined as:
Constraints
In addition, there are more constraints for VRRM to allocate data rates to various services, which should not be violated. The very fundamental constraint is the total network capacity estimated in the last section. The summation of all assigned data rates to all services cannot be higher than the total estimated capacity of the network:
The data rate offered to GB and BG services imposes the next constraints. The data rate allocated to these services has to be higher than a minimum guaranteed level (for both GB and BG) and lower than the maximum guaranteed one (for GB only):
: minimum data rate for service j of VNO i, R
Max b ji
: maximum data rate for service j of VNO i.
Based on this model, the objective function presented in (21) has to be optimised subject to constraints addressed in (18) , (24), (25) and (26).
Resource allocation with violation
In the allocation process, there are situations where resources are not enough to meet all guaranteed capacity, and the allocation optimisation is no longer feasible. A simple approach in these cases is introduced in [9] , which is to relax the constraints by the introduction of violation (also known as slack) variables. In case of VRRM, the relaxed constraint is given by:
: non-negative violation variable for the minimum guaranteed data rate of service j of VNO i.
By introducing the violation parameter, the former infeasible optimisation problem turns into a feasible one. The optimal solution maximises the objective function and minimises the weighted average constraints violations. The weighted average constraints violation is defined as follows:
where: The objective function presented in (21) has also to be changed as follows: is the constraint violation function, given by:
However, the definition of fairness in a congestion situation is not the same, i.e., in this case, fairness is to make sure that the weighted violation of all services is the same. Fairness constraints are changed as follows:
The management of virtual radio resources is a complex optimisation problem, since network status and constraints vary in time. In [8, 9] , it is proposed to divide the time axis into decision windows and to maximise the objective function in each of these intervals, independently. However, the output of partial VRRM may only be a local optimum and not the global one, since the effect of each decision on the network state and other dependencies are neglected. Nevertheless, partial VRRM is a simple solution, which can be used as the starting step and reference point.
The optimisation problem is solved by using MATLAB Linear Programming solver (i.e., the linprog function) [27] , using the interior-point approach [28] , which is a variant of Mehrotra's predictor-corrector algorithm [29] , a primal-dual interior-point method. The termination tolerance on the function is chosen to be 10 −8 .
Scenario
The realistic scenario for evaluating the proposed model offers cellular networks coverage by means of a set of radio remote heads (RRHs) [14] , supporting OFDMA (LTE-Advanced), CDMA (UMTS/HSPA+) and FDMA/ TDMA (GSM/EDGE). VRRM is in charge of a service area, as described in Table 1 :
The OFDMA cells, with a 400 m radius, are the smallest ones; based on the 100 MHz LTE-Advanced feature, each cell has 500 RRUs to be assigned to traffic bearers. The FDMA/TDMA cells are the biggest ones, with a 1.6 km radius, based on GSM900, each cell having 10 radio channels (each one has 8 timeslots), being assumed that 75 timeslots out of the total 80 available ones in each cell are used for users' traffic.
In addition to cellular networks, in this scenario Wi-Fi (OFDM) coverage is provided by means of IEEE802.11ac APs, configured to work with an 80 MHz channel bandwidth. It is assumed that each AP covers a cell with an 80 m radius, being facilitated with beamforming and MU-MIMO to support up to 8 spatial streams. Five radio channels are taken for the 80 MHz APs, following European Union regulations, [30] . In contrast to former RATs, APs use the same set of links for up-and download streams. In order to achieve coherency among various RATs, the total data rate of APs is equally divided between down-and uplinks, therefore, in Table 1 , the number of RRUs in each Wi-Fi cell is indicated as half of the total number of available channels. This table also presents the maximum data rate for each RAT in downlink. It is also assumed that the APs are only deployed on the OFDMA BS, hence, not providing full coverage; however, the entire Wi-Fi capacity can be used for traffic offloading.
The path-loss exponent, α p , corresponding to signal propagation in the various environments, is considered to be 3.8 for regular urban environments, a value between 2 for free space and 5 for high attenuation dense urban ones [31] .
Three VNOs are assumed to operate in this area, each one with a different SLA, i.e., GB, BG and BE. All of them offer the same set of services, as in Table 2 The serving weights in (14) and (15) are based on the general service classes: 0.4 for conversational (Con), 0.3 for streaming (Str), 0.2 for interactive (Int) and 0.1 for background (Bkg). Besides the usual human interaction services, one is also considering several machine-tomachine (M2M) applications, as this is one of the areas foreseen for large development of VNOs. In order not to compromise the objective function for achieving fairness, the fairness weight, W f , in (22) is considered to be unit, leading to a maximum fairness, while W SRb in (15) is heuristically chosen to be 0.02.
Each VNO is assumed to have 500 subscribers, where each one requires the average data rate of 6.375 Mbps [32] . Hence, the contracted data rate, R Con b , for all operators is 3.11 Gbps, and each service receives a portion based on a volume percentage, in Table 2 . In the second step, the number of subscribers for each VNO is swept from 300 (low load) up to 1400 (high load), in order to observe how VNOs capacity and their services are affected by this increase of load.
On the ground of each service data rate, the SLAs of these VNOs are defined as follows:
VNO GB: the data rates allocated to services are guaranteed to be in the range of 50 to 100% of the corresponding service data rate. VNO BG: it has the best effort, with a minimum 25% of the service data rate guaranteed by the SLA. VNO BE: it has all services served in the best effort approach, without any guarantee.
Results
Network capacity
For the network capacity estimation, in addition to the general approach, the other three, i.e., pessimistic, realistic and optimistic, are also considered. The minimum and maximum data rates from each RAT, considering different approaches, are presented in Table 3 . Equation (7) is used to obtain the PDF for the general approach and (12) for the other ones.
Using (5) and (12), the PDF and the cumulative distribution functions (CDFs) of the considered network capacity are obtained. Figure 2 compares the differences in between the three approaches in conjunction with the general one. As expected, the lowest network capacity estimation is achieved by applying the pessimistic (PE) approach, since the assumption is the allocation of RRUs to mobile terminals with the lowest SINR. In this PE approach, the median capacity of the network for regular urban environments is 1.32 Gbps, while the general approach (G) leads to 1.76 Gbps, i.e., the former is 75.0% of this one; however, the realistic (RL) and the optimistic (OP) approaches provide a quite higher median network capacity of 3.60 and 5.93 Gbps, respectively, i.e., 2.0 and 3.4 times higher. Moreover, Fig. 2 also shows that a higher path-loss exponent yields a higher network capacity: the higher the path loss, the higher the attenuation, implying that interference is more attenuated than the signal, hence, increasing the carrier-interference-ratio, ultimately, yielding a higher capacity.
When adding the capacity offered by traffic offloading to Wi-Fi APs in regular urban environments (i.e., with a path-loss exponent of 3.8 for all systems, which is an approximation for a real scenario), one gets the CDF of the network capacity as plotted in Fig. 3 . The comparison of Figs. 2 and 3 shows that the median values increase to 3.7 Gbps (1.8 times) in PE, 7.2 Gbps (3.0 times) in G, 19.5 Gbps (4.4 times) in RL and 35.3 Gbps (2.3 times) in OP, which is quite an increase in capacity. The total network capacity, according to Fig. 3, is 9 .5 times higher in the OP approach than in the PE one, which without any doubt affects the allocation of resources to different services of the VNOs. The interdecile intervals range in between 2.14 Gbps in PE and 4.3 Gbps in G, with 2.93 Gbps and 3.52 Gbps for RL and OP, respectively, showing that the type of approach does not have a monotonic impact on the probability of obtaining a given capacity. Figure 4 presents the data rates allocated to each of the services from cellular networks and WLANs in the G case, when there are 500 subscribers per VNO. As expected, conversational services (VoIP, Video Call and M2M/MMI), which are the ones with the highest serving weights, receive the highest data rates, streaming (music, M2M/MMS and video streaming) being placed second; the services of the background class (email and M2M/MMM) are the ones that are allocated the smallest portion of the available capacity.
Resource allocation with traffic offloading
The effect of the weight for session average data rate in WLAN, W SRb , can be observed in the data rates balance between WLANs and cellular networks, e.g., the data rate allocated to video streaming (ViS) from WLANs is 6.5 times higher than the one from cellular networks, while, in contrast, email, a service with a low average data rate, is allocated a higher data rate in cellular networks than in WLANs. However, VoIP is not following the same rule, since it has a relatively high serving weight, which overcomes the effect of the average data rate in (15), hence, being allocated a comparatively high data rate from both type of networks; the same phenomenon can be observed among M2M services, i.e., the ones with high serving weights, e.g., M2M/MMI, received relatively high capacity from WLANs comparing to the other ones. Figure 5 demonstrates the allocation of virtual radio resources to the services of each VNO. Maximum guaranteed data rates are provided to almost all the services of VNO GB, e.g., VoIP and music with the relative assigned data rate of 31.87 and 95.62 Mbps (which are the maximum requested). The upper boundary in the allocation of virtual resources to the services is the primary difference between the services of VNO GB and BG, in other words, while the data rates allocated to services of the guaranteed VNO are bounded by maximum guaranteed values, the services of VNO BG have no limitation. In contrast, the capacity offered to VNO BG in a resource shortage situation can be smaller than the VNO GB one.
Resource allocation for different number of subscribers
In this section, one analyses the performance of the proposed model under different network traffic loads. The number of subscribers is swept between 300 and 1 400 Fig. 3 CDF of the total network data rate for different approaches 
per VNO (i.e., low and high loads). Figure 6 illustrates the distribution of the available virtual resources among VNOs, in addition to the total network capacity (R CRRM b ), the total minimum guaranteed and the contracted data rates (R Con b ). The contracted data rate for each VNO increases from 1.91 Gbps (low load) to 8.92 Gbps (high load).
The acceptable regions for VNOs GB and BG in the plot are shown by solid blue and light green colours. The total minimum guaranteed data rate, i.e., the summation of minimum guaranteed data rates of VNOs GB and BG, in the low load is 20.6% of the network capacity (i.e., 1.4 Gbps).
Since network capacity is considerably higher than the minimum guaranteed data rates, best effort services are also served well; the allocation of 2.39 Gbps to VNO BE is the evidence to this claim. It is worth noting that the share of VNO BE is 35.1% of the whole network capacity, which is 1.6 times higher than VNO GB. The reason behind this observation is the maximum guaranteed data rate of the guaranteed services. Although the assigned portion of available resources to VNO GB is not as big as the other two VNOs, it is served up to its maximum satisfaction.
In contrast, VNO BG has a minimum guaranteed data rate, but the maximum received is 43.3% of the network capacity (2.94 Gbps). The guarantee data rates grow up to 6.53 Gbps (i.e., 96.1% of the whole available capacity) as the load increases. Obviously, the share of the best effort services in this situation considerably decreases. The allocated capacity to VNO BE reduces to only 65.6 Mbps, which is 0.9% of the total available capacity and 97.3% of its initial value. As shown in Fig. 6 , the total network capacity is only enough for serving the contracted data rate of only one of the VNOs. In addition, the increase of the subscribers to 1400 makes the total minimum guaranteed data rate of the three VNOs equal to the total network capacity, which means that the data rates allocated to the services of VNO BE reach zero.
Furthermore, Fig. 7 illustrates the effect of demand variation on the allocation of data rates to the service classes of VNO GB: this VNO is a guaranteed one, therefore, each service class has a minimum and a maximum guaranteed data rate, presented in the figure with the solid colour. By increasing the number of subscribers, demand increases 4.7 times. It can be seen that the streaming services are the ones with the highest volume, having the highest data rate; the minimum guaranteed data rate varies between 0.58 and 2.71 Gbps. The data rate allocated to this class in low load (when there are only 300 subscribers) is 67% of the maximum guaranteed one, but it reduces to the minimum one (i.e., 50% of the contracted data rate) for the maximum load case. The other service classes (i.e., interactive, conversational and background) are served according to capacity needs. It can be seen that, in the low load situation, the maximum guaranteed data rates are assigned, but as demand increases, data rates move towards the lower boundary. The interactive service class is a very good example for this behaviour: while it receives the maximum guaranteed data rate of 0.54 Gbps in low load, the allocated capacity for the high one is reduced from the maximum to 1.45 Gbps, the minimum guaranteed data rate. Considering the slope of allocated data rates in various services, the effect of serving weights and the service volume can be seen. Since the interactive class has a lower serving weight compared to the conversational one, it receives almost the minimum acceptable data rate with 1100 subscribers; in the same situation, conversational services are still provided by the highest acceptable data rate.
The effect of channel quality effect on VRRM
The effect of channel quality on the management of virtual radio resources by considering the three approaches (i.e., OP, RL and PE) is studied as well. Figure 8 presents the data rates allocated to VNO GB in conjunction with minimum and maximum guaranteed ones. As long as the data rates are in the acceptable region (shown by the solid colour), there is no violation of the SLAs and guaranteed data rates. Figure 8 shows that the maximum guaranteed data rate reaches 3.74 Gbps when there are 600 subscribers, being possible to allocate all of it in the OP approach, and that for 1400 subscribers it reaches 8.7 Gbps, but with only 83.3% of it being allocated to the OP approach. However, VNO GB faces the violation on the minimum guaranteed data rate in the PE approach, as the number of subscribers passes 1100: while at least 3.42 Gbps is required, only 97.3% of it is allocated to the VNO; this means that the network capacity in this approach is lower than the total minimum guaranteed data rates, and the resource management entity has to violate some of the minimum guaranteed data rates. The VNO requires at least 4.36 Gbps for the heavy load, the allocated data rate being 6.28 Gbps in RL and 4.42 Gbps in G, which are still enough to fulfil the SLA, but it goes down to 3.3 Gbps, i.e., 76.8% of the minimum required data rate, in PE, in clear violation of the SLA. This clearly shows the effect of SINR on resources usage efficiency and QoS offered to VNOs.
The data rates allocate to VNOs BG and BE are plotted in Fig. 9 . Just as VNO GB, it can be seen that a high data rate is allocated to these VNOs in the OP and RL approaches (i.e., 18.46 and 9.68 Gbps). In these cases, the high SINR leads to the high network capacity, and the model is not only able to serve the minimum guaranteed data rates, but it can also serve acceptable data rates to the BE and BG VNOs. Consequently, VNOs BG and BE suffer more from resources shortage in the high load situations. The allocation of resources to VNO BE even stops for more than 1100 subscribers when the PE approach is considered.
Regarding the distribution of data rates allocated to the service classes of VNO GB, Fig. 9 illustrates the variation of the capacity assigned to each one in different approaches. It can be seen that the conversational class (i.e., the class with the highest service weight) receives the maximum guaranteed data rate for the OP and RL approaches. The data rate allocated for the G and PE approaches is more than 50% of the contracted data rate. In the PE case, although for high-density situations the data rate decreases to a minimum guaranteed data rate, the services of this class never experience violation of the guaranteed data rate. Likewise, the streaming class is always served with a data rate higher than the minimum guaranteed. The maximum guaranteed data rate in heavy load reaches 5.34 Gbps and 72.9% in OP, 63.2% in RL, 50.4% in G and 50.0% in PE is allocated (Fig. 10) . For interactive and background classes, it is shown that they face violation of minimum guaranteed data rate in the PE approach. The violation situation in the background class is, to such an extent, that no capacity Fig. 9 The data rate allocated to VNOs (a) BG and (b) BE in different approaches Fig. 10 The data rate allocated to service classes of VNO GB. a Conversational service class. b Streaming service class. c Interactive service class. d Background service class is allocated to its services when there are more than 1100 subscribers per VNO. The data rate allocated to the interactive class reaches 15.1% of the contracted data rate in heavy load, while the minimum guaranteed is 50%.
For the sake of comparison, the data rate allocated to the interactive and background classes of VNOs BG and BE is shown respectively in Figs. 11 and 12 . It can be seen that for VNO BG the situation is very much similar to VNO GB, the main difference being the high boundary of allocated data rate. VNO BG does not have a maximum guaranteed data rate or high boundary for allocation of data rates. Consequently, the services of this VNO are served by comparatively higher data rates comparing to VNO GB when a high network capacity is available, e.g., in the OP situation. As an example, consider the conversational class on both VNOs: for the OP approach with 400 subscribers, VNO GB is granted with 0.1 Gbps while VNO BG receives 1.3 Gbps; on the other hand, in the case of resource shortage, VNO BG receives data rates lower than VNO GB, e.g., the share of interactive class of VNO BG when there are 1200 subscribers in the PE approach is only 0.387 Gbps while VNO GB is allocated 0.908 Gbps.
In conclusion, the effect of channel quality on the total available resource, and consequently on the performance of VRRM, is studied in this section. Through numeric results, one shows that the proposed model for managing virtual radio resources can serve different service classes of VNOs with different requirements, while offering an acceptable level of isolation. As evidence to this claim, one can consider services of the conversational class, i.e., services with the highest priority and serving weight, which are always allocated with a satisfactory amount of resources as the demands and the network capacity changes. Likewise, the minimum guaranteed data rates are offered to the relevant VNOs. Moreover, the prioritising of service classes offered by VRRM enables to serve the more important services, even when there are not enough resources. A model for the management of virtual radio resources in a full heterogeneous network (i.e., a network with both cellular and WLANs) is proposed, which has two key components: the estimation of available resources and the allocation of resources. In the first step, the model maps the number of the available RRUs from different RATs onto the total network capacity by obtaining a probabilistic relationship. The model is able to consider multiple channel quality assumptions for the terminals through different estimation approaches. The allocation of resources to maximise the weighted data rate of the network based on the estimated network capacity is the next step. The serving weights in the objective function make possible to prioritise services. The resource allocation in a shortage of resources (i.e., when there are not enough resources to meet the minimum guaranteed data rates) tries to minimise the violation of the guaranteed data rates. In addition, the model also considers fairness among services. Moreover, the performance of the proposed model is evaluated for a set of practical scenarios, and numeric results are achieved. It is shown that by adding an AP to each OFDMA cell, the network capacity increases up to 2.8 times. As a result of traffic offloading, the VRRM model is able to properly serve not only guaranteed services, but best effort ones are allocated with a relatively high data rate. Services with a higher serving weight, such as services of the conversational class, are provided with a higher data rate.
Furthermore, the results show that the network capacity increases from 0.9 Gbps in the pessimistic approach to 5.5 Gbps in the optimistic one. The effect of these capacity changes on the allocated data rates for different VNOs, and their service classes are presented through a series of plots. It is shown that when there is enough capacity, not only the guaranteed VNO is satisfied, but also best effort VNOs are well served. However, as the network capacity decreases due the channel quality (G and PE approaches), best effort VNOs are affected more than the guaranteed one. The same situation is shown at the service class level too. Conversational and streaming classes are the ones with the highest serving priority (i.e., serving weights), being generally allocated with data rates higher than the other two classes. When there is a shortage of resources, i.e., in the G and PE approaches, violations start relatively by background and interactive classes.
The model performance under different loads is also evaluated. The results confirm that the model is able to realise an acceptable level of isolation. When there is a shortage of radio resources, the model for resource management starts violating the guaranteed levels of services with lower serving weights, which are the background and interactive services. As evidence to this claim, the VNO GB, and particularly its conversational class, can be considered where the requested service quality regardless of network situation is offered. In addition, the flexibility of the applied model makes the equilibrium among different services or different VNOs possible.
In conclusion, it is shown that our model achieves the desired goals: (a) on-demand wireless capacity offering by serving three VNOs with different SLAs; (b) isolation by considering changes in the networks into almost one tenth of its original value (from OP to PE), in addition to changing the demand from 300 UE per VNO to 1 400; (c) element abstraction and multi-RAT support by providing wireless connectivity using both cellular networks and WLANs, while the VNOs do not have to deal with the details. In the future, the aforementioned concept of virtual radio resources and the proposed model will be implemented in realistic test-beds. In addition, the modelling of service demands and user behaviour in full heterogeneous networks will be taken in the next extension of the model.
