To unravel these dilemmas we herein establish convergence theorems, the central result being that R1 converges whenever |a| = |b|. Such analysis leads naturally to the conjecture that divergence occurs whenever a = be iφ with cos 2 φ = 1
(which conjecture has been proven in a separate work) [Borwein et al. 04b.] We further conjecture that for a/b lying in a certain-and rather picturesque-complex domain, we have both convergence and the truth of the AGM relation.
BACKGROUND
In a companion treatment [Borwein et al. 04a] we focused on evaluation of the continued fraction for real parameters a and b. Note that, formally, R η (a, b) = R 1 (a/η, b/η) so that with impunity we may focus upon the fraction displayed in the abstract, with η := 1; thus, we have a two-complex-parameter problem.
For complex parameters (a, b) convergence of R 1 turns out to be-both historically and currently-problematic.
A formal AGM relation-known to be true at least for positive real a and b [Borwein et al. 04a ]-reads
Yet, one wishes the three relevant fractions to converge prior to any resolution of the truth of such an AGM relation. So, we are primarily concerned with a precise determination of the convergence domain
whereĈ := C ∪ {∞} denotes the extended complex field.
It is important to note what is meant by "convergence" onĈ in the modern complex-continued-fraction context. If p n /q n is the nth convergent to R 1 (we remind ourselves in Section 3 of the definition of such convergents), we say that R 1 converges if p n /q n has a limit inĈ. Thus, divergence (nonconvergence) must be oscillatory-say bifurcated or chaotic (later, we exhibit examples of such divergence scenarios). This modern definition of convergence conveniently handles situations, such as the instance that b 2 /(1+4a 2 /+. . . ) converges to a value (−1) ∈ C, whence R 1 = ∞ still converges onĈ.
Some preliminary nomenclature is relevant. We shall often refer to real cuts, that is sets (α, β) for reals α < β; when we say a complex number z belongs to (α, β), we mean z must be real with z ∈ (a, b) in the usual sense of real-interval membership. For example, z is pure-imaginary-i.e., z = 0 + iy with real y = 0-iff z 2 ∈ (−∞, 0). Also the cut (−∞, −1/4) (and its closure (−∞, −1/4]) will loom importantly in our convergence analysis. We are eventually motivated to consider a special set H that turns out to be the open exterior of a cardioidknot (the picturesque character of H is exhibited in the companion treatment [Borwein et al. 04a] ) as
where we note for the moment that the classical AGM inequality (a+b)/2 > √ ab for positive real a = b is true in the sense of magnitude-i.e., |(a
We next establish two-complex-parameter domain definitions
Our central result will be that
and we are eventually led to conjecture that, in fact, D 1 = D 0 , which would establish the precise convergence domain for R 1 (a, b). As intimated in our abstract, this conjecture has been resolved in a separate treatment [Borwein et al. 04b ] that employs apparatus from Section 5. It is a tribute to the profundity of the Ramanujan construction that in the following treatment we need to rely upon some of the deepest theorems in complex-continued-fraction theory, including Stieltjesfraction theorems, convergence-set results such as the "parabola-sequence" and "oval" theorems, and yet other results from the finest of the complex-fraction literature.
THE INSTANCE
where α n := n 2 , z := a 2 , and S is a classical Stieltjes fraction (as all α n are positive real). We are led immediately to the following theorem: Theorem 2.1. a/R 1 (a, a) converges to a holomorphic function of a 2 on either half-plane Re(a) > 0 or Re(a) < 0, and so, for
Remark 2.2. Thus, R 1 (a, a) converges onĈ for all a not pure-imaginary: i.e., a 2 ∈ (−∞, 0 This result can be compared to similar convergence bounds for R 1 (a, a), for real a, in the companion treatment [Borwein et al. 04a ]. The situation is, when a 2 = b 2 , and a is not pure-imaginary, we do have convergence, but said convergence is "poor," i.e., not geometric (by geometric we mean the error relevant to the p n /q n approximant would be O (θ −n ) for some real θ > 1).
EVEN/ODD FRACTIONS
For a continued fraction
a convenient formula with which one may ignite convergence analyses is the classical relation (for n ≥ 1)
with the standard assignments (p 0 , q 0 ) := (0, 1) and (p 1 , q 1 ) := (a 1 , 1), and recurrences (for n ≥ 2) in the form (p n , q n ) = (p n−1 , q n−1 ) + a n (p n−2 , q n−2 ). We shall say that any continued fraction converges absolutely if
As pointed out in [Lorentzen and Waadeland 92, page 128] , if a fraction converges absolutely, then it converges to a finite limit. Similarly, if x has a finite value and
Now, a typical scenario for divergence of x is that the even convergents p 2n /q 2n (to the "even part" of x) and the odd convergents p 2n+1 /q 2n+1 (to the "odd" part) approach distinct limits. If, however, the even/odd parts converge absolutely, that is we have both To employ the Jones-Thron result for the Ramanujan fraction, we first write for positive odd integer M
where
We shall focus upon these "tail fractions" S M (a, b), first dispensing with the Stern-Stolz series issue. Happily, for these tails S M we always have divergence to infinity of (3-3), as stated in the following theorem:
Remark 3.3. The companion treatment [Borwein et al. 04a] gives precise, equivalent asymptotics for M = 1.
Proof:
The nth summand of the Stern-Stolz series (3-3) is, for n even,
while for odd index n the summand is
We now establish exact expressions for the even and odd parts of S M (a, b) for positive odd M . Using standard even/odd decompositions [Lorentzen and Waadeland 92, pages 83-85], we have
where we define A key function of which we shall make both computational and theoretical use is
for this is the asymptotic large-n limit of either
A useful collection of straightforward results is the following:
, so that |a/b| = 1. For the converse, with a = be iφ (and so the sec-identity is immediate from Definition (3-5)) and in the case where φ is real, we have c(a, b) = − 
γ-FRACTIONS
With a view to the even/odd decompositions F M and G M of the previous section, we introduce the concept of a γ-fraction, as
where the γ elements approach a finite complex limit, say γ n → c ∈ C. For our analysis, it is a welcome property of the Ramanujan fraction R 1 that both F M and G M of the previous section are, for a 2 + b 2 = 0, gamma-fractions, with γ n → c (a, b) .
It is instructive to consider first the canonical case in which the gamma-fraction x has γ n = c for all n ∈ Z + , whence we have the classical result (see, e.g., [Wall 48 
where s = r is the other quadratic root (and by Lemma 3.4, |s| < |r|).
Remark 4.2. For c = −1/4 exactly, the fraction x does converge (to the value x = −1/2), but not absolutely. In fact, |1/2 + p n /q n | = 1/(2n + 2) for all n ≥ 0, and this slow convergence is a hint as to how nonabsolute convergence might occur for some continued fractions (4-1) with γ n → c more intricately.
Proof: All follows from a closed form for the convergents p n /q n to x, namely
and from the fact that |r| > |s|.
It turns out that, for any c ∈ (−∞, −1/4), we have divergence [Wall 48 ]; for example, with c :
, whose values oscillate endlessly though {0, −1/2, −1, ∞}. Such observations and Theorem 4.1 completely settle the convergence problem for γ-fractions with all γ n = c. A computational digression is relevant here: it is of interest that the function c(a, b) defined in (3-5) can be used to accelerate rather sluggish situations, in the following way (a similar idea is enunciated in our companion treatment [Borwein et al. 04a] for Gauss continued fractions). We use (3-5) as an approximation to c M (n) for some large n, so that, when a 2 = b 2 , the continued fraction R 1 (a, b) can be calculated according to the chain starting with (3-4), and M = 1-but at a key junctureusing the fact that a periodic fraction defined as
is given (via Theorem 4.1) by
whichever is larger in magnitude. We may therefore attempt to calculate
, with an approximation presumed accurate for suitably large n; namely, we use the finite continued fraction development
.
That is, in this computational procedure the tail fraction from c 1 (n) inclusive is replaced by the number x(a, b) . This expedient of tail approximation really does improve matters when |a| ≈ |b|. For example, for a = b = 1 and the known evaluation R 1 (1, 1) = log 2 (see [Borwein et al. 04a ]), we found that p 1000 /q 1000 is correct only to about 3 good decimals for the original continued fraction (1-1); yet, the same amount of work using the even convergents p 2000 /q 2000 , but also doing the tail-substitution with x(1, 1) = −1/2, yields ten good decimals. Incidentally, rate-bounding in regard to the "oval" theorems in the literature [Lorentzen and Waadeland 92, pages 141-146] can be used to effect good bounds on the rate of convergence of such approximations. We now revert to the theoretical avenue by observing that a relevant set of complex numbers not on a certain real cut can be characterized by
There is overlap in this union, but convenient theorems are possible for each component of said union. 
Thus, |q n | > (1 + 2ε)|q n−1 | and so, by (3-1), R 1 (a, b) .
Then x is absolutely convergent, with
Proof: This follows from Theorems 2.1 and 4.5.
DIVERGENCE
A special case of divergence of R 1 runs as follows: In attempting to establish divergence for other parameter pairs, in particular the cases a = bi, we developed means to combine computation and theory and prove inequality of the even/odd parts, even though both parts often themselves converge. The technique starts with the assumption of a fraction (4-1), but not a gamma-fraction, as γ n → ∞; instead,
which assignment-when we know c 1 (n) and d 1 (n) for cases a = bi-implicitly defines the pertubations δ n . An attractive recurrence-transformation results if we define ρ n implicitly by
while the usual recurrence q n = q n−1 + γ n q n−2 for q 0 = q 1 = 1 yields
In turn, we have an exact formula
For suitably bounded |δ n | and for ρ n confined to, say, a circle in the proper right half-plane, the series for the fraction x = n≥1 ∆ n is convergent; moreover, we can establish bounds on the error relevant to the p n /q n approximant. Our technique, then, is to calculate the even/odd parts to some level n and bound the error such that we know rigorously the inequality of said even/odd parts. An exemplary application of this computationaltheoretical fusion is the following:
Both R 1 (1, i) and
Remark 5.3. The second case of the theorem contradicts previous literature claims that convergence occurs for Re(a), Re(b) > 0; see [Borwein et al. 04a] .
Proof:
with, here,
(and note that relation (3-6) does not apply, as a 2 + b 2 = 0). This F 1 does converge to a finite value according to the above analysis involving the ρ n or to the "parabola" theorem [Lorentzen and Waadeland 92, Theorem 20, page 130] . In this particular case, (a, b) = (1, i), the error analysis can be simplified. We have n 2 < c 1 (n) < n 2 + 1/4, so the recursion q n = q n−1 + c 1 (n)q n−2 > q n−1 + n 2 q n−2 tells us that, in fact, q n ≥ (n + 1)!/2. Thus, we have (the first inequality here is allowed when all fraction elements are positive real)
for a positive constant d. The convergence is "slow" and nonabsolute, but one may use this convergence bound together with computation up to appropriate n to establish
On the other hand, one may show in similar fashion that (1+S 1 (a, b) ), we thus see that the even/odd parts of R 1 are known as 
so, both F 1 and G 1 converge to finite values. This convergence can also be shown via the aformentioned definition γ n := (n + δ n ) 2 with
The computation-bounding technique for, say, n = 10 5 and a suitable error bound (we omit the details on bounding of ρ n ) yields We have been able to refine Conjecture 5.4-which would completely settle the convergence question for the Ramanujan fraction-down to the following (experimentally motivated) form, amounting to a dynamical equivalent for divergence:
Conjecture 5.5. For complex nonzero a and real φ with cos 2 φ = 1, or a ∈ I and cos 2 φ = 1, and any complex initial values (r 0 , r 1 ), the sequence (r n ) determined by the recurrence (n > 1),
is bounded in C.
Remark 5.6. One could also posit that a recurrence
with ω n = a 2 or ω n = a 2 e 2iφ as n is even/odd respectively, has ρ n = O(a n / √ n), yielding an equivalent analysis. The advantage of the particular recurrence form in Conjecture 5.5 is the simple goal of boundedness of the |r n |, while the advantage of the ρ-recurrence suggested here is that the algebra is less recondite. We note that Conjecture 5.5 has been indirectly settled, via Theorems 5.1 and 5.2 (and the analysis in the following Theorem 5.6), for the cases a pure-imaginary and φ = 0, (a, φ) = (1, π/2), and (a, φ) = ( √ i, −π/2). Also, though we believe the boundedness of the r n is independent of initial values, we could, if necessary, posit a conjecture having r 0 := 1/Γ(3/2) and r 1 := 1/(aΓ(5/2)) (or for the alternative ρ sequence, ρ 0 := 1 and ρ 1 := 1/2), for such initial values are consistent with q 0 = q 1 := 1 for the original fraction.
The fascinating recurrence in Conjecture 5.5-or its various equivalent recurrences as in Remark 5.6-give rise to the next theorem: 
,
where a/b = e iφ with real φ and cos 2 φ = 1. We have q 0 = q 1 = 1. Now define r n := q n a n Γ(n + 3/2) , so that the r n satisfy the recurrences of Conjecture 5.5. For the S 1 fraction, we have, for n even, via relation (3-1),
Γ(n + 3/2)Γ(n + 1/2) ae inφ r n r n−1 .
Thus, by Conjecture 5.5, ∆ n is thus bounded below, and so S 1 , and hence R 1 , is divergent.
Conjecture 5.5-which would completely settle the convergence problem for the Ramanujan fraction-is motivated by extensive numerical experiments: the r n of said conjecture appear to be bounded (alternatively, the ρ n /a n decay like 1/ √ n) in every case we have studied. One thing we can say at this juncture: the theory of Gill on Möbius transforms [Gill 73 ] implies that, for a/b = e iφ with cos 2 φ = 1, then both even and odd parts of R 1 (a, b) do converge. (Indeed, we saw two manifestations of this in Theorem 5.2.) We are saying via our conjectures that such even/odd parts should converge to distinct limits. Thus, there is a kind of "bifurcation" for a/b = e iφ with cos 2 φ = 1. For the parameter instances a 2 = b 2 for b ∈ I, it turns out that both even/odd parts of R 1 (a, b) are always bifurcated or in some way chaotic. The resolutions of these various conjectures and ideas follow the spirit of Theorem 5.7 as applied to specific recurrence relations [Borwein et al. 04b ].
AGM RELATION REVISITED
The remarkable AGM relation (1-2) that motivated both this and the companion [Borwein et al. 04a ] treatments can now be put in perspective: It is fascinating that, in spite of Theorem 6.1-and as suggested in the abstract-there are parameter pairs (a, b) where all three fractions converge and yet the AGM relation (1-2) is false. For example, R 1 (2i, 1) + R 1 (1, 2i) = 2R 1 (1/2 + i, 1 + i), which can be gleaned easily via some computation and the relatively strong bounds of Theorem 4.4.
Conjecture 6.2. For a/b ∈ H the AGM relation (1-2) holds onĈ (with, as we know, all fractions converging onĈ).
In regard to Theorem 6.1 and Conjecture 6.2, one must take care to observe certain anomalies. For example, it
