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We address the issue whether it is possible to generate Majorana bound states at the magnetic-
superconducting interface in two-dimensional topological insulators with hidden Dirac points in the
spectrum. In this case, the Dirac point of edge states is located at the energies of the bulk states
such that two types of states are strongly hybridized. Here, we show that well-defined Majorana
bound states can be obtained even in materials with hidden Dirac point provided that the width of
the magnetic strip is chosen to be comparable with the localization length of the edge states. The
obtained topological phase diagram allows one to extract precisely the position of the Dirac point in
the spectrum. In addition to standard zero-bias peak features caused by Majorana bound states in
transport experiments, we propose to supplement future experiments with measurements of charge
and spin polarization. In particular, we demonstrate that both observables flip their signs at the
topological phase transition, thus, providing an independent signature of the presence of topological
superconductivity. All features remain stable against substantially strong disorder.
I. INTRODUCTION
The most prominent feature of two dimensional (2D)
topological insulators (TIs) is the co-existence of per-
fectly conducting helical edge states at the boundary
of the system with a gapped insulating bulk. Time-
reversal symmetry (TRS) plays a crucial role to pro-
tect such a helical pair of gapless counter-propagating
edge states [1–4]. The first promising 2D TI material
candidate were HgTe/CdTe and InAs/GaSb quantum
wells [5–13]. Despite the remarkable theoretical and ex-
perimental progress, handling of TIs remains a compli-
cated task, with one of the main difficulties coming from
the fact that the thickness of the quantum wells strongly
affects the bandstructure of the system, and, moreover,
sample inhomogeneities can result in trivial edge states
[14, 15], which complicates the unambiguous detection of
the topological phase. Due to various reasons the conduc-
tance is never perfectly quantized even in the topological
regime [17–28]. Also, Josephson junction measurements
are not always conclusive [29–32]. Another unexpected
puzzle is the fact that experimental studies of both quan-
tum well systems show that the conductance values do
not dependent very noticeably on an externally applied
magnetic field even if it is strong [16, 33]. Such a be-
haviour is highly surprising, since the main effect of the
magnetic field consists in breaking the TRS, leading theo-
retically to an opening of the gap at the Dirac point (DP)
of the edge states of the TI. Hence, if the conductance is
measured in the vicinity of the DP, which is supposedly
well separated from the bulk states, it should be strongly
suppressed, in contrast to observations [16, 33]. Recently,
it was suggested that this surprising stability of the con-
ductance quantization is related to a particular form of
the bandstructure of the quantum wells, in which the DP
is hidden inside the bulk spectrum [34–37]. This is an in-
teresting assumption which we also adopt here and wish
to explore in more detail.
Figure 1. (a) The setup consisting of a 2D TI (green slab)
proximity coupled to an s-wave SC (yellow slab) with a mag-
netic strip (red slab) placed on one of edges. (b) The energy
spectrum obtained numerically in a slab geometry of the TI
with PBC along the y- and OBC along the x-direction. The
color code refers to contributions of the E and H orbitals.
Black arrows in the zoomed inset indicate specific positions
of the chemical potential. Non-zero parameters are chosen
to be A = 365 meV/nm, B = −686 meV/nm2, D = −512
meV/nm2, M = −40 meV, µEdge = −100 meV, LEdge/a = 10,
µ = 50 meV, and W/a = 100, with a = 1 nm.
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2The hidden DP helps to stabilize the helical edge states
even in the presence of external magnetic fields, which
could be useful for many applications. However, such
hidden DPs were argued to make it impossible to reach
the topological phases hosting Majorana bound states
(MBSs). MBSs are supposed to arise at the interface
between superconductivity and magnetic dominating re-
gions, if the chemical potential is tuned close to the DP.
With the chemical potential being at the energy of the
bulk states, this then brings also the continuum of bulk
states into the play such that the standard scenario,
based on energetically well-separated edge states, breaks
down. Here, however, we show that this reasoning does
not apply and that indeed the presence of a hidden DP
does not hinder the appearance of MBSs.
We focus on the bandstructures of 2D TIs described by
the Bernevig-Hughes-Zhang (BHZ) model [5], where the
DP is hidden inside the bulk as a result of intrinsic bulk
properties of the system (e.g., for particular values of the
thickness of the quantum wells) or when the boundary
of the sample has a generic edge potential [34, 35]. By
considering the TI being proximity-coupled to an s-wave
superconductor (SC) as well as in a contact with a mag-
netic strip inducing an effective Zeeman field on one of
the edges [see Fig. 1(a)], we propose to locate the posi-
tion of the DP by using Majorana bound states (MBSs)
as a detector. Even if the DP is hidden, the effective
Zeeman field needed to achieve the topological phase be-
comes minimal, if the chemical potential is placed at the
DP. The resulting topological phase diagram is intrinsi-
cally related to the exact position of the DP, thus allowing
one to find its energetic location. In our setup, a pair of
MBSs is supported by the spatial interface between the
superconducting and magnetic regions, at the two sides
of the magnetic strip [38–45]. The standard detection
method of MBSs is via transport measurements search-
ing for zero-bias peaks in the conductance. However, such
zero-bias peaks can also occur for other reasons such as
Andreev bound states [46]. To provide alternative de-
tection methods for MBSs we propose to measure the
local spin- and charge-polarization under the magnetic
strip. As we will show, these two quantities undergo a
sign flip at the topological phase transition, providing
one more signature of the topological superconducting
phase. In contrast to MBSs, which are observed locally,
the spin and charge polarizations originate from the bulk
states and can be observed away from the interface. Im-
portantly, the proposed effects are stable against weak
disorder.
The present work is organized as follows. In Sec. II,
we introduce the model and explain the definition of the
hidden DP in the spectrum of the 2D TI. In Sec. III,
we present the topological phase diagram and compare
it to the one obtained for an effective low-energy Hamil-
tonian in which bulk state contributions are neglect. In
addition, we study MBS wavefunctions as a function of
the chemical potential of the TI. In Sec. IV, we focus on
local bulk properties that are changed across the topo-
logical phase transition. In particular, we show that the
phase transition can be observed locally and away from
the ends of the magnetic strip by measuring the spin
or charge polarization. In Sec. V, the stability of the
system with respect to disorder is addressed as well as
the role of the width of the magnetic strip. Finally, we
summarize our results and suggest possible experimental
realizations. Additional details of numerical calculations
are summarized in three appendices.
II. MODEL
We consider a 2D TI of a width W (length L) along
the x (y) axis [green slab in Fig. 1(a)]. The description
of the TI is based on the BHZ model [5], defined on
a square lattice with lattice constant a. In momentum
space k ≡ (kx, ky) and in the basis (cE↑, cH↑, cE↓, cH↓),
the corresponding Hamiltonian can be written as
Hk = (k)+M(k)τ3+A[sin(kxa)τ1σ3−sin(kya)τ2], (1)
where (k) = −2D[2− cos(kxa)− cos(kya)] and M(k) =
M − 2B[2− cos(kxa)− cos(kya)]. Here, the Pauli matri-
ces τi and σi act on orbital (E,H) and spin (↑, ↓) degrees
of freedom, with cE/H↑/↓ being the corresponding anni-
hilation operator. The spin quantization axis is chosen
to be along the z-direction. In general, the parameters
A, B, D, and M depend on the properties of the TI,
determined by the material choice and by the geometry
of quantum wells. The parameters B and D are respon-
sible for a symmetric and an antisymmetric component
of the effective masses associated with different orbital
degrees of freedom, while the parameter A determines
the Fermi velocity. The parameter M , responsible for
the topological phase transition, flips its sign at a critical
quantum well thickness such that gapless helical states
emerge in a geometry with periodic boundary conditions
(PBC) along the x-direction and with open boundary
conditions (OBC) along the y-direction [see Fig. 1(b)].
Previously, it was found that the intrinsic band struc-
ture of the 8 × 8 Kane Hamiltonian for a quantum well
shows a natural emergence of the phenomenon that is
referred to as the ‘hidden DP’ [34, 35]. The DP at zero
momentum in the spectrum of edge states coincides in
energy with bulk states, which is in contrast to more
common models in which the DP is placed at the mid-
dle of the topological bulk gap. In order to reproduce
the same effect in the BHZ model, we tune the spectrum
of the helical edge states separately from the bulk spec-
trum by considering the effect of a position-dependent
chemical potential. More precisely, we assume that the
chemical potential in the bulk of the sample is uniform
and is given by µ, while at the edge it is assumed to be
given by µ + µEdge [47]. This additional term µEdge al-
lows us to reach the hidden DP regime, see Fig. 1(b).
There, we denote by LEdge the lengthscale associated
with µEdge, which is chosen to be roughly the same as
the decay length χ of the TI edge states, calculated at
3the DP in the absence of the edge potential (see Ap-
pendix A for more details). We observe that, as a result
of such a symmetry breaking term, the DP moves away
from the middle of the topological band gap towards the
energies of the conduction band, resulting in a hybridiza-
tion with bulk states [see the inset in Fig. 1(b)]. In what
follows, we highlight three special positions of the chem-
ical potential, denoted by the black arrows in the inset
of Fig. 1(b), and label them as the edge state crossing
(µEC), the Dirac point crossing (µDPC), and the bulk
crossing (µBC).
From now on, we assume that the system has OBC
along both x and y axes. We further assume that the TI
is proximity coupled to a SC, inducing an s-wave type of
superconducting pairing of the strength ∆, which, with-
out loss of generality, can be taken to be positive. We
also consider the effect of a magnetic strip, placed on one
edge of the system [red slab in Fig. 1(a)], which we choose
to be the y-edge at x = W . We further assume that the
strip has a finite width WZ and is placed symmetrically
at a distance LZ from the two x-edges. The resulting in-
duced effective Zeeman field points along the x-axis and,
for simplicity, is assumed to be non-zero directly under
the magnetic strip.
Finally, we describe the model defined above on
a square lattice with the corresponding tight-binding
Hamiltonian, reading
H =
nW∑
i=1
nL∑
j=1
[
c¯†ij(∆η1 − µijη3 + {∆ijZ+ + ∆ijZ−τ3}σ1)c¯ij
]
+
nW∑
i=1
nL∑
j=1
[
c¯†ij(−4Bτ3 +Mτ3 − 4D)η3c¯ij
]
(2)
+
nW−1∑
i=1
nL∑
j=1
[
c¯†ij(Bτ3 + iAτ1σ3/2 +D)η3c¯(i+1)j + H.c.
]
+
nL∑
i=1
nL−1∑
j=1
[
c¯†ij(Bτ3 + iAτ2/2 +D)η3c¯i(j+1) + H.c.
]
,
where c¯†ij = (cE↑, cH↑, cE↓, cH↓, c
†
E↓, c
†
H↓,−c†E↑, −c†H↑)ij .
The operator (c†τσ)ij creates an electron in orbital τ with
spin σ on a lattice site (i, j). The Pauli matrix ηi acts in
particle-hole space and the upper bounds in the sum-
mations over i and j are defined as nW = W/a and
nL = L/a.
The first line on the right-hand side of Eq. (2) describes
the local on-site terms including the SC pairing as well
as the spatially dependent chemical potential µij and the
effective Zeeman field ∆ijZ±. The chemical potential is
defined as
µij =
 µ, LEdge/a < i < nW − LEdge/a andLEdge/a < j < nL − LEdge/aµ+ µEdge, otherwise. (3)
and the Zeeman field as
∆ijZ± =
 ∆Z±, i > nW −WZ/a andLZ/a < j < nL − LZ/a0, otherwise, (4)
where ∆Z± = (gE ± gH)µBBx/2, µB is the Bohr magne-
ton, gE,H are the orbital g-factors, and Bx is the effective
strength of the magnetic field generated under the strip.
Previous work [35] has shown that gE  gH and gH ≈ 0,
thus ∆Z± ≡ ∆Z. For simplicity, we take gE = 1 for our
calculations. The last three lines of Eq. (2) describe the
discretized BHZ Hamiltonian given by Eq. (1).
III. TOPOLOGICAL PHASE DIAGRAM
To begin with, we first give a brief summary of the
theoretical predictions for a simplified model in which
the counter-propagating helical edge states can be de-
scribed by an effective one-dimensional low-energy the-
ory. This model works well, if the DP is in the mid-
dle of the bulk gap such that there are no hybridiza-
tion effects between bulk and edge states. The corre-
sponding Hamiltonian in the basis of fermion operators
Φ†(x) = [ψ†↑(x), ψ
†
↓(x), ψ↓(x),−ψ↑(x)] can be written as
Hˆ = 12
∫
dx Φ†(x)HΦ(x), (5)
where the Hamiltonian density in momentum space is
given by
H = ~vF kˆσ3η3 − µ¯η3 + ∆¯η1 + ∆¯Zσ1. (6)
Here kˆ = −i∂x is the momentum operator in real space
along the direction of the edge and vF is the Fermi ve-
locity of the edge modes at the chemical potential µ¯.
The fermionic creation operator ψ†σ(x) acts on an elec-
tron with the spin σ at the position x. We also incorpo-
rate s-wave proximity-induced superconductivity of the
strength ∆¯ as well as an effective Zeeman field of the
strength ∆¯Z, which opens a gap at the Dirac point. By
calculating the energy spectrum for the Hamiltonian in
Eq. (6) and by evaluating the energy gap at k = 0 [39],
one can identify the topological phase transition that oc-
curs at ∆¯Z = ∆¯cZ with
∆¯cZ =
√
∆¯2 + µ¯2. (7)
The trivial (topological) phase is identified with the
regime ∆¯Z < ∆¯cZ (∆¯Z > ∆¯cZ). The interface between
the two topologically distinct regions hosts a MBS [39].
In connection with our lattice model, the corresponding
interface could emerge at the ends of the magnetic strip
[see Fig. 1(a)].
However, if the DP of a TI is hybridized with bulk
states, it is not a priori clear that one can still generate
4Figure 2. Topological phase diagram as a function of ∆Z and
the chemical potential µ found numerically for the finite size
system (nW = 75 and nL = 150). The color indicates the
energy of the lowest state E0. In the topological phase (blue
area), the system hosts MBSs, E0 ≈ 0. In the trivial phase
(green area), the lowest state corresponds to a gapped edge
or bulk state. In particular, for small ∆Z, E0 ≈ ∆. The white
blurred line is the phase boundary, found numerically from a
gap closing condition at ky = 0 with PBC. The parameters are
chosen to be the same as in Fig. 1 with WZ/a = LZ/a = 10.
The red stars mark three points in the parameter space, on
which we elaborate more in detail in Sec. III. With this figure,
we confirm that the MBSs can emerge also in the system
with hidden DPs, in which bulk and edge states are strongly
hybridized at the DP. Also in this case, the phase boundary
has a parabolic shape [see Eq. (7)] and its extremum can be
used to find the position of the DP.
MBSs predicted by the effective model above. At the in-
terface between magnetic and superconducting regions,
the momentum conservation is lifted. Consequently, an
analytical treatment of the problem that would include a
hybridization of bulk and edge states is challenging. As
well as it is not clear if such a hybridization will not act as
efficient source of overlap between MBSs [54]. Therefore,
we tackle these questions numerically within the frame-
work of a tight-binding model given by Eq. (2). In this
model, the SC opens a gap in the spectrum of size ∆,
thus, both bulk and edge states, if present at the Fermi
level, are gapped out. Following the standard reason-
ing, a local Zeeman field closes the superconducting gap,
which, in our case, happens only along one edge of the
sample. Depending on the width of the magnetic sec-
tor WZ, one can ensure that the Zeeman field affects the
edge states much more than the bulk states. A wider
magnetic strip would suppress the superconductivity in
the bulk and the spectrum would become trivially gap-
less, excluding any possibility to generate bound states.
The separate treatment of edge and bulk states is a de-
sirable feature, which has been investigated in recent ex-
periments [55, 56].
Diagonalizing numerically Eq. (2) while changing both
µ and ∆Z, we generate the entire topological phase di-
agram, see Fig. 2. The corresponding phase diagram
can also be compared with the gap closing condition at
ky = 0, obtained by solving the problem in a geometry
with OBC (PBC) along the x (y) directions, which deter-
mines a sharper boundary between different phases. In
general, we find good agreement between the two results.
In addition, we note that the phase boundary follows the
expected parabolic shape, suggested by Eq. (7). How-
ever, for our set of parameters, the critical Zeeman field,
required to reach the topological phase transition, gets
renormalized by a factor α = 3.5. Such a mismatch with
respect to the low energy theory arises due to several rea-
sons. First, the g-factor in the H band is much smaller
than in the E band. Second, the magnetic strip covers
the edge states only partially, so the effective g-factor
should be scaled down by the overlap factor (see below).
In order to observe the MBSs, it is most favourable to
place the chemical potential µ exactly at the DP, since
in this case, ∆Z required to enter the topological phase
is smallest, see Fig. 2. This trick consequently allows one
to deduce the exact position of the DP by exploring the
phase diagram and to determine whether it is hidden or
not [16, 33–35].
To emphasize our statement, we also investigate the
low-energy spectrum and the probability densities of the
lowest energy state for three positions of the chemical po-
tential, see Fig. 3. Indeed, in the topological phase, the
MBSs are localized at the interface between magnetic
and superconducting regions and protected from the hy-
bridization by the corresponding gaps in the spectrum of
bulk and edge states. The two-dimensional plots of the
MBS probability density are given in the Appendix B. In
the trivial phase, the lowest energy state is either spread
over the entire sample or is localized under the magnetic
strip.
IV. SPIN AND CHARGE POLARIZATION
Besides the direct measurement of MBSs, an indepen-
dent signature of the topological phase transition can be
obtained by focusing on the spin and charge properties
of our system [57–59]. Such studies can help to exclude
a possibility of identifying a trivial phase as a topolog-
ical due to the observation of a stable zero-energy bias
peak arising from the trivial Andreev bound state [60–
67]. Needed techniques have already been successfully
employed in recent experimental measurements [55, 68].
In the following, we focus on the expectation values of
the charge and spin operators defined as Q = η3 and S =
(Sx, η3Sy, Sz) with Sµ = [1/2(1 + τz) + 3/2(1− τz)]σµ/2,
respectively. Here, the factor 1/2 (3/2) correspond to
the spin of the E (H) band in the BHZ model. Since our
model is defined on a lattice, the expectation values of
these operators depend explicitly on the lattice position
5(a) (b)
Figure 3. (a) Probability density of the lowest energy state
evaluated along the y edge at x = W for three different posi-
tions of the chemical potential µ. Only for the chemical po-
tential tuned into the topological phase, i.e., µ = µDPC, the
lowest energy states correspond to zero-energy MBSs (blue
solid line), localized at the two ends of the magnetic strip.
Outside of the topological phase, the lowest energy state is
at the finite energy E0 > 0. For µEC (µBC) shown by the
orange dashed line (dotted green lines), the state is localized
under the magnetic strip (spread over the entire system). (b)
The 20 lowest energy states calculated for the values of the
chemical potential specified in the panel (a). A pair of zero-
energy states emerge for µ = µDPC. The parameters are the
same as in Fig. 2 and the value of the Zeeman field is fixed to
∆Z/∆ = 7.5.
(i, j) and are defined as
〈S(i, j)〉n = 〈ψn(i, j)|S |ψn(i, j)〉 ,
〈Q(i, j)〉n = 〈ψn(i, j)| η3 |ψn(i, j)〉 , (8)
where ψn(i, j) is an eigenstate with eigenenergy En, ob-
tained by diagonalizing the lattice model of Eq. (2). The
spin (charge) operator is measured in units of ~/2 (the
electron charge |e|). Moreover, to get a clear distinction
between bulk and edge states, we define the average spin
(charge) polarization of the system by integrating over
a domain D defined as an area under and around the
magnetic strip:
〈S〉n =
1
AD
∑
(i,j)∈D
〈S(i, j)〉n ,
〈Q〉n =
1
AD
∑
(i,j)∈D
〈Q(i, j)〉n . (9)
Here, the sum runs over all the sites inside the domain D
and the total sum is divided by the area of this domain
equal to AD.
In Fig. 4 we show the numerical result of the calcu-
lation of the lowest eigenvalues En as a function of the
ratio ∆Z/∆ as the system moves across the topological
phase transition. There, we present the spin-x compo-
nent 〈Sx〉n (black arrows) of the averaged spin polariza-
tion 〈S〉n as well as the charge 〈Q〉n, encoded in the color
of the points. The two other spin polarization compo-
nents are vanishingly small. We distinguish two different
types of contributions: the first one coming from the edge
states lying inside the superconducting gap |En| < ∆ and
Figure 4. The 20 lowest eigenenergies En/∆ as a function
of Zeeman field ∆Z/∆ (normalized by the gap ∆) obtained
numerically at µ = µDPC. The color code denotes the charge
polarization 〈Q〉n (see Eq. 9). The length and direction of the
black arrows correspond to the spin polarization along the x
axis 〈Sx〉n. For the low-energy edge states, both observables
flip their sign across the topological phase transition. As ex-
pected, the bulk states remain unaffected by the local mag-
netic field. The parameters are the same as in Fig. 2 and the
domain D is chosen to be twice as wide as the magnetic strip.
the second one coming from the bulk states at energies
|En| ≥ ∆ exceeding the superconducting gap. The spin
polarization of the edge states flips its sign across the
topological phase transition, whereas the one of the bulk
states remains unaffected by the effective Zeeman field.
Moreover, the signal under the magnetic strip is mainly
determined by edge states rather than the bulk states.
The two zero-energy states do not carry any polarization
or charge, which is in agreement with the properties of
MBSs [69].
To underline these results, in Fig. 5, we also study
spatially resolved spin and charge polarization, which are
defined as
〈Sx(i, j)〉 =
∑
En<0
〈Sx(i, j)〉n ,
〈Q(i, j)〉 =
∑
En<0
〈Q(i, j)〉n , (10)
where the sum runs over some finite interval of negative
energies below the chemical potential with the goal in
mind to mimic in this way the energy resolution of STM
tips. We note here that the number of states over which
we perform the summation does not play a crucial role,
since the contribution of the bulk states delocalized over
the entire sample is vanishingly small, see Fig. 4. By
taking a few of the energetically lowest lying eigenstates,
we calculate the spin polarization in the trivial phase [see
Fig. 5(a)], which corresponds in total to negative values
of the polarization 〈Sx〉n [see Fig. 4(a)]. The main con-
tribution to the spin polarization is mainly localized at
the edge of the system with decaying oscillations into
the bulk. A similar pattern is observed in the topologi-
cal phase as shown in Fig. 5(b). Most interestingly, the
6Figure 5. Spatially resolved spin (charge) polarization
〈Sx(i, j)〉 [〈Q(i, j)〉] determined by taking contributions of
five lowest energy states below the chemical potential. The
chemical potential is tuned to µDPC. The panels (a) and (c)
[(b) and (d)] correspond to the trivial (topological) phase at
∆Z/∆ = 3.5 [∆Z/∆ = 7.5]. We find that during the topolog-
ical phase transition both quantities undergo a sign flip close
to the edge, where the dominant contribution to the total po-
larization is localized. In the topological phase, 〈Sx(i, j)〉 and
[〈Q(i, j)〉] are strongly suppressed at the ends of the magnetic
strip where MBSs are localized. The cross-section plots, de-
noted by the black dashed lines, are presented in Appendix C.
The remaining set of parameters is the same as in Fig. 2.
sign of the dominant contribution of the spin polariza-
tion close to the edge flips (see App. C for more details).
Moreover, its intensity is strongly suppressed in the area
where two MBSs are localized. This effect arises due to
the vanishing polarization of MBSs mentioned above.
Similarly, we present in Fig. 5(c,d) the results of the
calculation of the spatially resolved charge polarization
in the trivial and topological phases. We observe that it
behaves in the same way as the spin polarization with the
dominant contribution at the edge flipping its sign across
the topological phase transition point. Furthermore, we
again observe a suppression of the charge polarization in
the area of the localization of MBSs.
The observables defined above can be accessed with
scanning tunneling microscope (STM) techniques [55,
68]. Conclusively, an STM with a non-magnetic tip
would allow one to probe the charge expectation value
〈Q(i, j)〉, while a spin-polarized STM would give access
to 〈Sx(i, j)〉 [78, 79]. Thus, these techniques open up a
path to observe the topological phase transition accom-
panied by a detection of the position of the DP in the
spectrum.
Figure 6. The spectrum of the 20 lowest-lying energy states
in the topological phase (∆Z/∆ = 7.5) as a function of the
disorder strength in the chemical potential σµ. The color code
denotes (a) the spin polarization along the x axis and (b) the
charge polarization. At disorder strength of several ∆, the
bulk gap closes. Below this value the polarization of bulk
states is well-defined and can be used to distinguish between
topological and trivial phases. All non-zero parameters are
the same as in Fig. 2.
V. DISORDER EFFECTS AND INCREASE IN
THE MAGNETIC STRIPE WIDTH
In this section, we demonstrate the stability of the pre-
dicted effects towards disorder. More precisely, we study
the properties of the system perturbed by a local on-site
variations of the chemical potential. The fluctuations
in the chemical potential are assumed to have the form
µ+δµ, where δµ is sampled from a Gaussian distribution
with zero mean and a standard deviation σµ.
First, we fix the value of the effective Zeeman field such
that the system is in the topological phase. Then, we in-
crease the disorder strength and, similarly to Fig. 4, we
calculate the lowest eigenvalues En, as well as the spin
and charge expectation values 〈Sx〉n and 〈Q〉n, respec-
tively, of the corresponding eigenstates as a function of
the ratio σµ/∆, see Fig. 6. We find that the MBSs remain
stable and well separated from the bulk states for disorder
strengths up to about σµ = 10∆. For stronger disorder,
the bulk gap closes and the featues in spin and charge
polarization can no longer be distinguished. In general,
the larger is the topological gap, the more robust is the
system under this kind of disorder. Similarly, we can
study effects of disorder on the spatial profile of the spin
and charge polarization, see Fig. 7. In the topological
phase and for weak disorder, the spin and charge polar-
ization oscillate and decay into the bulk [see Fig. 7(a,c)]
as we already observed in the clean case. These features
disappear in the limit of strong disorder as the bulk gap
closes, see Fig. 7(b,d).
Finally, we comment on how the width of the mag-
netic stripWZ affects the previously presented results. As
noted above, the small values of WZ (much smaller than
the localization length of edge states) is not favourable
since in this case the effective g-factor would be strongly
suppressed as the effective magnetic field would be acting
only on the very small part of the edge state. However,
7Figure 7. Spatially resolved spin (charge) polarization
〈Sx(i, j)〉 [〈Q(i, j)〉] in the presence of disorder in the chemical
potential is shown in panels (a,b) [(c,d)]. (a,c) In the weak
disorder regime, the bulk gap is still open and the polariza-
tion patterns are similar to the ones in the clean case. (b,d)
Such features disappear in the strong disorder regime where
the bulk gap is closed. The set of parameters is the same as
in Fig. 6.
very wide strips are also not favourable. Indeed, one can
expect that by increasing WZ one also increases mixing
between bulk and edge states, which must destroy the
topological phase. In order to address this question more
quantitatively, we perform numerical simulations for dif-
ferent WZ/a varying from 15 to 30 sites. For each value
of WZ we calculate the phase diagram similarly to Fig. 2.
The resulting phase diagrams are summarized in Fig. 8.
First, we notice that by increasing WZ the minimal value
of the effective Zeeman field ∆¯cZ for which the topological
phase is achieved is indeed decreasing. For wide strips,
∆¯cZ comes close to ∆ for the chemical potential tuned to
the DP. The parabolic shape is also preserved at small
fields but the curvature is increased due to larger effec-
tive g-factor caused by the fact that the larger area of
edge state is covered by the magnetic strip. However, we
also find that an increase of WZ/a blurs the previously
unique signatures into a partly non-distinguishable su-
perposition of bulk and edge states such that the system
is gapless at the edge. The wider the strip is, the more
effect it has on the bulk states. As the topological phase
is achieved for ∆Z greatly exceeding the superconducting
pairing ∆, the supercounductivity in the bulk states gets
locally suppressed under the magnetic strip, giving rise
to delocalized bulk modes at zero energy. These gapless
bulk states mix with gapped edge states. First, this leads
to the overlap between MBSs, and subsequently, destroys
the topological phase completely. Thus, it is preferable
to keep the effective Zeeman field to be confined on the
Figure 8. Topological phase diagram as a function of ∆Z
and the chemical potential µ obtained for different widths
of the magnetic strip: (a) WZ/a = 15, (b) WZ/a = 17, (c)
WZ/a = 20, and (d) WZ/a = 30. We find that the unique
features associated with the topological phase at the system
edge get smeared out as a result of the increased coupling
between the edge and the bulk states as well as a result of
the suppression of the superconductivity induced in the bulk
states at the edge. The wider the magnetic strip, the stronger
these effects are. We use the red lines to outline the region of
the phase diagram, where the bulk effects dominate and the
edge features of the topological phase get lost. The rest of
the parameters are the same as in Fig. 2 as well as the color
code.
length scale of the localization length of edge states, χ
(see Appendix A).
VI. CONCLUSION
To conclude, in this work we considered a modified
BHZ model to investigate TIs with hidden Dirac point
or with non-uniform chemical potential at the edge of
the TI, which allows one to address bulk and edge states
separately. The system under consideration is proximity-
coupled to an s-wave SC and to a magnetic strip of vary-
ing width that generates an effective Zeeman field on the
edge of the TI. We showed that robust MBSs can be
generated in the setup independent of the location of the
DP in the spectrum. The topological phase diagram as-
sociated with the MBSs allows one to determine precisely
the position of the DP, even when it is hidden deep inside
the energy bulk states. We propose that local measure-
ment techniques, such as STM or polarized-light mea-
surements, can be used to detect the topological phase
transition independent of the appearance of the zero-bias
peak originating from MBSs. The local spin and charge
polarizations flip their sign at the topological phase tran-
sition point. Even if such signatures are most pronounced
8in materials with non-hidden DPs, where the bulk and
edge states are well separated, the proposed effects are
still present even if the DP is hidden. Remarkably, we
find that these features are very stable against weak dis-
order.
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Appendix A: Hybridization between edge and bulk
states
In this Appendix, we highlight the hybridization be-
tween edge and bulk states that occurs when the DP
is hidden in the bulk (µEdge = 100 meV) and com-
pare obtained results with the case of a non-hidden DP
(µEdge = 0 meV). We consider the model of an isolated
TI (without SC or magnetic strip being attached) in a ge-
ometry with OBC along the x-direction and PBC along
the y-direction. The energy dispersion for µEdge = 100
meV is shown, for example, in Fig. 1(b): the DP is hid-
den. In contrast to that, for µEdge = 0 meV, the DP
is in the middle of the bulk gap. In this geometry, at
ky = 0, the spectrum has a four fold degeneracy where
we also account for the degeneracy between two edges.
To estimate the localization length of the edge states, we
plot in Fig. 9 the probability density of the four lowest
energy states at the DP, for both µEdge = 0 meV and
µEdge = 100 meV.
Figure 9. The probability density of the four lowest en-
ergy states at the DP. For µEdge = 0 meV (dashed blue), the
DP is inside the TI bulk gap. The corresponding wavefunc-
tions are clearly localized on the right and left edges and are
clearly separated from bulk states. For µEdge = 100 meV
(solid orange), the DP is hidden. The wavefunctions have
contributions from both bulk and edge states, which demon-
strates strong hybridization between them. The parameters
are the same as in Fig. 1(b).
From Fig. 9, we conclude that the decay length of the
edge states is of the order of 10 sites for this choice
Figure 10. The probability density for the two zero-energy
modes from Fig. 3(b). The inset shows a zoom into the MBS
at the upper right edge, close to the ends of the magnetic
strip. The MBSs are localized at the end of the magnetic
strip and extend the most along the edge in x-direction. The
non-zero parameters are the same as in Fig. 3.
of parameters. This is in agreement with the analyti-
cal estimations of the decay length, which is equal to
χ/a = −A/M ≈ 9. Hence, in the calculations in the
main part we took the width of the magnetic strip to
be equal to WZ/a = 10 sites. When the DP is hidden
and overlaps in energy with bulk states, one clearly sees
the hybridization between edge and bulk states. The hy-
bridization strength increases with χ, since the more an
edge state leaks into the bulk, the larger the overlap be-
tween edge and bulk states.
Appendix B: Probability density of the MBSs
This section shows the result of the calculation of the
MBSs wavefunction (the same as in Fig. 3) which is ex-
pressed in the full system, instead of the edge x = W
only. Since the edge state of an unperturbed TI has a
finite width, we expect that the MBS decays in the two
topological distinct regions, as well as along the finite
interface, which is shown in Fig. 10. There, we find as
expected the two MBSs on both ends of the magnetic
strip. This reflects the one-dimensional character of the
TI edge state, since the MBS probability density peaks
at the same positions where the edge state probability
density is maximum close to the interface.
Appendix C: Cross section of spin and charge
expectations
In this appendix, we present a more detailed study of
the spatial dependence of the spin and charge expectation
9values 〈Sx(i, j)〉 and 〈Q(i, j)〉, defined in Eq. (10) of the
main text. We focus on a particular cross-section of our
system at y = L/2 (see dotted line in Fig. 5). Moreover,
we compare the two different situations, corresponding
to the case when the DP of the TI is in the middle of the
bulk TI gap (which is obtained by taking µEdge = 0) and
when it is hidden at the energies of the bulk states (with
µEdge = 100 meV). For both scenarios, we assume that
the chemical potential is tuned to the DP. The result of
such a calculation is shown in Fig. 11. There, we vary for
every situation the value of the effective Zeeman field and
superimpose the resulting plots. The results obtained in
the topologically trivial phase are shown in blue, while
the results in the topological phase are shown in red. We
find that both the spin and charge polarization decay into
the bulk of the TI as expected. In the case of a hidden
DP shown in Fig. 11(a,b), we observe much slower decay.
In addition, as a result of the hybridization between the
bulk and edge states, both quantities oscillate and flip
their signs only under the strip, whereas, away from the
strip, where the bulk states dominate, no sign flip is ob-
served. We find that outside of the magnetic region, the
oscillations of both the spin polarization and charge are
in phase for all the values of the Zeeman field. Neverthe-
less, inside the magnetic region, a sign flip appears in the
oscillations of these two quantities in the topological and
trivial phases. We notice that this feature allows one to
determine very precisely the exact location of the phase
Figure 11. Cross-section of the spin (left panels) and charge
(right panels) polarizations for (a,b) a hidden DP and (c,d) a
non-hidden DP. The Zeeman field varies from 0.25∆ to 10∆Z
across the topological phase transition. The trivial phase is
shown in blue, while the topological phase is shown in red.
The sign-flip of the polarization is most pronounced in the
spin polarization and observed most strongly directly under
the magnetic strip and in the case of a non-hidden DP. The
hybridization between bulk and edge states suppresses the
spin-flip away from the strip. The black dashed lines mark
the edge of the magnetic strip. The rest of the parameters is
the same as in Fig. 5.
transition. In the case of the non-hidden DP, where only
edge states contribute, all signatures of the sign flip are
well-pronounced even away from the strip.
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