1-INTRODUCTION
Reacting to errors and adapting choices to achieve long-term goals are fundamental abilities used in reasoning and problem solving. These abilities require the proper operation of executive functions which allow decision-making and the organization of behavior in new and challenging situations. Several theoretical models propose that this involves a superior cognitive control of action in particular when routines need to be modified or reorganized 20, 64, 74 . There is evidence for a range of sub-component processes, including selection, active maintenance and use of information for planning (working memory), inhibition, and performance monitoring 51 . In problematic situations, automatic responding becomes inefficient or suboptimal, and so cognitive control has to be triggered in order to promote the selection of appropriate actions given the circumstances. It is clear that the proper functioning of these processes is not dependent on the integrity of one particular brain structure but on a specific distributed network. Converging evidence suggests that subdivisions of the prefrontal cortex house an important part of this network, but the mechanisms used to implement these processes remain unclear.
In the past 15 years, the Reinforcement Learning (RL) theory has been successfully used to describe neural mechanisms of decision-making based on action valuation, and on learning of action values based on reward prediction and reward prediction errors 29, 79 . Its extensive use in the computational neuroscience literature is grounded on the observation that dopaminergic neurons respond according to reward prediction error 70 , that dopamine strongly innervates the prefrontal cortex and striatum and there modifies synaptic plasticity 30, 63 , and that prefrontal cortical and striatal neurons encode a variety of RL-consistent information 19, 36, 69, 78 .
However, RL models rely on crucial meta-parameters (e.g. learning rate, exploration rate, temporal discount factor) that need to be dynamically tuned to cope with variations in the environment. If one postulates that the brain implements RL-like decision-making mechanisms, one needs to understand how the brain regulates such mechanisms, in other words how it "tunes meta-parameters". Regulation of decision-making has been largely studied in terms of "cognitive control", and is hypothesized to involve interactions between subdivisions of the prefrontal cortex (PFC), especially the medial and lateral PFC. We argue here that neural data concerning such interactions can be interpreted with the MetaLearning theoretical framework proposed by Kenji Doya to synthesize computational principles for regulating RL meta-parameters 21 .
2-THEORETICAL BASES OF META-LEARNING
Reinforcement Learning (RL) is a research field within computer science that studies how an agent can appropriately adapt its behavioural policy so as to reach a particular goal in a given environment 79 . Here, we assume this goal to be maximizing the amount of reward obtained by the agent. RL methods rely on Markov Decision Processes. This is a mathematical framework for studying decision-making which supposes that the agent is situated in a stochastic or deterministic environment, that it has a certain representation of its state (e.g. its location in the environment, the presence of stimuli or rewards, its motivational state), and that future states depend on the performance of particular actions in the current state. Thus the objective of the agent is to learn the value associated to performance of each possible action a in each possible state s in terms of the amount of reward that they provide: Q(s,a). In a popular class of RL algorithms called TemporalDifference Learning, which has shown strong resemblance with dopaminergic signaling 70 , the agent iteratively performs actions and updates action values based on a RewardPrediction Error: The reward prediction error δ t constitutes a reinforcement signal based on the unpredictability of rewards (e.g. unpredicted reward will lead to a positive reward prediction error and thus to a reinforcement 79 ) . Action values are then updated with this reward prediction error term:
where α is a second meta-parameter called the learning rate ( 1 0 ≤ ≤ α ). Tuning α will determine whether new reinforcement will drastically change the representation of action values, or if instead an action should be repeated several times before its value is significantly changed (see part 6 for further explanation).
Once action values are updated, an action selection process enables a certain explorationexploitation trade-off: the agent should most of the time select the action with the highest value (exploitation) but should also sometimes select other actions (exploration) to possibly gather new information, especially when the agent detects that the environment might have changed 32 . This can be done by transforming each action value into a probability of performing the associated action a in the considered state s with a Boltzmann softmax equation:
where β is a third meta-parameter called the exploration rate ( β ≤ 0 ). Although it is always the case that the action with the highest value has a higher probability of being performed, exploration is further regulated in the following way: when β is set to a small value, action probabilities are close to each other so that there is a high probability of selecting an action whose action value is not the greatest (exploration). When β is high, the difference between action probabilities is increased so that the action with the highest action value is almost always selected (exploitation).
Clearly, these equations devoted to action value learning and action selection rely on crucial meta-parameters: α, β, γ. Most computational models use fixed meta-parameters, hand-tuned for a given task or problem. However, animals face a variety of tasks and deal with continuously varying conditions. If animal learning does rely on RL as suggested e.g. 45, 69 there must exist some brain mechanisms to decide, in each particular situations, which set of meta-parameters is appropriate (e.g. when an animal performs stereotypical behaviour in its nest, or repetitive food gathering behaviour in an habitual place, learning rate and exploration rate should not be the same as those used when the animal discovers a new place). Moreover, within a given task or problem, it is more efficient to dynamically regulate these meta-parameters, so as to optimize performance (e.g. it is appropriate to initially explore more in a new 'task' while the rule for obtaining rewards is not yet known, to explore less when the rule has been found and the environment is stable, and to re-explore more when a rule change is detected).
The dynamic regulation of meta-parameters has been called meta-learning by Kenji Doya. Meta-learning is a general principle which allows us to solve problems of non-stationary systems in the machine learning literature, but the principle does not assume specific methods for the regulation itself. We invite readers interested in particular solutions to refer to methods such as 'ε-greedy' which chooses the action believed to be best most of the time, but occasionally (with probability ε) substitutes a random action 79 , upper-confidence bound policies 'UCB' which selects actions based on their associated reward averages and the number of times they were selected so far 6 , EXP3-S for Exponential-weight algorithm for Exploration and Exploitation which is also based on a Boltzmann softmax function 14 , uncertainty-based methods awarding bonuses to actions whose consequences are uncertain 19 , and reviews of these methods applied to abruptly changing environments 23, 27 .
Although mathematically different, these methods stand on common principles to regulate action selection. Most are based on estimations of the agent's performance, which we will refer to as performance monitoring, and on estimations of the stability of the environment across time or its variance when abrupt environmental changes occur, which we will refer to as task monitoring. The former employs measures such as the average reward measured with the history of feedback obtained by the agent, or the number of times a given action has already been performed. The latter often considers the environment's uncertainty, which in economical terms refers to the risk (the known probability of a given reward source), and the volatility (the variance), across time of this risk.
A simple example of implementation of a meta-learning algorithm was proposed by Schweighofer and Doya (2003) where an agent has to solve a non-stationary Markov decision task also used in human fMRI experiments 71, 80 . In this task, the agent has two possible actions (pressing one of two buttons). The task was decomposed in two conditions: a short-term condition where one button is associated with a small positive reward and the other button with small negative reward; a long-term condition such that a button with small negative rewards had to be pressed on some steps in order to obtain much larger positive reward in a subsequent step. The authors used a reinforcement learning algorithm where meta-parameters were subject to automatic dynamic regulation. The general principle of the algorithm is to operate such regulation based on variations in the average reward obtained by the agent. Figure 1 shows a sample simulation. The agent learned the short-term condition, starting with a small meta-parameter beta (i.e. large exploration rate), which progressively increased and produced less exploration as long as the average reward increased. At mid-session, the task condition was changed from short-term condition to long-term condition, resulting in a drop in the average reward obtained by the agent. As a consequence, meta-parameters varied allowing more randomness in the agent's actions (due to a small beta value), and leading the agent to focus on immediate reward (due to a small gamma value) which is more appropriate when the environment is unstable. After some time, the agent learns the new task condition and converges to a more exploitative behaviour (large beta value) combined with a more long-term oriented behavioural policy (large gamma value) appropriate for this new task condition.
This type of computational process appears suitably robust to account for animal behavioural adaptation. The meta-learning framework has been formalized with neural mechanisms in mind. Doya proposed that the level of different neuromodulators in the prefrontal cortex and striatum might operate the tuning of specific meta-parameters for learning and action selection 21 .
We will argue below that the meta-learning framework indeed offers valuable tools to study neural mechanisms of decision-making and learning, especially within the medial and lateral prefrontal cortex. This framework offers formal descriptions of the functional biases observed in each structure and also provides explanatory principles for their interaction and role in the regulation of behaviour. In order to describe how meta-learning can improve the functional descriptions of prefrontal areas, we will first present a short neurobiological overview.
3-ANATOMY, PHYSIOLOGY, AND FUNCTION OF PFC AREAS
The PFC is a large area of cortex, and there have been several attempts to subdivide it on both anatomical and functional lines. It seems clear now that the PFC has both an overall functional role that is not localised within its subdivisions, but also significant differences in function between those regions 84 . The prefrontal cortex's anatomical heterogeneity, observed in its local cytoarchitectonic organization and in the connectivity pattern of areas, reveals a functional heterogeneity (See chapter 1). PFC areas are highly interconnected but each seems contributing to specific functions of the prefrontal cortex as a whole 41 . One standard functional high order grouping of PFC areas defines lateral (LPFC), orbital, and medial subdivisions. The PFC is the target of multiple neuromodulatory afferents (including strong dopaminergic inputs), and it appears that impaired functioning of these systems results in numerous psychiatric and neurological disorders.
Several theories are proposed regarding the function of lateral prefrontal cortex (LPFC) 22, 26, 51, 56 . Most theories are based on the fact that LPFC neural activity participates in bridging cues and responses separated in time and space by actively representing task relevant information, i.e. information relative to targets, responses, and goals. Debates on functional dissociations within LPFC are intense, but most admit that active representation of information is a key feature of LPFC function. Active maintenance and the ability to link information across time delays are at the core of the role of LPFC in the control and sequential organization of behaviour. Although still under investigation, it has been proposed that the maintenance and control of information involve several mechanisms, somewhat dependant on dopaminergic input, and related to recurrent excitation within LPFC, and between LPFC and distant areas (see reviews by 17, 51, 52 ). The coding properties of LPFC tonic activity are modified between routine and non-routine or exploratory behaviours 57 , suggesting a neurophysiological correlate of the cognitive control and modulation predicted by theories.
Crucial information required for action planning during adaptive behaviours is also encoded within LPFC activity. LPFC neurons encode information about the animal's responses as well as states of the environment 25, 83 . LPFC neurons represent the sequence of steps and state transitions that lead from the present to the desired goal 7, 54 which is reminiscent of goal-oriented action planning, also referred to as model-based reinforcement learning 18 . The quality and quantity of expected or obtained reward exert an influence on prefrontal delay activities 1, 42, 82 . Several lines of evidence suggest that the LPFC does not simply sum task-relevant information, but rather integrates reward-related information into knowledge about spatial location 39, 42 . Simultaneous information coding related to spatial location and reward takes place in this region as well as in the caudate nucleus 39 . Although spatial selectivity relates well to the role of LPFC in action selection, these hypotheses fail to provide a functional explanation for observed variations in spatial selectivity in LPFC. Spatial selectivity variations were observed depending on task phases and independent of the actual selection 58 . As we will see later, consistent with previous computational models describing the effect of average reward on variation in exploration rate within the LPFC 49 , meta-learning principles enable good predictions of variations in spatial selectivity in LPFC between exploration and exploitation phases 38 .
Within the medial frontal cortex, the anterior cingulate cortex (ACC), and in particular area 24c, has an intermediate position between limbic, prefrontal, and premotor systems 3, 55 . ACC neuronal activity tracks task events and encode reinforcement-related information 3, 59, 75 . Muscimol injections in dorsal ACC induce strong deficits in finding the best behavioural option in a probabilistic learning task and in shifting responses based on reward changes 4, 75 . Dorsal ACC lesions induce failures in integrating reinforcement history to guide future choices 34 . These data converge toward describing a major role of ACC in integrating reward information over time, which is confirmed by single-unit recordings 72 , and thereby in decision-making based on action-reward associations. This function contrasts with that of the orbitofrontal cortex, which is necessary for stimulus-reward associations 65 .
In addition, the ACC certainly has a related function in detecting and valuing unexpected but behaviourally relevant events. This notably includes the presence or absence of reward outcomes and failure in action production, and has been largely studied using event-related potentials in humans and unit recordings in monkeys. The modulation of phasic ACC signals by prediction errors, as defined in the reinforcement learning framework, supports the existence of a key functional relationship with the dopaminergic system 2, 28 . In the dopamine system, the same cells encode positive and negative reward prediction error (RPE) by a phasic increase and a decrease in firing, respectively 9, 53, 70 . By contrast, in the ACC, different populations of cells encode positive and negative prediction errors, and both types of error result in an increase in firing 48, 62, 68 . Moreover, ACC neurons are able to discriminate choice errors (choice-related RPE) from execution errors (motor-related RPE, e.g. break of eye fixation), 62 . These two error types should be treated differently because they lead to different post-error adaptations. This suggests that while the dopaminergic RPE signal could be directly used for adapting action values, ACC RPE signals also relate to a higher level of abstraction of information, like feedback categorization.
A third important aspect of ACC function was revealed by the discovery of changes in neural activity between exploratory and exploitative trials 60, 62 , or between volatile and stable rewarding schedules 10 . This suggests a more general involvement of ACC in translating results of performance monitoring and task monitoring into a regulatory level. From this short review, clear functional dissociations appear between ACC and LPFC. However, we shall see later that a fine description of dissociations and interactions is required for a good functional description of these two regions.
4-DISSOCIATIONS AND INTERACTIONS BETWEEN ACC AND LPFC
Dissociations. Studies on ACC -LPFC co-activations in various cognitive tasks significantly helped to dissociate their specific roles or describe their interactions 35, 46, 50, 76 . An influential proposal is that ACC and LPFC are respectively involved in detection/monitoring of response conflict and in implementing cognitive control to cope with it 35, 46 . The dissociation is supported by evidence for correlations between sustained LPFC activation and the level of cognitive control on the one hand, and rapid changes in ACC activation during task practice on the other 50 .
Overall, ACC appears to be important when a task requires behavioural adaptation. In an fMRI study involving task shifts, the ACC was active especially after cues that were informative regarding behavioural adaptation while LPFC was activated even after non informative cues 44 . Other fMRI studies pointed to a general role of ACC in assigning motivational priorities to task sets at any time, as opposed for a role for LPFC of dealing with interference arising from recently used task sets 31 . This last view is highly consistent with the theory according to which ACC has a major role in decision making by relating actions to their outcomes 67 .
Comparative electrophysiological studies show a certain level of redundancy of coding and similar response patterns in ACC and LPFC, but also stress the complementary properties of activity from the two structures. For instance, differential activations related to reward encoding have been shown in ACC and LPFC 43 . In this study, ACC neurons encoded both reward and the behavioural response, while LPFC neurons mostly coded for the response. Matsumoto et al. have reported that ACC neurons were more likely to encode ResponseOutcome associations, while LPFC neurons encoded Stimulus-Response associations 47 . Seo and Lee have shown, using a dynamic binary choice task, that more LPFC than ACC unit activity correlates with the difference between the reward values of two alternative choices.
That is, LPFC seems to indicate the best option to a greater degree, whereas there is more evidence in ACC for encoding reinforcement history 73 . Importantly, this study showed that both structures share some aspects of reinforcement-related computation. Overall these data converge toward a bias for ACC to encode performance monitoring signals, whereas LPFC neurons show a bias toward properties reflecting action selection. Note, however, that when one considers the overall properties of encoding by single units the dissociation is not absolute.
Interactions. While ACC and LPFC have been mainly highlighted in the literature in terms of their respective function, their contribution to cognitive control might be fully realized in their interaction. The typology and function of these interactions are still unclear and are the topic of ongoing investigations.
The study of the dynamic of conflict resolution appears to show correlated increases of ACC and LPFC activations in the face of conflict 8, 35 . In the context of the cognitive control loop scheme this has been interpreted as a sequential and directed involvement of ACC and LPFC in the response to and resolution of conflict (see below). However the occurrence of ACC-LPFC interaction only in situations involving conflict resolution is debated 31 . Koechlin and colleagues have instead proposed that ACC might regulate the level or rate of cognitive control in LPFC as a function of motivation based on action cost-benefit estimations 40 .
By means of electrophysiological recordings in the monkey, Tsujimoto and colleagues have shown synchronous local field potentials (LFP) between areas 9 and 32, homologous to subparts of LPFC and ACC regions in humans, during a variety of cognitive tasks 81 . Similar results have been found in EEG in humans with the Eriksen-Flanker task 13 where oscillatory activity in the theta band (4-8 Hz) in the medial prefrontal cortex was enhanced after errors, associated to a transient synchronization with the LPFC, and followed by a behavioural adjustment. Gehring and Knight showed that in patients with a lesion in LPFC, the well studied medial frontal error-related negative potential, putatively produced from ACC, was still present but did not discriminate between errors and correct trials anymore 24 . At the behavioural level the same patients showed difficulties in adapting responses following errors. These data question the direction of influence between ACC and LFPC, although the effect could also be explained by an increased detection of response conflicts under abnormal cognitive control 16 .
The temporality of activations of the two structures appears consistent with the hypothesis that at times of instructive events performance monitoring (mainly ACC) is followed by adjustment in control and selection (in LFPC). Temporality was studied both by unit recordings in non-human primates 33 , and by EEG studies in human 76 . The former study showed that the effect of task switching appear earlier in ACC than in LFPC 33 . The EEG study revealed phasic and early non-selective activations in ACC as opposed to a late LPFC activation correlated with performance. However, Silton and colleagues underlined that when task relevant information is taken into account, late ACC activity appears to be influenced by earlier activation in LPFC. Data from our laboratory show that after relevant feedback leading to adaptation, advanced activation is seen in ACC before activation of LPFC at the population level both for unit activity and high gamma power of LFP (see figure 2) .
5-PFC AND THE REGULATION OF COGNITIVE CONTROL
The functions of prefrontal areas have been widely studied within a framework that strongly echoes meta-learning principles: the cognitive control loop theory 11, 15 . The cognitive control loop describes the modulation of the control level in order to adapt to immediate needs imposed by the environment. It also enables a shift from routine behaviours in a known context requiring little attention and concentration, to more flexible behaviours involving rapid and active control. Two main phases are necessary for the regulation and implementation of cognitive control. The first consists of the systematic detection and evaluation of the relevance of performed actions. This information is used, in a second phase, to regulate cognitive control and to potentiate appropriate action selection to reach a particular goal. Norman and Shallice had formalized such a system with two components: an entity for automatic action selection and an attentional supervisory/control system 74 . The more familiar the environment and the more stably rewarded the actions are, the more the system tends towards automatic functioning. In contrast, complex situations impose an active recovery of control to deal with new contexts and select appropriate actions. Botvinick and colleagues followed the same perspective by proposing conflict detection as a central mechanism to regulate cognitive control 11 .
The neural substrates proposed to support the mechanisms described by these theories largely involve interactions between prefrontal areas 11, 51 . Particularly, the medial prefrontal cortex, including the ACC for its role in performance and task monitoring, and the LPFC for its role in action planning and in the implementation of cognitive control.
Several computational models have been developed describing functioning of the cognitive control loop, and explicitly referring to ACC and LPFC. The respective roles attributed to these two structures are always based around the canonical view that ACC processes errors and monitors performance to regulate control in LPFC where action selection is implemented. The « global workspace » model described by Dehaene and colleagues in 1998, explains how control is resumed in situations where routines get interrupted, where errors are made or where an environmental change is detected. This model is composed of separate specialized modules regulated by a global workspace. The postulate being that, considering functions attributed to ACC and LPFC, these two structures are perfectly appropriate to accomplish regulation 20 
.
Cohen and colleagues describe an auto-regulated system responding to the demands of control by adjusting the exploration-exploitation trade-off 15 . In this model, ACC detects action consequences and attributes them a value. This information is then used to modulate the cognitive control rate in LPFC via the locus coeruleus. Their model explicitly mentions noradrenergic innervation of the LPFC as a possible intermediate substrate to translate ACC modulation. The resulting increased cognitive control will facilitate behavioural adaptation in an appropriate way in associative areas. In a later version of the model, ACC is dedicated to conflict monitoring while the orbitofrontal cortex (OFC) monitors performance by estimating the reward average 49 . ACC and OFC would exert a systematic regulation of LC, which in turn modulates the level of exploration in the LPFC. Although the model fails to take into account ACC's involvement in reinforcement learning mechanisms such as reward prediction error signalling and action value updating, it has the merit of implicitly echoing the meta-learning framework by proposing a regulation of exploration based on reward average. Moreover, the model proposes a neural implementation of exploration regulation by varying the contrast between neural activities associated with competing actions, similar to the effect of the Boltzmann softmax function presented earlier (Eq. 3). Our recent work using the metalearning framework helped reconcile and integrate ACC mechanisms related to reinforcement learning and mechanisms related to performance monitoring. Moreover, as described in the next paragraph, it predicted formal variations of influence on LPFC mediated by ACC functions which could be verified by simultaneous recordings of the two structures 38 .
6-NEURAL CORRELATES OF META-PARAMETERS REGULATION
Rushworth and colleagues have recently highlighted the presence at the level of ACC activity of information relevant to the modulation of one of the reinforcement learning meta-parameters: the learning rate α
10
. Their study is grounded on theoretical accounts suggesting that feedback information from the environment does not have the same uncertainty and will be treated differently dependent on whether the environment is stable or unstable. In unstable and constantly changing ('volatile') environments, rapid behavioural adaptation is required in response to new outcomes, and so a higher learning rate is required. In contrast, the more stable the environment the less reward prediction errors should influence future actions. In the latter situation, more weight should be attributed to previous outcomes and the learning rate should remain small. These crucial variables of volatility and uncertainty correlate with the BOLD response in the ACC at the time of outcomes 10 . Experimental controls in these studies allowed these signals influencing the learning rate to be identified independently from signals representing the prediction error.
This suggests that variations in ACC activity reflect the flexible adaptation of metaparameter α (i.e. the learning rate) based on task requirements, and that previous reports of ACC activity encoding reward prediction errors might be a consequence of such a metalearning function 48, 62 . This hypothesis can also explain differences in the time window over which previous reward information is encoded in ACC and related structures as measured in different protocols involving different volatilities: a low learning rate produces a slow integration of reward information and thus preserves previous reward information over a large time window. In contrast, a high learning rate quickly erases information about previous rewards. Consistently with this in Sugrue et al. reward contingencies remained stable for hundreds of trials, which allowed outcomes from more than 30 trials ago to still have some influence over the values of choice options 77 . In Kennerley et al. (2006) , the monkeys experienced a more volatile environment that switched approximately every 25 trials 34 . As a consequence, a much shorter reward integration period was reported in this study. In an adaptation of the matching pennies game Seo and Lee showed that monkey's choice in a given trial was potentially influenced by the choice outcomes in multiple previous trials as expressed by a slow updating (low learning rate α = 0.24) of action value functions, and ACC unit activity reflected the persistence of reward information across trials . This task enabled us to clearly dissociate exploratory and exploitative trials. Animals had to find which target presented in a set of 4 is rewarded. In each block (problem) the animal can explore targets until discovering the rewarded one, and then exploit (repeat) its choice for at least 4 trials. The target was then changed to initiate a new problem. This produced a complete reset of monkeys' action values at each new problem, independent of the previous problem 37 . Consistent with the theoretical relationship between volatility and learning rate, we found that monkey behaviour in the PST fit the best with a reinforcement learning model using a very high learning rate (α = 0.9). In this task the learning rate is not expected to change over time, which implies a high but stable volatility. However, the exploratory rate should be varied to optimally regulate decision stochasticity. Previous recordings of either ACC or LFPC neurons in this task revealed strong firing rate variations between exploratory (uncertain) trials and repetitive trials 58, 62 . Recent investigations done in our laboratory using the PST showed neural correlates of regulation of meta-parameter β (i.e. exploration rate) using recordings from both ACC and LPFC. We developed a computational model providing a formal description of ACC-LPFC interactions so as to be able to draw experimental predictions 37 .
The model integrates ACC's role in adapting action values based on dopaminergic rewardprediction errors and reward history 28, 66 , its function in performance monitoring through feedback categorization mechanisms 62 , and its role in regulating LPFC's function 5 . Finally, we integrated Cohen and Aston-Jones' proposal that the exploration rate is regulated within the LPFC based on performance monitoring 15, 49 . To do so, our LPFC part filters action values sent by the ACC with equation (3) (see paragraph 2) where β is regulated by feedback history measured in ACC (Fig. 3A) . Simulation of the model led to a set of experimental predictions that were verified by preliminary analyses of recordings from ACC and LPFC in the PST: (1) an overall decrease of activity during repetition trials was observed only in the LPFC; (2) target selectivity was globally higher in LPFC than in ACC; (3) an increase of target selectivity was observed during repetition trials, consistent with the hypothesized exploitative mode of the system (Fig. 3B) . Analysis of single-unit activity in this protocol also revealed correlates of information related to different variables in the model and confirmed the hypothesized function of ACC-LPFC interactions in this task.
7-CONCLUSION
The cognitive control theory has previously stressed the importance of performance monitoring and task monitoring in the ACC to regulate the level of control within the LPFC. It appears that the meta-learning framework can complete this picture by providing testable computational principles that could formally underlie the regulation of such control. This framework explains the finding of a diversity of performance monitoring processes previously associated with ACC function, such as estimations of error-likelihood 12 . It also supports the previously highlighted fundamental role of this structure in relating actions to outcomes 67 . Recent investigations have explicitly referred to the involvement of the ACC in the regulation of reinforcement learning meta-parameters 10 . This and our studies suggest that ACC might contribute to adapting the learning rate based on estimations of the environment's volatility, and the exploration rate based on feedback history and reward average.
However, the current picture drawn from the dissociation between ACC and LPFC function is not yet complete. Recent findings including our own analyses, suggest that function is somewhat distributed over ACC and LPFC and that they both contain information related to action valuation, action selection, and their regulation. Also, while most theoretical approaches focussed on ACC's influence over the LPFC, the opposite has to be considered. As mentioned above, Gehring and Knight showed that in patients with LPFC lesion, the medial frontal error-related negative potential, associated to ACC, was still present but did not discriminate between errors and correct trials anymore 24 . Moreover, anatomical data collected in our laboratory suggest that anatomical connections in both directions exist and have different patterns suggesting different functional effects 61 (see also Chapter 1). Thus information flow from LPFC to ACC appears important and has to be taken into account to better understand ACC-LPFC interactions. Further investigations will be required to understand how ACC and LPFC share information, interact, and still show dissociable contributions to specific functions. The combinations of neurophysiological, interruptive, and computational approaches will be essential to answer such complex questions. . A change in the task condition from short-term reward to long-term reward at timestep #200 produces an adaptation of metaparameters' values. discharge at comparable latencies in ACC and LPFC (black curves). However, neurons responding to salient feedbacks (first correct CO1 and INC feedbacks after incorrect choice and after the first reward delivery; grey) have a shorter latency in ACC than in LPFC. B. Latencies of significant high gamma power increase in LFP after incorrect feedbacks in ACC (black) and LPFC (grey). 
