The demand for accurate indoor localization has become more and more urgent in locationbased services (LBS). Since the traditional indoor localization is based on a single fingerprint, which is susceptible to environmental changes, it is hard to obtain high accuracy. In order to fill this gap, we propose a new multiple fingerprints method used in the indoor environment without extra measurement, and it can reduce the uncertainty caused by a single fingerprint. The multiple fingerprints are based on the signal Subspace and the received signal strength index (RSSI) and others, where the signal Subspace represents the characteristic representation of the received array signal and the RSSI represents the signal strength. First, we propose an algorithm named Subspace gradient boost decision tree (Subspace-GBDT) to obtain a strong classifier, which can make a successful prediction. Second, we propose another algorithm named double threshold assisted mode (DTAM) to combine multiple fingerprints. It can achieve accurate prediction by setting two different threshold parameters, the threshold of samples number and classifiers number, and reduce errors of matching. The experiment results show that the proposed method can obtain higher cumulative distribution function (CDF) value and localization accuracy than the traditional methods.
I. INTRODUCTION
Wireless localization has attracted a significant amount of interest due to its important role in lots of applications for location-based services [1] . Although satellite navigation systems such as GPS can provide high outdoor localization accuracy, indoor localization effects are still not ideal [2] . These make the need for research of indoor localization technology gradually increase in recent years. The current localization technologies include time of arrival (TOA) [3] , time difference of arrival (TDOA) [4] , angle of arrival (AOA) [5] , received signal strength index (RSSI) [6] , and thereof [7] . The above mentioned corresponding hardware technologies have also been rapidly developed [8] , [9] . In general, localization technology can be divided into two parts: fingerprint-independent and fingerprint-dependent. The fingerpint-independent mainly uses the relationship between the intensity of the attenuation and propagation disThe associate editor coordinating the review of this manuscript and approving it for publication was Ning Zhang. tance for localization. The fingerprint-dependent is usually set up by a single feature database, for example, only by RSSI. However, the RSSI fluctuates drastically due to the influence of multipath propagation with non-line-of-sight (NLOS) in indoor environment [10] . To overcome this drawback, several kinds of fingerprints, including channel impulse response (CIR) [11] , signal strength difference (SSD) [12] , power delay Doppler profile (PDDP) [13] , and others, have been committed to provide stable features.
In addition, channel state information (CSI) of network interface cards (NIC) can improve the performance of indoor localization a great extent [14] - [17] . In [18] , a fine-grained CSI has been employed. However, raw CSI measurements from off-the-shelf devices cannot be directly applied to localization for the environment with multipath propagation and noises. Thus, the previous methods have difficulties to employ an unified model to accurately describe the relationship between the CSI measurement and the target's location [19] .
In [20] , an indoor localization method using array antenna was proposed. It utilized the eigenvector spanning signal Subspace and obtained more information than before. However, this method used still only a single fingerprint in the receiver without other features to be compared or verified. Obviously, the wireless signal indoor changes at every moment in the real indoor environment and cannot be predicted in advance actually.
The machine learning technology seems to be one of the ways to make up for this deficiency. In applications, predicting symbolic locations instead of physical coordinates was treated as a classification problem [21] . In [22] , different machine learning algorithms were compared in indoor localization and the drawbacks were given individually in indoor localization [23] . In addition to machine learning, many scholars have also proposed indoor localization based on deep learning [24] . The deep learning has been successfully applied in image processing and voice recognition [25] , and can fully explore the feature of wireless channel data and obtain the corresponding fingerprints. Khatab et al. [26] took advantage of deep learning and extracted features by auto encoder to improve the localization performance in the feature extraction and the classification. In [27] , convolutional neural networks (CNNs) was implemented in the TensorFlow computational framework. In addition, CSI is also an available indoor wireless signal feature. A DeepFi system architecture with deep learning, based on indoor fingerprint scheme and CSI, includes an off-line training phase and an on-line localization phase [28] . However, these methods of deep learning did not combine the various features and multiple fingerprints.
In order to make full use of multiple fingerprints, a Group of Fingerprints based on localization framework (GOOF) was proposed in [29] . The GOOF is trained as multiple strong classifiers by using Random Forest. Besides, a sliding window aided mode-based (SWIM) [30] hybrid algorithm was proposed to combine the predictions of these strong classifiers with multiple samples. It mainly uses the entropy of the predicted grid number to reflect the volatility of the indoor environment, thus eliminating the invalid collected samples. The main disadvantage of entropy is that it ignores the relationship of actual grids and the predicted grids and cannot effectively measure the degree of dispersion of the prediction. Similarly, most existing machine learning methods are based on training with only a single fingerprint and do not take advantage of multiple fingerprints.
As shown in Figure 1 , the receiver which represented as the white triangle gets the transmitted signals from the APs. Assuming that LOS is maintained between AP1 and the receiver, the location can be estimated accurately by it. However, due to the movement of indoor personnel, some obstacles may block the transmission of LOS between the AP2, AP k and the receiver, and the signal transmission path will be changed to NLOS. This will cause the estimated location, represented as black triangle, to be further away from AP2 and AP k than the actual location. Therefore, NLOS generally causes location deviation, which requires the fusion of multiple fingerprints to reduce the impact of it. It will be verified by later experiments.
In this paper, we use multiple fingerprints to improve the performance of the localization system and propose the corresponding hybrid algorithm. The rest of the paper is organized as follows. The preliminary knowledge is introduced in Section II. The multiple fingerprints is described in Section III.A and the Subspace-GBDT approach is introduced in Section III.B. In section III.C, we propose the DTAM hybrid localization algorithm. Section IV provides experimental results to verify the accuracy and efficiency of our algorithms. Finally, Section V draws concluding remarks.
II. PRELIMINARY
Assume there are K access points (APs), a kind of transmitters, placed in the indoor environment. For convenience, Table 1 lists the frequently used notations in this paper. The receiver has b antennas separated in distance d. The antenna array receives electromagnetic waves at an incident angle of θ k , k = 1, . . . , K . Each θ k corresponds to an incident angle of AP's signal. The APs and the received linear array working scene are shown in Figure 2 .
In the vicinity of the receiver, the electromagnetic wave is assumed to be a plane wave. So, all antennas of the receiver are regarded as having the same incident angle from an AP. Using the first antenna as a reference point, the ith antenna receives signal with the time delay of τ
where c represents light speed and k is the index of AP. For the AP k , the receiver has a steering vector a (θ k ), which is defined as
For all APs, the received steering matrix A is defined as (2) , as shown at the bottom of this page. So, the array signal x(t) can be represented as
where s(t) is the received signal of the first antenna and n(t) is Gaussian white noise with variance σ 2 . Then, the co-variance matrix of the received signal can be defined as
where E{.} represents the operator of calculating the expected value. The co-variance matrix of the whole antenna signal array is defined as
On the one hand, the R can be represented as
where σ 2 I represents the variance of noise. On the other hand, by applying spectral factorization, R can also be rewritten as
where U is the unitary matrix and is the diagonal matrix of the eigenvalues. These two matrices can be expanded as
where the eigenvector u i and eigenvalue λ i satisfy the equation of Ru i = λ i u i . Here, the eigenvalues satisfy the sequence order of
Because the total APs number K is generally less than the antennas number b, we can choose the largest K number of eigenvalues, and decompose the formula (7) into
where
s and U s represent the eigenvalue and eigenvector of signal, meanwhile, n and U n correspond to the noise. For all
According to the knowledge of signal processing, the K eigenvalues in front of the index correspond to signal and the rest of them correspond to noise with the variance of σ 2 . According to the relation of the eigenvalue-eigenvector pair, we use span {U s } to represent signal Subspace.
III. THE SYSTEM DESIGN A. MULTIPLE FINGERPRINTS
In order to utilize signal Subspace information, the steps of Subspace fingerprint to be established are as follows. First, the receiver obtains RSSI value from APs. Assume the indoor area is divided into Q grids. The RSSI is usually a set of discrete values, and represents the strength value of the received signal measured by a period of time. It is defined as
where L represents sampling length. Actually, r i (0) is just the ith diagonal element of the estimated co-variance matrix R in formula (5) . So, we can obtain the Subspace and the RSSI value simultaneously which only need to be measured once.
For each grid, we build the RSSI fingerprint according to the diagonal elements of the estimated covariance matrix R.
The representation of RSSI is
where diag{·} is the operator of extracting diagonal elements of matrix. According to formula (10), the RSSI values are shown in Table 2 . In Table 2 , g i represents the ith grid, and r i b (0) represents the RSSI obtained from the bth antenna in grid g i . Comparing formula (8) with (10), it is remarkable that the Subspace fingerprint has more correlation information between the elements of APs than that of the RSSI. So the Subspace fingerprint can offer more information than the RSSI fingerprint. However, for a single feature has its own characteristic only, it is not enough to make an accurate localization.
In order to improve the localization accuracy, we establish the multiple fingerprints including Subspace and RSSI fingerprint. They obtain multiple data types of fingerprints from array signal measurement at one time. Hence, the data acquisition efficiency of the multiple fingerprints is much higher than the measurements by other methods in different times. By minimizing errors on all grids, we can get the results which did not found by traditional methods before.
B. SUBSPACE-GBDT
The RSSI fingerprint and Subspace fingerprint can be obtained directly in the off-line phase by the above. Gradient boosting is a machine learning technology for solving regression and classification problems, which generates a prediction model in the form of an ensemble of weak prediction models, a typically decision trees. In practical applications, the gradient boost decision tree (GBDT) is a kind of boosting algorithm based on decision tree, which consists of multiple decision trees [31] . The GBDT uses a regression decision tree, and can adapt well to non-linear characteristics. It is very useful to process various data such as fingerprints. Due to its solid theoretical foundation, accurate prediction and simplicity, it has been applied in various fields and has achieved great success. It is especially suitable for large data cases, such as operations in matrix and vector form.
Based on the above analysis, the Subspace fingerprint is suitable for using GBDT. It needs to build multiple strong classifiers from the constructed fingerprints. Each strong classifier generates a final location estimate of the target. For the sake of simplicity, we propose the framework which is illustrated in Figure 3 . 
is the initial fingerprint, where p i represents the ith fingerprint vector. As defined before, g i represents the corresponding grid to be located and N is the number of collected samples to be trained. When the decision tree grows, the values in all the features are used as split candidates, and an evaluation index is calculated for it. Evaluation indicators usually include information gain, gain ratio, gini coefficient, and so on. Here, for the sake of convenience, we choose the information gain as the evaluation index of Subspace-GBDT. The GBDT algorithm also has obvious advantages in the online localization stage. This will be further explained in the experimental simulation. We have summarized the process of constructing Subspace-GBDT as Algorithm 1.
Algorithm 1 Subspace-GBDT
Input: Initial fingerprint F and sample p. Output: The strong classifiersf (p).
(b) Set a regression tree to the target r mi giving terminal regions R mj , j = 1, 2, . . . , J ; (c) For j = 1, 2, . . . , J , calculate
Here, L(y i , co) represents error function of the two classes. co(x) represents the cumulative output value of the multiple trees when the leaf nodes have already obtained the decisions. In other words, the current forecast value of the eigenvalue is x. In each iteration, the gradient r mi of the residuals is recalculated, and the decision tree R mj consisting of J leaf nodes is updated from each sample point p and r mi . When the decision tree is established, the optimal coefficient, which minimizes the error function L(y i , co), can be calculated. Finally, by setting the weight v , the f m (p) is updated independently in each of the corresponding regions.
The initial fingerprint F has N samples, and the tree depth of the basic classifier decision tree is J . When the decision tree grows, the values in all features are used as split candidates, and an evaluation index is calculated from it. Therefore, the time complexity of training with the Subspace fingerprint database is O(N * J * M ). The actual run time of the algorithm will be given in the experimental simulation section.
C. DTAM HYBRID LOCALIZATION
As a classic hybrid method, the SWIM algorithm was proposed to obtain an accurate estimate by minimizing the entropy of multiple classifiers in [30] . However, the main drawback of entropy is that it ignores the relationship between the predicted result grid tags and the actual indoor location [32] .
To overcome this drawback, assume there are J samples obtained in each grid. These samples are sent to the two strong classifiers. Then, the localization system will make prediction of corresponding grid tag. Figure 4 shows the prediction results of the J samples in a grid. As to the classifier G 1 , trained by RSSI fingerprint, it generates prediction results g . The classifier G 2 trained by Subspace fingerprint generates g . Then, they are all sent to search for the final prediction resultĝ by DTAM. In addition to Subspace and RSSI, the algorithm DTAM can include multiple fingerprints such as co-variance values, CSI etc. In Figure 4 , we can see that the outputs of multiple classifiers are fused with more information than one classifier. This will get higher accuracy during the matching process. To reduce the deviation, constraints are added to measure the degree of dispersion of multiple coordinates. Specifically, the maximum variance of grid's coordinate is limited by using principal components analysis (PCA). Based on above, we define the PCAvar, which is the variance based on PCA, calculated in the predictions of the γ th strong classifier. The PCAvar of J samples are
where coor(g) represents the coordinate of the grid g. D γ is the robustness of the γ th classifier to noise. PCA(x) is a function that uses the PCA method to reduce x from multiple dimensions to one with the largest variance. The smaller D γ is, the better robustness of the γ th strong classifier prediction will get. Similarly, we can also calculate the PCAvar by testing z samples of all strong classifiers with
where D j is the environment adaptability of these fingerprints. The bigger D j will make the environment more complex. In order to combine predictions of the other classifiers, we give a mode-based robustness estimator aŝ
where y is the prediction of theĵth testing samples of theγ th strong classifiers. T (y) returns the most frequently occurring value from y.
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The constraints in (13) can make the estimator robust in the environment with large noise. It improves the final localization accuracy, even if all classifiers are weak at the same time MUCUS [29] . Besides, SWIM adopts windowing and sliding technologies to improve the localization efficiency. However, SWIM still needs to make the predictions of all test samples. In order to optimize the localization speed and robustness, we further propose the Double Threshold Assisted Mode (DTAM) algorithm as follows.
Assume τ is the minimum variance threshold based on PCA. T represents the threshold of samples number and H represents the threshold of classifiers number. First, when the D j satisfy the condition of threshold τ , the counter number is increased and the test sample is updated. The counter number is compared with another threshold T and the corresponding jump is made. Then, the same operation is conducted with D γ and threshold H. Finally, the prediction result of matrix A can be obtained. The DTAM algorithm is shown as below. In this algorithm, multiple strong classifiers are obtained by using the data of RSSI and Subspace fingerprint respectively, and all samples are sent to the multiple strong classifiers to obtain predicted grid tag. Then, the final location resultĝ is calculated by information fusion. The offline phase time complexity has been given by the previous algorithms [29] , [30] . When the fingerprint library type number is k, the time complexity of the online phase is O(k * H ).
IV. EXPERIMENTS VALIDATION A. SIMULATION ANALYSIS
In order to compare the performance of different methods respectively, each method combined with only a single fingerprint is tested by simulation firstly. The environment of the computer simulation is as follows. It is set up in an indoor multipath propagation environment with parameters from the Ray-tracing model. Assume the indoor area of 6 × 9 m is divided into Q = 54 grids and the centre-to-centre spacing of adjacent grids is 1 meter. There are 3 APs at a height of 1.5 meters and an array of 4 antennas on the receiver. Each adjacent antennas are about 0.15 meters apart. The indoor localization scene is shown as Figure 5 .
First, in order to test the effectiveness of the GBDT algorithm, we conducted some experiments by using algorithm 1. In each grid, we repeated the measurements to get 100 samples and each sample has 512 snapshots. So, the total number of snapshots is 51200 in one grid. The noise in indoor environment is assumed as the Gaussian white noise with the SNR from 0 to 30 dB and the step size of 5 dB. Although our algorithms are applicable to multiple fingerprints, for the sake of comparison, we mainly use Subspace and RSSI to test in detail. Then, we set up these two kinds of initial fingerprints individually.
This experiment is conducted by the computer with Core(TM) i3-2310M CPU and operator system of Windows 7. We use MATLAB R2017a and Python v3.5 for calculation and training. The average CPU time of the six algorithms are shown in Table 3 . The Subspace-GBDT and RSSI-GBDT represent each fingerprint combined with GBDT respectively. Similarly, those two fingerprints can also be combined with Adaboost and KNN. All results are shown in Table 3 .
From Table 3 , we can see that the CPU time of all algorithms combined with GBDT are about half of other combination algorithms. In this aspect, the algorithms combined with GBDT have lower complexity advantage than other combinations in the online localization phase. Figure 6 shows that the cumulative distribution function value varies with the error distance. When the error distance changes, the SNR is set to an average of 0-30 dB. The six curves represent the cumulative distribution function results of RSSI-KNN, Subspace-KNN, RSSI-Adaboost, Subspace-Adaboost, RSSI-GBDT and Subspace-GBDT. From Figure 6 , we can see that the prediction probability of Subspace-GBDT can achieve 0.9 when error distance is 2.5m. Its performance is much better than other algorithms. Besides, all combined algorithms with GBDT are better than others. Especially, the combination of GBDT and Subspace obtain the best performance. Because the cumulative distribution function would affect the probability of localization directly, the GBDT will get high localization accuracy.
Next, we go on the simulation experiment by using DTAM. For grid g, in order to evaluate the performance of this algorithm, we define the measure of the predicted probability p as
where z is the number of grid participation. We test with RSSI-GBDT, Subspace-GBDT, MUCUS, SWIM and DTAM algorithm. The initial fingerprint is divided into two parts, 70% of the samples are trained in a strong classifier, and the remaining 30% are used as a test for predicting results. The SNR varies from −5 to 30 dB with an interval of 5 dB.
In the offline phase, we establish multiple fingerprints for each grid in different SNR, and here are 2 fingerprints. Then, we use 100 samples to train multiple strong classifiers. The number of trees for each GBDT is T = 100, and the tree depth is D = 10. The weak classifier is a decision stump. In the online phase, we test 20 fingerprint samples on each unknown grid and send them to multiple classifiers for training. At last, we get the predicted result of the probability.
It represents the ratio of the correctly predicted number to the total predictions number of a grid.
The five curves in Figure 7 represent the prediction probability of RSSI-GBDT, Subspace-GBDT, MUCUS, SWIM and DTAM. The prediction probability will increase along with the SNR increases. The MUCUS curve is calculated from 20 testing samples [29] and the SWIM curve is obtained by using entropy [30] . The curve of our proposed algorithm is obtained by using PCAvar. In Figure 7 , the prediction probability of DTAM can achieve 0.97 when the SNR is 10 dB. In general, DTAM is superior to SWIM because the latter's entropy strategy cannot offer the discreteness between the prediction and the actual location. The DTAM shows better performance than other methods in different SNRs. The prediction probability will ultimately affect the accuracy of localization. Next, we collect 20 Subspace samples at each grid to test the performance. The prediction probabilities are obtained in different maxDepth value in Figure 8(a) . In the case of T = 100, we can see that the prediction probability increases rapidly as maxDepth increases from 2 to 6. However, the performance gets only a little improvement when maxDepth increases from 6 to 10.
Set maxDepth = 10 and nEstimators value from 10 to 100 with a step size of 30. We can get the prediction probability under different SNRs in Figure 8(b) . Taking the time and effect factors into account, it is best to set nEstimators to 40.
B. TEST IN REAL ENVIRONMENT 1) EXPERIMENTS SETUP
In order to verify our methods in real environment, we conduct more experiments with Universal Software Radio Peripheral(USRP). The signal processing platform involved in this paper is mainly designed in GNU Radio Companion (GRC), and the whole signal processing is implemented by Python. In the GRC interface environment, fingerprint features collection can be obtained by constructing a Python flowchart of the transmitter and the receiver. The operation flow of each step can be understood very intuitively, and the functions and parameters of each module can be adjusted. The oscilloscope module ''WX GUI Scope Sink'' obtain realtime waveform of the signal. The data of the USRP signal are collected by the array antenna and imported into Matlab for fingerprints feature calculation and AdaBoost model training.
2) DATA COLLECTION
The indoor area is divided into grids in a designated indoor environment. As shown in Figure 10 , the distance between two adjacent rows is 1 meter, and the distance between adjacent columns is 2 meters. In this figure, the red square represents the location where the receiver would be placed. The green dot represents the location where the transmitter would be placed. The yellow triangle indicates where the receiver would be placed both in the online and offline phases.
In the offline phase, the transmitter is firstly placed at grid label 1 and an AM modulated signal is transmitted from there. Next, place the receiver once time at each red square location and collect data at each location. Finally, the collected signal data is sent to Matlab for preprocessing, and the multiple fingerprints are established by the methods described by the part II. In the online phase, the receiver is placed in any location of the yellow triangle, and the data is also collected and sent to Matlab for data processing.
In the experimental area, 10 test grids were randomly selected, and each grid is subjected to multiple localization experiments for the accuracy calculation. Then the DTAM algorithm is compared with SWIM, MUCUS, Subspace-GBDT and RSSI-GBDT.
Based on the same training data, we compare the accuracy at different online fingerprint collection location in the same day. The following localization accuracy rate table is shown in Table 4 .
It can be seen from the Table 4 that the 10 sets of data collected are affected by the DTAM algorithm, which significantly improves the accuracy of localization. Since the transmitter is near to the grid 1, the prediction accuracy of all algorithms in grid 1 are higher than that of the far grids. If the receiver is farther from the transmitter, the impact of multipath and the transmission channel time-varying are greater. In conclusion, the DTAM algorithm can achieve the accuracy of 1.00 near to the grid 1, and can achieve a prediction accuracy from 0.9 to 1 at other grids. As can be seen in Figure 11 , including 10 reference grids, the prediction accuracy of the DTAM algorithm is compared with other algorithms such as SWIM, MUCUS, Subspace-GBDT, and RSSI-GBDT. The prediction accuracy of DTAM algorithm is higher about 0.02 and 0.1 than the SWIM, MUCUS. It is also much better than the others. On the whole, the performance of the DTAM algorithm has been greatly improved.
Besides, we conducted an experiment to verify the ability of DTAM to reduce location errors by multipath propagation. As described in Figure 1 before, the error of localization depends primarily on whether the primary path is LOS or NLOS. In the LOS environment, the effect of the single fingerprint and multiple fingerprints methods are similar. In the NLOS environment, there is a big difference in their impact. We compared the single fingerprint and DTAM methods and obtained the result shown in Figure 12 . Assuming that Grid A is the actual grid to be tested, by the method of a single fingerprint, we find that the estimated location is deviated from the actual location very large. Although some estimated lactation can be found near to the actual location, some locations are far away and even completely invalid. However, we also assume Grid B is the actual grid and estimate it by DTAM. We find most of the estimated lactation is consistent with the actual location. This shows that DTAM can effectively improve the localization accuracy in the NLOS environment.
In order to test the stability of the offline fingerprint, a comparison experiment of localization accuracy was made at different online fingerprint collection time. The online fingerprint collection time is set in three different time periods: (1) Collecting online fingerprints on the day of offline fingerprint collection (2) Collecting online fingerprints after three days (3) Collecting online fingerprints one week later. Figure 13 shows the results of the prediction accuracy of the DTAM, SWIM, MUCUS, Subspace-GBDT and RSSI-GBDT under different online fingerprint acquisition times. The DTAM algorithm has higher prediction accuracy than other algorithms. We can also find that the DTAM algorithm achieves prediction accuracy near to 0.99 when online and offline data are collected in the same day. Three days later, it drops to 0.97, and the prediction accuracy drops to 0.95 one week later, but is still higher than other localization algorithms. VOLUME 7, 2019 Because the DTAM combines multiple fingerprints well, it can get better performance even in a long period of observation. Through the above simulation experiments and actual measurements, the proposed algorithm achieves an effective improvement in indoor location accuracy.
V. CONCLUSION
In this paper, we propose a multiple fingerprints method to improve the localization accuracy in indoor environment. We have verified that the Subspace signal fingerprint is suitable for the GBDT method. In addition, we also apply double thresholds to improve the accuracy of prediction and proposed DTAM method for multiple fingerprint data fusion. We successfully reduce the errors often occurred in a single fingerprint by combining Subspace with RSSI. Simulation and real test results show the effectiveness of our proposed algorithm. Therefore, our approaches are competitive in complex indoor environments. 
