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ABSTRACT OF ON POLE ASSIGNMENT I N  M U L T I - I N P U T  
C O N T R O L L A B U  L I N E A R  S Y S T E M S  
W. M. Wonham 
It i s  shown t h a t  c o n t r o l l a b i l i t y  of an open-loop system 
i s  equivalent t o  t h e  p o s s i b i l i t y  of ass igning an a r b i t r a r y  set  of 
poles t o  t h e  t r a n s f e r  matrix of  t h e  closed loop system, formed by 
means of s u i t a b l e  l i n e a r  feedback of t h e  s t a t e .  
ON F'Om ASSIGNMENT I N  MULTI-INPUT CONTROLLAEKLE 
LINEXR SYSTEMS 
W. M. Wonham 
INTRODUCTION 
Consider t h e  system 
Here and i n  t h e  following, a l l  vectors and matrices have r ea l -  
valued elements and a l l  matrices a r e  constants. In  (l), A,B a r e  
matr ices  of dimension respect ively n X n and n X m; x i s  the  
s t a t e ,  an n-vector; and u i s  an m-vector. A s  usual, u denotes 
an ex terna l  input. 
Let us "close t h e  loop" by s e t t i n g  
u = c x + v ,  
f o r  some m X n matrix C and new externa l  input v. Then (1) 
becomes 
d x ( t ) / d t  = (A+BC)x( t )  + Bv(t) . ( 2 )  
I n  appl ica t ions  it i s  o f t e n  des i rab le  t o  choose C so t h a t  the  
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matrix A+BC has s p e c i a l  propert ies :  f o r  example, s t a b i l i t y .  
I n t u i t i v e l y  it i s  c l e a r  t h a t  t h e  p o s s i b i l i t y  of such a choice 
depends on t h e  c o n t r o l l a b i l i t y ,  i n  an appropriate  sense,of t h e  s ta te  
x with respect  t o  u. I n  t h i s  note  w e  s ing le  out t h e  property 
of "pole ass ignabi l i ty" ,  and show t h a t  it i s  equivalent t o  con- 
t r o l l a b i l i t y  of (1) i n  t h e  usual  sense. 
To be precise,  l e t  
A = (Al, ..., An) 
be an a r b i t r a r y  s e t  of n complex numbers hi, such t h a t  any hi 
with Im Ai f 0 appears i n  A i n  a conjugate pa i r .  We r e c a l l  
t h a t  t he  p a i r  (A,B)  
t h e  n X mn matrix 
i s  (completely) c o n t r o l l a b l e  i f  and only if 
K = [ B, AB,. . . , A ~ - ~ B ~  
i s  of f u l l  rank n. The r e s u l t  we wish t o  prove i s  t h e  following. 
THEOREM The p a i r  (A,B) i s  c o n t r o l l a b l e  i f  and only i f ,  f o r  every 
choice of t h e  s e t  A ,  t h e r e  i s  a matr ix  C such t h a t  
A + BC has A f o r  i t s  s e t  of eigenvalues.  -
In  o the r  words, c o n t r o l l a b i l i t y  is equivalent  t o  t h e  
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property t h a t  t h e  closed-loop t r a n s f e r  matr ix  
[ SI - (A+BC)]- IB 
can be assigned an a r b i t r a r y  s e t  of poles  by a s u i t a b l e  choice of 
t h e  feedback "gain" matr ix  C. 
If B i s  an n-vector ( m d )  t h e  r e s u l t  s t a t ed  i s  well-known, 
and i s  obvious a f t e r  a change of bas i s  which transforms A t o  
companion ( r a t i o n a l  canonical)  form and B t o  t h e  form 
B = (O,O, . . .,0,1)'. (prime denotes transpose) 
Such a choice of b a s i s  i s  always poss ib le  i f  
f o r  t h e  d e t a i l s  see, f o r  instance,  [l], p.113. 
(A,B) i s  con t ro l l ab le ;  
To prove t h e  r e s u l t  i n  t h e  general  case we f irst  transform 
(A,B) 
exhibi ted a s  a t r i angu la r  a r ray  of  subsystems, each of t h e  type 
j u s t  described. This transformation i s  due t o  Langenhop [2]. He 
proved a theorem s imi la r  t o  ours, i n  t h e  case where = Fx+Gu, 
and t h e  elements of t h e  parameter matr ices  may be a r b i t r a r y  com- 
p lex  numbers. The present  r e s t r i c t i o n  t o  real-valued elements 
apparent ly  prevents t he  immediate appl ica t ion  of Langenhop's r e s u l t ;  
however, b a s i c a l l y  we follow the  same route.  
t o  a canonical  form i n  which our multi- input system i s  
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PROOF OF THE THEOFBM 
1. Sufficiency. 
The argument of [ 2 ]  app l i e s  without change. I n  fact ,  
l e t  hl,. . . , A  be  any d i s t i n c t  r e a l  numbers such t h a t  det(A-AiI)# 
0 ( i  = 1,. . . ,n) .  By assumption t h e r e  a r e  n-vectors 
( i  = 1, ..., n) and an m X n matr ix  C such t h a t  
n 
x # 0 i 
( A  + BC - AiI)xi = 0 ( i  = 1, ..., n) 
o r  
-1 (A-hiI) BCxi = xi ( i  = 1, ..., n) .  ( 3 )  
Since 
for s u i t a b l e  r a t i o n a l  funct ions pj, (3) implies  
Because t h e  Ai a r e  d i s t i n c t ,  t h e  eigenvectors x of A+BC 
a r e  l i n e a r l y  independent; t hus  (4)  states t h a t  t h e  range o f  
i 
K 
i s  t h e  whole space, t h a t  is, K has rank n. 
2. Necessity. 
The proof of n e c e s s i t y  leans on t h e  theory  of c y c l i c  
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subspaces ( [ 3 ] ,  Chapter 7). For completeness' sake we c o l l e c t  i n  
2 .1  some d e f i n i t i o n s  and preliminary r e s u l t s .  
2 .1  Denote t h e  coordinate n-space by E and l e t  t h e  n X n 
matr ix  A be fixed. If b t E and b # 0 l e t  v ( b )  be the  
g rea t e s t  in teger  such t h a t  t h e  vectors  
b, Ab, ..., Av(b)-l b 
a r e  l i n e a r l y  independent, and l e t  % denote t h e i r  span. Eb i s  
t h e  c y c l i c  subspace generated by b. E i s  c y c l i c  i f  t he re  e x i s t s  
b E E such t h a t  % = E, t h a t  is, such t h a t  (A,b) i s  cont ro l lab le .  
The minimal polynomial (m.p.) o f  b 
nomial @(A)  of lowest degree such t h a t  B(A)b = 0. Thus b 
generates  E i f  and only i f  t h e  m.p. of  b i s  of  degree n. The 
i s  t h e  (unique) monic poly- 
minimal polynomial (m.p. ) of E is, as  usual, t h e  (unique) monic 
polynomial a(h)  of l e a s t  degree such t h a t  a ( A )  = 0; a(h)  i s  t h e  
least common mul t ip le  (EM) of t h e  m.p. B(h) of t h e  vectors  b E E. 
Evident ly  E i s  cyc l i c  only i f  the degree of a(A) i s  n; we 
s t a t e  t h e  converse a s  
IJMMA 1 ([3],p.l80, Theorem 2) 
If t h e  m.p. a(h )  of E i s  of degree n then E i s  - -
c y c l i c ;  t h a t  is, t h e r e  e x i s t s  b E E such t h a t  t h e  m.p. of  b 
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I n  p a r t i c u l a r  t h e  condition of Lemma 1 holds i f  t h e  
eigenvalues o f  A a r e  d i s t i n c t .  
Two monic polynomials Cp,+ a r e  coprime i f  t h e i r  g r e a t e s t  
common d i v i s o r  (GCD) i s  1. Then by ([k],p.75,Theorem 12) t h e r e  
a r e  monic polynomials p,o such t h a t  
LEMMA 2 ( c f .  [ k],p.324,Theorem 19, Corollary).  
Let E be cyc l ic ,  with m.p. a;  and l e t  c be a generator -
of  E. I f  b = y(A)c  f o r  some polynomial r and i f  a,r - are - -
coprime, then b i s  a l s o  a generator o f  E. -
The converse i s  a l s o  t rue ,  bu t  w i l l  not  be needed. 
PROOF. 
L e t  f3 be t h e  m.p. of b. Since a,r a r e  coprime 
t h e r e  e x i s t  p,a such t h a t  1 = yp+cyxJ. Thus 
c = y(A)p(A)c  + CX(A)U(A)C = p ( A ) b  . 
If x E E i s  a r b i t r a r y  then f o r  some B, 
x = B(A)c  = B(A)p(A)b ; 
then p(A)x = 0, and s o  aIf3 ( a  d iv ides  f3). Since a i s  t h e  
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m.p. of E, Bla. Hence B = a, and so  b generates E. The 
proof i s  complete. 
Let B be an n X m matrix as  before,  and l e t  (B)  
denote t h e  subspace of E spanned by the  column vectors  of B. 
Obviously i f  (B) contains a generator of E then (A,B) i s  
cont ro l lab le .  Since t h e  m.p. of E may be of degree l e s s  than 
n, t he  converse statement i s  i n  general  f a l s e .  However, f o r  t h e  
cyc l i c  case we have 
Let (A,B) be cont ro l lab le  and l e t  E be cyc l i c .  -
There e x i s t s  an n-vector b e {B) such t h a t  (A,b) i s  cont ro l -  
l a b l e .  
PROOF. 
For i =  1, ..., m l e t  pi be the  m.p. of bi and E i 
t h e  subspace generated by bi. Thus E = El + . . a +  Em and, i f  QI 
i s  the  m.p. of E, 
I L e t  c be a generator of E. There a re  polynomials 
r y * .  ,ym 
t h e  exis tence of r e a l  numbers 
such t h a t  bi = Yi(A)c, i = 1,. . . ,m. 
rl, ... 
We s h a l l  prove 
such t h a t  rlbl +*..+ 'mbm 9 rm 
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generates E. By Lemma 2, it i s  enough t o  choose t h e  r so t h a t  i 
i s  coprime with a. 
For t h i s ,  note f i r s t  t h a t  
In  f ac t ,  i f  K i s  t h e  GCD on the  l e f t ,  then 
h h 
a =  KCX, yi = ~y~ (i = 1, ...,m) 
A 
f o r  su i t ab le  polynomials 8, Ti. Then 
&(A)bi = G(A)K(A)?i(A)c 
h 
= ri(A)a(A)c 
= o (i = 1, ..., m). 
A 
Thus pi la  (i = 1, ..., m); hence (by d e f i n i t i o n  of t h e  LCM) 
al6; t h a t  is, K = 1. 
Fina l ly ,  observe t h a t  a,y a r e  coprime if and only if 
Y ( h . )  # 0 (j = 1,. . . ,n) ,  where t h e  A a re  t h e  (complex) zeros J 3 
L 
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of a(h) . By ( 5 ) ,  t h e  q u a n t i t i e s  yi(Aj) (i = 1,. . . ,m) cannot 
a l l  vanish f o r  any A Therefore numbers r with t h e  required 
property e x i s t .  
j '  i 
The next observation w i l l  be useful ;  t h e  simple proof 
i s  omitted. 
If (A,B) i s  cont ro l lab le  and C i s  any m x n matrix 
then (A+BC, B) i s  cont ro l lab le .  
We s h a l l  a l s o  use t h e  
t a i l s  see [ 3 ] ,  Ch. 7, 3 3 .  Let 
E, t h a t  i s  Ax E El whenever 
concept of congruence: f o r  de- 
El be an invar ian t  subspace of 
x E El. A subspace E2 i s  invar-  
1 E: 
i a n t  (mod El) i f  x E E2 implies Ax = y + y where y 
and y2 E E2. We wr i t e  x E 0 (mod E ) if x E E Vectors 
1 2' - -
1 1' 
xl, ...,\ are l i n e a r l y  independent (mod El) i f  t h e  r e l a t i o n  -
r x +. . .+ r x 0 (mod El) implies rl = . . . - rk = 0, f o r  a l l  
11 k k -  
s e t s  of s c a l a r s  rl,. . .,rk. For some b { El l e t  v be t h e  g r e a t e s t  
i n t ege r  such t h a t  t he  vectors  
b, Ab, ... > A " - h  
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a r e  l i n e a r l y  independent (mod El), and l e t  
Then E2 i s  cyc l i c  (mod -El); c l e a r l y  
The r e l a t i v e  - -  m.p. of 
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E2 be t h e i r  span. 
E2 i s  inva r i an t  (mod E ). 1 
E2 (mod - El) i s  t h e  (unique) monic polynomial 
of l e a s t  degree such t h a t  q(A)x E 0 (mod El) for a l l  x E E2. 
2.2 We a r e  now ready t o  prove necessi ty .  Let bi denote 
t h e  ith column of B: 
B = [bl, ..., bm] j 
l e t  Ei be the  cyc l i c  subspace generated by bi; and put  ni = 
d i m ( E i ) .  Since (A,B) i s  control lable ,  
E = El + ... + Em, 
but i n  general  t h e  Ei a r e  not independent. However, we can 
wr i t e  E as a d i r e c t  sum 
where t h e  ii are  c e r t a i n  subspaces of  t h e  E To  see t h i s ,  3' 
A 
def ine  El = El. If b2f El l e t  V2, 1 5  v2 5 n2, be t h e  g rea t e s t  
i n t ege r  such t h a t  t he  vec tors  
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h 
a r e  l i n e a r l y  independent, and l e t  
A j - L b 2 ( j  = 1 ,..., v2). Thus E2 i s  cyc l i c  (mod El), and has 
r e l a t i v e  m.p. of degree v2. Continuing i n  t h i s  way, f o r  i Z 2 
def ine 
vec tors  
E2 be t h e  span of t h e  vectors  
h 
vi, 1 5 v .  L n t o  be the  g rea t e s t  in teger  such t h a t  t h e  
1 i’ 
V i  - 1- lb Avi-’, b .  ,Abi, . . . , i bl, . . .,A i-1’ 1 
h 
i a r e  l i n e a r l y  independent, and l e t  Ei be t h e  span of A’-% 
( j  = 1 ,... ,vi). 
r e l a t i v e  m.p. of degree vi. If a t  any s tage bic El@ ... @Ei-l 
( i 2  2), then bi i s  skipped; by r e - o r d e r i n g t h e  columns of B 
A h 
Then ii i s  cycl ic  (mod El@ ... @Ei-l), w i t h  
A A 
bi i f  necessary we can arrange t h a t  f o r  
generate independent subspaces Ei, where e i t h e r  t = m o r  
i = 1, ..., t t h e  vectors  
A 
A 
bs€ El 8 . . . @. Et ( s  = t+l, . . . ,m). 
if 
v1 + ... + vt  = n. 
Since A’-Lbi€ @ . . . @ et 
j 2 v i + l  (1 5 i 4 m), it follows t h a t  (6) i s  t r u e  and thus 
We s h a l l  now transform A t o  a convenient canonical form. 
Let 
( i  = 1, ..., r) (7) 
A h 
be  t h e  r e l a t i v e  m.p. of bi (mod El + ... + Ei-l ) o r  t h e  absolute  
m.p. of bl i n  case i = 1. Following Langenhop [ 2 ]  introduce 
vec tors  
V Vi-k i j-k-1 
bi - C a.  .A 1J j =k+l bi 
e = A  i k  
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( k  ='1,2,. . . ,v i  ; i = 1,2,. . .,t), where t h e  summation does not 
appear i n  case k = v i j  t h a t  i s  
It i s  c l e a r  t h a t  f o r  each i t h e  vec to r s  e ( k  = 1, ..., V i )  
a r e  independent l i n e a r  combinations of t h e  vectors  
( j  = 1, ..., vi ) ,  and thus  t h e  e n t i r e  s e t  of  
E. Observe t h a t  f o r  2 5 k 5 v 
i k  
i A J - h  
e i s  a b a s i s  for i k  
i' 
Aeik = e + a  e ( i = 1, ..., t ) .  i , k -1  i k  i v i  
Furthermore, using t h e  f ac t  t h a t  t h e  r e l a t i v e  m.p. o f  
) i s  of degree v we have (c f .  (7 ) ) .  i' s1 + ... + Ei-l 
bi (mod 
A 
i-1 'k 
+ c  c 'ijkekj - Aeil - Olle iv i  k = l  j = l  
and where t h e  double 'i j kJ ( i  = 1, ..., t )  f o r  c e r t a i n  s c a l a r s  
summation does not appear i f  i = 1. 
Using ( g ) ,  w e  next compute t h e  form of A, regarded as 
a l i n e a r  transformation i n  E, r e l a t i v e  t o  t h e  basis 
e21, , e2v2) , et-, Y etvt* That is, l e t  H be t h e  matr ix  with 
ell, ..., e l v  1' 
column vectors e in the order just written and let T = H- 1 . 
ik 
Then TAT-l = A" has the block form 
I . . o  
. . o  
0 1  
a iv i 
.u 
A =  
., 
A1 A12 Alt 
A2 . . . .  . . 
t 
In (10) the matrices Ai which occur on the diagonal of A" are 
v X vi companion matrices i 
Ai - 
0 
0 
. 
0 
ail 
1 
0 
0 .  
ai2 
0 .  
1. 
. .  
. .  
(i = 1, ..., t); (11) 
and the matrices Aij have dimension v X v . i j  - 
Finally, TB = B , where 
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‘v 
B =  
‘v 
Here t h e  vi-vectors bi = Tbi have t h e  form 
‘v 
and Bo = T[bt+l,...,b i s  an n x ( m - t )  matrix (which does not 
appear i f  t = m).  
m 
To v e r i f y  (lo), (ll), (12)  i n  d e t a i l  observe t h a t  Tx 
i s  t h e  column of components of x i n  t h e  b a s i s  (eik). Thus t h e  
p ’ t h  column of A i s  a l i s t  of t h e  components, i n  t h i s  basis, of 
Aeik, where e i s  t h e  p ’ t h  b a s i s  vector.  This l i s t  can be read 
o f f  from (9) .  S imi l a r ly  bi i s  t h e  column of components of bi, 
so  t h a t  (12 )  follows a t  once from (8b). 
cu 
i k  
rv 
With A,B i n  canonical form, we next show t h a t  t h e  
eigenvalues of A+BC can be prescribed a r b i t r a r i l y .  Put = CT-’ 
and observe t h a t  t h e  matr ix  A+BC i s  s i m i l a r  under T t o  A+BC. 
From now on we drop t h e  t i l d e  on A,B,C. Next, t a k e  C i n  t h e  
‘ Y N V  
W N C V  
form 
C =  
0 "i C' 2 
where 
( i  = 1, ..., t) c; = [ Cil, ci2, . . . , civ 3 
i 
I n  C t h e  upper block i s  o f  dimension t X n and t h e  lower block 
of dimension ( m - t )  X n. From (10) through (13) we see t h a t  
A + B C - A I =  
where, f o r  i = 1 ,..., t, 
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Pi(A) = Ai+ biCl-XI = 
.h, 1 0  . . . . . . . . . .  0 
0 -h, 1 0 . . . . . . . .  0 
. . . . . . . . . . . . . . . .  
o . . . . . , . o  -X i 
ai1+ci1,ai2+ci2,. ...... .,a. +civ-) l v i  
Let pi(X) be t h e  determinant of Pi(X); t h a t  is, 
From t h e  t r i angu la r  form of A+BC-XI it follows t h a t  
de t  (A+BC-XI)  = pl(X) ... pr(X) . 
Also, it i s  c l ea r  f r o m  (14) t h a t  t h e  zeros  of 
a r b i t r a r i l y  ( sub jec t  t o  conjugacy of complex zeros)  by proper choice 
of t h e  r e a l  coe f f i c i en t s  c 
system (1) can always be s t a b i l i z e d  by appropr ia te  choice of 
pi(X) can be assigned 
This shows t h a t ,  i n  p a r t i c u l a r ,  - t h e  i j '  
C. 
To show t h a t  an a r b i t r a r y  s e t  of  eigenvalues A can be 
assigned, we must t ake  account of t h e  fact  t h a t  t h e  mat r ices  
a r e  of f ixed  dimension: i f  f o r  example t = 2  and P1,P2 a r e  each 
of  dimension 1 X 1, it i s  impossible t o  a s s ign  an a r b i t r a r y  complex 
p a i r  of eigenvalues by independent adjustment of p1,p2. This  i s  t h e  added 
Pi(h) 
d i f f i c u l t y  a r i s i n g  from our r e s t r i c t i o n  t o  r e a l  parameters. To 
proceed, l e t  i s  of t h e  form (13), and i s  
subject  only t o  t he  requirement t h a t  a l l  t h e  eigenvalues o f  A+BC 
be d i s t i n c t ;  we have j u s t  seen t h a t  such a choice of 
Then,by Lemma 1, t h e  space E i s  cyc l i c  r e l a t i v e  t o  t h e  matrix 
C = C1 + C2, where C1 
1 
C1 i s  possible.  
A+BC1. By Lemma 4, (A+BC B) i s  cont ro l lab le .  Applying Lemma 3, 
we f ind an n-vector b E {B) such t h a t  (A+BCl,b) i s  cont ro l lab le .  
Now b = Bg f o r  a su i t ab le  m-vector g. Thus i f  we s e t  
1' 
u = c x + g v + w  1 
our system (1) takes  t h e  form 
j, = (A+BCl)x + bv + BW 
Fina l ly ,  because t h e  theorem i s  t r u e  i n  t h e  s ingle- input  case, we 
can choose 
v = c 'x  
such t h a t  t h e  matr ix  A+BCl+bc' 
A .  That is, t h e  feedback matrix 
has t h e  desired s e t  of eigenvalues 
c = c1 + gc' 
has t h e  required property. The theorem i s  proved. 
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COMMENTS 
1. The construct ion i n  t h e  proof o f  necess i ty  can be summarized 
i n  terms of a block diagram (Figure) .  
s e t  of s t a t e  va r i ab le s  ( t h e  canonical  form (8)-(12)) t h e  designer 
Af te r  choosing a s u i t a b l e  
constructs  an inner  feedback loop (through t h e  C1 matr ix)  which 
renders  the  system cycl ic :  t h a t  is ,  con t ro l l ab le  by a s ing le  input. 
The designer then picks a s u i t a b l e  input i n  t h e  form gv (Bg = b 
i s  a generator of E),  and completes t h e  outer  loop by s e t t i n g  
v = C'X t o  achieve t h e  required d i spos i t i on  of  poles. I n  t h i s  
note  we have not attempted t o  algorithmize t h e  procedure. 
2. 
and t h e  quan t i t i e s  
To explo i t  t h i s  freedom v i a  s u i t a b l e  c r i t e r i a  of design i s  an 
i n t e r e s t i n g  problem of  cur ren t  research. I n  t h i s  d i r ec t ion ,  see, 
f o r  instance,  [ 5 ] .  
I n  prac t ice  the re  may be many ways of choosing s t a t e  va r i ab le s  
C1,g,c t o  achieve a given assignment of poles.  
3 .  It i s  worth not ing  t h a t  more than one 'canonical '  form (10)-(12) 
may e x i s t  f o r  a given (A,B) pa i r .  That is, t h e  matr ix  of (10) 
may not revea l  t h e  i n t r i n s i c  s t r u c t u r e  of 
canonical  decompositions i n t o  block-diagonal forms ( [ 3 ]  ;Ch.7). 
drawback of such block-diagonal representa t ions  here  i s  t h a t ,  i n  
general, t h e  cyc l i c  subspaces corresponding t o  ind iv idua l  blocks 
need not have generators  i n  t h e  subspace 
corresponding cont ro ls  a r e  completely non-interact ing.  
A, as do t h e  usua l  r a t i o n a l  
The 
(B). If they  do, t h e  
4. 
s i v e l y  clumsy beside t h e  s impl i c i ty  of  t h e  r e s u l t .  
Although t h e  proof has some i n t r i n s i c  i n t e r e s t ,  it seems exces- 
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