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  This paper develops and applies a methodology to assess the accuracy of historical loss-cost 
rating procedures, similar to those used by the U.S. Department of Agriculture’s Risk Man-
agement Agency (RMA), versus alternative parametric premium estimation methods. It finds that 
the accuracy of loss-cost procedures leaves much to be desired, but can be markedly improved 
through the use of alternative methods and increased farm-level yield sample sizes. Evidence 
suggests that the high degree of inaccuracy in crop insurance premium estimations through 
historical loss-cost procedures identified in the paper might be a major factor behind the need 
for substantial government subsidies to keep the program solvent. 
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The U.S. crop insurance program is a joint effort 
of the federal government and private insurance 
companies that sell policies to farmers backed by 
reinsurance provided by the Federal Crop Insur-
ance Corporation. The Risk Management Agency 
(RMA), a division of the U.S. Department of Ag-
riculture, administers this insurance program. The 
traditional product offered by the RMA, which is 
the focus of this paper, is a farm-level, multiple-
peril, crop yield insurance policy [called the MPCI 
or Actual Production History (APH) policy]. This 
policy protects against low yield and crop quality 
losses due to adverse weather and unavoidable 
damage from insects and disease (Barnett 2000). 
  During the past 15 years, the federal govern-
ment has increasingly looked to crop insurance as 
a possible alternative to the historical “disaster 
relief” payments that are made to farmers when 
crop yields are drastically reduced due to wide-
spread bad weather, pest outbreaks, or other ad-
verse events. Therefore, through the RMA, it has 
tried to promote participation by subsidizing the 
premiums paid by farmers. In 2009, the U.S. crop 
insurance program covered close to 265 million 
acres, assuming nearly $80 billion in liabilities. 
This breadth of coverage has been obtained 
through increased subsidies over time, with pro-
ducers as a whole now paying only about 40 per-
cent of the total premiums required to keep the 
program solvent.
1 The need for such large subsi-
dies to achieve high levels of producer participa-
tion has for the most part been attributed to “ad-
verse selection” (Harwood et al. 1999). 
  Specifically, it has been hypothesized that farm-
ers are better able to ascertain what their actuari-
ally fair premiums are than the RMA, and they 
tend to participate only if they feel that it is to 
their economic advantage. As a result, the pro-
gram is loaded with producers whose fair premi-
ums are lower than what they are being charged. 
In short, the root of the adverse selection problem 
is the RMA’s inability to precisely estimate the 
actuarially fair premiums that should be charged 
to individual producers. In addition to their im-
pact on the actuarial performance of the crop in-
surance program, incorrect rates can affect the 
producers’ economic welfare and the incentives 
and returns to the private companies that sell fed-
eral crop insurance at those rates. 
                                                                                    
1 See http://www.rma.usda.gov/data/sob.html. 
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  Although an extensive and highly relevant body 
of work on crop insurance program rating has 
been published in the agricultural economics lit-
erature to date, the question of how accurately 
crop insurance premiums can be estimated through 
historical loss-cost procedures (i.e., the basic ap-
proach used by RMA) and other proposed meth-
ods remains largely unanswered. Specifically, no 
study has quantified the magnitude of the inaccu-
racy in the premium estimates obtained under 
these alternative rating methods. The reason for 
this gap in the literature might be that, in prin-
ciple, the “true” (i.e., actuarially correct) premium 
corresponding to any particular farmer is un-
known, making an actual comparison between 
estimated and true rates unfeasible. 
  This research makes such a comparison possi-
ble through simulation methods. Specifically, the 
analysis is based on yield distributions previously 
estimated on the basis of one of the most compre-
hensive farm-level datasets in the United States 
(Sherrick et al. 2004) and recently developed pa-
rametric modeling procedures. Since these proce-
dures are flexible enough to accommodate a wide 
variety of distributional shapes (Ramirez, McDon-
ald, and Carpio 2010, Ramirez and McDonald 
2006a, Ramirez, Misra, and Field 2003), the esti-
mated distributions should sufficiently resemble 
the true underlying yield densities to make the 
analyses realistic. The estimated distributions are 
then assumed to be the true data-generating proc-
esses and used to simulate yield datasets for the 
analyses. With this construct, the true premiums 
can be computed with near certainty on the basis 
of large simulated datasets. In addition, premium 
estimates can be obtained under a variety of 
methods and small sample sizes drawn from those 
same distributions, making the desired compari-
sons possible. 
  Through such procedures, this paper assesses 
the accuracy of various rating methods by com-
paring the estimated rates to true rates under dif-
ferent underlying yield distributions and common 
data availability scenarios and conditions such as 
sample size, the number of farms from which data 
is available, and the level of yield correlation 
across farms. The rating methods evaluated in-
clude the historical loss-cost procedures that rely 
on liability and indemnity data (similar to those 
currently used by the RMA) and alternative para-
metric methods that use estimated yield distribu-
tion models to simulate the expected losses. The 
resulting statistics are used to preliminarily assess 
the impact of premium estimation inaccuracy on 
producer participation rates, the relative levels of 
premium subsidy needed to achieve those rates, 
and the resulting increases in government costs 
for the particular case of Illinois corn farmers. 
  In addition to advancing a methodology to quan-
tify the current levels of crop insurance premium 
estimation inaccuracy, this article explores the 
potential improvements in precision that could be 
expected from applying alternative estimation 
procedures and using larger yield sample sizes. It 
also provides preliminary evidence to suggest that 
premium estimation inaccuracy could, by itself, 
be the cause of the high loss ratios and resulting 






A farmer participating in the APH program selects 
one of several possible yield guarantees (α) and 
some price guarantee level pg. The expected value 
of indemnity I for coverage at the α × 100 percent 
of the mean (M) farm-level yield is given by 
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where Ey is the expectations operator and f(y) the 
probability density function of yields. Knowledge 
of Ey[I] is important for both the farmer and the 
insurer as they make their decisions to buy or sell 
a yield insurance product. For example, a risk-
neutral farmer will purchase insurance only if 
Ey[I] is higher than the premium charged (Coble 
et al. 2009). From the insurer’s perspective, Ey[I] 
is the actuarially fair premium, i.e., the one it 
needs to charge to avoid an expected loss. Since 
Ey[I] is unknown, it has to be estimated by both 
farmers and insurers and, therefore, is subject to 
sampling variability. Additionally, given that the 
type, quality, and quantity of information avail-
able to these two parties are markedly different, 
the amounts of variability in their estimated Ey[I] 
are also likely to differ. For the remainder of the 
paper, since the analysis is conducted from the in-
surer’s perspective, the actuarially fair premiums 
(Ey[I]) are also referred to as the “true” premiums. Ramirez, Carpio, and Rejesus  Can Crop Insurance Premiums Be Reliably Estimated?   83 
 
 
Methods and Procedures 
 
The procedures utilized include the following ma-
jor steps: (i) selection of a representative set of 
five estimated yield distributions, which are then 
assumed to be the true densities, (ii) simulation of 
large datasets from each of these five yield distri-
butions, (iii) calculation of the true premiums 
based on those datasets, (iv) estimation of premi-
ums using small samples drawn from the same 
distributions, and (v) comparison of true versus 
estimated premiums. 
 
Selection of Yield Distributions 
 
The yield distributions used for this research were 
selected from those estimated by Ramirez, McDon-
ald, and Carpio (2010) using data from the Uni-
versity of Illinois Endowment Farms (Sherrick et 
al. 2004). The dataset contains yields from 26 
representative corn farms located in twelve coun-
ties across that state. Ramirez, McDonald, and 
Carpio (2010) use this data to estimate models for 
those 26 yield distributions that are as realistic as 
possible. To this end, they utilize a system of prob-
ability distributions that has sufficient flexibility 
to parametrically model any empirically possible 
distributional shape with a high level of accuracy. 
  This system, which is composed of the SU and 
the SB families (Johnson 1949), can accommodate 
any mean-variance-skewness-kurtosis (MVSK) 
combination that might be encountered in practice 
(Ramirez, McDonald, and Carpio 2010, Ramirez 
and McDonald 2006a, Ramirez, Misra, and Field 
2003). This property makes the Johnson system 
preferable for use in this research to other less 
flexible distributions such as the Beta or Gamma 
which allow for only very limited MVSK combi-
nations (Ramirez and McDonald 2006a). Another 
advantage of using Ramirez, McDonald, and Car-
pio (2010) results is that they identify a variety of 
distributional shapes that span over a substantial 
area of the theoretically feasible skewness-kur-
tosis (SK) space.
2 A thoughtfully selected subset of 
these 26 models should, therefore, be represen-
                                                                                    
2  There are other flexible non-parametric and semi-parametric ap-
proaches that could be used as well (Ker and Goodwin 2000, Ker and 
Coble 2003). However, given that the parametric methods utilized are 
easily tractable, perform relatively well in small samples, and are flexi-
ble enough to approximate a wide variety of distributional shapes (Lu 
et al. 2008), they are believed to suffice for the purposes of this study.  
tative of the breadth of distributional shapes that 
could be encountered in practice. 
  In their analyses, Ramirez, McDonald, and 
Carpio (2010) estimate normal, SU, and SB models 
for each of the 26 yield series, which include 
quadratic and linear time trends for the means and 
standard deviations respectively. They then con-
duct likelihood ratio tests which reject the nor-
mality hypothesis in 20 of the 26 cases (α = 
0.10). All non-normal distributions are found to 
be left-skewed, which is consistent with previous 
literature on corn yields (Nelson and Preckel 
1989, Taylor 1990, Ramirez 1997, Ker and Coble 
2003, Harri et al. 2005). Out of the 20 cases that 
are classified as non-normal, the SB models ex-
hibit the highest maximum log-likelihood func-
tion value in 14 cases and the SU models in six 
cases. 
  Five of the distributions estimated by Ramirez, 
McDonald, and Carpio (2010) are chosen for the 
purposes of this research. These include one nor-
mal, two SU’s, and two SB’s. The SU’s and SB’s 
are selected to have (i) low skewness (-0.833) and 
high positive kurtosis (396.654) (SUA), (ii) low 
skewness (-0.09) and high negative kurtosis (-1.21) 
(SBA), (iii) moderately negative skewness (-2.10) 
and moderately positive kurtosis (10.01) (SUB), 
and (iv) negative skewness (-2.77) and positive 
kurtosis (14.25) (SBB). That is, they are represen-
tative of the SK spectrum of the 26 distributional 
shapes identified by Ramirez, McDonald, and Car-
pio (2010) to be associated with empirical farm-
level yield data. For the purposes of this research, 
these are assumed to be the true distributional 
shapes underlying five typical yield data-generat-
ing processes. 
 
Simulation of Yields 
 
The next step in the analysis requires simulation 
of data from the five selected distributions (nor-
mal, SUA, SUB, SBA, SBB). The simulation formulas 
(Ramirez and McDonald 2006b) are 
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for the SU, 
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for the SB, and 
(3)  SN = σZ+M  
for the normal distribution. M and σ are the mean 
and variance, µ and θ are the shape parameters, Z 
is a draw from a standard normal, and FSU, GSU, 
FSB, and GSB are lengthy exponential and trigono-
metric functions of µ and θ (available from the 
authors upon request). The skewness and kurtosis 
parameters estimated by Ramirez, McDonald, and 
Carpio (2010) are used in the four non-normal 
cases. The means and variances of the simulated 
distributions, however, are adjusted to meet a key 
objective of the research. Specifically, NF (“num-
ber of farms”) sets of mean and standard devia-
tion parameters are assumed to be drawn from 
uniform distributions with ranges of 140 to 180 
bushels per acre and 25 to 35 bushels per acre, 
respectively. These are consistent with the range 
of means and variances estimated by those au-
thors for their 26 estimated corn yield distribu-
tions projected to year 2010 using their estimated 
mean and variance trend equations. 
  The reason for this framework is to explore a 
hypothetical situation where one observes yields 
from a number of farms (NF) within the same 
county (or other aggregate rating unit), which have 
different means and variances but the same distri-
butional shape (i.e., SK) characteristics. The fact 
that the distributional shapes used in this evalua-
tion are empirically motivated (i.e., derived from 
parametric models that have been estimated on 
the basis of actual yield data) enhances the credi-
bility of the analyses. 
 
Calculation of True Premium Values 
 
The near-exact actuarially fair crop insurance pre-
miums corresponding to each of the five assumed 
yield distributions are then computed for the typi-
cal 65 percent APH coverage level on the basis of 
large datasets (100,000 draws) simulated from 
those distributions (note that an infinite sample 
size would be needed to compute the exact fair 
premium). Specifically, each of the 100,000 simu-
lated yield values (Yi) is compared with 0.65 times 
the mean of the entire sample (Y ). If the actual 
yield value is lower than 0.65 , Y ×  the difference 
(0.65 ) i YY ×−  is multiplied by the assumed price 
guarantee ($2.2/bushel in this case). Otherwise the 
observation is discarded. 
  Then the sum of all the non-discarded values 
divided by 100,000 is the expected indemnity as-
sociated with that yield distribution and, there-
fore, the actuarially fair premium to be charged to 
that farm. Since these are the actuarially fair pre-
miums corresponding to the assumed distribu-
tions, for the purposes of this research they are 
considered to be the true premiums (i.e., Ey[I]). 
Given that there are NF assumed mean and vari-
ance sets, this process is repeated NF times for 
each of the five selected distributions, resulting in 
the NF true premiums corresponding to each of 
the “farms” in the “county.” Runs for three dif-
ferent NF values (100, 50, and 25) are conducted. 
Therefore, the final output is 100, 50, and 25 sets 
of true premiums for each of the distributions in 
the analysis. 
Premium Estimation 
The next step is to estimate premium rates under 
realistic field conditions. To this effect, small sam-
ples of size SS = 10, 25, and 50 are simulated us-
ing the same NF sets of mean and variance pa-
rameters assumed in the computation of the true 
premiums as well as the originally estimated shape 
parameters corresponding to each particular dis-
tribution. Such samples are generated for NF = 
100, 50, and 25, and correlation coefficients of 
CC = 0 and 0.5 following the general procedure 
outlined by Ramirez (1997) for the case of the SU 
family. A CC of zero is a natural choice for the 
limit scenario where yields are independently dis-
tributed across farms. A CC of 0.5 is consistent 
with levels of correlation estimated in previous 
literature (Ramirez, Misra, and Field 2003). 
  The unit of analysis is a particular NF-SS-CC 
combination. Therefore, for each distribution there 
are 3×3×2=18 units of analysis. An ideal situa-
tion for estimating farm-level rates might be to 
have data on NF=100 farms with SS=50 ob-
servations for each and no correlation across farm 
yields (unit of analysis 100-50-0). The worst-case 
scenario considered in the paper is to have data 
on NF=25 farms with SS=10 observations for 
each and a 0.5 correlation across them (unit of 
analysis 25-10-0.5). The remaining combinations 
span the spectrum between these two scenarios. 
The final step is to use the parametric yield distri-
bution and the loss-cost approaches to estimate 
the actuarially fair premiums under all of these 
scenarios. Ramirez, Carpio, and Rejesus  Can Crop Insurance Premiums Be Reliably Estimated?   85 
 
 
  The parametric yield distribution estimation 
approach. In this approach, the previously dis-
cussed Johnson system and the data correspond-
ing to each unit of analysis are used to estimate 
the joint yield distributions by maximum likeli-
hood (ML) estimation procedures (Ramirez 1997, 
Ramirez, McDonald, and Carpio 2010). Three 
alternative joint probability distribution models 
are specified and estimated: one with separate 
means and variances for each farm (M1), one with 
the same mean and variance for all farms (M2), 
and one with different means but the same vari-
ance (M3). Note that M1 is the theoretically cor-
rect model, i.e., it mimics the data-generating proc-
ess. Based on intuition, it is hypothesized that the 
increased parsimony in M3 and/or M2 (relative to 
M1) might help improve premium estimation 
accuracy when working with small sample sizes. 
As in the data-generating process, the skewness 
and kurtosis are assumed constant across farms. 
  When needed, programming measures were 
taken to alleviate convergence problems, such as 
placing a linear constraint on the direction taken 
at each iteration, switching between two algo-
rithms depending on progress towards conver-
gence, automatically altering the grid-search to a 
new direction if all methods failed to compute a 
direction for the next step, increasing the radius 
of the grid-search, using five instead of two 
points for computing the numerical derivatives, 
properly scaling so that the diagonal elements of 
the Hessian matrix were roughly equal, running 
trials to determine the best starting parameter 
values for the final runs, and placing bounds to 
the parameter estimates (making sure that con-
vergence did not occur at a boundary). After these 
measures were selectively taken for each particu-
lar distribution-NF-SS-CC-method scenario, con-
vergence problems were minimal. Then, follow-
ing the same procedure used to compute the true 
premiums, the resulting models were used to 
jointly simulate yield draws (n=100,000) and 
calculate the actuarially fair premium corre-
sponding to each of the farms in the unit of analy-
sis. The process is repeated for all 18 units of 
analysis associated with each of the five distribu-
tional shapes under consideration. 
  As an example of the application of the para-
metric approach, consider the scenario where the 
assumed distribution is SUA, NF=25, and CC = 
0.50. First, the SUA skewness and kurtosis para-
meters estimated on the basis of the original field 
data plus the NF (randomly) assumed mean and 
variance parameters plus the assumed CC=0.50 
value are used to jointly simulate NF large (100,000 
observation) samples with correlation coefficient 
CC=0.50, which are used to compute the “true” 
premiums for those 25 “farms” using the previ-
ously described procedure. 
  Next, those same parameters are used to simu-
late small samples from the same joint yield dis-
tribution. For SS=10, for example, a sample of 
10 observations is generated for each of the NF = 
25 farms that share the same (SUA) skewness and 
kurtosis parameters and have moderately corre-
lated yields (CC=0.50). That sample (250 obser-
vations) is used to estimate the parameters of a 
joint SU pdf. In the case of M1, for example, this 
pdf would have 25 mean parameters (one per 
farm), 25 variance parameters (one per farm), two 
non-normality parameters (same for all farms), 
and a correlation coefficient “connecting” the 25 
marginal densities. These are estimates for the 
true parameters “assumed” in the initial step and, 
therefore, the resulting pdf is an estimate for what 
has been assumed to be the true underlying yield 
distribution. 
  The 53 parameter estimates (i.e., the estimated 
pdf) is then used to simulate 100,000 × 25 corre-
lated yield draws, which as in the case of the true 
premium are needed to compute the estimated 
premiums for each of those NF=25 farms. To 
summarize, for the parametric methods, the dif-
ference between the computation of the true ver-
sus the estimated premiums is that in the case of 
the true premiums the pdf used to simulate the 
n=100,000 draws is based on the “true” para-
meter values, while when estimating the premi-
ums the pdf used for the simulation contains the 
parameter estimates obtained from the M1, M2, 
or M3 models. Also note that in the case of the 
non-parametric methods—M4 and M5—no pdf is 
estimated. Instead, the RMA protocols discussed 
in the following section are applied to the SS ob-
servations from each of the NF farms in the sam-
ple (the RMA methods make no direct allowances 
for the cross-farm correlation) to compute the pre-
mium estimates. Thus, the premium estimates in 
all 5 methods are based on the same SS × NF simu-
lated yield observations. 
 
  The non-parametric historical loss-cost ap-
proach. As previously explained, some of the 
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the parametric approach (above) is utilized to com-
pute farm-level premiums through two different 
historical loss-cost procedures. The first method 
(M4) is based solely on the individual farm’s 
yield data. The premium for coverage at the 0.65 
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where ERi is farm i’s empirical APH-based pre-
mium,  Pg is the guaranteed price (which is as-
sumed constant), SS is the sample size, t denotes 
the year, Yit is the observed yield for farm i in year 
t, and APHit is an estimate of farm i’s mean yield 
(µi) in year t. Equation (4) is similar to the empiri-
cal rate presented in Skees and Reed (1986) and 
Goodwin (1994). However, the mean yield in their 
equations (µi), which is unknown, is replaced by 
APHit. Our procedure to calculate APHit  follows 
the method used by the RMA. At the beginning of 
the historical period, when a farmer enters the 
program, the RMA assigns a transitional yield (t-
yield) based on the county average. That is, the 
RMA  APH yields are not entirely based on the 
observed farm-level yields during the first four 
years of history. For our analysis,  APHit  yields 
were simulated as follows: APHi1 for all i’s was 
the average yield of a different batch of yield 
simulations, which is meant to simulate the county 
average during previous years (t-yield). APHi2 
was the first simulated yield value plus three 
times the t-yield, divided by four. APHi3  and 
APHi4 are analogously calculated. Thereafter, 
APHit (j=5,…,n) is computed using the average 
of all simulated yield values only. 
  The rate calculation based on farm-level yields 
only (M4) is included for two reasons. First, be-
cause it is needed to compute the farm-level losses 
required to simulate historical county indemnities 
for the second loss-cost premium estimation pro-
cedure being evaluated (M5). Also, from a statis-
tical perspective, M4 is a non-parametric proce-
dure that uses APH yields instead of the average 
yields for the entire sample. Therefore, it is of in-
terest to compare M4 with the parametric proce-
dures (M1,  M2, and M3). The second non-para-
metric method (M5) also incorporates historical 
aggregate rating unit loss and liability information 
using the main equation underlying the RMA rate-





Exp _ 0.65 ( ) ,
iSS
ig i S S
APH
GP R P A P H C P R
Yavc
=× × × ×  
 
where G_PRi is the farm i county-based premium 
rate, Pg is the guaranteed price, CPR is the county 
rate, Exp (the Exponential) is an exponent whose 
value is usually less than -1, and APHiSS and Yavc 
are the APH yield for farm i and county average 
yield, respectively (Milliman and Robertson, Inc. 








is usually called the “yield ratio” and that both 
APHiSS and Yavc are calculated using the entire 
sample of simulated yields (SS). 
  Although this is a simplified version of the 
equation used by the RMA, it includes all the ele-
ments that are central for our analysis. The logic 
underlying equation (5) is that the individual 
farm-level premiums can be established using the 
county rate (CPR) as the baseline. The Exponen-
tial (Exp) is used so that farmers with yields that 
are above the area’s average pay lower premiums 
and vice versa (Knight 2000).
3 The calculation of 
CPR is based on the simulated farm-level indem-
nities and liabilities (i  subscript) for each time 
period (t subscript). In year t, for example, the 
simulated indemnity, liability, and CPR for the NF 
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3 A detailed discussion of how augmenting county-level rates with 
farm-level information (i.e., yields or other individual characteristics) 
can improve rate accuracy can be found in Rejesus et al. (2006, pp. 
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  Hence, the simulated CPR using the SS observa-
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(Milliman and Robertson, Inc. 2000). 
 
 The  Exponential is estimated using non-linear 
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where εi is the error term. NLLS was chosen be-
cause several ERi  estimates were equal to zero, 
which makes it impossible to linearize expression 
using logs. Note that the actual method used by 
the RMA to calculate the Exponential is not pub-
licly available. The only RMA document where 
exponentials are calculated is Knight’s (2000) ex-
amination of yield span adjustments, in which an 
equation similar to equation (10) is estimated 
through the two-step Heckman procedure. The 
NLLS method used in this research is consistent 
with the approach to updating exponents recom-
mended by Coble et al. (2009). 
 
Comparison of True and Estimated Premiums 
 
The premiums estimated through the five proce-
dures (M1,M2,…,M5) are then compared with 
the true rates on the basis of 50 runs
4 for each unit 
of analysis (i.e., NF-SS-CC combination). The 
statistics used for these comparisons are: 
 
(i) Mean absolute error of the estimated pre-
miums at the farm level (MAD): 
 
                                                                                    
4 The decision to make only 50 runs per model was based on time 
limitations as it took four state-of-the-art computers continuously run-
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where  ˆ
rj P  is the estimated premium for farm 
j in run r, and Ptruej is the corresponding true 
premium value. This statistic measures the ac-
curacy of the estimated rates at the farm level. 
 
(ii) The average difference between the esti-




























  The premium Bias statistic is useful to ascertain 
whether, under each particular estimation method, 
the average premium collections would equal the 





MAD and Bias Relationships 
 
MAD and Bias measures are computed from the 
yield simulation and consequent premium esti-
mation results for each of the five distributions in 
the analysis. To facilitate comparisons, all premi-
ums (true and estimated) are multiplicatively scaled 
to achieve a true premium average of 10 before 
calculating the MAD and Bias measures. For each 
distribution, a total of 3×3×2×5=90 MAD and 
Bias values are computed on the basis of the 50 
runs corresponding to each particular combina-
tion of SS, NF, CC, and premium estimation pro-
cedures. The relationships between MAD and 
Bias and the five rate computation procedures for 
different SS, NF, and CC combinations are then 
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where (y) is Farm MAD or Bias and the β’s are 
the parameters associated with the explanatory 
variables, which are the natural logarithm of SS, 
the natural logarithm of NF, CC, dummy vari-
ables for each estimation procedure (DMj, j= 
2,…5), and simple interactions between ln(SS), 
ln(NF), CC, and the method. A linear-logarithmic 
model specification was selected because it seemed 
to provide a better fit than the linear and double-
logarithmic models. The dummy variable corre-
sponding to procedure 1 (DM1) is excluded to 
avoid perfect multicollinearity. 
  Separate models are estimated for each of the 
distributions by Ordinary Least Squares (OLS), 
which results in a total of 10 regressions (two 
measures of accuracy times five distributions). 
Standard errors are estimated using the White 
heteroskedastic-consistent covariance matrix. The 
use of dummy variables allows for the estimation 
of premium estimation procedure-specific inter-
cept and slope coefficients. Hence, the full mod-
els [equation (13)] are used as the basis for speci-
fying and testing restricted models in which some 
of the intercepts and slope/interaction parameters 
are equal across methods and/or set to zero. F 
tests are conducted to confirm that the set of pa-
rameter restrictions imposed in each of the 10 
final models are statistically valid. The parameter 
estimates in the final models and their corre-
sponding covariance matrices are then utilized to 
estimate and ascertain the statistical significance 
of the intercepts  0 (,
j M β+ β  j=2,...,5) and slope 
coefficients  , [( ),
j SS M SS β+ β   , ()
j NF M NF β+ β , and 
, ()
j CC M CC β+ β , j=2,...,5] for each premium es-
timation method. 
  The parameter estimates and related statistics 
from the regression models for the two dependent 
variables of interest (MAD and Bias) under the 
five assumed yield distributions are available from 
the authors upon request. In summary, the lowest 
R
2 value of the 10 models is 0.80, and only two 
exhibit values lower than 0.90, indicating that a 
high percentage of the observed variability in the 
dependent variables is explained by SS, NF, and 
CC. In addition, nearly 80 percent of the parame-
ters are statistically significant at the 1 percent 
level, and close to 90 percent at the 10 percent 
level, suggesting that these variables do in most 
cases have an impact on MAD and Bias. 
Comparison Using Predicted Accuracy and Bias 
Measures 
 
The previously discussed regression models are 
used to predict MAD and Bias values across SS, 
NF, CC, the five premium estimation procedures, 
and the five assumed yield distributions. The pre-
dictions from the final restricted models are pre-
ferred to the actual MAD and Bias measures com-
puted directly from the simulation results because 
they eliminate non-systematic, statistically insig-
nificant variation in the measures across SS, NF, 
CC, and rate estimation method. Therefore, the 
observed differences in the predicted measures 
can be considered statistically valid. Since the 
five assumed data-generating processes were se-
lected to be representative of the variety of yield 
distributions that can be encountered in practice, 
the results are analyzed on the basis of averages 
across the five distributions. 
  In addition, to facilitate interpretation, the sta-
tistics in Tables 1 and 2 are presented on a per-
centage basis. For example, the 80.5 MAD value 
in the first row and column of Table 1 indicates 
that when using the M1 method, with 25 farm 
units (NF=25) in the county, a sample size of 10 
observations per farm (SS=10), and 0 correlation 
between farm yields in the group (CC=0), the 
estimated rates are, on average, 80.5 percent above 
or below their true values. The 25.3 Bias value 
displayed in the same location of Table 2 suggests 
that, under that same scenario, premium estimates 
exhibit an upward bias of 25.3 percent. 
  In regard to the MAD, note that even when us-
ing the most precise estimation method, percent-
age deviations can exceed 50 percent in some 
cases. The reason for this apparently extreme re-
sult is that the accuracy of the premium estimate 
is highly influenced by the precision with which 
the yield distribution is modeled. Specifically, the 
rate estimate is very sensitive to differences in the 
location of the far-most left tail of the estimated 
yield distribution on which it is based. Since it is 
difficult to obtain a precise estimate of the far-left 
tail of the true underlying yield distribution (by 
either parametric or non-parametric procedures) 
with a limited number of observations, such high 
level of premium estimation inaccuracy is not 
unrealistic. Table 1 also provides insights on how 
premium estimation accuracy is affected by sam-
ple size (SS), the number of farms in the aggre- Ramirez, Carpio, and Rejesus  Can Crop Insurance Premiums Be Reliably Estimated?   89 
 
 
Table 1. Percentage MAD of the Premium Estimates at the Farm Level (five-distribution 
averages) 
    Correlation Coefficient 
    0  0.5 
SS  NF  M1  M2  M3  M4  M5  M1  M2  M3  M4  M5 
   25  80.5  42.5  63.6  120.8  71.2  76.5  54.6  69.8  122.3  84.5 
10  50  78.1  40.5  61.6  120.3  68.7  74.1  52.6  67.9  121.9  82.0 
   100  75.6  38.6  59.7  119.8  66.2  71.6  50.8  66.0  121.4  79.5 
   25  52.9  35.8  43.7  88.1  50.2  48.9  47.9  49.9  89.7  63.4 
25  50  50.5  34.0  41.8  87.7  47.7  46.5  46.0  48.0  89.2  60.9 
   100  48.0  32.0  39.9  87.2  45.2  44.0  44.1  46.1  88.8  58.4 
   25  32.1  30.9  28.6  63.4  34.3  28.1  43.0  34.8  65.0  47.5 
50  50  29.6  29.0  26.7  63.0  31.8  25.6  41.1  33.0  64.6  45.0 
   100  27.2  27.1  24.8  62.5  29.3  23.2  39.2  31.0  64.1  42.5 
   25  55.2  36.4  45.3  90.8  51.9  51.2  48.5  51.5  92.4  65.1 
All  50  52.7  34.5  43.4  90.3  49.4  48.7  46.6  49.6  91.9  62.7 
   100  50.3  32.6  41.5  89.8  46.9  46.3  44.7  47.7  91.4  60.1 
10     78.1  40.5  61.6  120.3  68.7  74.1  52.7  67.9  121.9  82.0 
25  All  50.5  33.9  41.8  87.7  47.7  46.5  46.0  48.0  89.2  60.9 
50     29.6  29.0  26.7  63.0  31.8  25.6  41.1  32.9  64.6  45.0 
All  All  52.7  34.5  43.4  90.3  49.4  48.7  46.6  49.6  91.9  62.6 
Notes: 
SS: Sample  size. 
NF:  Number of farms. 
M1:  Premium estimates obtained from yield distribution models based on the correct distribution, specified with separate means 
and variances for each farm in the group. 
M2:  Premium estimates obtained from yield distribution models based on the correct distribution, specified with the same mean 
and variance for all farms in the group. 
M3:  Premium estimates obtained from yield distribution models based on the correct distribution, specified with different means 
but the same variance for all farms in the group. 
M4:  Premium estimates based on individual farm indemnities using APH yields. 




gate rating unit (NF), the correlation coefficient 
between their yields (CC), and the estimation 
method (M). An increased NF generally improves 
accuracy (i.e., decreases the MAD), but only by a 
small margin (rows All-25, All-50, and All-100). 
A larger SS substantially improves accuracy in all 
methods (rows 10-All, 25-All, and 50-All), while 
a higher correlation coefficient has a mixed and 
relatively minor effect on accuracy. 
  When SS=10 (row 10-All), M2 is by far the 
most accurate method for farm-level premium 
estimation, but its MAD (40.5 percent when CC= 
0 and 52.7 percent when CC=0.5) is still sub-
stantial. M3 is next best (MAD of 61.6 percent 
when CC=0 and 67.9 percent when CC=0.5), 
followed by M1 and M5, while M4 is by far the 
most inaccurate procedure under this small sam-
ple size. At SS=25 (row 25-All), M1 and M3 
begin to gain on M2, as an increased sample size 
improves accuracy the most for those two meth-
ods, but, with MADs of 33.9 percent (CC=0) and 
46.0 percent (CC=0.5), M2 is still slightly ahead. 90    April 2011  Agricultural and Resource Economics Review 
 
 
Table 2. Percentage Absolute Bias of the Premium Estimates (five-distribution averages) 
    Correlation Coefficient 
    0  0.5 
SS  NF  M1  M2  M3  M4  M5  M1  M2  M3  M4  M5 
   25  25.3  18.2  40.0  11.6  34.0  17.0  20.2  31.8  14.8  32.6 
10  50  21.6  18.4  41.8  11.3  32.9  15.6  20.5  33.6  14.5  31.5 
   100  20.6  18.7  43.6  11.0  31.9  15.8  20.7  35.4  14.2  30.5 
   25  16.2  17.9  21.3  8.2  23.0  8.0  19.9  13.1  11.4  21.6 
25  50  12.5  18.1  23.1  7.9  21.9  7.9  20.2  14.9  11.1  20.5 
   100  11.5  18.4  24.9  7.6  20.9  8.8  20.4  16.7  10.8  19.5 
   25  9.3  17.7  11.7  5.6  14.7  4.7  19.7  7.6  8.8  13.3 
50  50  8.5  17.9  9.4  6.1  13.6  4.2  20.0  5.3  8.5  12.2 
   100  11.7  18.2  10.8  6.9  12.6  8.2  20.2  4.2  8.2  11.2 
   25  16.9  17.9  24.3  8.5  23.9  9.9  20.0  17.5  11.7  22.5 
All  50  14.2  18.2  24.8  8.4  22.8  9.2  20.2  17.9  11.4  21.4 
   100  14.6  18.4  26.5  8.5  21.8  10.9  20.4  18.8  11.1  20.4 
10     22.5  18.4  41.8  11.3  32.9  16.2  20.5  33.6  14.5  31.5 
25  All  13.4  18.1  23.1  7.9  21.9  8.2  20.2  14.9  11.1  20.5 
50     9.8  17.9  10.6  6.2  13.6  5.7  20.0  5.7  8.5  12.2 
All  All  15.2  18.2  25.2  8.4  22.8  10.0  20.2  18.1  11.4  21.4 
Notes: 
SS: Sample  size. 
NF:  Number of farms. 
M1:  Premium estimates obtained from yield distribution models based on the correct distribution, specified with separate means 
and variances for each farm in the group. 
M2:  Premium estimates obtained from yield distribution models based on the correct distribution, specified with the same mean 
and variance for all farms in the group. 
M3:  Premium estimates obtained from yield distribution models based on the correct distribution, specified with different means 
but the same variance for all farms in the group. 
M4:  Premium estimates based on individual farm indemnities using APH yields. 
M5:  Premium estimates based on RMA-like procedure relying on “group” indemnities and liabilities using APH yields and an 
exponential correction. 
Since the biases can be positive or negative depending on the method and the assumed distribution, the figures in the table are 
computed as the average of the absolute value of the biases across the five distributions. 
 
 
When SS=50 (row 50-All), M1 and M3 achieve 
MADs of under 30 percent and become generally 
more accurate than M2. Even at this largest SS, 
the RMA-like historical loss-cost procedures (with 
the exception of M5 at CC=0, which performs 
nearly as well as the parametric methods) still 
exhibit much higher MADs. 
  The superior performance of M2 relative to M1 
when the sample size is small is explained by the 
fact that, when using M1, the estimates for the NF 
individual farm yield means and standard devia-
tions are highly imprecise, often falling far out-
side the ranges established for the true parameters 
(140 to 180 bushels per acre and 25 to 35 bushels 
per acre, respectively). Alternatively, under M2, 
the average mean and variance estimates (which 
apply to each and all NF farms) are often close to 
the true averages (160 and 30) and well within 
those ranges. Thus, the average estimates from 
M2 are often closer to the true underlying mean Ramirez, Carpio, and Rejesus  Can Crop Insurance Premiums Be Reliably Estimated?   91 
 
 
and variance values than the individual farm-level 
estimates from M1, and the premiums estimated 
on the basis of M2 are more accurate. Since M3 
estimates have different means but the same vari-
ance across all farms in the group, it performs 
better than M1 but worse than M2 when SS=10. 
As the sample size increases, the precision of the 
M1 estimates for the individual farm yield means 
and standard deviations improves to where, at 
SS=50, they become better than the M2 averages 
and therefore result in more accurate premium 
estimates. 
  In summary, between the two historical loss-
cost methods, M5 appears to be preferred for 
farm-level premium estimation. This is consistent 
with the recent rating review conducted by Coble 
et al. (2009), which supports the use of a histori-
cal loss-cost procedure akin to M5 where a base-
line county rate is augmented by farm-level data. 
Of the procedures based on parametric yield dis-
tribution models (M1, M2, and M3), M2 performs 
best when SS=10 and 25, while M1 or M3 are 
equally preferred for SS=50. When using the 
best parametric distribution method for each sam-
ple size, substantial gains in farm-level estimation 
accuracy are observed in comparison to M5, par-
ticularly under small sample size conditions, 
which are more realistic in crop insurance pre-
mium rate-setting (Table 1). 
  In regard to premium estimation bias, since the 
biases can be positive or negative depending on 
the method and the assumed distribution, the fig-
ures in Table 2 are computed on the basis of the 
average of the absolute values of the biases across 
the five distributions. From this table, it is clear 
that NF has no discernible effect in any of the 
methods (rows All-25, All-50, and All-100). An 
increased SS clearly reduces absolute bias in M1, 
M3, M4, and M5, but appears to have no effect in 
M2 (rows 10-All, 25-All, and 50-All). 
  A higher correlation coefficient substantially 
reduces bias in M1 and M3, has small mixed ef-
fects in the case of M2 and M5, and markedly 
increases it for M4 (row All-All). The latter might 
be due to the fact that, unlike M1 and M3, the 
individual farm indemnity method (M4) does not 
incorporate information about yield correlation 
across farms. At the smallest SS of 10 (row 10-
All), the lowest absolute biases are related to M4 
(11.3 percent when CC=0 and 14.4 percent when 
CC=0.5), followed by M1 and M2 (about 19 per-
cent). For SS=25 (row 25-All), M1 and M4 show 
similar biases in the 8 to 15 percent range, while 
M2 and M3 exhibit overall biases of near 20 per-
cent. When SS=50 (row 50-All), M1, M3, and 
M4 perform equally well, achieving an average 
bias of 8 percent. 
  In short, depending on the procedure and sam-
ple size utilized, the RMA should generally expect 
low to moderate (10–30 percent) levels of bias in 
premium estimation (Table 2). It is also noted that 
while M1, M3, M4, and M5 appear to be consis-
tent estimation methods (i.e., their bias decreases 
with SS), M2 does not (Table 2). A final but im-
portant point in regard to bias is that, in all meth-
ods, its magnitude and direction depends on the 
shape characteristics of the underlying yield dis-
tribution. That is, the same procedure can result 
in a positive bias under one distribution and a 
negative under another. Since yields have differ-
ent shape characteristics depending on the region 
and crop, this could explain the RMA’s difficul-
ties in achieving actuarial fairness even at the 
crop and regional levels. 
 
Impact of Premium Estimation Inaccuracy 
 
As suggested in the introduction, through adverse 
selection, premium estimation inaccuracy can 
have a substantial impact on producer participa-
tion and the actuarial performance of the crop 
insurance program. Although this issue is too 
important and complex to be fully treated in the 
remainder of this paper, some general preliminary 
findings are advanced. These findings are under 
two simplifying and admittedly questionable as-
sumptions: (i) that the farmers are risk-neutral, 
and (ii) that they know what the actuarially fair 
premium is. The second assumption is at least in 
part justified by the fact that the farmer is deeply 
familiar with his or her entire historical yield ex-
perience and the factors that might have posi-
tively or negatively affected it in particular years, 
as well as with the experiences of neighboring 
farmers with similar production systems and con-
ditions. As a result, he can estimate his true pre-
mium much more accurately than can the RMA. 
In addition, it is assumed that the producers make 
a very conscientious business decision on whether 
or not to purchase crop insurance, i.e., that they 
do not participate if the premium charged by the 
RMA exceeds their perceived true premium. 
  If, for example, the distribution of the RMA 
premium estimates is symmetric and centered at 92    April 2011  Agricultural and Resource Economics Review 
 
 
the true premium, only 50 percent of the farmers 
will face rates that are lower than what they know 
to be actuarially fair and thus participate in the 
program. As a result, the actuarially fair premium 
corresponding to all participating farmers will be 
more than or equal to what they are being charged, 
which means that the program will generate a net 
loss and have to be subsidized. In addition, the 
RMA would need to charge a fraction of its esti-
mated premiums if it wants more than 50 percent 
participation, creating even larger program losses. 
The premium reductions and extra subsidies re-
quired to achieve various participation rates can 
be computed on the basis of the true premiums 
and the probability distributions of the premium 
estimates implied by each of the empirically 
grounded yield distributions selected for this re-
search under any particular estimation method. 
  Specifically, for each farm, the true premium 
(TP) is compared with the subsidized premium 
(SP), where SP is computed by multiplying the 
actual premium estimate times the fraction of it to 
be charged to the producer (FCH), which is one 
minus the subsidy rate (SR). Given the previously 
stated assumptions, if TP > SP, the farmer parti-
cipates in the program. Otherwise, he does not. 
The program loss-ratio (LR) is the ratio of the in-
demnities to be paid to the premiums to be col-
lected, i.e., the sum of the true actuarially fair 
premiums (TP) divided by the sum of the subsi-
dized premiums paid (SP) across all participating 
producers. Note that, since there are 50 runs for 
each SS-NF-CC unit of analysis, and NF = 50 in 
this case, the resulting statistics are based on a 
total of 2,500 TP vs. SP comparisons per distri-
bution (Table 3). 
  The relative cost of increasing program partici-
pation due to both the higher subsidy rate re-
quired and the larger percentage of producers 
participating is computed as well, by multiplying 
the percentage of the producers participating in 
the program (%Part) times one minus the recipro-
cal of the loss-ratio (%Part[1–(1/LR)]). This 
relative value is standardized to equal one when 
the estimated rates are not subsidized (i.e., FCH 
=100). Such statistics are computed for all five 
distributions using the most accurate historical 
loss-cost procedure for farm-level premium esti-
mation (M5) and assuming the most likely empiri-
cal scenario (SS=10, NF=50, and CC=0.5). 
  First note that, on average across the five distri-
butions, if farmers are charged 100 percent of the 
estimated premium, less than 50 percent would 
participate in the program (Table 3). This partici-
pation rate, however, ranges from 29 percent to 
65 percent depending on the distribution. Even 
though the rates themselves are not being subsi-
dized, the program loss-ratio is near two due to 
the fact that all participating producers are paying 
less than the actuarially fair premium. This, of 
course, means that the taxpayers (through the fed-
eral government) are subsidizing about half of the 
total program cost. At a 20 percent rate subsidy 
level (i.e., charging farmers only 80 percent of the 
estimated premium), overall participation increases 
to an average of only 58 percent and is still under 
50 percent in two of the five cases. Even with a 
40 percent subsidy, average participation is just 
over 70 percent. In this last scenario, the overall 
loss-ratio increases to 2.3 (i.e., by about 15 per-
cent) but the dollar amount of government subsi-
dies required doubles due to the increased partici-
pation rate. 
  Although these results are based on representa-
tive yield distributions for only one crop (corn) 
and state (Illinois), they are remarkably in line 
with the participation rates, loss-ratios, and gov-
ernment subsidy figures that have been observed 
country-wide during the past 10 years.
5 This sug-
gests that the high degree of inaccuracy in the 
estimation of crop insurance premiums through 
historical loss-cost procedures identified in this 
paper could be the key factor behind the need for 




Conclusions and Recommendations 
 
The main contributions of this paper are to offer 
and apply a methodology to quantify the levels of 
inaccuracy under different premium estimation 
procedures, sample sizes, and other relevant field 
conditions, and to preliminarily explore the po-
tential improvements in precision that could be 
expected from applying alternative procedures 
and longer sample sizes for crop insurance pre-
mium estimation. It is concluded that the per-
formance of the loss-cost procedures leaves much 
to be desired. 
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Table 3. Predicted Program Participation Rates, Loss-Ratios, and Relative Indemnity-Related 
Program Costs at Different Premium Subsidy Levels across the Five Selected Yield Distributions 
under Method 5 (M5), SS=10, NF=50, and CC=0.5 
FCH=100% Normal  SUA S UB S BA S BB Average 
%Part  33.080 65.040 56.840 28.960 54.320 47.65 
LR  1.577 2.809 1.949 1.351 2.222 1.98 
Rel.  Cost  1.000 1.000 1.000 1.000 1.000 1.00 
FCH=80% Normal  SUA S UB S BA S BB Average 
%Part  44.880 70.520 68.000 45.160 62.160 58.14 
LR  1.653 3.012 2.041 1.449 2.331 2.10 
Rel.  Cost  1.463 1.124 1.253 1.867 1.191 1.38 
FCH=60% Normal  SUA S UB S BA S BB Average 
%Part  62.760 77.640 80.040 63.840 71.440 71.14 
LR  1.799 3.268 2.273 1.667 2.545 2.31 
Rel.  Cost  2.306 1.286 1.617 3.400 1.456 2.01 
Note: FCH is the fraction of the estimated premium that is being charged to producers (i.e., one minus the subsidy rate), %Part is 
the percentage of farmers that participate in the program, LR is the loss-ratio (i.e., the ratio of the indemnities to be paid to the 
total premiums to be collected), and Rel. Cost is the relative cost of increasing program participation due to both the lower FCH 
required and the larger percentage of producers participating, standardized to be 1.00 when FCH=100 percent. 
 
 
  While the methods based on estimating yield 
distributions are found to be substantially more 
accurate, margins of error in premium estimation 
remain high, especially at the smaller sample 
sizes. Still, the numerical estimates provided in 
this study suggest that using these alternative pro-
cedures combined with larger sample sizes could 
markedly improve the status quo. However, it is 
recognized that the RMA might be constrained 
from using such methods given the multiple leg-
islatively imposed objectives and the various 
types of crops and risks that the program is man-
dated to cover (Coble et al. 2009), and that imple-
mentation of more complex premium estimation 
procedures could be costly and time-consuming. 
The sample size result is important considering 
that current RMA protocol limits the maximum 
number of observations to be used for rate-setting 
to 10 (Carriquiry, Babcock, and Hart 2008). 
  Although the analyses are based on two simpli-
fying and admittedly strong and questionable as-
sumptions, they also suggest that the high degree 
of inaccuracy in the estimation of crop insurance 
premiums through historical loss-cost procedures 
identified in this paper could, by itself, account 
for most of the substantial subsidies that are being 
needed to keep the program solvent. It is impor-
tant for the RMA, policymakers, farmers, and tax-
payers to know just how imprecise the premium 
estimates are and to be aware of the likely conse-
quences of this inaccuracy. In addition to increas-
ing government costs, vastly incorrect rates can 
affect the incentives and returns to the private in-
surance companies that sell federal crop insurance 
at those rates. Because of these reasons, it is obvi-
ous that improving its rate-making procedures 
should be a top priority for the RMA. As previ-
ously mentioned, marked improvement could be 
accomplished through the combined use of alter-
native premium estimation methods and larger 
yield sample sizes. 
  Therefore, additional research is recommended 
to ascertain the impact that such potential im-
provements in premium estimation accuracy on 
the overall performance of the U.S. crop insur-
ance program could have. Specifically, given 
reliable farm-level yield data from the main crops 
and regions, the methodology advanced in this 
study could be expanded to estimate the effect of 
various levels of rating improvement on producer 
participation and indemnity-related program cost 
to the taxpayers assuming different levels of pro-94    April 2011  Agricultural and Resource Economics Review 
 
 
ducers’ risk aversion and uncertainty in the 
knowledge of what their actuarially fair premium 
is. This would allow the RMA to better assess the 
potential costs and benefits of adopting more pre-
cise (but resource-consuming) rating protocols 
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