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Abstract. A new observer design method that allows for estimating the
angular rates along a vehicle’s three principal axes is described. The
observer uses measurements from a single two-axis angular rate sensor
(gyro) and determines the rates for the third axis using a nonlinear ob-
server. Unlike conventional approaches where the equations governing
vehicle motion (Euler’s equations) are linearized and then an observer is
constructed based on the linear model, this method does not require
linearization of the system. Instead, a pseudo-linear representation is
used. The pseudo-linear model is obtained by systematically decompos-
ing a nonlinear system into linear and nonlinear terms. The nonlinear
components are then redefined as an auxiliary set of state variables
and/or inputs. This leads to an augmented linear system representation
that is mathematically equivalent to the original nonlinear system. This
method enables standard linear observer design techniques to be ap-
plied and develops observers that are capable of estimating the third-
axis angular rates using measurements corresponding to the other two
axes. The effectiveness of this approach is illustrated with an example.
The case studied is the complete attitude rate determination and control
of a spinning spacecraft. Computer simulation results show that the new
approach provides excellent three-axis attitude control, yet requires an-
gular rate sensors for only two axes. © 1997 Society of Photo-Optical Instrumen-
tation Engineers. [S0091-3286(97)03004-3]
Subject terms: pointing and tracking system; attitude control; observer; feedback
linearization.
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1 Introduction
The angular motion of a vehicle in 3-D space contains a
significant amount of cross-axis coupling information. In
fact, the angular acceleration along one of the principal
axes of inertia is proportional to the torque applied along
that axis and proportional to the product of the angular
velocities exerted along the other two axes orthogonal to
the first.1 Thus, it is possible to determine the motion along
one of the axes of rotation given measurements from the
other two axes. This paper provides the means for accom-
plishing that objective. The benefit that this provides is that
it may eliminate the need for a third sensor. Of course, this
could lead to the obvious savings in sensor cost, but more
importantly it provides a way to devise a fail-safe operating
mode that may make it possible to overcome sensor failure,
and/or it could be used as a powerful diagnostic tool for
identifying such failures.
Since the cross-axis coupling effect is a nonlinear dy-
namical process, one cannot directly take data from two of
the axes and calculate what is happening along the third.
Thus, a parallel dynamic that mimics the original systems
needs to be implemented. This is commonly known as de-
signing an observer. This process is fairly straightforward
for linear systems,2 but not so easily accomplished for non-
linear systems.3 Thus, a new observer design method is
presented in this paper that facilitates its development.
To exploit the cross-axis coupling effect some amount
of motion needs to be present for the coupling to occur. A
good example of this would be a spin stabilized spacecraft.
In this case, there is a continuous rotation along one of the
axes ~typically yaw!. This would yield axis coupling and
enable re-creation of the motion along one of the axes using
an observer and measurements corresponding to the other
axes. To gain more insight into the cross-axis coupling ef-
fect, consider the motion of a rigid body in three dimen-
sions, which is described by the following functional
equations4:
SF5ma , SMO5H˙ O , ~1!
where
SF 5 sum of forces acting on the body.
m 5 mass of the rigid body
a 5 acceleration
SMO 5 sum of moments around fixed point O
H˙ O 5 rate of change in angular momentum HO
about point O .
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A considerable simplification is obtained in the general ro-
tational equations of motion if the axes used to describe the
motion are the principal axes of inertia.5 In such a case, the
angular motion of the body is described by
I1v˙11~I22I3!v2v35M 1 ,
I2v˙21~I12I3!v1v35M 2 , ~2!
I3v˙31~I22I1!v1v25M 3 ,
where I1 , I2 and I3 are the principal moments of inertia; v1 ,
v2 and v3 are components of the angular velocity vector v
along the principal axes; and M 1 , M 2 and M 3 represent
components of the moment vector M along the principal
axes. Equations ~2! are known as Euler’s equations of mo-
tion. They provide a set of nonlinear differential equations
that completely defines the angular motion of a rigid body
in 3-D space. Although simple in form, these equations are
nonlinear, making it difficult to design state observers using
conventional design methods. For this reason, an equivalent
representation of Euler’s model is developed in the section
that follows.
2 Equivalent Pseudo-Linear Representation of
Nonlinear Systems
Many nonlinear system models can be converted into a
mathematically equivalent expression that has a linear
form.6 To see this development, consider a nonlinear sys-
tem with the following general state-space form:
X˙5AX1f~X!1g~X,U!, Y5CX, ~3!
where
X 5 [x1x2 .. .xn]T5system state vector
U 5 system input vector
Y 5 system output vector
A1 5 @A11 ,A12 ,...,A1n#5system matrix for linear
terms
A1i 5 row vector of constant coefficients with
i51,.. . ,n
C 5 measurement matrix
f 5 [ f 1 f 2 .. . f n]T5vector of nonlinear operators
f i 5 nonlinear operation on state vector X with
i51,.. . ,n
g 5 [g1g2 .. .gn]T5vector of nonlinear operators
gi 5 nonlinear operation on state vector X and/or
input U with i51,.. . ,n .
The term AX in Eq. ~3! contains linear operations within
the nonlinear system, the term f~X! embodies nonlinear
functions of the states, and the term g~X,U! includes non-
linear combinations of the states and/or inputs. Then, the
individual elements of the state vector are given by the
following set of first-order differential equations:
x˙ 15A11X1 f 1~X!1g1~X,U!,
x˙ 25A12X1 f 2~X!1g2~X,U!,
A
x˙ n5A1nX1 f n~X!1gn~X,U!. ~4!
An augmented and mathematically equivalent state repre-
sentation of the previous set of nonlinear differential equa-
tions can be obtained by introducing the following set of
variables:
aizi5 f i~X! with i51,.. . ,n ,
bin i5gi~X,U! with i51,.. . ,n , ~5!
wi5 f˙ i~X! with i51,.. . ,n ,
where ai is the constant coefficient for pseudo state vari-
able zi , and bi is the constant coefficient for pseudo input
v i . This yields the following expressions:
x˙ 15A11X1a1z11b1v1 ,
x˙ 25A12X1a2z21b2v2 ,
A
x˙ n5A1nX1anzn1bnvn ,
z˙ 15w1
z˙ 25w2
A
z˙ n5wn . ~6!
The previous representation, written in state-space form,
yields the following vector expression:
X˙ eq5AeqXeq1BeqUeq ,
~7!
Y5CeqXeq ,
where
Xeq5@XZ#T with X5@x1 .. .xn# , Z5@z1 .. .zn# ,
Ueq5@VW#T with V5@v1 .. .vn# , W5@w1 .. .wn# ,
Aeq5F A1 A2@0# @0#G , Beq5F B @0#@0# In G ,
Ceq5F C @0#@0# @0#G ,
A15@A11 ,A12 ,. . . ,A1n# ,
A25diagonal@a1 ,a2 ,. . . ,an# ,
B5diagonal@b1 ,b2 ,. . . ,bn# .
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Equation ~7! has a linear form in terms of the vectors Xeq
and Ueq , and it is mathematically equivalent to the original
nonlinear system. A restriction in this development is that
the first-time derivative of the nonlinear function f i must
exist for i51,.. ,n . The new state vector Xeq contains the
actual nonlinear system state variables X5[x1 .. .xn]T and
the pseudo state variables Z5[z1 .. .zn]T, which represent
the system nonlinearities. The absence of nonlinear terms
in some of the equations would reduce the number of aux-
iliary variables introduced, and the order of the augmented
system would be less than 2n . Analogously to Xeq , the
vector Ueq is formed using pseudo inputs v i , which result
from the relationships in gi~X,U!. This variable substitution
scheme leads to an augmented system that has a linear form
and is mathematically equivalent to the original nonlinear
system. This equivalent/pseudo-linear representation facili-
tates the application of linear system design methods,
which are generally more powerful than their nonlinear
counterparts. The term pseudo-linear is introduced to dif-
ferentiate between a truly linear system and one that is
artificially constructed through the introduction of new
variables.
The particular case of interest in this paper is the control
of 3-D angular spacecraft dynamics. The spacecraft is
shown pictorially in Figure 1. Euler’s Eqs. ~2! describe its
3-D angular motion. They can be converted into the equiva-
lent pseudo-linear state-space model of Eq. ~7! through the
outlined augmentation method. Then, Euler’s equivalent
state-space model takes the following form:
v˙15a1z11b1n1 , n15M 1 ,
v˙25a2z21b2n2 , n25M 2 ,
v˙35a3z31b3n3 , n35M 3 ,
z˙ 15w15v˙2v31v˙3v2 ,
~8!
z˙ 25w25v˙1v31v˙3v1 ,
z˙ 35w35v˙1v21v˙2v1
a15
I22I3
I1
, a25
I32I1
I2
, a35
I12I2
I3
,
b15I1
21
, b25I2
21
, b35I3
21
.
The equivalent system matrices are given by
Aeq53
0 0 0 a1 0 0
0 0 0 0 a2 0
0 0 0 0 0 a3
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
4
~9!
Beq53
b1 0 0 0 0 0
0 b2 0 0 0 0
0 0 b3 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
4 , Ceq5F C @0#@0# @0#G .
This provides an equivalent linear representation that can
be used in the design of state observers, on selection of a
specific measurement matrix C, as discussed in the next
section.
3 State Observer Design
The reason for constructing an observer is to reproduce
those states that are not available from measurements. De-
signing observers for linear systems is usually a straightfor-
ward process, for systems that are observable,7 but this is
not so easily accomplished for nonlinear systems. There-
fore, the development of a pseudo-linear equivalent system
representation makes it more feasible to reconstruct the
states of a nonlinear system based on available system
outputs.8 This is because the nonlinear observer design can
now be done using standard linear observer design
methods,9 provided the pseudo-linear representation is state
observable, i.e., the @Ceq ,CeqAeq ,...,CeqAeqn21# matrix has
full rank.10 In such cases, the observer output reproduces
the state vector, even though the system output provides an
incomplete representation of this state vector.
This process is illustrated in Figure 2. The dynamics of
the linear observer are defined as follows:
Xˆ eq5~Aeq2LCeq!Xˆ eq1LY1BeqUeq , ~10!
Fig. 1 Spacecraft undergoing rotational motion.
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where
Xˆ eq 5 @Xˆ Zˆ #T5 observer state vector
Y 5 system output vector, i.e., measured variables
L 5 matrix that yields the desired observer poles.
The observer design consists in determining the matrix L so
that the eigenvalues of the matrix @Aeq2LCeq# are as speci-
fied. Even though the observer design is based on the
pseudo-linear model, the state estimation for the nonlinear
system is effectively accomplished when the pseudo-linear
system is replaced with the original nonlinear system. This
is because of the mathematical identity between the two
systems. For generality, the full-order observer case is con-
sidered here, but the same design procedure applies to
reduced-order observers, as discussed in the remainder of
this section.
In practice, it is desirable to simplify the observer design
by reproducing only those states that are not directly avail-
able from measurements. This is desirable because it sim-
plifies the problem and reduces computational burden. The
result is the so-called reduced-order observer.11 In this case,
the states available from measurements are eliminated from
the estimation problem, yielding a smaller number of states
to be reproduced. In so doing, it is advantageous to rear-
range the state vector so that the states measured appear as
the top variables of the state vector, yielding the following
partitioning of the state equations:
Xeq5FX1X2G , Aeq5FA11 A12A21 A22G , Beq5FB1B2G , ~11!
Ceq5@ I @0## ,
where X1 represents the states available from measure-
ments and X2 the ones to be reproduced by the observer.
Then, the reduced-order observer equations for the two por-
tions of the partitioned state vector are
Xˆ 15Y, Xˆ 25ArXˆ 21LrYr1Zr , ~12!
with
Ar5A222LrA12 ,
Yr5X˙ 12A11X12B1Ueq , ~13!
Zr5A21X11B2Ueq .
A block diagram depicting the observer implementation
is shown in Figure 3. The reduced-order observer matrix
can be computed in a similar manner as the L matrix for
full-order observers. This is accomplished by solving for Lr
in system of Eqs. ~14!, where li is an observer eigenvalue
and ci is an eigenvector associated with li .
@~l iI2A22T !A12T #@ciLrTci#T5@0# . ~14!
The preceding observer design methodology is applicable
when the 3-D angular velocities of a vehicle are to be de-
termined, but the rates for only two axes are measured.
Without loss of generality, consider the case where the
rates along axes 1 and 2 are measured, and the rates for the
third axis are reproduced by an observer. Then the mea-
surement matrix @Eq. ~15!# results ~note that variable z3 is
considered as measured since it is equal to the product be-
tween v1 and v2 which are measured individually!:
Ceq5F 1 0 0 0 0 00 1 0 0 0 0
0 0 0 0 0 1
G . ~15!
Before the observer is designed, the observability of the
equivalent system should be verified. In so doing, it is
found that the rank of the matrix
@Ceq ,CeqAeq ,CeqAeq2 ,CeqAeq3 ,CeqAeq4 ,CeqAeq5 # is equal to 5,
i.e., not full. Thus, the equivalent system is not completely
observable. However, a slight modification of the pseudo-
linear system model yields a second equivalent representa-
tion that is fully observable. This modification amounts to
adding and subtracting the state x3 to the equivalent model
as follows:
Before: z˙ 35w3 and w35x˙ 1x21x˙ 2x1 ,
~16!
After: z˙ 35x31w38 and w385w32x3 .
This modification yields the following modified system ma-
trix:
Aeq/mod53
0 0 0 a1 0 0
0 0 0 0 a2 0
0 0 0 0 0 a3
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
4 . ~17!
Fig. 2 State observer block diagram for nonlinear system.
Fig. 3 Reduced-order observer block diagram.
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Conducting the observability test on the modified
equivalent system verifies that the modified equivalent sys-
tem is fully observable. Therefore, an observer can be de-
signed for Euler’s equations using the modified model and
standard linear design methods. For practical purposes, a
reduced-order observer is preferred. Then, the modified
equivalent system model for Euler’s equations is parti-
tioned as
Xmod5@X1X2#T with X15@x1x2z3# and
X25@x3z1z2#T,
~18!
Umod5@U1U2#T with U15@v1v2w38# and
U25@v3w1w2#T,
where
Xmod5FX1X2G , Amod5FA11 A12A21 A22G , Bmod5FB1B2G ,
Cmod5@ I3330333# ,
A115F 0 0 00 0 0
0 0 0
G , A125F 0 a1 00 0 a2
1 0 0
G ,
A215F 0 0 a30 0 0
0 0 0
G , A225F 0 0 00 0 0
0 0 0
G ,
B15F b1 0 0 0 0 00 b2 0 0 0 0
0 0 1 0 0 0
G ,
B25F 0 0 0 b3 0 00 0 0 0 1 0
0 0 0 0 0 1
G .
These matrices completely define the reduced-order ob-
server in Eq. ~12!, which reproduces the third axis angular
rates based on the rates measured from the other two axes
orthogonal to it. Note that the reduced-order observer re-
produces v3 as well as v1v3 and v2v3 ; however, only vˆ3 is
of real interest since it is used, along with the measured
angular velocities v1 and v2 , to control the 3-D attitude of
the spacecraft. A description of the control system accom-
plishing this task is given in Section 4, and a performance
evaluation of the combined estimation and control problem
is presented in Section 5.
4 Control System for Attitude Rate Regulation
The design of the attitude controller regulating spacecraft
3-D body angular rates is based on feedback linearization
methods.12 The objective is for the angular rates to track a
given setpoint profile. The system dynamics to be con-
trolled are defined by Euler’s Eqs. ~2!. Rewriting these
equations in the form of Eq. ~8! yields
v˙15a1v2v31b1v1 ,
v˙25a2v1v31b2v2 , ~19!
v˙35a3v1v21b3v3 .
The control input U5[v1v2v3]T is designed so that the
vehicle angular rates v5@v1v2v3#T track the desired values
vSP5@v1SPv2SPv3SP#
T
. Using feedback linearization tech-
niques yields the following control laws:
v15
1
b1
@2a2v2v32k1~v12v1SP!1v˙1SP# ,
v25
1
b2
@2a2v1v32k2~v22v2SP!1v˙2SP# , ~20!
v35
1
b3
@2a3v1v22k3~v32v3SP!1v˙3SP# .
Substituting Eqs. ~20! into Eqs. ~19! and defining the error
variables as
ei5v i2vSP with i51, 2, 3, ~21!
yields the following equations for the error dynamics:
e˙ i1kiei50 with i51, 2, 3. ~22!
The dynamics of these equations are stable for any ki.0
and ei tends to zero, or equivalently vi tends to v iSP at the
rate e2kit. Therefore, the poles for the error dynamics are
l i52ki with i51, 2, 3. This controller design uses all
three system states in the linearization process. However,
only two states are available from measurements ~v1 and
v2!. The third is provided by the reduced-order observer.
This scenario constitutes a combined estimation/
linearization/control problem, which is schematically
shown in Figure 4. For simplicity, the spacecraft torque
actuators ~thrusters, reaction wheels or torque rods! in Fig-
ure 4 are assumed to have unitary transfer functions. The
effectiveness of this design is evaluated in Section 5 as part
of a computer simulation case study.
5 Computer Simulation Results
The combined attitude rate estimation and control problem
for a spacecraft is treated in this section. The spacecraft is
modeled as a rigid body having the following principal mo-
Fig. 4 Overall control system block diagram.
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ments of inertia: I1550 kg m2, I2595 kg m2 and I35110
kg m2. These values are representative of a midsize vehicle.
The closed-loop system poles are arbitrarily selected to be
equal to 20.5, i.e., k15k25k350.5. Also, the observer
poles are arbitrarily selected to be equal to 21. This deter-
mines, by solving Eq. ~14!, the following reduced-order
observer matrix:
Lr5F 0 0 123.333 0 0
0 1.583 0
G . ~23!
The test scenario in this performance evaluation corre-
sponds to the spacecraft undergoing an arbitrary maneuver
in which the attitude control system is commanded to track
the following setpoints:
• v1SP is a square wave with unit amplitude having a
period of 5 s.
• v2SP is a triangular wave with unit amplitude having a
period of 20 s.
• v3SP is a sinusoidal wave with unit amplitude having a
period of 9 s.
This maneuver may not be common, but it is used here to
dramatize the effectiveness of the approach. Also, the ini-
tial attitude rates are assumed to be random and uniformly
distributed between 61 rad/s. The observer-assumed initial
angular rate along the third axis is zero. Figure 5 shows the
actual angular rate v1 along axis 1 and the desired value
v1SP. Likewise, Figure 6 shows v2 and v2SP, while Figure 7
shows time plots for the desired angular rate v3SP and the
rate v3 estimated by the observer. In all instances, the con-
troller does a good job at tracking the speed setpoints for
each of the axes.
The performance of the observer is illustrated by Figure
8, where the actual angular rate v3 along the third principal
axis is plotted versus time, as well as its observed value vˆ3 .
It is seen from this figure that after only a few seconds, the
angular rate reproduced by the observer tracks to the actual
angular rate. Again, these accurate values for the third axis
angular velocity are not directly measured, and they are
estimated based on the measurements obtained from the
other two axes orthogonal to it. This is important since it
Fig. 5 Actual and desired angular rates for axis 1.
Fig. 6 Actual and desired angular rates for axis 2.
Fig. 7 Observer and desired angular rates for axis 3.
Fig. 8 Actual and observer angular rates for axis 3.
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eliminates the need for a third axis sensor, which could lead
to appreciable savings. Alternatively, all three axes could
be fully instrumented and three observers could be con-
structed, each estimating the velocity of one axis using
measurements from the other two, as the means to provide
redundancy and/or diagnostic capabilities. Either way, the
benefits are obvious.
6 Summary and Conclusions
This paper presents a novel observer design method appli-
cable to nonlinear systems. The case studied is the 3-D
angular rate determination and control for a spinning space-
craft. This approach enables the angular rates along one of
the principal vehicle axes to be determined based on the
measurements from the other two. The measured and ob-
server reproduced body angular rates are used by a control
system designed using feedback linearization methods.
Computer simulation results show that the combined esti-
mation and control problem is successfully accomplished-
for the spacecraft case study in this paper. Being able to
construct an effective linear observer for a nonlinear case
has far-reaching implications, including the possibility of
eliminating a rate sensor from one of the axes, with the
obvious savings consequences. Furthermore, if all three
axes were instrumented, this method could be used as the
means to provide redundancy and diagnostic capabilities,
since an observer could be constructed for each of the three
axes, each producing angular rates based on measurements
corresponding to the other axes. Finally, this approach can
also be applied to other nonlinear systems, providing a
powerful and straightforward observer design method.
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