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Abstract 
We prove that Thurston’s linear-time tiling algorithm can be extended to al planar graphs 
that have a regular bipartite dual, and that it does not depend on group theory. 
Pavage par des dominos dans des graphes planaires de dual rCgulier et biparti 
Nous montrons que l’algorithme de pavage de Thurston, linkaire en temps, se gCnCralise k 
tous les graphes planaires de dual rkgulier biparti, et qu’il est indkpendant de la thkorie des 
groupes. 
1. Introduction 
Thanks to the help of Conway’s tiling groups [2], Thurston has discovered a linear- 
time algorithm that tiles a polyomino of Z2 with dominoes [3]. 
We have chosen to set completely aside, at first, the theoretical part of his work, and 
concentrate on this algorithm’s combinatorial aspects. This approach is effective: it 
enables us to prove that some algorithms, derived from Thurston’s, determine in 
linear time whether a finite simply connected part of a planar graph with regular and 
bipartite dual is domino-tilable. 
We then come back to group theory, but only to find it cannot explain that 
generalization; it was therefore essential not to make use of it in the first place. 
2. Definitions and notation 
The biregular planar graph G[k, d] is the locally finite planar graph whose faces all 
have k sides, and whose vertices al have degre d. 
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We are solely concerned with such graphs if their faces are at least triangles (k 3 3) 
and if they are not limited to a single face (d 2 3). Among the G[k, d], some are finite 
(they describe the platonic solids); these correspond to the pairs (k,d) in {(3,3), 
(3,4), (3,5), (423) (523)). S ome are infinite and Euclidean, namely those such that 
(k, d) E {(3,6), (4,4), (6,3)3; all the others are hyperbolic. Our tiling problem is mean- 
ingful regarding finite parts of infinite G[k, d] only. 
In such a graph, we will call a domino two faces that share an edge, and a polyomino 
any finite set of faces that is simply connected with respect to the k-neighbourhood. As 
our algorithms require the faces to have bipartite colouring, we will only consider 
graph G[k, d] with bipartite dual. An easy induction will convince the reader that 
G[k, d] has bipartite dual if and only if d is even. 
We will, from here on, assume the faces of G to be coloured in black and white, each 
white face’s neighbours being black, and vice versa (Fig, 1). 
In a polyomino P already tiled with dominoes, we will assign to each vertex an 
integral value called altitude, defined up to a constant, as follows: a randomly chosen 
vertex on the boundary is allotted a zero altitude. One goes from a vertex with altitude 
h to a neighbour with altitude h + 1 by an edge bounding a domino of the tiling that 
has a black cell on its left; if that cell is white, the altitude decreases by one. 
It is quite easy to prove that no contradiction occurs when one applies that 
definition. First, let us try to compute the altitude of vertices from the boundary of any 
polyomino, i.e. one that might not be domino-tilable: after a vertex has been chosen to 
have altitude 0, one goes around the polyomino, counterclockwise, adding one of the 
last computed altitude if the inner cell passed by is black, subtracting one if this is 
white. When one returns to the starting vertex, our procedure will not re-allocate to it 
a zero altitude, in general; the new value is (k x (B - W)), where B and W respectively 
Fig. 1. The boundary of a polyomino from Fig. 2. Allocation of altitudes to domino tiled polyomino 
G[5, 41 (thick outline). vertices, in G[3, 81 (thick outlined dominoes) 
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are the number of black and white cells the polyomino contains. An easy induction 
upon the polyomino’s area suffices to prove it. To rephrase that, the difference in 
altitude before and after each lap is k times the polyomino’s “imbalance”. 
As for the polyominoes that are already tiled, they are balanced in black and white, 
hence one again finds a zero altitude when coming back to the starting boundary 
vertex. Furthermore, the altitude only propagates along domino borders; as any 
region contained in such borders is balanced, no possible contradiction occurs (Fig. 2). 
For a given tiling of a polyomino P, its height is the sum of altitudes it allocated to 
vertices of P. 
3. Central lemma 
The following lemma carries the algorithm’s key concept; it characterizes a canoni- 
cal tiling for any tilable polyomino. 
Lemma. Let P be a domino tilable polyomino. In the lowest tiling of P, all the vertices 
with maximal altitude are on the boundary of P. 
Proof. Let us assume P to be covered by a lowest tiling. 
Let A be an inner vertex of P, and E the elementary cycle from the dual graph of 
P that surrounds A. Suppose a domino from the tiling covers only one face F from E; 
let Br and B2 be the two neighbours of A on the border of F; the altitude is monotonic 
along the path (B,; A; I?,). Hence, either Br or B2 has altitude greater than that of 
A (Fig. 3, general case). 
Suppose now that every domino around A covers two faces from E. There are 
exactly two possible configurations, and, among all vertices of the faces in E, A alone 
has an altitude that depends on the choice between them (Fig. 4). 
As we chose the tiling of P to be minimal in height, the lower option is the only one 
to be considered, and it allots to A an altitude less than that of its neighbours. That 
remark enables one to conclude that no vertex from 
maximal altitude in a lowest tiling of P. 
the interior of P can have 
Fig. 3. Dominoes boundaries: thick lines. As F is white, B, has altitude a + 1. 
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Fig. 4. Example from G[4, 61. 
4. Algorithm 
We will now describe briefly an algorithm to decide whether a polyomino P of 
G[k,d] is domino-tilable, along with constructing the possible lowest tiling; it is 
strongly related to the preceding lemma. 
The altitudes of boundary vertices do not depend on the way P is (possibly) tiled; 
one can always compute them by allocating zero altitude to one of those vertices, then 
from here on to its closest counterclockwise neighbour, and so on until reaching the 
starting point again, 
As the lemma states, if P is tilable, then, in a lowest tiling of P, all maximal-altitude 
vertices are on the boundary. One then randomly chooses one of those vertices; let us 
call it A. The two edges of the boundary of P that contain A border respectively, in 
counterclockwise order, a black cell and a white one. otherwise A would not have 
maximal altitude. 
Fig. 5. If a is a maximal altitude for the boundary 
of P, the thick outlined dominoes are part of the 
lowest tiling of P. 
Fig. 6. Selecting the maximal-altitude boundary 
vertex (3) enables one to delete both of the striped 
dominoes from P, without changing its tilability. 
There appears a new boundary vertex, the altitude 
of which must be updated (0). 
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Let us now consider .s, the set of faces from P that neighbour A. Any domino that 
covers one of these faces is included in E, otherwise A would have a higher neighbour- 
ing vertex. Hence, there is only one way to tile E by dominoes, assuming a lowest tiling 
of P. If P happens to be tilable, a lowest tiling of it includes that tiling of E (Fig. 5, 
general case). 
Fig. 6 shows that procedure applied to tiling a polyomino from G[4, 61. 
Of course, there is no need to actually delete from P the dominoes one puts down 
that way; it suffices to update the current maximal-altitude vertex’s neighbours 
accordingly. 
If some of these vertices already have an altitude, it must match that update; 
otherwise, P is not tilable, and the algorithm halts. 
5. Complexity 
Provided that data structure allows one to access in constant time the neighbour- 
hood of each vertex from P, this algorithm is time linear. This assumption may not be 
realistic, but one can at least say that our algorithm is as fast as Thurston’s, up to 
a constant factor. 
We use the same notation as in the algorithm description. Putting the dominoes 
from E down on P may render updating several vertices’ altitude necessary, but these 
vertices are all neighbours of the one previously selected. Furthermore, their number 
is always less than ((k - 2)1&j), w h ereas the area of P decreases by 1 E 1 faces. 
All the altitudes of other vertices from P remain valid, and one can then proceed to 
the next higher vertex not already treated. 
These elementary remarks suffice to bound the algorithm complexity by O(klP( ). 
6. Extension 
It is interesting to note that the vertex regularity is not the least necessary for this 
algorithm to work. Indeed, its only requirements are that the faces all have the same 
number of sides, and the vertices all have even degree: the same algorithm then 
effectively decides the domino-tilability of any polyomino from a planar graph whose 
dual is regular and bipartite. We give an example of such a graph, that could for 
instance be denoted by G[k constant, d even] (Fig. 7). 
7. Theoretical basis? 
Thurston discovered and explained his algorithm in the cases we denote by G[4,4] 
and G[3,6], through the study of groups of which they are Cayley graphs. Neverthe- 
less, we point to the fact that there are graphs that do not represent any group, where 
it still holds. 
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Fig. 7. Example of a polyomino from G[3, d even]. 
First, concerning that case of the G[k,d] graphs, we remarked that it is only 
required that d be even. Yet, if we consider, say, d = 4, a G[k, 41 is the graph of a group 
iff k E 0 (2) or k E 0 (3). In general, G[k, 4 is a Cayley graph if and only if k z 0 (i), for 
at least one prime i less than d [l]. 
However, using the fact that G[k,d] with k even, always is a Cayley graph, one 
might still think that the group structure underlying the algorithm stands in the dual 
graph. 
This objection no longer holds in the most general case where the algorithm applies, 
i.e. tiling of finite and simply connected (in the k-neighbourhood sense) parts of 
G[k constant, d even] graphs. It is obvious that such a graph cannot represent 
a group, as it is not regular. As for its dual, it is not likely to be a Cayley graph either: 
although regular, it contains elementary cycles with arbitrary even length, and 
arbitrary disposition (Fig. 7). 
One must at least conclude that the way Thurston used Conway’s tiling groups to 
devise his algorithm cannot be straightforwardly applied here; in fact, it even seems 
unlikely that group-theoretic arguments explain the generalization we obtained. 
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