Wireless sensor networks consist of energy constrained nodes operating typically in an unattended mode and highly dynamic environments. In this paper, we advocate a systematic decentralized approach to designing these networks based on utility functions. We investigate the design of appropriate local utility functions for each sensor such that while each sensor "selfishly" optimizes its own utility, the network as a "whole" converges to a desired global objective. Specifically, we design a mechanism for the problem of constructing a load balanced data gathering tree in a sensor network using this approach. We show that the tree obtained using this mechanism is optimally load balanced by comparison with a centralized offline algorithm. This study suggests a significant departure from the existing view of sensor networks as consisting of cooperative nodes i.e "selfish" sensors might be a useful paradigm for designing efficient distributed algorithms for optimizing the performance of these networks.
Introduction
Severe energy constraints of a sensor network engender the need for a principled approach to designing these networks based on mathematical and optimization techniques. These networks are assumed to operate autonomously in highly dynamic environments, thus rendering offline, centralized optimization techniques unsuitable for these systems. In this study, we apply techniques from Mechanism Design and Game Theory to facilitate the design of decentralized mechanisms for optimization in sensor networks. Informally, we investigate the following problem: Given a global objective function that has to be optimized by a sensor network, can suitable local utility functions be designed such that each sensor while "selfishly" optimizing its own local utility function leads to optimizing the desired global objective. In this paper, we examine the specific case study of constructing a load balanced data collection tree in sensor networks as our global objective. The rest of the paper is organized as follows: section 2 briefly describes the related work. The formal description of the load-balanced data gathering tree construction problem is given in section 3 and our proposed decentralized iterative mechanism and its analysis are described in section 4. The validation of our algorithm through simulations is described in section 5 while section 6 outlines our conclusions and future work.
Related Work
Game-theoretic Mechanism Design is a useful tool for distributed decision making. It ensures that the desired global objective is attained in the presence of selfish agents [1] . This is usually done by offering incentives to the agents in the form of payments. Game Theory also deals with situations involving selfish agents. Most of the game theoretic studies study the properties of the Nash Equilibrium resulting from interaction of selfish agents, without dealing with any particular global objective. Kannan, et al. examine the Nash Equilibrium arising from interactions of selfish sensors in the context of reliable data gathering in sensor networks [2] . In this study, we are interested in designing local utility functions for each sensor such that the network as a "whole" attains the desired global objective when each sensor selfishly seeks to maximize its local utility. Our utility function based approach is similar to the one adopted by Byers and Nasser in [7] . They use this approach to assign tasks to the various sensors as either sensing only, sensing and routing, routing only or idle depending on the requirements of an application (which is modelled by a global utility function). However, their approach does not design local utility functions for each sensor.
Load balancing has been widely studied in the context of selfish users [5] , online algorithms [4] and offline centralized algorithms [3] . The authors of [5] specify a local utility function for each user and compare the resulting Nash Equilibrium with the desired global optimal solution. The load balancing problem is essentially finding an optimal semi-matching in a bipartite graph. The authors of [3] show that this problem can be reduced to a minimum cost maximum flow problem. They propose faster centralized offline algorithms for finding the optimal load-balanced semi-matching. They also show that the resulting optimal semi-matching minimizes all norms including the variance of the load (number of children) i.e. the ||L 2 || and the maximum load (||L ∞ ||). In this study, we propose a distributed iterative algorithm for the load balancing problem in the context of sensor networks. This algorithm specifies a local utility function for each sensor such that the selfish behavior of the sensors converges to a load balanced data gathering tree. Simulations of our distributed algorithm indicate that it produces exactly similar results compared to the centralized optimal semi-matching algorithm described in [3] . In the next section, we formally describe the problem of constructing a load balanced data gathering tree in the context of sensor networks.
Problem Description
One mechanism to organize data gathering from a large multi-hop sensor network, is to construct a tree rooted at the base-station/sink node. This can be done by a two phase process whereby the sink issues a flood, and nodes organize themselves by level (depending on how many hops they are from the sink) and select a neighboring node at the previous level to be their parent [6] . Although a priori there are a number of ways to perform this parent selection (some of which are explored in [6] via simulations), one key requirement is to generate a balanced tree where that no node is overloaded with more traffic than is necessary. If a sensor can connect to a parent (permitted by the topology) that has fewer children than the current one, it should connect to the parent with fewer children.
A key feature of the balanced data gathering construction problem is that the decisions taken by sensor nodes at one level of the tree are independent of those taken at another level. Thus, at each level, ensuring that sensors select their parent such that none of their parents are overloaded at each level will lead to a global tree in which none of the sensors are overloaded. Hence, in the remaining part of this paper, we will focus on a single level of the hierarchical structure created by the initial flood, i.e. a set of children nodes with their corresponding sets of possible parents.
Before formally describing the problem, we introduce some preliminary notation:
1. M is the set of all parents.
2. N is the set of children, |N | ≥ |M |.
3. M j is the set of parents of sensor j, such that ∀i ∈ N :
is a bipartite graph such that an edge (i, j) ∈ E iff i ∈ M and j ∈ N or vice-versa.
Assume that a parent allocates equal bandwidth to its children. In the optimal (load balanced tree), let x * i be the bandwidth allocated to a sensor i. Consider the optimal allocation vector
Using simple arguments, it can be shown that the optimal (load balanced) allocation vector x * is max-min fair.
Thus, the global objective is to attain a maxmin fair allocation for all the children (at each level). In section 4, we show how simple localized rules can be used to attain the global objective.
Mechanism Design
In this section, we describe an iterative distributed algorithm that converges to the load balanced tree. This algorithm treats each sensor as being "selfish". The strategy space and the local utility function of each sensor is described in section 4.1, while the algorithm is described in section 4.2.
Game Description
We consider an iterative game. Here, we define an iteration as a round in which all children decide on the parent they want to attach. This game is played on the edges e ∈ E of the bipartite graph mentioned in section 3. The players in this game are the children i such that i ∈ N . For each player i, let S i k ⊆ M i be the strategy space at iteration k. Let u i k (p) be the utility of sensor i to choose sensor p as its parent in iteration k. Further,
where C p k is the bandwidth guaranteed by parent p at iteration k. i.e. the parent p is committed to provide a bandwidth of at least u i k (p) to child i for all iterations after k so long as i is a child of p.
This utility function in Eqn. 2 dictates that at each iteration, a sensor prefers to connect to a parent that gives it a better bandwidth guarantee. i.e. each sensor is "selfish" about the bandwidth guarantee it receives. At every iteration, each parent p gives equal bandwidth guarantees to its children.
In section 4.2, we describe the algorithm that constructs a load-balanced tree in the presence of "selfish" sensors.
Algorithm for Load Balanced Tree Construction
In this section, we describe an iterative distributed algorithm for the load balanced tree construction. This algorithm assumes that each sensor's decision making is governed by the utility function described in Eqn. 2 in section 4.1. Before describing the algorithms of the parent and child, we introduce a few notations and definitions. Let 1. deg(j) be the degree of a node j in the bipartite graph described in section 3.
2. N p k be the set of children currently attached to parent p at the end of iteration k.
3. n p k be the number of new children that wish to attach to parent p at iteration k. 6. z k p be the number of children that leave parent p at iteration k.
a
7. P i k be the parent of node i at iteration k.
B
p k be the total bandwidth guaranteed by parent p at iteration k. i.e. We now describe the algorithms of the Child and the Parent.
Child: At an iteration k, the strategy space of child i, S k i = {p|p ∈ M i }. i.e. at each iteration k, each child i will try to connect to an unsaturated parent p such that C p k ≥ C p k where p = P i k is the parent of child i at iteration k. i.e. connect to the parent that provides the best possible bandwidth guarantee. If there are multiple such parents, the child will indicate a willingness to connect to all of them 2 . After it has been chosen by one parent, the child node will inform the other parents that it does not wish to connect to them. ents at iteration k, but will ultimately choose exactly one parent that it willing to take it at iteration k 2 The child has to respond to all such parents because a previously unsaturated parent might have to reject some children if it gets saturated during the current iteration.
Parent: Essentially, until a parent p saturates, it successively increases its bandwidth guarantees from
Initially, a parent p sets
. While p is not saturated (may also happen if a child leaves a saturated parent making B p k < 1), it executes the following iterative algorithm (here, k is a global variable that keeps track of iterations previously executed by this parent):
to all its children /* Find the upper bound on the number of children that can be taken */ 
The algorithm terminates at the smallest iteration k at which all parents are saturated i.e. 
Analysis
In this section, we prove the termination of the algorithm. We show that at termination, a Nash Equilibrium exists. We conjecture that the Nash Equilibrium coupled with the termination condition mentioned at the end of section 4.2 results in an optimally load balanced tree (or max-min allocation of bandwidths to the children).
Proof of Termination:
In this section, we show that the above algorithm is guaranteed to terminate. Let
be the sum of the utilities of all the children at iteration k. And let k * be the smallest iteration at which all parents p are saturated i.e. 3. The sum of utilities of all children, S k .
Proof:
1. The algorithm Parent(p) never decreases C p k from one iteration to the next.
By definition, u
If i is attached to the same parent at iteration k and k +1, from the first part of this Lemma,
3. S k is a sum of u i k 's. Each of the u i k is nondecreasing with k.
Proof: If S k > S k−1 , two cases arise: 1. A child i switches from parent p to q at iteration k.
2. No child switches, but an unsaturated parent p (with N p k > 0) increases its bandwidth guarantee from
In the first case, a child i switches from parent p to q at iteration Arguing similarly for the second case, the smallest δ is when a parent p increases its guaranteed bandwidth at iteration k from Proof: After the first iteration, each child is attached to a parent. The utility of each child i,
Now, assume that at iteration k * all parents are saturated. In this case,
Consider an iteration k, such that S k > S k−1 . There definitely exists atleast one such k (k = 1, S 1 > S 0 = 0).
Define η as the largest number of iterations such that S k = S k+η . During iterations k ∈ [k, k + η], from Lemma 4.3, no child can switch parents. Then the following possibilities arise:
1. All parents are saturated in which case the algorithm terminates. In this case, η is infinite.
2. An unsaturated parent q (with N 3. There exists an unsaturated parent r such that N r k = 0. In the worst case, η = deg(r). i.e. r keeps increasing its guaranteed bandwidth till it becomes 1 (and gets saturated). In all iterations in the range of [k, k + η], no child ever attaches to r. In the worst case, there can be N such iterations as we show below.
Consider a sequence of iterations. In an iteration k, if S k increases, it can be followed by a number of iterations where S k is a constant. Let this series of iterations where S k is constant be called a flat region. The number of iterations in this flat region can be deg(p), where p ∈ M . Now, in the worst case, there can be M flat regions (one for each parent). Thus, the total size of these flat regions put together is
Having bounded the number of iterations in the flat region, we focus only on those iterations where S k increases. Number of iterations where S k increases i.e. T m is given as follows 3 :
Now, the total number of iterations T is given by:
On termination at iteration k * , all parents are saturated i.e. ∀p, B p k * = 1. Thus, the strategy space of every child i and iteration k * , S i k * = φ. Hence, by definition, a Nash Equilibrium exists at termination. Conjecture 4.1 On termination at iteration k, the algorithm produces a load balanced tree i.e. the allocation of bandwidths x k = (x 1 k , x 2 k , ...x N k ) is max-min fair.
We are currently working on the proof of this conjecture. We hope to have it ready in time for the final version of the paper. Our confidence in this conjecture is increased by the simulations that we describe next.
There were a total of 7 parents and 30 children. In the first set of simulations (using 8 different random seeds), the transmission range R = 250m. In the second set simulations (using 8 different random seeds), R = 200m. In all these simulations, we observed that the tree produced by the distributed algorithm and the centralized algorithm were similar. i.e. the number of parents of degree x were same in both cases.
Conclusions & Future Work
In this study, we advocate a utility function based approach for designing sensor networks. Unlike previous related studies, we illustrate that treating the sensors as "selfish" enables the design of distributed algorithms for optimizing the network performance as a "whole". This is done for the case study of constructing a loadbalanced data gathering tree in a sensor network.
As part of future work, we would like to prove the correctness of our algorithm. It would also be interesting to design localized utility functions for the "selfish" sensors to achieve other global objectives like minimizing the total energy of the tree created (given that each parent cannot take more than k children), etc.
