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Abstract - Genetic algorithm (GA) and particle swarm 
optimization (PSO) techniques have attracted considerable 
attention among heuristic optimization techniques. It is 
appropriate to compare their performance since both yield 
optimal solutions with different strategies and 
computational effort. In this paper, the application of these 
algorithms for feature selection in retinal image 
classification is explored. Abnormal retinal images from 
four classes namely non-proliferative diabetic retinopathy 
(NPDR), Central retinal vein occlusion (CRVO), Choroidal 
neo-vascularisation membrane (CNVO) and Central serous 
retinopathy (CRS) are used in this work. A comprehensive 
feature set is extracted from these images. An extensive 
feature selection is performed by the optimization 
techniques. The  SOFM neural network is trained with 
optimal features and the classification accuracy is 
calculated. Experimental results show superior results for 
PSO optimized SOFM over the GA based SOFM in terms of 
classification accuracy and convergence time period. 
 
Index Terms - Particle Swarm Optimization, Genetic 
Algorithm,  Classification Accuracy, Retinal images. 
 
I.  INTRODUCTION 
     Abnormal retinal image classification is a mandatory 
and challenging task in the field of ophthalmology. The 
accuracy of the automated classification system is highly 
important since the treatment planning is different for 
different abnormalities [1]. For many pattern recognition 
applications, including medical image processing, a 
higher number of features do not necessarily translate 
into higher classification accuracy. Therefore, a feature 
selection process is of great importance for solving the 
classification problems. 
          The process of feature selection belongs to the 
optimization problem. Earlier researchers highly depend 
on search algorithms such as sequential search, tabu 
search [2], etc. for feature selection. But these 
optimization techniques uses highly time-consuming 
operations and do not assure that the resulting subset is 
really a reduct. 
          GA has been extensively applied to solve complex 
design optimization problems [3]. The application of GA 
for neural network is explored in [4]. GA has been 
successfully used for automatic detection of 
abnormalities in mammograms [5]. A wide survey on the 
application of GA for image classification is reported in 
[6]. 
       PSO in combination with support vector machine is 
used for feature selection for image analysis applications 
[7]. Karnan [8] demonstrated the use of PSO for breast 
cancer analysis. PSO is also widely popular for solving 
optimization problem in controller design areas [9]. A 
chaotic PSO technique is used for image classification 
problems [10]. The results reported in the literature 
illustrate the high efficiency of the PSO technique. 
     Since both the techniques (PSO and GA) are widely 
used for image classification problems, it is necessary to 
compare and contrast these two techniques. In this paper, 
these two techniques are experimentally analyzed and 
compared on an artificial neural network based abnormal 
retinal image classification system. Experimental results 
show promising results for the PSO based technique in 
terms of the performance measures. 
 II. MATERIALS AND METHODS 
        The proposed methodology of the automated retinal 
image classification system is shown in Fig.1. 
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                    Figure.1. Proposed Methodology 
    The abnormal retinal image database consists of real 
time images collected from Aravind Eye Hospital, 
Coimbatore, India. The rest of the block diagram is dealt 
in detail in the subsequent sections. 
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III. FEATURE EXTRACTION 
    The four abnormal classes must be represented using 
relevant and significant features to classify the input 
images. The feature set should be selected such that the 
between-class discrimination is maximized while the 
within-class discrimination is minimized. It is also 
desirable for the feature set to be as small as possible in 
order to avoid the curse of dimensionality. Ten features 
are used in this work among which two are extracted 
from segmented blood vessels and eight are extracted 
from texture [11]. The features used are area, perimeter, 
mean, standard deviation, skewness ,kurtosis, contrast, 
inverse difference moment, correlation and variance. 
IV. FEATURE SELECTION 
        Feature selection refers to the problem of 
dimensionality reduction of data, which initially consists 
of large number of features. The objective is to choose 
optimal subsets of the original features. In this work, 
Genetic algorithm and Particle Swarm Optimization are 
proposed for feature selection. 
 
A. Genetic Algorithm 
    Genetic Algorithm can be viewed as a general purpose 
search method or an optimization method based on 
biological evolution.  
    In this work, each of the ten features are represented by 
a chromosome (string of bits) with 10 genes (bits) 
corresponding to the number of features. An initial 
random population of 20 chromosomes is formed to 
initiate the genetic optimization. A suitable fitness 
function is estimated for each individual. The fittest 
individuals are selected and the crossover and the 
mutation operations are performed to generate the new 
population. This process continues for a particular 
number of generations and finally the fittest chromosome 
is calculated based on the fitness function. The features 
with a bit value “1” are accepted and the features with the 
bit value of “0” are rejected.  
      
B. Particle Swarm Optimization (PSO) 
        The PSO method is a member of wide category of 
Swarm Intelligence methods for solving the optimization 
problems.  
     The initial swarm is generally created in such a way 
that the population of the particles is distributed randomly 
over the search space. At every iteration, each particle is 
updated by following two “best” values, called pbest and 
gbest. Each particle keeps track of its coordinates in the 
problem space, which are associated with the best 
solution (fitness value). This fitness value is called pbest. 
When a particle takes the whole population as its 
topological neighbor, the best value is a global best value 
and is called gbest. The detailed algorithm is given in 
[12]. The optimal feature set obtained from GA and PSO 
are stored separately and used to train the SOFM 
separately. 
V. SELF-ORGANIZING FEATURE MAP (SOFM) BASED 
CLASSIFICATION 
     The SOFM belongs to the competitive neural 
networks category which is based on the “winner take-
all” algorithm. The term self-organizing refers to the 
unsupervised training methodology of this neural 
network.  
    The  architecture  used  in this work is n-4 where the 
value of “n” denotes the number of input layer neurons. It 
varies for GA optimized SOFM and PSO optimized 
SOFM. A detailed algorithm is given in [13]. 
      The training methodology is performed with GA 
optimized features and PSO optimized features and the 
two networks (GA optimized SOFM and PSO optimized 
SOFM) are validated using the testing dataset. The 
performance measures of both the networks are 
calculated and the results are analyzed.    
     The  experiments  are  carried  out  on  an  IBM  PC 
Pentium with processor speed 700 MHz and 256 MB 
RAM. The software used for the implementation is 
MATLAB (version 7.0) developed by Math works 
Laboratory. 
VI. RESULTS AND DISCUSSIONS 
          The techniques are experimented on 420 real time 
retinal images from four classes and the performance is 
analyzed based on classification accuracy and 
convergence time period. Initially the feature extraction 
results are reported followed by the feature selection and 
the performance measure results. 
The features such as area and perimeter are calculated 
from the segmented blood vessels. Some samples of the 
segmented images are shown in Fig. 2. 
 
                                         
             (a)                                (b)                                   (c) 
Figure 2. Sample segmented retinal blood vessels 
 
Table 1 shows the optimized selected features from GA 
and PSO techniques.  
 
TABLE 1. 
FEATURES SELECTED BY THE OPTIMIZATION TECHNIQUES 
Techniques Selected  features 
Particle swarm 
optimization 
Area, perimeter, skewness, 
correlation and inverse 
difference moment 
Genetic  algorithm  Area, perimeter, kurtosis, 
correlation and contrast 
            Among the extracted features, mean, standard 
deviation and variance are rejected by both the 
optimization techniques. Since they represent the 
statistical properties of the image, they are least preferred  
particularly for the medical image analysis. Area and 
perimeter features are highly preferred since they 
represent the information about the shape and size of the 
retinal blood vessels which directly distinguishes between 
the abnormalities. GA optimization selects the kurtosis 
and contrast features while PSO selects the skewness and 
inverse difference moment features. After the process of 
feature selection, the efficiency of these selected features 
is tested using the artificial neural network. 
     The SOFM network is trained with 35 images from 
each class using the GA based features and the PSO 
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based features. The rest of the dataset is used to test the 
performance of the GA based SOFM and the PSO based 
SOFM. Table 2 shows the classification accuracy results 
of both the classifiers. 
 
TABLE 2. 
CLASSIFICATION ACCURACY RESULTS OF THE CLASSIFIERS 
Class Classification  accuracy 
(%) 
GA based 
SOFM 
PSO based 
SOFM 
CNVM 88.5  95.4 
CRVO 89.1  93.8 
CSR 90.1 94.6 
NPDR 83.4  90.7 
    
 From Table 2, it is evident that the PSO optimization 
technique is superior to the GA optimization technique in 
terms of classification accuracy. Even though same 
number of features is selected by both the algorithms, the 
features selected by PSO are able to classify more 
accurately than the GA based features. The overall 
classification accuracy of GA based SOFM is 87.7 % and 
classification accuracy of PSO based SOFM is 93.8 %. 
Table 3 shows the convergence time period of both the 
classifiers. 
 
TABLE 3. 
CONVERGENCE TIME PERIOD OF THE CLASSIFIERS 
Technique Time  taken  for 
feature 
optimization 
(sec) 
Time taken 
for training 
SOFM (sec) 
Total 
time 
(sec) 
GA based 
SOFM 
       2587.5          32.5  2620 
PSO based 
SOFM 
       1201.5          32.5      1234 
     
  The superior nature of PSO technique in terms of 
convergence time period is evident from Table 3. 
Compared with GA, PSO does not need complex 
operators such as crossover and mutation and it requires 
only primitive and simple mathematical operators. Thus 
the optimization technique of PSO is much faster than the 
GA optimization technique. Experimental results show 
encouraging results for PSO technique for application in 
retinal image classification which is evident from the 
tabulated results. 
VII. CONCLUSION 
          In this work, a comparative analysis is performed 
between the PSO and the GA optimization technique for 
abnormal retinal image classification. A 5-10% increase 
in classification accuracy is obtained for the PSO based 
technique over the GA based technique. The 
computational time period is reduced by 50% for the PSO 
based technique when compared with the GA based 
technique. Thus the PSO can serve as an ideal pre-
processing tool to optimize the features since it increases 
the classification accuracy besides maintaining a low 
computational time period.  
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