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ABSTRACT 
The large amount of data in healthcare industry is a key resource to be processed and analyzed for knowledge 
extraction. The knowledge discovery is the process of making low-level data into high-level knowledge. Data 
mining is a core component of the KDD process. Data mining techniques are used in healthcare management 
which improve the quality and decrease the cost of healthcare services. Data mining algorithms are needed in 
almost every step in KDD process ranging from domain understanding to knowledge evaluation. It is necessary 
to identify and evaluate the most common data mining algorithms implemented in modern healthcare services. 
The need is for algorithms with very high accuracy as medical diagnosis is considered as a significant yet 
obscure task that needs to be carried out precisely and efficiently. 
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I. INTRODUCTION 
The KDD is the process of making low-level 
data into high-level knowledge. Knowledge discovery 
has the Preprocessing, Data mining and Post 
processing phases. KDD is an iterative or cyclic 
process that involves sequence steps of processes and 
data mining is a core component of the KDD process. 
Data mining is a process of nontrivial extraction of 
implicit, previously unknown and potentially useful 
information from the data stored in a database  [1]. 
Data mining involves choosing the data 
mining task, choosing the data mining algorithm(s) 
and use of data mining algorithms to generate patterns. 
A data mining system may generate thousands of 
patterns. A discovered pattern can correspond to prior 
knowledge or expectations. A pattern can refer to 
uninteresting attributes or attribute combinations. 
Patterns can be redundant. 
Healthcare industry today generates large 
amounts of complex data about patients, hospitals 
resources, disease diagnosis, electronic patient records, 
medical devices etc. These large amounts of data are a 
key resource to be processed and analyzed for 
knowledge extraction that enables support for cost-
savings and decision making. Data mining brings a set 
of tools and techniques that can be applied to this data 
to discover hidden patterns that provide healthcare 
professionals an additional source of knowledge for 
making decisions. 
Data mining techniques are used in healthcare 
management for, Diagnosis and Treatment, Healthcare 
Resource Management, Customer Relationship 
Management and Fraud and Anomaly Detection. Data 
mining can help Physicians identify effective 
treatments and best practices, and Patients receive 
better and more affordable healthcare services. 
 
 
Data mining algorithms are needed in almost 
every step in KDD process ranging from domain 
understanding to knowledge evaluation. It is necessary 
to identify and evaluate the most common data mining 
algorithms implemented in modern healthcare 
services. Determining performance of data mining 
solutions require much time and effort. Data mining 
algorithms may give in better results for one type of 
problems while others may be suitable for different 
ones. The need is for algorithms with very high 
accuracy as medical diagnosis is considered as a 
significant yet obscure task that needs to be carried out 
precisely and efficiently. 
This paper is organized as follows: Section 2 
discusses Knowledge discovery process and data 
mining. Section 3 discusses Data mining techniques. 
Section 4 discusses Data mining algorithms in 
healthcare services. Section 5 discusses Limitations 
and challenges of data mining algorithms in healthcare 
services and conclusion in section 6. 
 
II. KNOWLEDGE DISCOVERY 
PROCESS AND DATA MINING 
Knowledge discovery process involves 
identifying a valid, potentially useful structure in data. 
The KDD is the process of making low-level data into 
high-level knowledge. It is an iterative or cyclic 
process that involves the process steps of Selection, 
Pre-processing, Transformation, Data mining and 
Interpretation. 
Selection step retrieve data relevant to the 
analysis task. Selection and integration of the target 
data from possibly many different and heterogeneous 
sources. The target dataset which is created in this 
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selection will undergo analysis as data in the real 
world is incomplete, noisy and inconsistent.  
In Pre-processing step the dataset which is 
selected during the selection step is pre-processed to 
handle databases which are highly susceptible to 
noisy, missing, and inconsistent data due to huge size, 
complexity and their likely origin from multiple 
heterogeneous sources. Data preprocessing select 
relevant data with respect to the data mining task in 
hand. Preprocessing tasks of data cleaning fill in 
missing values, smooth noisy data, identify or remove 
outliers, and resolve inconsistencies. Data integration 
task integrate multiple databases, files, etc.  
Transformation step transform data into 
forms appropriate for mining by performing 
smoothing, generalization, normalization, aggregation, 
discretization and feature construction operations. 
Data reduction task obtains reduced representation in 
volume, but produces the same or similar analytical 
results. 
Data mining is a core component of the KDD 
process. Data mining involves choosing the data 
mining task, data mining algorithm(s) and use of data 
mining algorithms to generate patterns. Data mining is 
defined as a process of nontrivial extraction of 
implicit, previously unknown and potentially useful 
information from the data stored in a database  [1]. 
In interpretation/evaluation step the mined 
patterns and models are interpreted. The results are 
presented in understandable form. Post-processing 
methodology find all potentially interesting patterns. 
Evaluation of the results of data mining is done with 
statistical validation and significance testing. Different 
kinds of knowledge require different kinds of 
representation association, classification, clustering, 
etc. Clustering results can be shown in a graph or in a 
table etc. Visualization techniques are important for 
making the results useful. 
 
III. DATA MINING TECHNIQUES 
Data mining techniques are used in healthcare 
management for, diagnosis and treatment, healthcare 
resource management, customer relationship 
management and fraud and anomaly detection. Data 
mining uses two strategies; supervised and 
unsupervised learning. In supervised learning, a 
training set is used to learn model parameters whereas 
in unsupervised learning no training set is used. 
Unsupervised learning refers to modeling with an 
unknown target variable. The models are solely 
descriptive. The goal of the process is to build a model 
that describes interesting regularities in the data. Tasks 
of Data mining can be separated into descriptive and 
predictive. Descriptive tasks have a goal on finding 
human interpreted forms and associations, after 
reviewing the data and the entire construction of the 
model, prediction tasks tend to predict an outcome of 
interest [2].The prediction is one of the data mining 
techniques that discover relationship between 
independent variables and relationship between 
dependent and independent variables. The main 
predictive and descriptive data mining tasks can be 
classified as following: 
Classification is the most commonly applied 
data mining technique, which employs a set of pre-
classified examples to develop a model that can 
classify the population of records at large. It is the 
process of finding a function that allows the 
classification of data in one of several classes. 
Classification approach often makes use of decision 
tree or neural network-based classification algorithms. 
The accuracy of the classification rules are estimated 
using test data. Applicable techniques if the target 
attribute is categorical are decision tree induction, 
Bayesian classification, back propagation (neural 
network), based on concepts from association rule 
mining, k-nearest neighbor, case based reasoning, 
genetic algorithms, rough set theory, support vector 
machine and fuzzy set. If the target attribute is 
continuous then we use linear, multiple and non-linear 
regression [3]. 
Association rule analysis is descriptive data 
mining task which includes determining patterns, or 
associations, between elements in data sets. 
Associations are represented in the form of rules, or 
implications [2]. There are several classifications of 
these algorithms such as according to the types of 
values handled (e.g. Boolean and quantitative rules), 
according to the number of dimensions (e.g. single 
and multi dimensional) and according to the level of 
abstraction (e.g. single and multi level rules) [3]. 
Clustering can be considered as 
identification of similar classes of objects. Clustering 
techniques can find out overall distribution pattern and 
correlations among data attributes. Clustering various 
methods are applicable as partitioning methods (e.g. 
k-means, k-medoids), hierarchical methods (e.g. 
chameleon, CURE), density-based methods (e.g. 
DBSCAN, OPTIC), grid-based methods (e.g. STING, 
CLIQUE) and model-based methods (e.g. statistical 
and neural network approaches) [3]. 
 
IV. DATA MINING ALGORITHMS IN 
HEALTHCARE SERVICES 
Data mining also recognized as Knowledge 
Discovery in databases is very frequently utilized in 
the field of medicine. The process of supporting 
medical diagnoses by automatically searching for 
valuable patterns undergoes evident improvements in 
terms of precision and response time [4]. Data mining 
algorithms are needed in almost every step in KDD 
process ranging from domain understanding to 
knowledge evaluation. Every data mining technique 
serves a diverse purpose depending on the modeling 
objective. The two most common modeling objectives 
are classification and prediction. Classification models 
predict categorical labels (discrete, unordered) while 
prediction models predict continuous-valued functions 
[5] Decision Trees and Neural Networks use 
classification algorithms while Regression, 
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Association Rules and Clustering use prediction 
algorithms [6, 7]. Here are some of the data mining 
algorithms which are successfully used in healthcare. 
 
4.1. Naïve Bayes - The Naïve Bayes is a simple 
probabilistic classifier. Naïve Bayes is based on the 
assumption of mutual independency of attributes. The 
algorithm works on the assumption, that variables 
provided to the classifier are independent. The 
probabilities applied in the Naïve Bayes algorithm are 
calculated using Bayes Rule [8, 9]. In 1980s Bayesian 
networks were introduced. Their first applications in 
medicine were revealed in 1990s. The Bayesian 
formalism is a way of representation of uncertainties 
what is essential during diagnosis, prediction of 
patients’ prognosis and treatment selection [10]. It is 
possible to present the interactions among variables 
using Bayesian networks. These networks are often 
understood as cause-and-effect relationships. 
The application of a Bayesian network in 
medicine was presented for instance in diagnosis and 
antibiotic treatment of pneumonia by P. Lucas [10]. In 
addition, the Naïve Bayes method’s performance was 
tested against a colorectal cancer in [11] in which the 
authors enhanced the effectiveness of this method [4]. 
 
4.2. Decision Trees - Decision trees are one of the 
most regularly used techniques of data analysis [8]. 
Decision trees are easy to visualize and understand and 
resistant to noise in data [12]. Generally, decision trees 
are used to classify records to a proper class. Besides, 
they are applicable in both regression and associations 
tasks. In the medical field decision trees specify the 
sequence of attributes values and a decision that is 
based on these attributes [13, 4].  
Decision Tree algorithms comprise CART 
(Classification and Regression Tree), ID3 (Iterative 
Dichotomized 3) and C4.5. These algorithms are at 
variance in selection of splits, when to stop a node 
from splitting, and assignment of class to a non-split 
node [14]. CART uses Gini index to measure the 
impurity of a partition or set of training tuples [5]. It 
can handle high dimensional categorical data. 
Decision Trees can also handle continuous data (as in 
regression) but they must be converted to categorical 
data [7]. The decision trees are effectively applied in 
medicine for instance in prostate cancer classification 
[15]. Here C4.5 algorithm was used. The article [16] 
presents a study carried out to create a decision tree 
model to describe how women in Taiwan make a 
decision whether or not to have a hysterectomy. The 
qualitative study was conducted and a tree model was 
built. This method, based on the Galwin’s 
methodology, had accuracy of 90%. The problem of 
cervical cancer was described in [17]. It covered 
women all over the world. The study evaluated 
performance of four different decision tree techniques 
and Bayesian network. 10-fold cross validation was 
used for testing. The research with the use of CART 
for breast cancer analyses was presented in [18]. It 
confirms that decision trees are an important technique 
whose outcome should be compared with other 
methods [4]. 
 
4.2.1. ID3 - Quinlan introduced ID3 algorithm. This 
algorithm belongs to the family of decision tree. The 
algorithm is based on Occam’s razor, which means 
that the smaller trees are preferred. The Occam’s razor 
is formalized using information entropy concept. The 
construction of a tree is top-down and start with the 
appropriate attribute for the root node. The choice is 
tested and the procedure is repeated until all the 
attributes are used. The choice is based on calculating 
the entropy for each attribute. The entropy is a 
measure of information impurity. The ID3 uses an 
information gain as a measure of information carried 
by each of the attributes. The information gain 
measure is the reduction in entropy caused by the 
partition of the dataset [19, 9]. 
The ID3 searches an entire space of finite 
discrete-valued functions [19]. This helps to avoid the 
risk that the hypothesis space does not contain a target 
function. It does not backtrack to reconsider the 
former choices. It is a greedy algorithm. There is a 
threat of converging to locally optimal solutions that 
are not globally optimal. On the other hand the ID3 
algorithm has a very significant advantage: it is less 
sensitive to errors as the decisions are based on all the 
instances not just the current one. It prefers short and 
small trees which have the attributes with the greatest 
information value closer to the root. The ID3 
algorithm was effectively applied in supporting 
medical diagnosis. The authors of [20] made use of it 
in case of staging of cervical cancer [4]. 
 
4.2.2. C4.5 - The C4.5 algorithm is an expansion of 
ID3 algorithm [19]. The C4.5 algorithm is competent 
of handling continuous attributes, which are required 
in case of medical data. Other very common aspect 
missing values was also taken into consideration in 
C4.5. The C4.5 algorithm generates rules from a single 
tree. It can transfer multiple decision trees and create a 
set of classification rules [9]. 
The C4.5 algorithm is competent of handling 
continuous attributes, which are necessary in case of 
medical data (e.g. blood pressure, temperature, etc.). 
The worth of C4.5 algorithm was widely proven in 
medicine [15]. This algorithm suits medical data 
because it copes with missing values. The C4.5 
algorithm handles continuous data which are common 
among medical symptoms. The efficiency of C4.5 was 
revealed in breast cancer and prostate cancer 
classification [15] to generate a decision tree and rules 
which may be helpful in medical diagnosing process 
[4]. 
 
4.3. Neural networks - Artificial neural networks are 
analytical techniques that are formed on the basis of 
superior learning processes in the human brain. As the 
human brain is capable to, after the learning process, 
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draw assumptions based on earlier observations, 
neural networks are also capable to predict changes 
and events in the system after the process of learning. 
Neural networks are groups of connected input/output 
units where each connection has its own weight. The 
learning process is performed by balancing the net on 
the basis of relations that exist between elements in the 
examples. Based on the significance of cause and 
effect between certain data, stronger or weaker 
connections between "neurons" are being formed. 
Network formed in this manner is ready for the 
unknown data and it will react based on previously 
acquired knowledge [2]. One of the key advantages of 
Artificial Neural Networks is their high performance 
[19]. The core function of Artificial Neural Networks 
is prediction. The disadvantage of this method is its 
complexity and difficulty in understanding the 
predictions. Their effectiveness and usefulness was 
proven in medicine [21]. The successful 
implementation of the neural networks was in the 
development of novel antidepressants [22]. The 
notable success is the application of a neural network 
in coronary artery disease [23] and processing of EEG 
signals [24, 4]. 
 
4.4. Genetic algorithms - Genetic algorithms are 
based on the principle of genetic modification, 
mutation and natural selection. These are algorithmic 
optimization strategies inspired by the principles 
observed in natural evolution. Genetic algorithms are 
used in data mining to formulate hypotheses about the 
dependencies between variables in the form of 
association rules or other internal formalism [2]. 
Genetic algorithms are one of those key techniques for 
feature selection problems in medical informatics 
research. 
 
V. LIMITATIONS AND CHALLENGES 
OF DATA MINING ALGORITHMS 
IN HEALTHCARE SERVICES 
Medical diagnosis is considered as a 
significant yet obscure task that needs to be carried out 
precisely and efficiently. The need is for algorithms 
with very high accuracy because it is an issue of life or 
death. However powerful these data mining techniques 
are it has to be used with great care in the biomedical 
applications. Within the issue of knowledge integrity 
assessment, two biggest challenges are: (1) How to 
develop efficient algorithms for comparing content of 
two knowledge versions (before and after). This 
challenge require development of efficient algorithms 
and data structures for evaluation of knowledge 
integrity in the data set; and (2) How to develop 
algorithms for evaluating the influence of particular 
data modifications on statistical importance of 
individual patterns that are collected with the help of 
common classes of data mining algorithm. Algorithms 
that measure the influence that modifications of data 
values have on discovered statistical importance of 
patterns are being developed, although it would be 
impracticable to develop a universal measure for all 
data mining algorithms [25, 2]. 
To find out performance of data mining 
solutions a great deal of effort is dedicated to 
empirical studies. Some methods may yield improved 
results for one type of problems while others may be 
appropriate for different ones. It is necessary to 
uncover advantages and limitations of these methods 
as it helps in deciding appropriate algorithm. In 
determining performance of a method different 
problems are to be dealt like limited sample of data, 
difficulty in evaluating hypothesis’s performance for 
unseen instances and how to use an available dataset 
both for training and testing. When estimating 
performance of an algorithm issue of bias and variance 
of an estimate need to be considered. To compare 
various data mining solutions different notions from 
statistics and sampling theory are utilized [19].The 
algorithms needs to be evaluated with complex 
experiments before application them in real medical 
system. Precision of the medical decisions would 
increase along with a decrease in the time spent for the 
diagnosing with the use of ideal algorithms. Each of 
the algorithms has some specific features applicable to 
different problems so it may be impracticable to find 
the best data mining algorithm suitable for all of the 
medical domains [4]. 
  
VI. CONCLUSION 
This paper provided an overview of 
knowledge discovery process, data mining techniques 
and algorithms in healthcare services along with 
limitations and challenges of data mining algorithms 
in healthcare services. Data mining brings a set of 
tools and techniques that can be applied to the large 
amount of data in healthcare industry to discover 
hidden patterns that provide healthcare professionals 
an additional source of knowledge for making 
decisions. Data mining algorithms are needed in 
almost every step in KDD process ranging from 
domain understanding to knowledge evaluation. The 
need is for algorithms with very high accuracy as 
medical diagnosis is a significant task that needs to be 
carried out precisely and efficiently. It is necessary to 
identify and evaluate the most common data mining 
algorithms implemented in modern healthcare services 
as data mining algorithms may give in better results 
for one type of problems while others may be suitable 
for different ones. It may be impracticable to find the 
best data mining algorithm suitable for all of the 
medical domains. 
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