Introduction
Many code optimization methods model the flow of control in a computer program by a directed graph, called a flow graph.
In order for some of these methods to work, the flow graph must have a special property called reducibility. Such methods include algorithms for finding dominators [i] , finding common subexpressions [2, 3] , finding active variables [4, 5] , determining constant progation [6] , finding useless definitions [6] , and solving other problems [7, 8] . Some interesting classes of computer programs, such as "go-to-less-programs," give rise to flow graphs which are necessarily reducible [9] , and most programs may be modelled by a reducible flow graph using a process of "node splitting" [i0] . However, this can be computationally expensive. We would like a fast algorithm for determining whether these optimization methods can be applied to any given program; that is, an algorithm for determining whether a flow graph is reducible.
A "reducible" flow graph is a flow graph to which a technique called "interval analysis" may be applied to determine the graph's structure. Cocke [2] and Allen [7] were the original formulators of this notion. Hecht and Ullman [9] simplified the definition of reducibility, giving two simple transformations which characterize the class of reducible graphs. They also gave a structural characterization of reducibility.
Hopcroft and Ullman have constructed an algorithm which tests a graph for reducibility according to Hecht and Ullman's transformational definition. This algorithm has a running time of O(E log E) steps to test a graph with E edges and V vertices. In most 96
applications, E is proportional to V, and this algorithm is an improvement over the obvious way to apply the definition, which requires O(V 2) time.
This paper gives an algorithm which is asymptotically faster than Hopcroft and
Ullman's and which always runs at least as fast as the obvious algorithm. The algorithm tests for Hecht and Ullman's structural condition. It happens that the algorithm simultaneously tests the transformational condition, which is more useful for applications. The method uses depth-first search [11, 12] to reveal the structure of the flow graph and a good set union algorithm [13, 14, 15] to test reducibility using the search information.
The exact running time of the algorithm depends upon the exact running time of the set union algorithm, which is unknown. However, a good bound on this running time is known, and the reducibility algorithm requires O(min{E log*E, V log V + E}) time to test a graph with V vertices and E edges, where log* x = min{illog I x ~ i}.
If E > V log V, the algorithm requires O(E) time and is optimal to within a constant factor, since every edge must be examined to determine reducibility. The new algorithm was independently discovered by Ullman [18] .
Basic Notions
To study a graph algorithm we need first a model of computation and second some terminology from graph theory. We will assume that algorithms are to be implemented on some sort of random-access computer; data storage and retrieval, arithmetic operations, comparisons, and logical operations are assumed to require fixed times. A memory cell is allowed to hold integers proportional to the size of the problem (proPortional to v, if the problem graph has V vertices). Cook [16] gives a formal model of this sort of computer. We ignore constant factors in time and space requirements; if f and g are functions of x we say "f(x) is o(g(x))" if, for some constants k I and
The basic graphical definitions used here are common; see for instance [17] . and T 1 is a subgraph of a tree T2, then T 1 is a subtree of T 2. If T is a tree which is a subgraph of a directed graph G and T contains all the vertices of G, then T is a spanning tree of G. The obvious way to test reducibility is to try applying T 1 and T 2 to the graph G partitions the edges of G into four classes [11, 12] : (i) 98 to be tested.
We make one pass over the graph, deleting all loops and counting the number of edges entering each vertex. Then we find a vertex with only one entering edge and apply T2, updating the number of edges entering other vertices. We repeat until we reduce the graph completely or we get stuck. Proof: See [9] .
To use this characterization effectively, we need to strengthen it somewhat. To test the reducibility of G, we explore G using depth-first search. This process generates a numbering of the vertices, a spanning tree T, and sets of fronds, reverse fronds, and cross-links. S u p p o s e HIGHPT(u) = w. L e t p be a p a t h from u to w w h i c h c o n t a i n s no p r o p e r a n c e s t o r s of u e x c e p t w. We k n o w p c o n t a i n s no r e v e r s e fronds. F u r t h e r , p can c o n t a i n o n l y one frond since G is r e d u c i b l e . If any v e r t e x on p is labelled, then G is not r e d u c i b l e , so e v e r y v e r t e x on p m u s t be u n l a b e l l e d .
If G w i t h r e v e r s e fronds d e l e t e d is r e d u c i b l e , then the a l g o r i t h m a b o v e finishes, and it c a l c u l a t e s H I G H P T v a l u e s c o r r e c t l y . If G w i t h r e v e r s e fronds d e l e t e d is n o t r e d u c i b l e , then test c s u c c e e d s at some time and the a l g o r i t h m d o e s n ' t finish.

Proof: If p is a path f r o m v to HIGHPT(v) and p c o n t a i n s no p r o p e r a n c e s t o r s of v e x c e p t H I G H P T ( v ) , then p ends w i t h a frond. T h i s f o l l o w s from
It follows t h a t u gets l a b e l l e d
w h e n a frond e n t e r i n g w is p r o c e s s e d . First, test c r e q u i r e s that we be able to d e t e r m i n e w h e t h e r a v e r t e x w is a d e s c e n d a n t of a n o t h e r v e r t e x u. Let ND(u) be the n u m b e r of d e s c e n d a n t s of v e r t e x u in T. Then u ÷ w if and only if u < w < u + ND(u) [12] . We can c a l c u l a t e ND(u) during the d e p t h -f i r s t s e a r c h in a s t r a i g h t f o r w a r d f a s h i o n [12] . This gives an a n c e s t r y test.
N o w s u p p o s e G w i t h r e v e r s e fronds d e l e t e d is n o t r e d u c i b l e . T h e n G s t a i s f i e s the c o n d i t i o n in L e m m a 4 for some v w i t h (u,v) a c r o s s -l i n k . The c a l c u l a t i o n w i l l p r o c e e d until a c r o s s -l i n k s a t i s f y i n g this c o n d i t i o n is found. Then test c w i l l succeed. This m a y be p r o v e d r i g o r o u s l y by i n d u c t i o n as above.
Once we have c a l c u l a t e d the H I G H P T v a l u e s u s i n g the a l g o r i t h m above, we n e e d to c h e c k the c o n d i t i o n in L e m m a 4 o n l y w i t h r e s p e c t to the r e v e r s e fronds, since the H I G H P T c a l c u l a t i o n c h e c k s the c o n d i t i o n w i t h r
We also n e e d to avoid e x a m i n i n g v e r t i c e s w h i c h h a v e a l r e a d A v e r t e x w ~ 1 w i l l be in set v if v is the h i g h e s t n u m b e r e d , u n l a b e l l e d p r o p e r a n c e s t o r of w. S i n c e v e r t e x 1 n e v e r gets labelled, each v e r t e x is always in a set; i n i t i a l l y a v e r t e x is in the set w h o s e n u m b e r is its f a t h e r in T.
To carry o u t step f, we find the n u m b e r u' of the set c o n t a i n i n g u and let that be the n e w u. We also c o m b i n e the sets n u m b e r e d u and u' to form a n e w set n u m b e r e d u'; w h e n u b e c o m e s labelled, u' b e c o m e s the h i g h e s t n u m b e r e d , u n l a b e l l e d p r o p e r a n c e s t o r of any v e r t e x in the old set u. 
Corollary:
The HIGHPT cmlculations require O(min{V log V + E, E log*E)) time ~f a good algorithm for computing disjoint set unions is used.
(Note: log*x = m i n { i l l o g i X < i}.)
Proof:
If we use the algorithm described in [13, 14, 15] for computing the set unions and performing step g, the bound follows from the bounds on the set operations [12, 14, 15] and from Lemma 6.
Corollar~:
The reducibility algorithm requires O(min{V log V + E, E log*E)) time and O(V+E) space to test a graph with E edges and V vertices. 
R e d u c i n g a Reducible Graph
The algorithm described here is fast but non-constructive; that is, it does not tell us what sequence of transformations will reduce a reducible graph G. However, we can get this information out of the calculations the algorithm performs. Suppose G' is a reduction of G. Then it is clear that each vertex v in G' represents a subtr~e of the spanning tree T of G, and that v is the root of this subtree.
We can assign numbers, called SNUMBER's, to the vertices of G so that tree arcs (v,w) satisfy SNUMBER(v) < SNUMBER(w) and cross-links (v,w) also satisfy SNUMBER(v) < SNUMBER(w). This can be done during a depth-first search of G [12] , and corresponds to traversing the spanning tree of G using depth-first search and proceeding to highest
with it a pair (HIGHPT(v), SNUMBER(v)).
When the calculation is finished, we order the vertices so that a v e r t e x labelled (xl,Y I) appears be- 
