Abstract-Remote stabilization of linear dynamical systems over Gaussian networks is studied. Two linear time invariant systems (plants) with arbitrary distributed initial states are monitored by two separate sensors. The sensors communicate their measurements to two remotely situated controllers over a Gaussian interference, possibly with the assistance from a relay node. The common goal of the sensors, relay, and controllers is to stabilize the plants in mean-square sense. An optimized linear delay-free sensing and control scheme is proposed and sufficient conditions for mean-square stability are derived. These conditions reveal the relationship between plants' stability and communication channel parameters. It is shown that the proposed linear scheme can significantly outperform the existing estimation based control scheme in multi-user Gaussian networks.
I. INTRODUCTION
Machine-to-machine (M2M) communication is envisioned to be the next emerging technology. Autonomous interaction between sensors and decision units will enable numerous new applications. Timely communication becomes an important issue, in particular in closed loop systems. Thus, there is a need for the design of communication schemes which will meet future requirements set by M2M applications. But how should we include the timing constraints of the application in the system model? In this work we follow a networked control approach where sensors and controllers communicate using a wireless network and the dynamics of the applications are modeled by a linear state space equations, cf. (1) . In more detail, in this work we are interested in studying linear schemes for a wireless network setup where the communication between two sensor and controller pairs interfere with each other. Further, we want to know if and how an additional relay node with additional spectral resources may support to mitigate or even exploit the interference in the closed loop systems, see Figure 1 . We believe that the results of our work improve the understanding of the behavior of networked control systems subject to interference and therewith enables the design of efficient sensing, communication, and control schemes needed for future M2M applications.
An efficient implementation of networked control systems requires a joint design of control and communication strategies. For studying fundamental problems related to communication under control constraints, problems related to stochastic control theory and information theory needs to be addressed [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . If a communication channel is used as part of the Plant 1 Plant 2 feedback loop to stabilize a plant, then classical Shannon capacity may not be a relevant metric. In [8] , Sahai and Mitter introduce the notion of "anytime capacity" based on an operational definition to characterize moment stabilizability of dynamical systems over communication channels. However, the characterization of the anytime capacity for general and multi-terminal networks is a difficult. There exists a diverse literature on the problem of control over point-point Gaussian channels, focusing on different models, objectives, and design constraints. In the early works [19, 20] it is shown that for linear systems subject to Gaussian noise with linear sensing policies having perfect memory (recall), the optimal control policies are linear and there exists a separation property between estimation and control. However, Witsenhausen showed in [21] via a simple counter example that linear policies may not be optimal when there are more than two or more decision makers (sensors/controllers) without perfect memory (recall). The Witsenhuasen problem is still unsolved. Its difficulty lies in its non-classical information structure [22] [23] [24] . However for some LQG systems with non-classical information structures, linear policies have been shown to be optimal using tools from information theory, for example see [1, [25] [26] [27] [28] [29] . In particular, in [27] the authors found conditions under which separation property between estimation and control holds for LQG problems where there is a communication link (for example a memoryless Gaussian channel) between the sensor and the controller.
Although the problems related to control of a linear plant over point-point Gaussian channels has been extensively studied, the literature on control of multiple plants over Gaussian networks is scarce. There are only a few results on bounds on the optimal performance and optimal communication and control schemes in multi-plant and multi-controller settings. Many important issues such as resource allocation, interference management, cooperation between terminals, distributed designs etc. have been widely studied for communication in classical multi-terminal networks in information theory, however it is not straightforward to apply those results to the problems where communication channels are used as part of a feedback loop to control dynamical systems. One interesting work in this direction is [5] , where a general equivalence was shown between feedback stabilization over an analog communication channel and a communication scheme for channels with noiseless feedback. This communication scheme is a generalization of Schalkwijk-Kailath coding scheme [30] for a single user channel. For multi-user channels such as broadcast, multiple-access and interference channels, this scheme is a generalization of coding scheme given in [31] [32] [33] . Based on Schalkwijk-Kailath type coding schemes, the papers [34] [35] [36] [37] [38] propose linear sensing and control schemes for stabilization over basic multi-terminal Gaussian channels including relay channels, multiple access channel, broadcast channel, and interference channel. These schemes are in general sub-optimal, however in some special cases they are shown to be asymptotically optimal or exactly optimal [39, 40] . The linear control schemes proposed for stabilization over multi-terminal Gaussian channels [37, 38] assume a separated structure between estimation and control, which is optimal for point-point Gaussian channel, but for multi-user settings with non-classical information separation of estimation and control does not hold in general.
In this paper we now consider the problem of meansquare stabilization of two linear systems over Gaussian interference channel with a relay. Recent results and references on the capacity region of the Gaussian interference relay channel can be found in [41, 42] . We assume that the relay communicates on an orthogonal channel to the controller. It is observed in [43] that the use of relay in a Gaussian channel can significantly enlarge achievable stability region. Such a supportive relay may be part of the communication infrastructure. Since we may choose the relay power equal to zero, the study includes the classical two-user Gaussian interference channel as a special case. Thus, one objective in this work is to quantify the benefit of such a relay in an interference channel. Moreover, we introduce an interesting linear control and communication scheme for stabilization over Gaussian interference relay channel. This scheme significantly outperform previous estimation based control schemes [37, 38] especially in the high interference regimes. This indicates the inefficiency of estimation based controllers for stabilization in multi-terminal settings and pushes the old separation aspect in the foreground of future studies.
The paper is organized as follows. The problem is formally introduced in the next section. In Sec. III we propose linear memoryless sensing and control schemes. Under these schemes the main results on achievable stability regions are presented in Sec. IV and detailed derivation of these results is given in Sec. VI. In Sec. V we compare the achievable stability regions of the proposed schemes, followed by conclusion in the final section.
II. PROBLEM FORMULATION
Consider two discrete time LTI plants with state equations:
where X i,t ∈ R and U i,t ∈ R are state and control variables of ith plant. Each plant has an initial state X i,0 which is random variable with an arbitrary probability distribution and a variance α i,0 < ∞. We define correlation between the state variable of the two plants by a correlation coefficient,
α1,tα2,t . We assume that the two plants are unstable in open-loop, i.e, 1 < |λ| < ∞. The system model is depicted in Fig. 1 which consists of two plants separately controlled by two separate remotely placed controllers {C 1 , C 2 }. A sensor/encoder node E i observes the state of ith plant and transmits this information to controller C i . The channel between the two sensors and the two controllers is modeled as a Gaussian interference channel with i.i.d. noise sources and a cross-channel gain h ∈ R. The signals transmitted by the two encoders interfere with each other before arriving at the respective controller. There is a relay node R in the channel to support the communication, i.e., we have a Gaussian interference relay channel. The relay node transmits its signal to the two controllers over an orthogonal link. The relay plays a dual role; to each controller, it transmits the signal information of its respective encoder as well as the interference caused by the signals from the other encoder.
At any time instance t, the state encoder E i observes state X i,t from the respective plant and broadcasts
), where f i,t : R t+1 → R is the encoding policy of E i that satisfies the following average power constraint, lim T →∞
) to the two controllers over a separate link, where g i,t : R t+1 → R is the relay transmit policy that satisfies the constraint E[S 2 r,t ] ≤ P r . Accordingly, the controllers C 1 and C 2 receive
where
. mutually independent noise variables. We have assumed a symmetric channel from the sensors to the controllers for ease of analysis, however the results can be extended to general settings. Having received R i,t from encoder E i and R i,t from relay R, the controller C i wishes to stabilize the respective plant in mean square sense by taking an action 
III. LINEAR SENSING AND CONTROL SCHEME
We propose to use delay-free sensing and control schemes that are suitable for delay sensitive control applications.
A. Linear Sensing Scheme
The sensing scheme is based on the transmit scheme introduced by Ozarow for Gaussian multiple-access channel with noiseless feedback [32] . The scheme works as follows. At any time t, the encoders {E 1 , E 2 } observe the state of their corresponding plants and respectively transmit,
where α i,t is the second moment of the ith state variable, ρ t is the correlation coefficient of the two state variables and sgn(ρ t ) = −1 when ρ t < 0 and sgn(ρ t ) = 1 when ρ t ≥ 0.
The relay node receives Y t = S 1,t + S 2,t + Z r,t and applies a linear policy to transmit,
B. Linear Control Scheme
Each controller C i receives signal R i,t from encoder E i and R i,t from relay R. Using this information, each controller C i aims at stabilizing the respective plant. We consider the following two memoryless linear control schemes.
1) MMSE based Control Scheme:
In this scheme, the ith controller takes an action which is function of a memoryless MMSE estimate of the state, i.e., the controller C i has the following form,
We refer to this scheme as MMSE based control scheme. It is observed in [43] that using such control scheme gives good performance in low interference regime however in high interference regime, system stability does not benefit from relay assistance.
2) Optimized Linear Control Scheme: In this scheme, the control action of C i at any time t is given by
and a, b ∈ R are design parameters. The parameters (a, b) in this control policy can be optimized, therefore we refer to this scheme as Optimized linear control scheme.
IV. ACHIEVABLE STABILITY REGION
We now present the sufficient conditions for mean square stability of the system in (1) under the two control schemes discussed in previous section.
Theorem 4.1: The two LTI systems in (1) can be mean square stabilized over the given Gaussian interference relay channel using the optimized linear control scheme if
where a, b ∈ R, D = 2P s (1 + |ρ |)+N r and ρ ∈ [0, 1) is a root of either of the following two polynomials:
where g(ρ) is given in (4) at the top of next page. If multiple roots exist, then ρ is chosen to be the root which maximizes the right hand side of the inequality in (2) . Proof: The proof is given in Section VI. Theorem 4.2: The two LTI systems in (1) can be mean square stabilized over the given Gaussian interference relay channel using the MMSE based control scheme if
where D = 2P s (1 + |ρ |)+N r and ρ is root of either of the polynomials
where q(ρ) is given in (7) at the top of next page. If multiple roots exist in the polynomials {J 3 , J 4 }, then we choose ρ to be the root which gives the largest stability region. Proof: The proof is given in our paper [43] . Remark 4.1: The two user Gaussian interference channel studied in [38] is a special case of Gaussian interference relay channel with P r = 0. We can obtain achievable stability region for Gaussian interference channel under the two control schemes by substituting P r = 0 in Theorem 4.1 and 4.2.
V. NUMERICAL RESULTS AND DISCUSSION
In this section we compare performances of the I) Optimized linear memoryless control scheme with the II) MMSE based control scheme. The achievable stability regions under these two schemes are given in (2) and (5) respectively.
In Fig. 2 we plot achievable stability regions under the two schemes as functions of cross channel gain h. We observe that
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where interference plays a central role in stability. Interestingly, the stability region expands at high interference. This observation was also made in [38] for Gaussian interference channel without relay. We see that the performance of the two control schemes is quite close in low interference regime however in high interference regime, the optimized linear controller significantly outperforms the estimation based controller. The gap between the stability regions achievable by the two schemes increases as interference increases beyond a certain threshold which shows the inefficiency of estimation based scheme in high interferences. For further comparison, we plot the achievable stability regions as functions of relay power P r in Fig. 3 . In this particular example, it is observed that the performance of each scheme increases as the relay transmit power P r increases, however the achievable stability region under the optimized linear controller expands at a higher rate. Finally, Fig. 4 illustrates the achievable stability regions as functions of channel noise power N . We observe an increasing gap between the achievable stability regions under the two schemes as noise power increases. This shows that at very high channel noise power, the estimation based controller can be very inefficient. Numerical results show that the MMSE based controller is not suitable for stabilization problem in Gaussian interference relay channel. The reason for this is that the MMSE based controller aims to minimize the error between the transmitted and the estimated state variable in mean square sense where as the optimized linear controller aims at maximizing the stability region. 
VI. PROOF OF THEOREM 4.1
In this section we derive achievable stability region given in Theorem 4.1, using the optimized linear control scheme. The relay and encoder policies at any time t are linear functions of the input at that time. At the beginning, we have an initialization phase in which the two encoders use the channel resources at alternate time steps. This is done to make the two states variables Gaussian distributed. The initialization phase is explained below.
Initialization phase: At time instance t = 0 the encoder E 1 observes X 1,0 from the respective plant and transmits S 1,0 = Ps α1,0 X 1,0 . At this stage, the encoder E 2 and the relay R remain silent. The controller C 1 receives
and takes an action
Ps Z 1,0 is an estimate of X 1,0 by inversion. Under this control action, the state variable at next time step is
We see that irrespective of the initial distribution of state X 1,0 , the state X 1,1 is now a zero mean Gaussian distributed variable with variance α 1,1 = λ
Ps . At time step t = 1, the encoder E 2 observes X 2,1 and transmits S 2,1 = Ps α2,1 X 2,1 . The encoder E 1 and the relay R remain silent. The controller C 2 receives R 2,1 = Ps α2,1 X 2,1 +Z 2,1 and takes an action U 2,1 = −λ 2X2,1 , wherê
Ps Z 2,1 . The state variable X 2,2 is then given by
Ps . The states of the two plants are now zero mean Gaussian distributed variables with correlation coefficient
= 0. For further time steps, the transmission scheme works as follows.
For time t ≥ 2: The encoders E 1 and E 2 observe X 1,t and X 2,t from their respective plants and transmit
where sgn(ρ t ) = 1 when ρ t ≥ 0 and sgn(ρ t ) = −1 when ρ t < 0. Introducing sgn(ρ t ) in transmit scheme was initially proposed by Ozarow [32] for multiple-access channels and it was later used by Kramer and Gastpar et al. [33, 44] for interference networks. Accordingly the relay node receives Y t = S 1,t + S 2,t + Z r,t which is a combination of the signals from both encoders. The relay node then transmits,
Following the transmissions from the encoder and relay, the controller C 1 receives the following signals from E 1 and R respectively:
Similarly, controller C 2 receives
Having received {R i,t , R i,t }, the controller C i takes the following action:
The parameters a, b ∈ R should be later optimally chosen in order to maximize the stability region. Substituting U i,t from (10) in (1), we get the following closed loop equation:
Since we aim to stabilize the two plants in mean square sense therefore we compute the second moment of the state variable in the following.
where (a) follows from (10), (b) follows from (11) and by computing the following expectations,
, and (c) follows by defining Ψ t as
The second moment in (13) is a function of the time variant correlation coefficient ρ t . We compute the correlation coefficient in (15) at the top of next page in which (a) follows from (12), (b) follows from (11), (c) follows from the following computations
and that λ i α i,t /α i,t+1 = 1/ √ Ψ t according to (13) 
; and (d) follows by defining g(ρ t ).
We now wish to analyze the system stability. We want to find the maximum value of λ i for which the system is stable in mean square sense, i.e, the second moment is bounded. We use the following lemma in derivation of the sufficient condition:
Lemma 6.1: A fixed point ρ ∈ [0, 1) exists for the function ρ t+1 = sgn(ρ t )g(ρ t ) in (15) such that if ρ t = ρ at time t then |ρ t | = ρ for all t ≥ t . The fixed point ρ is root of either J 1 (ρ) or J 2 (ρ) defined in (3) . If ρ is the root of J 1 (ρ) then ρ t+n = (−1) n ρ for all n > 0. On the other hand if ρ is root of J 2 (ρ) then ρ t+n = ρ for all n > 0.
Proof: The proof is given in Appendix A In deriving the sufficient condition, we want Ψ t in (14) to be time invariant. According to Lemma 6.1 a fixed point ρ always exists for the equation in (15) . If we can make ρ 2 = ρ then |ρ t+1 | = ρ , ∀t ≥ 2. We accomplish this by modifying our scheme in the initial phase. At time t = 0, we transmit S 1,0 = ν . This technique ensures that |ρ t | = ρ for all t ≥ 2 and hence Ψ t achieves time invariance. We now substitute ρ t = ρ in (13) to obtain
where Ψ is obtained by substituting ρ t = ρ in Ψ t . We observe that α i,t → 0 as t → ∞ if
By substituting Ψ from (14) in (16), we get the sufficient condition in (2) . To obtain the maximum achievable stability using the proposed scheme, the right hand side of inequality in (2) has to be maximized over the values of constants a and b. Remark 6.1: If multiple roots exist in the polynomials J 1 (ρ) and J 2 (ρ) then ρ is chosen to be the root which maximizes the right hand side of the inequality in (16).
VII. CONCLUSION
We studied mean square stabilization of two LTI plants over a Gaussian interference relay channel. We proposed a linear memoryless controller which can be optimized to maximize the achievable stability region. The proposed controller was shown to achieve significant gains over the existing MMSE based controller. The optimized linear controller is at least as good as the estimation based controller and significantly outperforms in high interference regime. For increasing values of channel noise power, we observe an increasing gap between the achievable stability regions under the two control schemes. Our study shows the inadequacy of separation of estimation
and control even for the problem of stabilization in multiuser settings. It suggests that separation structure may lead to very poor performance in certain conditions and separation based designs should be avoided in multi-terminal settings.
Since the problem of mean-square stabilization over Gaussian channels is closely related with the problem of communication over Gaussian channels with feedback [5, 37, 38] , a linear optimized estimator having the structure proposed in this paper may provide improvement in achievable rate regions in multiuser settings, especially in high interference and low signal-tonoise ratios. In [5] , the authors have actually shown that there exist linear schemes other than MMSE based schemes that can provide higher achievable rates over two-user Gaussian broadcast and two-user Gaussian interference channels with noiseless feedback. For future studies, an interesting step would be to find an optimal linear controller for the given problem. In particular, it would be interesting to find out how much improvement can be obtained by employing memory in the transmission and control schemes. One can also consider to employ non-linear sensing and relaying policies using similar ideas as in [45] . Another interesting direction for future research would be to study LQG control problem in Gaussian interference networks. Clearly, one expects that estimation based controllers would be even worse for LQG control problem. It would be interesting to see the effect of the interference level on the quadratic cost. Can we achieve lower cost in the high interference regime similarly as we observe an improved stability in the high interference regime in this work? where g(ρ) is given in (4) . A value ρ = ρ for which either J 1 (ρ) = 0 or J 2 (ρ) = 0 translates to ρ = |g(ρ)|. Now if the recursive function ρ t+1 = sgn(ρ)g(ρ) achieves a the point ρ at time t 1 then |ρ t+1 | = ρ for all t ≥ t 1 . If ρ is root of J 1 (ρ) then ρ t+n = (−1) n ρ , and if ρ is root of J 2 (ρ) then ρ t+n = ρ .
To find the existence of a root, we evaluate the polynomials {J 1 (ρ), J 2 (ρ)} for ρ = 0 and ρ = 1. If J i (0) > 0 and J i (1) < 0 or viceversa, it means that at some point between the range [0, 1) there exists a value ρ such that J i (ρ ) = 0. A zero crossing in either of the polynomials {J 1 (ρ), J 2 (ρ)} means that a root ρ always exists.
By evaluating the polynomials for ρ = 0 and ρ = 1, we find This leads to the conclusion that a fixed point ρ always exists.
