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ON W-ALGEBRA EXTENSIONS OF (2, p) MINIMAL MODELS: p > 3
DRAZˇEN ADAMOVIC´ AND ANTUN MILAS
Abstract. This is a continuation of [AM4], where, among other things, we classified irreducible
representations of the triplet vertex algebra W2,3. In this part we extend the classification to
W2,p, for all odd p > 3. We also determine the structure of the center of the Zhu algebra
A(W2,p) which implies the existence of a family of logarithmic modules having L(0)–nilpotent
ranks 2 and 3. A logarithmic version of Macdonald-Morris constant term identity plays a key
role in the paper.
1. Introduction
Recently, there has been a stream of research on W-algebras extensions of Virasoro mini-
mal models from several different points of view [AM3], [AM4], [FGST1], [FGST2], [GRW1].
[GRW2], [PRZ], [R], [W], etc. As shown in [FGST1], (see also [AM4]), there is a remarkable
vertex algebra Wq,p, (p, q) = 1, an extension of the Virasoro vertex algebra L(cp,q, 0) with cen-
tral charge cp,q = 1−
6(p−q)2
pq . Studying the category of Wq,p-modules is interesting for several
reasons. On one hand, we expect to get new examples of C2-cofinite, non self-dual conformal
vertex algebras, which give rise to finite tensor categories [Hu] [HLZ] (although perhaps not
necessarily rigid [Miy]). More interestingly, the algebra Wq,p is expected to be in Kazhdan-
Lusztig duality with a certain quantum group Uq,p explicitly described in [FGST2]. In addition,
representations of Wq,p are rich in combinatorics and their considerations should most likely
lead to new parafermionic bases and q-series identities.
The main object of study in this paper are W -algebras W2,p, p ≥ 2. In [AM4], we start
to investigate these W–algebras in the framework of vertex algebras, where we proved their
C2–cofiniteness and irrationality. We also classified irreducible W2,3-modules (this exactly cor-
respond to the c = 0 triplet model from [GRW1] [GRW2]). In the present paper we extend
most of the results from [AM4] to every odd p. An important role in our proofs is played by the
doublet vertex superalgebra V L, with parity decomposition
V L = W2,p ⊕M,
whereM is a certain simpleW2,p-module. Another key ingredient is the proof of Conjecture 10.1
from [AM4]. We obtained this via a logarithmic deformed version of Macdonald-Morris-Dyson
constant term identities (see below).
Let us state the main results first.
Theorem 1.1. The vertex algebra W2,p has precisely 4p+
p−1
2 (inequivalent) irreducible modules,
explicitly constructed in Section 4.
This result, together with explicit formulas of irreducible characters gives the following useful
fact
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Theorem 1.2. SL(2,Z)-closure of the space of irreducible W2,p characters is
15p−5
2 -dimensional
Having Theorem 1.1 handy it is natural to ask for a complete structure of the Zhu algebra of
W2,p. In our very recent work [AM5], we introduced a new method for the description of Zhu’s
algebra for certain vertex algebras. This method was used to completely describe the structure of
the Zhu algebra A(W2,3). As an important consequence, we proved in [AM5] that W2,3 admits
a logarithmic module of L(0)–nilpotent rank 3, conjectured previously in the physics literature.
This module is then used in the detailed analysis of the c = 0 triplet model in [GRW2]. In
the present paper we apply the results from [AM5] for the Zhu algebra A(W2,p). Although we
cannot precisely describe A(W2,p), we can still show
Theorem 1.3. The center Z(A(W2,p)) is isomorphic to
C[x]/〈f2,p(x)〉,
where f2,p(x) is a certain polynomial of degree
15p−5
2 .
Equality of dimensions in Theorem 1.2 and 1.3 is far from accidental. As shown in [FGST2]
the center of U2,p is also
15p−5
2 -dimensional. The previous result implies that W2,p admits
p−1
2 (non-isomorphic) logarithmic modules of L(0)–nilpotent rank three. Our forthcoming work
[AM6] will provide explicit constructions of some logarithmic modules of L(0)-nilpotent rank
three, including several new modules.
Finally, we finish with a constant term identity, expressed as a residue identity. In a special
case this identity is needed for purposes of proving Theorem 1.1.
Theorem 1.4. Let k ≥ 0, and let also p ≥ 1 be odd. Then
Resx1,...,x2k+1
∆(x1, ..., x2k+1)
p
(x1 · · · x2k+1)(2k+1)p
k∏
i=1
ln
(
1−
x2i
x2i−1
) 2k+1∏
i=1
(1 + xi)
t
= λk,p
2k∏
i=0
(
t+ pi2
(k + 1)p − 1
)
,
where
∆(x1, ..., x2k+1) =
∏
1≤i<j≤2k+1
(xi − xj),
and λk,p 6= 0 is a constant not depending on t.
If we assume Conjecture 7.1, the constant λk,p can be computed exactly.
2. The vertex algebra W2,p
We assume the reader is familiar with vertex algebra theory as in say [LL] of [DL]. In this
section we shall consider the triplet vertex algebra W2,p introduced in [FGST1] and [AM4] , a
certain subalgebra of the rank one lattice vertex algebra.
Assume that p is an odd natural number, p ≥ 3, and let
L = Zα, 〈α,α〉 = p.
As usual, we extend the scalars of L and define an abelian algebra h = L ⊗ C. We also write
C[L] for the group algebra of L. Consider the usual affinization hˆ of h, with brackets defined
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in the standard way by using the bilinear form on L. The Fock space of hˆ is denoted by M(1).
Then
VL ∼=M(1) ⊗ C[L],
has a natural vertex superalgebra structure [DL], [LL], with vertex operator map
Y (u, x) =
∑
n∈Z
unx
−n−1.
Fix the Virasoro vector
ω =
1
2p
(α(−1)2 + (p − 2)α(−2)) ∈M(1) ⊂ VL
and (screening) operators
Q = eα0 , Q˜ = e
−2α
p
0 ,
G =
∞∑
i=1
1
i
eα−ie
α
i , G
tw =
∞∑
i=0
1
i+1/2e
α
−i−1/2e
α
i+1/2.
The action of G (resp. Gtw) is well-defined on any VL-module (resp. Z2–twisted VL–module).
For details see [AM4].
Although W2,p was originally defined as the intersection of two screening operators [FGST1],
we showed in [AM4] that it can be realized as a subalgebra of VL generated by ω and three
primary vectors
F = Qe−3α, H = GF, E = G2F.
The algebra W2,p is of course Z–graded whose charge zero component is the singlet ver-
tex algebra M(1) generated by ω and H. Let A(M(1)) = M(1)/O(M(1)) and A(W2,p) =
W2,p/O(W2,p) be the associated Zhu algebras of M(1) and W2,p, respectively (see [AM4] for
details).
We recall further results from [AM4] on the structure of the Zhu algebra A(M(1)). Let
hr,s =
(pr − 2s)2 − (p − 2)2
8p
.
Theorem 2.1. The Zhu algebra A(M(1)) is isomorphic to the commutative associative algebra
A(M(1)) ∼=
C[x, y]
〈P (x, y)〉
where
P (x, y) = y2 −Cp
2p−1∏
i=1
(x− h1,i)
2
2p−1∏
i=1
(x− h2,i) (Cp 6= 0).
(Here x corresponds to [ω] and y to [H].)
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3. Some modules for the doublet vertex superalgebra VL
As in [AM4], we consider the vertex superalgebra VL generated by ω,
a− = Qe−2α and a+ = Ga−.
In this section we shall describe some twisted and untwisted modules for VL. Some proofs in
this section are analogous to the proofs of similar results in Section 5 of [AM4], so we omit some
details for brevity. We should also say that these results are in agreement with the structural
results obtained in [FGST1]. Main difference in our approach is in the fact that some complicated
screening operators constructed in [TK] are now replaced by exponents of screening operators
G and Gtw.
The proof of the following theorem is completely analogous to that of Theorem 4.1 of [AM4],
so we only indicate the main steps of the proof.
Theorem 3.1. Let 1 ≤ k ≤ p. The space of intertwining operators
I
(
L(c2,p, h)
L(c2,p, h5,1) L(c2,p, hn,k)
)
(3.1)
is nontrivial only if
(3.2) h ∈ {hn−4,k, hn−2,k, hn,k, hn+2,k, hn+4,k} .
Proof. (Sketch) As in [AM4], we have a singular vector vsing ∈M(c2,p, h5,1) of (relative) degree
five, which generates a submodule M1 ⊂M(c2,p, h5,1). Again, as in [AM4], we use the Frenkel-
Zhu’s formula to show that if space I
( L(c2,p,h)
M(c2,p,h5,1)/M1 L(c2,p,hn,k)
)
is nontrivial then h must be in
the given range. But then the same holds for any quotient of M(c2,p, h5,1)/M1 and in particular
for L(c2,p, h5,1) . The proof follows. 
We will need another result from [AM4]
Proposition 3.1. Assume that vλ is a lowest weight vector in M(1)–module M(1, λ) such that
α(0)vλ = λ(α)vλ. Let t = λ(α). Then we have:
H(0)vλ = Dp
(
t+ p
2p− 1
)(
t
2p − 1
)(
t+ p/2
2p − 1
)
vλ (Dp 6= 0).
Define now the following cyclic VL–modules:
Ap(h1,2p−k) := VL.Qe
k−1
p α−α, Ap(h2,k) := VL.e
−
α
2 +
k−1
p α (k = 1, . . . , p).
Then Ap(h1,2p−k) is an untwisted and Ap(h2,k) is a Z2–twisted VL–module. Let us denote by
Y (·, z) and Y tw(·, z) the associated vertex operators.
The key point for the description of these modules are in the following lemmas which gives
non-triviality of certain singular vectors. The proof of the first lemma is identical to that of
Lemma 5.1 of [AM4].
Lemma 3.1. Assume that 1 ≤ k ≤ p. We have:
(i) Y (a−, x)Qe
k−1
p −(n+1)α ∈W ((x)), where
W = U(V ir).Qe
k−1
p α−(n+2)α ∼= LV ir(c2,p, h2n+5,k).
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(ii) GnQe
k−1
p α−(n+1)α 6= 0 for n ∈ Z≥0, G
jQe
k−1
p α−(n+1)α = 0 for j > n.
(iii) GnQe
k−1
p α−(n+1)α ∈ Ap(h1,2p−k).
Lemma 3.2. Assume that 1 ≤ k ≤ p. We have:
(i) Y tw(a−, x)e
−
α
2 +
k−1
p α−nα ∈W ((x)), where
W = U(V ir).e
−
α
2 +
k−1
p α−(n+1)α ∼= LV ir(c2,p, h2n+4,k).
(ii) (Gtw)ne
−
α
2 +
k−1
p α−nα 6= 0 for n ∈ Z≥0, (G
tw)je
−
α
2 +
k−1
p α−nα = 0 for j > n.
(iii) (Gtw)ne
−
α
2 +
k−1
p α−nα ∈ Ap(h2,k).
Proof. First we shall prove assertion (i). Since VL is a simple vertex superalgebra and V
L−α/p+
k−1
p α
is its simple twisted module we conclude that
Y tw(a−, x)e
−
α
2 +
k−1
p α−nα 6= 0.
Therefore, we can find j0 ∈
1
2 + Z, such that
a−j0e
−
α
2 +
k−1
p α−nα 6= 0, a−j e
−
α
2 +
k−1
p α−nα = 0 for j > j0.
By using fusion rules from Theorem 3.1 we conclude that a−j0e
−
α
2 +
k−1
p α−nα must be a singular
vector in M(1) ⊗ e
−
α
2 +
k−1
p α−(n+1)α of conformal weight h2n+4,k (there are no singular vectors
of weight h2n+6,k in this Fock space). Therefore j0 = −(n− 3/2)p + k − 3 and
a−j0e
−
α
2 +
k−1
p α−nα = µne
−
α
2 +
k−1
p α−(n+1)α (µn 6= 0),
a−j e
−
α
2 +
k−1
p α−nα ∈W for j ≤ j0.
In this way we have proved assertion (i).
We shall prove the assertions (ii) and (iii) by induction on n ∈ Z>0.
Since H(0)e
−
a
2+
k−1
p α−α 6= 0 (see Proposition 3.1), we conclude that
Gtwe
−
a
2+
k−1
p α−α = µ0a
+
3p/2+k−3e
−
α
2 +
k−1
p α 6= 0.
So the assertion holds for n = 1.
Assume now that assertions (ii)-(iii) hold for certain n ∈ Z>0. Since VL is a simple vertex
operator algebra we have that
Y (a+, z)(Gtw)ne
−
α
2 +
k−1
p α−nα 6= 0,
(for the proof see [LL]). So there is k0 ∈
1
2 + Z such that
a+k0(G
tw)ne
−
α
2 +
k−1
p α−nα 6= 0 and a+j (G
tw)ne
−
α
2 +
k−1
p α−nα = 0 for j > k0.
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Since
a+k0(G
tw)ne
−
α
2 +
k−1
p α−nα = ν2(G
tw)n+1(a−k0e
−
α
2 +
k−1
p α−(n+1)α),
for certain non-zero constant ν2, then by using assertion (i) and the fact that G
tw is a screening
operator we conclude that
a+k0(G
tw)ne
−
α
2 +
k−1
p α−nα ∈ U(V ir)(Gtw)n+1e
−
α
2 +
k−1
p α−(n+1)α.
Therefore (Gtw)n+1e
−
α
2 +
k−1
p α−(n+1)α 6= 0 and
(Gtw)n+1e
−
α
2 +
k−1
p α−(n+1)α =
1
ν2µn
a+j0(G
tw)ne
−
α
2 +
k−1
p α−nα ∈ Ap(h2,k).
The proof follows.

By using fusion rules from Theorem 3.1, Lemmas 3.1 and 3.2 and similar methods as in [AM4]
we can describe these modules:
Theorem 3.2.
(1) Ap(h1,2p−k) is a completely reducible module for the Virasoro algebra generated by singular
vectors:
v
(1)
k,n = G
jQe
k−1
p α−(n+1)α, n ≥ 0, 0 ≤ j ≤ n.
We have the following decomposition:
Ap(h1,2p−k) =
∞⊕
n=0
(n+ 1)L(c2,p, h2n+3,k).
(2) Ap(h2,k) is a completely reducible module for the Virasoro algebra generated by singular vec-
tors:
v
(2)
k,n = (G
tw)je
−
α
2 +
k−1
p α−nα, n ≥ 0, 0 ≤ j ≤ n.
We have the following decomposition:
Ap(h2,k) =
∞⊕
n=0
(n + 1)L(c2,p, h2n+2,k).
We have the following useful description of the structure of some VL–modules constructed
above.
Proposition 3.2. We have:
Ap(h1,p) = KerV
L+
p−1
p α
Q,(3.3)
Ap(h2,1) = KerV
L−
α
2
Q˜,(3.4)
Ap(h2,p) = V
L−
α
2 +
p−1
p α
.(3.5)
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4. Some W2,p-modules
In this part we introduce some W2,p-modules and describe their structure as V ir-module. In
a special case we obtain Proposition 5.4 in [AM4], a decomposition of W2,p.
Let VL be as before. We also letD = 2Zα, so that VD is a vertex subalgebra of VL. There are 4p
irreducible VL-modules, corresponding to 4p cosets in the quotient L
◦/L, which we conveniently
describe here.
For k = 1, . . . , p consider:
VD+(k−1)α/p, VD+(k−1)α/p−α, VD−α/2+(k−1)α/p, VD−α/2+(k−1)α/p−α.
By restriction, these are also modules for the triplet W2,p, usually called ”Verma modules”.
The singular vectors in VD+γ generate SocV ir(VD+γ). We let
X+1,k := SocV ir(VD+(k−1)α/p),
X+2,k := SocV ir(VD−α/2+(k−1)α/p),
X−1,k := SocV ir(VD+(k−1)α/p−α),
X−2,k := SocV ir(VD−α/2+(k−1)α/p−α),
Our notation clearly follows parametrization from [FGST1].
We also let M(c, h) denote the Virasoro Verma module of lowest weight h and central charge
c, and denote by L(c, h) the corresponding irreducible quotient.
By combining results from [FGST1] and action of screening operators G andGtw from Lemmas
3.1 and 3.2 (see also [AM4]) we get the following result:
Theorem 4.1. As a V ir-modules X±s,r are generated by the family of singular vectors Sing
±
s,k,
where s ∈ {1, 2}, k ∈ {1, . . . , p} and we have:
Sing+1,k = {G
jQe
k−1
p α−(2n+1)α | n ∈ Z≥0, 0 ≤ j ≤ 2n},
Sing−1,k = {G
jQe
k−1
p α−2nα | n ∈ Z>0, 0 ≤ j ≤ 2n− 1},
Sing+2,k = {(G
tw)je
−
1
2α+
k−1
p α−2nα | n ∈ Z≥0, 0 ≤ j ≤ 2n},
Sing−2,k = {(G
tw)je
−
1
2α+
k−1
p α−(2n−1)α | n ∈ Z>0, 0 ≤ j ≤ 2n − 1}.
We have the following decompositions:
X+1,k = ⊕
∞
n=0(2n+ 1)L(c2,p, h4n+3,k)
X+2,k = ⊕
∞
n=0(2n+ 1)L(c2,p, h4n+2,k)
X−1,k = ⊕
∞
n=1(2n)L(c2,p, h4n+1,k)
X−2,k = ⊕
∞
n=1(2n)L(c2,p, h4n,k).
In order to see that X±s,r has the structure of W2,p–modules we shall use results from pre-
vious section and construction of VL–modules. The vertex superalgebra VL has a canonical
Z2–automorphism σ and the fixed point subalgebra is exactly the triplet vertex algebra W2,p.
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Moreover every (twisted) VL–module from previous section is a Z2–graded and decomposes into
direct sum of two ordinary W2,p–modules. We have:
Ap(h1,2p−k) =Wp(h1,2p−k)⊕Wp(h1,3p−k),
Ap(h2,k) =Wp(h2,k)⊕Wp(h2,3p−k).
In this way we have obtained four families of ordinary W2,p–modules. By using previous results
on the structure of VL–modules one can easily obtains that the constructed W2,p–modules are
cyclic and
Wp(h1,2p−k) = W2,p.Qe
k−1
p α−α,(4.6)
Wp(h1,3p−k) = W2,p.Qe
k−1
p α−2α,(4.7)
Wp(h2,k) = W2,p.e
−
α
2 +
k−1
p α,(4.8)
Wp(h2,3p−k) = W2,p.e
−
α
2 +
k−1
p α−α.(4.9)
Now by using Theorem 3.2 and Theorem 4.1 we get the following result.
Corollary 4.1. X±1,k, X
±
2,k are W2,p–modules and
X+1,k =Wp(h1,2p−k), X
−
1,k =Wp(h1,3p−k), X
+
2,k =Wp(h2,k), X
−
2,k =Wp(h2,3p−k).
We also let
(4.10) K+1,r = V (c2,p,
(p− 2r)2 − (p− 2)2
8p
) + X+1,r,
where V (c2,p,
(p−2r)2−(p−2)2
8p ) is the V ir-module generated by e
(r−1)α/p.
More precisely, V (c2,p,
(p−2r)2−(p−2)2
8p ) is a quotient of the Verma moduleM(c2,p,
(p−2r)2−(p−2)2
8p ),
and it combines in an exact sequence
0→ L(c2,p,
(3p − 2r)2 − (p − 2)2
8p
)→ V (c2,p,
(p − 2r)2 − (p− 2)2
8p
)
→ L(c2,p,
(p− 2r)2 − (p− 2)2
8p
)→ 0.
If we restrict ourself in the range 1 ≤ r ≤ p−12 , this way we obtain (2, p)-minimal models.
Proposition 4.1.
(1) We have that K+1,k = W2,p.e
k−1
p α.
(2) Wp(h1,2p−k) is an maximal submodule of K
+
1,k and
Wp(h1,k) := L(c2,p, h1,k) =
K+1,k
Wp(h1,2p−k)
(k = 1, · · · ,
p− 1
2
).(4.11)
is isomorphic to the Virasoro minimal model with lowest conformal weight h1,k.
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Proof. Assertion (1) follows from the fact that Qe
k−1
p α−α is a singular vector in V (c2,p, h1,k)
which generates its maximal submodule.
Let X ∈ {E,F,H}. Set X(n) = X6p−4+n. First we notice that
L(n+ 1)Qe
k−1
p
α−α
= X(n)Qe
k−1
p
α−α
= 0 (n ∈ Z≥0).
The first relation is clear. To see that F (n)Qe
k−1
p
α−α
= 0, for n ∈ Z≥0, it is sufficient to observe
Q2e−3α = 0 and Q2e(k−1)/pα−α = 0. For X = H and X = F , apply Lemma 3.1 (ii).
Therefore e
k−1
p
α
/∈ Wp(h1,2p−k) and Wp(h1,2p−k) is a maximal submodule of K
+
1,k. The proof
follows. 
5. Classification of irreducible W2,p-modules
In [AM4] we showed that classification of irreducible W2,p–modules is related to a constant
term identities. In fact Conjecture 10.1. from [AM4] essentially gives classification of irreducible
modules. In Section 7 below we shall prove that this conjecture holds. Now we shall briefly
discuss the classification of irreducible modules.
The results from Section 10 of [AM4] give the following relation in A(W2,p):
Theorem 5.1. In the Zhu algebra A(W2,p) we have:
f2,p([ω]) = 0,
where
f2,p(x) =
(
3p−1∏
i=1
(x− h1,i)
)
3p−1
2∏
i=1
(x− h1,2p−i)
(3p−1∏
i=1
(x− h2,i)
)
=

p−1
2∏
i=1
(x− h1,i)

32p−1∏
i=p
(x− h1,i)
2(p−1∏
i=1
(x− h2,i)
)2
·(x− h2,p)
3p−1∏
i=2p
(x− h1,i)
3p−1∏
i=2p
(x− h2,i)
 .(5.12)
Following approaches in [AM2] and [AM4] we can now classify all irreducible W2,p. We shall
omit some details. Let
S2,p = {h1,i, h1,j , h2,k, h2,l| 1 ≤ i ≤
p−1
2 , p ≤ j ≤ 3p− 1, 1 ≤ k ≤ p, 2p ≤ l ≤ 3p − 1}.
Theorem 5.2. We have:
(1) Wp(h1,2p−k) is an irreducible Z≥0–graded W2,p–module with lowest weight h1,2p−k. Its top
component is 1-dimensional irreducible module for the Zhu algebra A(W2,p) spanned by Qe
k−1
p α−α.
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(2) Wp(h1,3p−k) is an irreducible Z≥0–graded W2,p–module with lowest weight h1,3p−k. Its top
component is 2-dimensional irreducible module for the Zhu algebra A(W2,p) spanned by Qe
k−1
p α−2α
and GQe
k−1
p α−2α.
(3) Wp(h2,k) is an irreducible Z≥0–graded W2,p–module with lowest weight h2,k. Its top compo-
nent is 1-dimensional irreducible module for the Zhu algebra A(W2,p) spanned by e
−
α
2 +
k−1
p α
(4) Wp(h2,3p−k) is an irreducible Z≥0–graded W2,p–module with lowest weight h2,3p−k. Its top
component is 2-dimensional irreducible module for the Zhu algebra A(W2,p) spanned by e
−
α
2 +
k−1
p α−α
and Gtwe
−
α
2 +
k−1
p α−α.
Proof. Let us prove assertion (1). In Proposition 4.1 we proved that Wp(h1,2p−k) is Z≥0–graded
and that its top component is spanned by Qe
k−1
p α−α. Next we notice that the set conformal
weights of singular vectors appearing in the decomposition of Wp(h1,2p−k) is {h4n+3,k |n ≥ 0}
and that
h4n+3,k /∈ S2,p for n ≥ 1.(5.13)
Assume now that N ⊂ Wp(h1,2p−k) is a non-trivial submodule. Then N is a Z≥0–graded, and
Theorem 5.1 gives that the top component N(0) must have conformal weight h ∈ S2,p. On the
other hand every non-trivial vector from the top component is a singular vector for the Virasoro
algebra and therefore h = h4n+3, for certain n ≥ 1. This contradicts (5.13). The proof of other
assertions are similar. 
By using Theorems 5.1 and 5.2 and the same proof as in [AM2] and [AM4] we get:
Theorem 5.3. The set
{Wp(h), h ∈ S2,p}
provides, up to isomorphism, all irreducible W2,p–modules.
As in [AM5] we have a natural homomorphism
Φ : A(M(1))→ A(W2,p)
a+O(M(1)) 7→ a+O(W2,p) (a ∈M(1)).
By using the description of the Zhu algebra A(M(1)) from [AM4] and the methods from
[AM5] we get obtain the following result:
Proposition 5.1. Ker(φ) is contained in the following ideal in A(M(1))
A(M(1)).{p([ω]) ∗ [H], f2,p([ω])} = {A([ω])p([ω])[H] +B([ω])f2,p([ω]), A,B ∈ C[x]},
where
p(x) =
3p−1∏
i=2p
(x− h1,i)
3p−1∏
i=2p
(x− h2,i).
Theorem 5.4. The center of the Zhu algebra A(W2,p) is isomorphic to
C[x]/〈f2,p(x)〉
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Proof. By using results from [AM4] one can easily see that the center of A(W2,p) is isomorphic
to the subalgebra generated by [ω]. By using Proposition 5.1 we see that
f ∈ C[x], f([ω]) ∈ Ker(Φ) =⇒ f2,p|f.
Since G2Qe−5α ∈ O(W2,p) and
[G2Qe−5α] = νf2,p([ω]) in A(M(1)) (ν 6= 0)
we conclude that f2,p([ω]) ∈ Ker(φ). The proof follows. 
The structure of the center easily implies that A(W2,p) contains two and three dimensional
indecomposable modules.
Proposition 5.2. The Zhu algebra A(W2,p) has 2–dimensional idecomposable modules U
(2)
h1,i
on
which [ω] acts as (
h1,i 1
0 h1,i
)
where p ≤ i ≤ 2p− 1 and 3–dimensional indecomposable modules U
(3)
h1,i
on which [ω] acts as h1,i 1 00 h1,i 1
0 0 h1,i

where 1 ≤ i ≤ (p − 1)/2.
By applying the theory of Zhu’s algebras, we get the existence of logarithmic, Z≥0–graded
W2,3–modules R
(2)
h and R
(3)
h whose top components are isomorphic to U
(2)
h and U
(3)
h respectively.
Therefore we have proved:
Corollary 5.1. The vertex algebra W2,p admits (p−1)/2 logarithmic modules of L(0) nilpotent
rank 3.
Remark 5.1. It is important problem to construct all logarithmic modules for triplet vertex
algebras. In this section we proved the existence of all logarithmic modules which can be detected
by using Zhu algebra theory. In [AM6] we present an explicit construction of certain logarithmic
modules of L(0) nilpotent rank 3.
6. The structure of some irreducible M(1)–modules
In this section we shall investigate some modules for the singlet vertex algebra M(1). Since
M(1) is subalgebra of the free boson vertex algebraM(1), it is interesting to findM(1)–modules
M(1)⊗ eλ which will be irreducible when we restrict them to M(1). The similar modules in the
case of (1, p)–modules were investigated in [A] and [AM1].
Proposition 6.1.
(1) For every m ∈ Z M(1)⊗ e
p−2
2p α+mα is an irreducible M(1)–modules.
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(2) M(1)⊗ e
p−2
2p α is an irreducible self-dual M(1)–module. As a Virasoro module,
M(1)⊗ e
p−2
2p α ∼=
∞⊕
n=0
U(V ir).(Gtw)ne
p−2
2p α−2nα
∼=
∞⊕
n=0
L(c2,p, h4n+2,p).
Proof. First we notice that
X+2,p = VD+p−22p α
and X−2,p = VD+3p−22p α
are irreducible W2,p–modules. X
±
2,p are naturally Z–graded and it is easy to see that every
graded component must be an irreducible module for M(1). The proof follows. 
7. Logarithmic Macdonald-Morris-Dyson identities
In [AM4], we conjectured certain constant term identities (or residue identity) involving
(7.14) Resx1,...,x2n+1
1
(x1 · · · x2n+1)i
∏
i<j
(xi − xj)
p
2n+1∏
i=1
(1 + xi)
t
n∏
i=1
ln
(
1−
x2i
x2i−1
)
,
where p is positive and odd, i ∈ Z, and ln
(
1− xy
)
= −
∑∞
m=1
xm
mym . Logarithmic factors are
really needed here (if absent, the residue (7.14) would be trivially zero!). Related identities
without logarithms factors have been studied in the literature for a while. Let us first notice
that the rational function part in (7.14) resembles rational function appearing in celebrated
Dyson-Macdonald’s constant term identities for root systems of type A (cf. [FW])
CTx1,...,xn
∏
1≤i 6=j≤n
(
1−
xi
xj
)m
=
(mn)!
m!n
,
which holds for every m ∈ N. But (7.14) involves an additional parameter t, so it should viewed
as logarithmic deformation not of Dyson’s but of Morris constant term identity [M]
CTx1,...,xn
n∏
i=1
(1 + xi)
a
(
1 +
1
xi
)b ∏
1≤i 6=j≤n
(
1−
xi
xj
)m
=
n∏
i=0
(a+ b+mi)!(m(i + 1))!
(a+mi)!(b+mi)!m!
,
which is valid for every a, b,m ∈ N. Although there seems to be no direct link between evalu-
ation of (7.15) and (7.14) for the above reasons we refer to evaluation of (7.14) as logarithmic
Macdonald-Morris identity.
In what follows, we shall evaluate (7.14) up to a nonzero scalar (which depends on p but not
on t).
ON W ALGEBRA EXTENSIONS OF (2, p) MINIMAL MODELS: p > 3 13
For start, we denote by Sm(x1, ..., xk) the m-th elementary symmetric polynomial in k com-
muting variables, such that
S0(x1, ..., xk) = 1
S1(x1, ..., xk) = x1 + · · ·+ xk
S2(x1, ..., xk) =
∑
i<j
xixj
· · ·
Sk(x1, ..., xk) = x1x2 · · · xk.
Throughout this section p is odd.
We let
F2n+1,i,p(t) = Resx1,...,x2n+1
1
(x1 · · · x2n+1)i
∏
i<j
(xi − xj)
p
2n+1∏
i=1
(1 + xi)
t
n∏
i=1
ln(1− x2i/x2i−1),
with an eye on the special case n = 2 and i = 5p.
One can in principle try something more general, but we found that
Resx1,...,x2n+1
xi11 · · · x
in
2n+1
(x1 · · · x2n+1)i
∏
i<j
(xi − xj)
p
2n+1∏
i=1
(1 + xi)
t
n∏
i=1
ln(1− x2i/x2i−1)
has rather nasty properties, unless of course i1 = i2 = ... = i2n+1 (which then reduces to
F2n+1,i−i1,p(t)). This fact alone makes evaluation of I2n+1,i,p(t) difficult by using the first order
recursions where we go from i1 to ii + 1, etc. To fix this problem we introduce slightly more
general residues. For m ∈ {0, ..., 2n + 1}, and Sm as above, we let
I2n+1,i,p,m(t)
= Resx1,...,x2n+1
Sm(x1, ..., x2n+1)
(x1 · · · x2n+1)i
∏
i<j
(xi − xj)
p
2n+1∏
i=1
(1 + xi)
t
n∏
i=1
ln(1− x2i/x2i−1).
These expressions are clearly polynomials in t. Actually, we can say more
Lemma 7.1. Let i ∈ Z. For i > pn+ 1,
deg(I2n+1,i,p,m(t)) ≤ (i− pn− 1)(2n + 1)−m.
For i = pn+ 1,
I2n+1,pn+1,p,0(t) = const
For i < pn,
I2n+1,i,p,m(t) = 0
The lemma (or easy inspection) gives
deg(I2n+1,i,p,m−1(t)) + 1 ≥ deg(I2n+1,i,p,m(t)),
but as we shall see we have strong equality here. Also,
(7.15) I2n+1,i,p,2n+1(t) = I2n+1,i−1,p,0(t),
which simply follows from
S2n+1(x1, ..., x2n+1) = x1 · · · x2n+1.
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We want to focus on m ∈ {1, ..., 2n + 1}. The goal is to obtain a recursion
(7.16) I2n+1,i,p,m(t) = (amt+ bm)I2n+1,i,p,m+1(t),
where am and bm depend on n,p and i as well. Suppose we are able to do that. Then, by
iterating the relation (7.16) we obtain
I2n+1,i,p,0(t) = (a1t+ b1)I2n+1,i,p,1(t) = · · · =
m∏
i=1
(ait+ bi)I2n+1,i,p,m(t) = · · ·
=
2n+1∏
i=1
(ait+ bi)I2n+1,i−1,p,2n+1(t) =
2n+1∏
i=1
(ait+ bi)I2n+1,i−1,p,0(t).
Then we can continue iterating I2n+1,i−1,p,0(t), etc. This process will eventually terminate after
finitely many steps when we reach I2n+1,pn,p,0(t) = const (see Lemma 7.1).
In order to get (7.16) we need several auxiliary results. We will be using
Sm(x1, ..., xˆi, ..., x2n+1)
to denote the m-th elementary symmetric function in all variables except xi. Similarly, we
denote by
Sm(x1, ..., xˆi, .., xˆj , .., x2n+1)
m-th elementary symmetric function in all variables except xi and xj . For instance
S3(x1, x2, xˆ3, x4, x5) = x1x2x4 + x1x2x5 + x1x4x5 + x2x4x5.
Next couple of elementary lemmas can be easily proven, so we omit the proofs.
Lemma 7.2. We have
2n+1∑
i=1
xiSm(..., xˆi, ...) = (m+ 1)Sm+1(x1, ..., x2n+1)
2n+1∑
i=1
Sm(..., xˆi, ...) = (2n+ 1−m)Sm(x1, ..., x2n+1)
Similarly,
Lemma 7.3. Assume m ≥ 2. Then:∑
i<j
xixjSm−1(..., xˆi, .., xˆj , ...) =
m(m+ 1)
2
Sm+1(x1, ..., x2n+1)
∑
i<j
Sm(..., xˆi, .., xˆj , ...) =
(2n−m+ 1)(2n −m)
2
Sm(x1, ..., x2n+1)∑
i<j
(xi + xj)S(..., xˆi, .., xˆj , ...) = (m+ 1)(2n −m)Sm+1(x1, ..., x2n+1)
Lemma 7.4. For i = 1, ..., n, we have(
(1 + x2i)x2iSm(..., xˆ2i, ...)
∂
∂x2i
+ (1 + x2i−1)x2i−1Sm(..., ˆx2i−1, ...)
∂
∂x2i−1
)
ln(1− x2i/x2i−1)
= x2i(Sm(..., ˆx2i−1, xˆ2i, ...) − Sm−1(..., ˆx2i−1, xˆ2i, ...)) := Ji,m
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Example 7.1. For m = 1 and n = 1 and i = 1:
J1,1 = x2(x3 − 1).
For m = 1 and n = 2 and i = 1,
J1,1 = x2(x3x4 + x3x5 + x4x5 − x3 − x4 − x5).
Lemma 7.5.{
(1 + xi)xiSm(..., xˆi, ...)
∂
∂xi
+ (1 + xj)xjSm(..., xˆj , ...)
∂
∂xj
}
(xi − xj)
p
= p {xixjSm−1(..., xˆi, .., xˆj , ...) + Sm(..., xˆi, .., xˆj , ...) + (xi + xj)S(..., xˆi, .., xˆj , ...)} (xi − xj)
p.
Lemma 7.6. For every i ∈ {1, ..., n}, we have
(7.17) Resx1,...,x2n+1
1
(x1 · · · x2n+1)i
∏
i<j
(xi − xj)
p
2n+1∏
i=1
(1 + xi)
tJi,m
n∏
j=1,j 6=i
ln(1− x2j/x2j−1) = 0.
Proof. Let us take i = 1 for simplicity and m at least two. Similar argument holds in general.
From Lemma 7.4 we see that
J1,m = x2 {Sm(xˆ1, xˆ2, ...) − Sm−1(xˆ1, xˆ2, ...)}
does not involve x1 variable. We show that Ji,m in (7.17) can be replaced with either x2Sm(xˆ1, xˆ2, ...)
of x2Sm−1(xˆ1, xˆ2, ...) and the result is still zero. To see that observe that each expression is a
sum of m-th (or m − 1-th) elementary monomials not involving variable x1 and x2. Such a
monomial either Case 1. involve the last variable x2n+1, or Case 2. has no variable x2n+1. In
the first case we apply x1 ↔ x2n+1 and Lemma 7.7 below. In Case 2 we use x2 ↔ x2n+1 and
the lemma below. Observe that logarithmic expression
n∏
j 6=1
ln(1− x2j/x2j−1)
is invariant under this permutation (it does not involve x1, x2 or x2n+1). 
Lemma 7.7.
Resx
d
dx
(f(x)) = 0.
Resx1,...,x2n+1
1
(x1 · · · x2n+1)i
∏
i<j
(xi − xj)
p = 0
Proof. The first formula is clear. For the second relation observe that the substitution xi ↔ xj
adds an additional sign so we have
Resx1,...,x2n+1
1
(x1 · · · x2n+1)i
∏
i<j
(xi − xj)
p = −Resx1,...,x2n+1
1
(x1 · · · x2n+1)i
∏
i<j
(xi − xj)
p.

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Theorem 7.1. Let m ∈ {0, ..., 2n} and n ≥ 1. Then we have
1
2
(m− 2n − 1)(pm+ 2i− 2− 2pn)I2n+1,i,p,m(t)(7.18)
= (m+ 1)(t+ p(2n−m) +
pm
2
− i+ 2)I2n+1,i,p,m+1(t)
Proof. Observe that
Resx1,...,x2n+1
2n+1∑
i=1
∂
∂xi
(
(1 + xi)xiSm(..., xˆi, ...)
1
(x1 · · · x2n+1)i
∏
i<j
(xi − xj)
p
∏
i
(1 + xi)
t
n∏
i=1
ln(1− x2i/x2i−1)
)
= 0
Now we apply the product rule for differentiation and the above lemmas to simplify the
resulting expression down to
(2n + 1−m)I2n+1,i,p,m(t) + 2(m+ 1)I2n+1,i,p,m+1(t)− i(2n + 1−m)I2n+1,i,p,m(t)
−i(m+ 1)I2n+1,i,p,m+1(t) +
p(2n −m+ 1)(2n −m)
2
I2n+1,i,p,m(t)
+
pm(m+ 1)
2
I2n+1,i,p,m+1(t) + p(m+ 1)(2n −m)I2n+1,i,p,m+1(t) + t(m+ 1)I2n+1,i,p,m+1(t) = 0.
When we simplify this we obtain the wanted formula. 
Corollary 7.1. Conjecture 10.1 in [AM4] holds, i.e.,
I5,5p,p,0(t) = Bp
(
t
3p − 1
)(
t+ p/2
3p − 1
)(
t+ p
3p − 1
)(
t+ 3p/2
3p− 1
)(
t+ 2p
3p− 1
)
(Bp 6= 0).
Proof. Take n = 2 and i = 5p. An application of Theorem 7.1 with m = 0, 1, 2, 3, 4 gives a
polynomial of degree 5. This reduces i down to 5p − 1. Repeat this procedure until we reach
i = 2p+1. The resulting t polynomial is of degree 5(3p− 1) = 15p− 5, and it is easy to see that
this polynomial is (up to a constant) proportional to(
t
3p − 1
)(
t+ p/2
3p − 1
)(
t+ p
3p − 1
)(
t+ 3p/2
3p− 1
)(
t+ 2p
3p− 1
)
.
Non-vanishing of Bp was proved in Theorem 6.3 and Proposition 6.4 of [AM4].

Corollary 7.2. Theorem 1.4 holds.
Proof. Follows along the lines of Corollary 7.1. Non-vanishing of λp,k is again consequence of
Theorem 6.3 of [AM4] and the fact that GkQe−(2k+1)α is a non-trivial singular vector. 
Corollary 7.3. Inside the Zhu algebra A(W2,p) we have
f2,p(x) :=
(
3p−1∏
i=1
(x− h1,i)
)
3p−1
2∏
i=1
(x− h1,2p−i)
(3p−1∏
i=1
(x− h2,i)
)
= 0,
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where x = [ω].
Regarding the constant term (which would allow us to explicitly determined the nonzero
constant) we can only conjecture (as in [AM4]):
Conjecture 7.1. Let k and m be positive integers. Then (up to a sign)
CTx1,...,x2k+1
1
(x1 · · · x2k+1)(2m+1)k
k∏
i=1
ln
(
1−
x2i
x2i−1
) ∏
1≤i<j≤2k+1
(xi − xj)
2m+1
equals
((2k + 1)(2m + 1))!!
(2k + 1)!!(2m + 1)!!2k+1
.
This conjectural formula is what we call logarithmic Dyson’s constant term identity.
Remark 7.1. We were able to settle the conjecture for m = 1 for all p [AM4], and for m = 2
(also for all p) by using different methods.
8. Graded dimensions
In this part we analyze irreducible W2,p graded dimensions (or simply, characters) and their
SL(2,Z)-closure. We introduce some notation first.
For an L(0)-diagonalizable module M with finite-dimensional eigenspaces we define its char-
acter
χM (q) = trMq
L(0)−c/24, q = e2piiτ , |q| < 1.
We also recall the usual Jacobi theta constants
θr,2p(τ) =
∑
j∈ r
4p
+Z
q2pj
2
.
For simplicity we let θr(τ) := θr,2p(τ). Derivatives of theta constants will be denoted by θ
′, θ′′,
etc.
It is easy to see that
θr+4p(τ) = θr(τ) = θ−r,p(τ),
and
θ′r(τ) = −θ
′
−r(τ), θ
′′
r (τ) = θ
′′
−r(τ).
This implies,
θ′0(τ) = θ
′
2p(τ) = 0.
The following result (proven in [FGST1]) follows from decomposition of irreducible W2,p-
modules as Virasoro representations.
18 DRAZˇEN ADAMOVIC´ AND ANTUN MILAS
Proposition 8.1. Denote by χ±r,s(q) the character of X
±
r,s, and by χr,s(q) the character of
L(c2,p, hr,s). Then we have
χr,1(q) =
1
η
(θp−2r(τ)− θp+2r(τ)), 1 ≤ r ≤
p− 1
2
χ+r,s(q) =
1
4p2η
(θ′′p−2r(τ)− θ
′′
p+2r(τ)− (ps+ 2r)θ
′
ps+2r(τ) + (ps− 2r)θ
′
ps+2r(τ)
+
(ps+ 2r)2
4
θps+2r(τ)−
(ps− 2r)2
4
θps−2r(τ)),
χ−r,s(q) =
1
4p2η
(θ′′2p−ps−2r(τ)− θ
′′
2p+ps−2r(τ) + (ps+ 2r)θ
′
2p−ps−2r(τ) + (ps− 2r)θ
′
2p+ps−2r(τ)
+
(ps+ 2r)2 − 4p2
4
θ2p−ps−2r(τ)−
(ps− 2r)2 − 4p2
4
θ2p+ps−2r(τ)),
where 1 ≤ r ≤ p, 1 ≤ s ≤ 2.
The vector space spanned by χ±r,s and χr,1 is obviously too small to be modular invariant.
Instead we have
Theorem 8.1. The SL(2,Z)-closure of the space of irreducible W2,p characters is
15p−5
2 -
dimensional with a basis:
B = B2 ∪ B1 ∪ B0
B2 =
{
τ i(θ′′p−r(τ)− θ
′′
p+r(τ))
η
, 1 ≤ r ≤
p− 1
2
, 0 ≤ i ≤ 2
}
B1 =
{
τ iθ′r(τ)
η
, 1 ≤ r ≤ 2p− 1, 0 ≤ i ≤ 1
}
, B0 =
{
θr(τ)
η
, 0 ≤ r ≤ 2p
}
.
Proof. Let us denote the vector space spanned by B = B2 ∪ B1 ∪ B0 with Fp. It is easy to see
dim(Fp) =
3(p−1)
2 +2(2p− 1)+ 2p+1 =
15p−5
2 . To show modular invariance of Fp it is sufficient
to observe that each Bi ⊂ B generates a modular invariant subspace, which is easy to check
directly. To finish the proof we must show that each element in B can be obtained by applying
appropriate modular transformation (on a linear combination) of irreducible characters. Since
characters of irreducible VL-modules are given by theta quotients
θr
η , 0 ≤ r ≤ 2p, and those
are linear combinations of irreducible W2,p characters, every element in B0 is contained in the
closure. Similarly, by taking linear combinations of X+r,s and X
−
r,s we see that
θ′r
η is also contained
in the closure. But then the relation
θ′r
η
|τ 7→− 1
τ
= τ
2p∑
r=0
αk
θ′k
η
,
where αk are some constants, implies B1 is also in the closure. Now, fr :=
θ′′p−r(τ)−θ
′′
p+r(τ)
η are
also in the closure and again by applying τ 7→ −1τ on fr we see that all of B2 are in fact in the
closure. The proof follows. 
Remark 8.1. In [FGST1] a similar (but different) basis of the SL(2,Z) closure was constructed,
motivated by description of the center of U2,p.
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