Evolution problems of Leray-Lions type with nonhomogeneous Neumann
  boundary conditions in metric random walk spaces by Mazón, José M. et al.
ar
X
iv
:1
91
1.
04
77
8v
1 
 [m
ath
.A
P]
  1
2 N
ov
 20
19
EVOLUTION PROBLEMS OF LERAY-LIONS TYPE WITH
NONHOMOGENEOUS NEUMANN BOUNDARY CONDITIONS IN
METRIC RANDOM WALK SPACES
JOSE´ M. MAZO´N, MARCOS SOLERA AND JULIA´N TOLEDO
Abstract. In this paper we study evolution problems of Leray-Lions type with non-
homogeneous Neumann boundary conditions in the framework of metric random walk
spaces. This includes as particular cases evolution problems with nonhomogeneous Neu-
mann boundary conditions for the p-Laplacian operator in weighted discrete graphs and
for nonlocal operators with nonsingular kernel in RN .
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1. Introduction and preliminaries
A metric random walk space [X, d,m] is a Polish metric space (X, d) together with a
family m = (mx)x∈X of probability measures that encode the jumps of a Markov chain.
Important examples of metric random walk spaces are: locally finite weighted connected
graphs, finite Markov chains and [RN , d,mJ ] with d the Euclidean distance and
mJx(A) :=
∫
A
J(x− y)dLN(y) for every Borel set A ⊂ RN ,
where J : RN → [0,+∞[ is a measurable, nonnegative and radially symmetric function
with
∫
J = 1. See Section 1.1 for more details.
The aim of this paper is to study p-Laplacian type evolution problems like the one
given by the following reference model:
ut(t, x) =
∫
Ω∪∂mΩ
|u(y)− u(x)|p−2(u(y)− u(x))dmx(y), x ∈ Ω, 0 < t < T, (1.1)
Key words and phrases. Random walks, nonlocal operators, p−Laplacian, weighted graphs, Neumann
boundary conditions.
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with
nonhomogeneous Neumann boundary conditions,
where ∂mΩ = {x ∈ X \ Ω : mx(Ω) > 0} is the m-boundary of Ω. This reference model
can be regarded as the nonlocal counterpart to the classical evolution problem

ut = div(|∇u|
p−1∇u), x ∈ U, 0 < t < T,
−|∇u|p−1∇u · η = ϕ, x ∈ ∂U, 0 < t < T,
where U is a bounded smooth domain in Rn, and η is the outer normal vector to ∂U .
Nonlocal diffusion problems of p-Laplacian type with homogeneous Neumann boundary
conditions have been studied, see Examples 1.1 and 1.2 for the notation, in [RN , d,mJ ]
(see, for example, [4], [5]) and in graphs [V (G), dG, (m
G
x )] (see, for example, the work of
Hafiene, Fadili and Elmoataz [16]) with the formulation
ut(t, x) =
∫
Ω
|u(y)− u(x)|p−2(u(y)− u(x))dmx(y), x ∈ Ω, 0 < t < T. (1.2)
Here, the homogeneous Neumann boundary conditions are understood in the sense that
the jumps of the Markov chain are restricted to staying in Ω (which is consistent with
what happens in the classical local model). See also [20, Example 2.3] for the linear case,
i.e., p = 2, in metric random walk spaces.
The linear case with nonhomogeneous boundary conditions has been addressed by
different authors. For example, Cortazar et. al in [11] present this case, for singular
kernels, as a perturbation of Problem (1.2) (p = 2). Moreover, in [15], Gunzburger and
Lehoucq, develop a nonlocal vector calculus with applications to linear nonlocal problems
in which the nonlocal Neumann boundary condition considered is, written in the context
of metric random walk spaces,
−
∫
Ωm
(u(y)− u(x))dmx(y) = ϕ(x) for x ∈ ∂mΩ, (1.3)
where Ωm = Ω∪ ∂mΩ. Another interesting approach is proposed by Dipierro, Ros-Otton
and Valdinoci in [12] for the particular case of the fractional Laplacian diffusion (although
the idea can be used for other kernels) with the following Neumann boundary condition,
that we rewrite in the context of metric random walk spaces,
−
∫
Ω
(u(x)− u(y))dmx(y) = ϕ(x) for x ∈ ∂mΩ, (1.4)
or, if one prefers a normalized boundary condition with respect to the underlying proba-
bility law induced by the jump process in consideration,
−
1
mx(Ω)
∫
Ω
(u(x)− u(y))dmx(y) = ϕ(x) for x ∈ ∂mΩ.
Hence, as remarked in [12], when a particle exits Ω to a point x ∈ ∂mΩ, the mass
u(x)− ϕ(x) comes back into Ω following the law 1
mx(Ω)
mx:
1
mx(Ω)
∫
Ω
u(y)dmx(y) = u(x)− ϕ(x), x ∈ ∂mΩ.
A similar probabilistic interpretation can be given for the Neumann condition (1.3) but
involving all of Ωm. Anyhow, observe that the formulations (1.3) and (1.4) have an
important difference in their definition, precisely in the domain of integration.
The approaches in [11] and [12] have been unified in [2]. Conditions like (1.4) were also
introduced for graphs by Chung and Yau in [9] and [10] (see also [17] and [18]) for the
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study of the eigenvalues of the graph Laplacian operator. Namely, let G = (V (G), E(G))
be a finite weighted discrete connected graph (see Example 1.2) and Ω ⊂ V (G) be a set
of vertices of G, their work comprises the study the eigenvalues of the graph Laplacian
operator given by
1
dx
∑
y∈V
(u(y)− u(x))wxy, x ∈ Ω,
under the following Neumann boundary condition
−
1
dx
∑
y∈Ω
(u(y)− u(x))wxy = 0, x ∈ δΩ,
where δΩ is the vertex boundary of Ω, defined as
δΩ := {x ∈ V (G) \ Ω : ∃y ∈ Ω s.t. y ∼ x},
which coincides with ∂mGΩ.
Our aim is to study the above formulations for the nonlinear case with nonhomogeneous
boundary conditions in the general framework of metric random walk spaces. We will
consider two type of nonhomogeneous Neumann boundary conditions, one in the line of
work of Gunzburger and Lehoucq and the other following the approach taken by Dipierro,
Ros-Otton and Valdinoci. In the first case, we will obtain existence and uniqueness of
solutions to the Problem (1.1) after assuming that a Poincare´ type inequality, which is
satisfied by most of the important examples, holds; and in the second case, this will be
done by using monotonicity techniques without assuming that a Poincare´ type inequality
holds. This study of the nonhomogeneous boundary conditions had, to our knowledge,
not yet been done, even for the particular case of singular kernels or for particular cases
covered by the general framework of metric random walk spaces.
1.1. Metric Random Walk Spaces. Let (X, d) be a Polish metric space equipped with
its Borel σ-algebra. A random walk m on X is a family of probability measures mx on X ,
x ∈ X , satisfying the two technical conditions: (i) the measures mx depend measurably
on the point x ∈ X , i.e., for any Borel set A of X and any Borel set B of R, the set
{x ∈ X : mx(A) ∈ B} is Borel; (ii) each measure mx has finite first moment, i.e. for
some (hence any) z ∈ X , and for any x ∈ X one has
∫
X
d(z, y)dmx(y) < +∞ (see [22]).
A metric random walk space [X, d,m] is a Polish metric space (X, d) equipped with a
random walk m. A Radon measure ν on X is invariant for the random walk m = (mx) if
dν(x) =
∫
y∈X
dν(y)dmy(x).
The measure ν is said to be reversible if, moreover, the detailed balance condition
dmx(y)dν(x) = dmy(x)dν(y)
holds. Under suitable assumptions on the metric random walk space [X, d,m], such
an invariant and reversible measure ν exists and is unique. Note that the reversibility
condition implies the invariance condition.
Assumption 1. When dealing with a metric random walk space [X, d,m], we will assume
that there exists an invariant and reversible measure for the random walk, which we will
always denote by ν, such that mx ≪ ν for all x ∈ X. Moreover, we will assume that
the metric random walk space with the measure ν is m-connected (see [20]).
Important examples of metric random walk spaces are the following:
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Example 1.1. Consider (RN , d,LN), where d is the Euclidean distance and LN the
Lebesgue measure. Let J : RN → [0,+∞[ be a measurable, nonnegative and radially
symmetric function verifying
∫
RN
J(z)dz = 1. In (RN , d,LN) we define the following
random walk:
mJx(A) :=
∫
A
J(x− y)dLN(y) for every Borel set A ⊂ RN and x ∈ RN .
Applying Fubini’s Theorem it easy to see that the Lebesgue measure LN is an invariant
and reversible measure for this random walk.
Example 1.2. Consider a weighted discrete graph G = (V (G), E(G)), where each edge
(x, y) ∈ E(G) (we will write x ∼ y if (x, y) ∈ E(G)) has a positive weight wxy = wyx
assigned. Suppose further that wxy = 0 if (x, y) 6∈ E(G). We then equip the graph with
the standard shortest path graph distance dG, that is, dG(x, y) is the minimal number of
edges which form a path connecting x and y. We will assume that any two points are
connected, i.e., that the graph is connected. For x ∈ V (G) we define the weight at the
vertex x as
dx :=
∑
y∼x
wxy =
∑
y∈V (G)
wxy.
When wx,y = 1 for every (x, y) ∈ E(G), dx coincides with the degree of the vertex x in
the graph, that is, the number of edges containing the vertex x. We will assume that
0 6= dx < +∞ for every x ∈ V (G).
For each x ∈ V (G) we define the following probability measure
mGx :=
1
dx
∑
y∼x
wxy δy.
We have that [V (G), dG, (m
G
x )] is a metric random walk space. It is not difficult to see
that the measure νG defined as
νG(A) :=
∑
x∈A
dx, A ⊂ V (G)
is an invariant and reversible measure for this random walk.
Definition 1.3. Given a ν-measurable set Ω ⊂ X , we define its m-boundary as
∂mΩ := {x ∈ X \ Ω : mx(Ω) > 0}
and its m-closure as
Ωm := Ω ∪ ∂mΩ.
Assumption 2. We assume that
ν(Ωm) <∞.
1.2. Completely Accretive Operators and Semigroup Theory. Since Semigroup
Theory will be used along the paper, we would like to conclude this introduction with some
notations and results from this theory along with results from the theory of completely
accretive operators (see [6], [8] and [13], or the Appendix in [5], for more details). We
denote by J0 and P0 the following sets of functions:
J0 := {j : R→ [0,+∞] : j is convex, lower semi-continuous and j(0) = 0},
P0 := {q ∈ C
∞(R) : 0 ≤ q′ ≤ 1, supp(q′) is compact and 0 /∈ supp(q)} .
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Assume now that ν(X) <∞. Let u, v ∈ L1(X, ν). The following relation between u and
v is defined in [6]:
u≪ v if, and only if,
∫
X
j(u) dν ≤
∫
X
j(v) dν for all j ∈ J0.
An operator A ⊂ L1(X, ν)×L1(X, ν) is called completely accretive if, for every (ui, vi) ∈
A, i = 1, 2, and λ > 0, one has that
u1 − u2 ≪ u1 − u2 + λ(v1 − v2).
The following characterization of complete accretivity is proved in [6] .
Proposition 1.4. An operator A ⊂ L1(X, ν) × L1(X, ν) is completely accretive if, for
every (ui, vi) ∈ A, i = 1, 2,∫
X
(v1 − v2)q(u1 − u2)dν ≥ 0 for every q ∈ P0.
Let E be a linear subspace of L1(X, ν). An operator A in E is m-completely accretive
in E if A is completely accretive and R(I + λA) = E for all λ > 0 (or, equivalently, for
some λ > 0).
A Banach space (E, ‖ ‖E) with E ⊂ L
1(X, ν) is a normal Banach space if it has the
following property:
u ∈ E, v ∈ L1(X, ν), v ≪ u ⇒ v ∈ E and ‖v‖E ≤ ‖u‖E.
Examples of normal Banach spaces are the spaces Lp(X, ν), 1 ≤ p ≤ ∞.
Theorem 1.5 ([6]). If A is an m-completely accretive operator in a normal Banach
space E ⊂ L1(X, ν), then, for every u0 ∈ D(A), there exists a unique mild solution of
the problem 

du(t)
dt
+Au(t) ∋ 0, t ∈ (0,∞)
u(0) = u0.
(1.5)
Moreover, if u0 ∈ D(A), then the mild solution of (1.5) is a strong solution, that is, the
equation in (1.5) is satified for almost all t ∈ (0,∞).
Furthermore, we have the following contraction and maximum principle in any Lq(X, ν)
space, 1 ≤ q ≤ +∞: for u1,0, u2,0 ∈ D(A) and denoting by ui the unique mild solution of
the problem 

dui(t)
dt
+Aui(t) ∋ 0, t ∈ (0,∞)
ui(0) = ui,0,
i = 1, 2, we have
‖(u1(t)− u2(t))
+‖Lq(X,ν) ≤ ‖(u1,0 − u2,0)
+‖Lq(X,ν) ∀ 0 < t < T.
In addition, if A is positively homogeneous of degree 0 < m 6= 1, i.e., A(λu) = λmu for
u ∈ D(A), then, for every u0 ∈ D(A), the mild solution of (1.5) is a strong solution.
2. The nonhomogeneous Neumann problem for evolution problems of
Leray-Lions type on metric random walk spaces
In this section we will give our main results concerning the existence and uniqueness
of solutions for the nonhomogeneous Neumann problem for evolution problems of Leray-
Lions type on metric random walk spaces. We consider two different types of Neumann
boundary conditions. We start with the definition of nonlocal Leray-Lions operator.
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2.1. Nonlocal Leray-Lions operators. Recall the definition of the generalized product
measure ν ⊗mx (see, for instance, [1, Definition 2.2.7]), it is defined as the measure in
X ×X given by
ν ⊗mx(U) :=
∫
X
∫
X
χ
U(x, y)dmx(y)dν(x) for U ∈ B(X ×X),
where it is required that the map x 7→ mx(E) is ν-measurable for any Borel set E ∈ B(X).
Moreover, it holds that∫
X×X
gd(ν ⊗mx) =
∫
X
∫
X
g(x, y)dmx(y)dν(x)
for every g ∈ L1(X ×X, ν ⊗mx).
For 1 < p < +∞, let us consider a function ap : X ×X × R→ R such that
(x, y) 7→ ap(x, y, r) is ν ⊗mx-measurable for any r;
ap(x, y, .) is continuous for ν ⊗mx-a.e (x, y) ∈ X ×X ; (2.1)
ap(x, y, r) = −ap(y, x,−r) for ν ⊗mx-a.e (x, y) ∈ X ×X and for all r; (2.2)
(ap(x, y, r)− ap(x, y, s))(r − s) > 0 for ν ⊗mx-a.e. (x, y) and for all r 6= s; (2.3)
there exist constants c, C > 0 such that
|ap(x, y, r)| ≤ C
(
1 + |r|p−1
)
for ν ⊗mx-a.e. (x, y) and for all r, (2.4)
and
ap(x, y, r)r ≥ c|r|
p for ν ⊗mx-a.e. (x, y) and for all r. (2.5)
This last condition implies that
ap(x, y, 0) = 0 and sign0(ap(x, y, r)) = sign0(r) for ν ⊗mx-a.e. (x, y).
Given a function u : X → R we define its nonlocal gradient ∇u : X ×X → R as
∇u(x, y) := u(y)− u(x) ∀ x, y ∈ X.
For a function z : X ×X → R, its m-divergence divmz : X → R is defined as
(divmz)(x) :=
1
2
∫
X
(z(x, y)− z(y, x))dmx(y).
An example of a function ap satisfying the above assumptions is
ap(x, y, r) =
ϕ(x) + ϕ(y)
2
|r|p−2r,
being ϕ : X → R is a ν-measurable function satisfying 0 < c ≤ ϕ ≤ C where c and C are
constants. In particular, if ϕ = 1, we have that
divm
(
ap(x, y, u(y)− u(x)
)
(x) =
1
2
∫
X
|u(y)− u(x)|p−2(u(y)− u(x))dmx(y)
is the p-Laplacian on the metric random walk space.
Let us point out that, for the random walk mJ , Karami, Sadik and Ziad, in [19], study
an homogeneous Neumann problem of the type (1.2) as a nonlocal model for denoising,
taking ap(x, y, r) = |r|p(x,y)−2r with p(x, y) continuous, symmetric and satisfying
1 < p−1 ≤ inf
y∈Ω
p(x, y) ≤ p−2 <∞, 1 < p
+
1 ≤ sup
y∈Ω
p(x, y) ≤ p+2 <∞, ∀ x ∈ Ω,
Furthermore, Galiano, in [14], studies this type of homogenous Neumann problem for
ap(x, y, r) bounded in (x, y), continuous in r and satisfying (2.2) and (2.3).
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2.2. Neumann boundary operators. We define the nonlocal Neumann boundary op-
erator (of Gunzburger-Lehoucq type) by
N
ap
1 u(x) := −
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y) for x ∈ ∂mΩ,
and the nonlocal Neumann boundary operator (of Dipierro-Ros Otton-Valdinoci type) as
N
ap
2 u(x) := −
∫
Ω
ap(x, y, u(y)− u(x))dmx(y) for x ∈ ∂mΩ.
For each of these Neumann boundary operators our main goal is to study the evolution
problem 

ut(t, x) = divmapu(t, x), x ∈ Ω, 0 < t < T,
N
ap
j u(t, x) = ϕ(x), x ∈ ∂mΩ, 0 < t < T,
u(0, x) = u0(x), x ∈ Ω,
(2.6)
j = 1, 2, and the following associated Neumann problem{
u(x)− divmapu(x) = ϕ(x), x ∈ Ω,
N
ap
j u(x) = ϕ(x), x ∈ ∂mΩ.
(2.7)
In (2.6) and (2.7) we have used the following simplified notation
divmapu(t, x) := divm
(
ap(x, y, u(t, y)− u(t, x)
)
(x)
and
divmapu(x) := divm
(
ap(x, y, u(y)− u(x)
)
(x).
Observe that divmap is a kind of Leray-Lions operator for the random walk m. On
account of (2.2), we have that
divmapu(x) =
1
2
∫
X
(
ap(x, y, u(y)− u(x))− ap(y, x, u(x)− u(y))
)
dmx(y)
=
∫
X
ap(x, y, u(y)− u(x))dmx(y).
Moreover, by the reversibility of ν with respect to m, we have that mx(X \ Ωm) = 0 for
ν-a.e. x ∈ Ω. Indeed,∫
Ω
mx(X \ Ωm)dν(x) =
∫
X\Ωm
mx(Ω)dν(x) = 0.
Consequently,
divmapu(x) =
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y) for every x ∈ Ω.
The following integration by parts formula follows by the reversibility of ν with respect
to m.
Lemma 2.1. If Q ⊂ X×X is a symmetric set (i.e., (x, y) ∈ Q ⇐⇒ (y, x) ∈ Q) and Ψ :
Q→ R is an antisymmetric function (i.e., Ψ(x, y) = −Ψ(y, x)) with Ψ ∈ Lq(Q, ν ⊗mx)
and u ∈ Lq
′
(X, ν) then∫
Q
Ψ(x, y)u(x)d(ν ⊗mx)(x, y) = −
1
2
∫
Q
Ψ(x, y)(u(y)− u(x))d(ν ⊗mx)(x, y).
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In particular, if Ψ ∈ L1(Q, ν ⊗mx),∫
Q
Ψ(x, y)d(ν ⊗mx)(x, y) = 0.
As a consequence, we obtain the following integration by parts formula. Let
Q1 = Ωm × Ωm
and
Q2 = (Ωm × Ωm) \ (∂mΩ× ∂mΩ).
Proposition 2.2. Let j ∈ {1, 2}. Let u be a ν-measurable function such that
(x, y) 7→ ap(x, y, u(y)− u(x)) ∈ L
q(Qj, ν ⊗mx)
and let w ∈ Lq
′
(Ωm), then
−
∫
Ω
divmapu(x)w(x)dν(x) +
∫
∂mΩ
N
ap
j u(x)w(x)dν(x)
=
1
2
∫
Qj
ap(x, y, u(y)− u(x))(w(y)− w(x))d(ν ⊗mx)(x, y).
Proof. Applying Lemma 2.1, with Ψ(x, y) = ap(x, y, u(y)− u(x)) and with Q = Qj, we
have
1
2
∫
Qj
ap(x, y, u(y)− u(x))(w(y)− w(x))d(ν ⊗mx)(x, y)
= −
∫
Qj
ap(x, y, u(y)− u(x))w(x)d(ν ⊗mx)(x, y)
= −
∫
Ω
divmapu(x)w(x)dν(x) +
∫
∂mΩ
N
ap
j u(x)w(x)dν(x).
✷
As a corollary, since ν(Ωm) <∞, we have the following nonlocal form of the divergence
theorem.
Proposition 2.3. Let j ∈ {1, 2}. If u ∈ Lp(Ωm, ν), then∫
Ω
divmapu(x)dν(x) =
∫
∂mΩ
N
ap
j u(x)dν(x).
Remark 2.4. Let us see, formally, the way in which we will be using Proposition 2.2 in
what follows. Suppose that we are in the following situation:{
−divmapu(x) = f(x), x ∈ Ω,
N
ap
j u(x) = g(x), x ∈ ∂mΩ,
for j = 1 or 2. Then, multiplying the first equation by a function w, defined in Ωm and
with adequate integrability, integrating over Ω and using the integration by parts formula,
we get
1
2
∫
Qj
ap(x, y, u(y)− u(x))(w(y)− w(x))d(ν ⊗mx)(x, y)
=
∫
Ω
f(x)w(x)dν(x) +
∫
∂mΩ
g(x)w(x)dν(x).
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Moreover, as a consequence of these computations, if{
−divmapui(x) = fi(x), x ∈ Ω,
N
ap
j ui(x) = gi(x), x ∈ ∂mΩ,
i = 1, 2, then, for a nondecreasing function T : R→ R, we obtain∫
Ω
(f1(x)− f2(x))T (u1(x)− u2(x))dν(x) +
∫
∂mΩ
(g1(x)− g2(x))T (u1(x)− u2(x))dν(x)
=
1
2
∫
Qj
(
ap(x, y, u1(y)− u1(x))− ap(x, y, u2(y)− u2(x))
)
×
×
(
T (u1(y)− u2(y))− T (u1(x)− u2(x))
)
d(ν ⊗mx)(x, y) ≥ 0.
Indeed, for ν ⊗ mx–a.e. (x, y) ∈ Qj, j = 1, 2, satisfying u1(y) − u1(x) ≥ u2(y) − u2(x),
since (ap(x, y, r) − ap(x, y, s))(r − s) ≥ 0 for ν ⊗mx-a.e. (x, y) ∈ X × X and every r,
s ∈ R, we have that
ap(x, y, u1(y)− u1(x))− ap(x, y, u2(y)− u2(x)) ≥ 0.
Moreover, for these (x, y), since T is non-decreasing and u1(y)− u2(y) ≥ u1(x)− u2(x),
T (u1(y)− u2(y))− T (u1(x)− u2(x)) ≥ 0.
Similarly, for ν ⊗mx–a.e. (x, y) satisfying u1(y)− u1(x) ≤ u2(y)− u2(x), we get(
ap(x, y, u1(y)−u1(x))−ap(x, y, u2(y)−u2(x))
)
×
(
T (u1(y)−u2(y))−T (u1(x)−u2(x))
)
≥ 0.
2.3. Neumann boundary conditions of Gunzburger–Lehoucq type. In this sub-
section we study the problem

ut(t, x) = divmapu(t, x), x ∈ Ω, 0 < t < T,
N
ap
1 u(t, x) = ϕ(x), x ∈ ∂mΩ, 0 < t < T,
u(0, x) = u0(x), x ∈ Ω.
(2.8)
From now on, in this subsection, we will assume that we are under the Assumptions 1,
2 and
Assumption 3. We will assume that [Ωm, d,m, ν] satisfies the following Poincare´ type
inequality: there exists a constant λ > 0 such that, for any u ∈ Lp(Ωm, ν),
‖u‖Lp(Ωm,ν) ≤ λ
((∫
Q1
|u(y)− u(x)|pd(ν ⊗mx)(x, y)
) 1
p
+
∣∣∣∣
∫
Ω
u dν
∣∣∣∣
)
. (2.9)
or, equivalently,∥∥∥∥u− 1ν(Ω)
∫
Ω
udν
∥∥∥∥
Lp(Ωm,ν)
≤ λ
(∫
Q1
|u(y)− u(x)|pd(ν ⊗mx)(x, y)
) 1
p
.
It is shown in [21] (see also [4] and [5]) that, under rather general conditions, there
are metric random walk spaces satisfying this kind of inequality. Note that the proof of
the existence of the Poincare´ type inequality in [21] must be slightly modified in order to
cover the inequality considered in (2.9).
To study (2.8) we will use Nonlinear Semigroup Theory, to this end we define the
following operator in L1(Ω, ν) × L1(Ω, ν) associated to the problem. Observe that the
space of definition is L1(Ω, ν) and not L1(Ωm, ν).
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Definition 2.5. Let ϕ ∈ L1(∂mΩ, ν). We say that (u, v) ∈ Bmap,ϕ if u, v ∈ L
1(Ω, ν) and
there exists u ∈ Lp(Ωm, ν) (that we will denote equally as u) such that u|Ω = u,
(x, y) 7→ ap(x, y, u(y)− u(x)) ∈ L
p′(Q1, ν ⊗mx)
and {
−divmapu = v in Ω,
N
ap
1 u = ϕ in ∂mΩ;
that is,
v(x) = −
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y), x ∈ Ω,
and
ϕ(x) = −
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y), x ∈ ∂mΩ.
Remark 2.6. Observe that if (u, v) ∈ Bmap,ϕ then v ∈ L
p′(Ω, ν) and, moreover,∫
Ω
v(x)dν(x) +
∫
∂mΩ
ϕ(x)dν(x) = 0.
Theorem 2.7. Let ϕ ∈ Lp
′
(∂mΩ, ν). The operator B
m
ap,ϕ
is completely accretive and
satisfies the range condition
Lp
′
(Ω, ν) ⊂ R(I +Bmap,ϕ). (2.10)
Consequently, Bmap,ϕ is m-completely accretive in L
p′(Ω, ν).
Proof. To prove the complete accretivity of the operator Bmap,ϕ we need to show that, if
(ui, vi) ∈ Bmp,ϕ, i = 1, 2, and q ∈ P0, then∫
Ω
(v1(x)− v2(x))q(u1(x)− u2(x))dν(x) ≥ 0.
In fact, by the integration by parts formula given in Proposition 2.2 and having in mind
that, for both i = 1 and 2,
ϕ(x) = −
∫
Ωm
ap(x, y, ui(y)− ui(x))dmx(y), x ∈ ∂mΩ,
we get (see also Remark 2.4)∫
Ω
(v1(x)− v2(x))q(u1(x)− u2(x))dx
=
1
2
∫
Q1
(
ap(x, y, u1(y)− u1(x))− ap(x, y, u2(y)− u2(x))
)
×
×
(
q(u1(y)− u2(y))− q(u1(x)− u2(x))
)
d(ν ⊗mx)(x, y) ≥ 0 .
Let us see that Bmap,ϕ satisfies the range condition (2.10); that is, let us prove that for
φ ∈ Lp
′
(Ω, ν) there exists u ∈ D(Bmap,ϕ) such that
u+Bmap,ϕu ∋ φ.
Take the following L∞ approximations of φ and ϕ: φn,k = sup{inf{φ, n},−k} and ϕn,k =
sup{inf{ϕ, n},−k}, which are nondecreasing in n and nonincreasing in k. Following the
idea used in [3] and [4], for n, k ∈ N and K > 0, let
A : Lp(Ωm, ν)→ L
p′(Ωm, ν) ≡ L
p′(Ω, ν)× Lp
′
(∂mΩ, ν)
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be defined by
A(u) =
(
A1(u), A2(u)
)
,
where
A1(u)(x) = TK(u)(x)−
∫
Ωm
ap(x, y, u(y)−u(x))dmx(y)+
1
n
|u(x)|p−2u+(x)−
1
k
|u(x)|p−2u−(x),
for x ∈ Ω, and
A2(u)(x) = −
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y) +
1
n
|u(x)|p−2u+(x)−
1
k
|u(x)|p−2u−(x),
for x ∈ ∂mΩ. Here, TK is the truncation operator defined as
TK(r) :=


r if |r| ≤ K,
K if r > K,
−K if r < −K.
It is easy to see that A is continuous and, moreover, it is monotone and coercive in
Lp(Ωm, ν). Indeed, for the monotonicity, follow the same steps used in the first part of
this proof and, for the coercivity, observe that∫
Ωm
A(u)udν ≥
1
n
‖u+‖p
Lp(Ωm,ν)
+
1
k
‖u−‖p
Lp(Ωm,ν)
.
Therefore, since (φn,k, ϕn,k) ∈ Lp
′
(Ω) × Lp
′
(∂mΩ), by [7, Corollary 30], there exist
un,k ∈ Lp(Ωm, ν) such that (
A1(un,k), A2(un,k)
)
= (φn,k, ϕn,k).
That is,
TK(un,k)(x)−
∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y) +
1
n
|un,k(x)|
p−2u+n,k(x)
−
1
k
|un,k(x)|
p−2u−n,k(x) = φn,k(x), for every x ∈ Ω,
(2.11)
and
−
∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y) +
1
n
|un,k(x)|
p−2u+n,k(x)
− 1
k
|un,k(x)|p−2u
−
n,k(x) = ϕn,k(x), for every x ∈ ∂mΩ.
(2.12)
We will now see that un,k ∈ L∞(Ω, ν), n, k ∈ N. Let
M = Mφ,ϕ,n,k := max{‖φn,k‖L∞(Ω,ν),
(
n‖ϕn,k‖L∞(∂mΩ,ν)
) 1
p−1 ,
(
k‖ϕn,k‖L∞(∂mΩ,ν)
) 1
p−1}.
Then, multiplying (2.11) by (un,k −M)+ and integrating over Ω, since
|un,k(x)|
p−2u−n,k(x)(un,k(x)−M)
+ = 0 for every x ∈ Ωm,
we get∫
Ω
TK(un,k)(x)(un,k(x)−M)
+dν(x)
−
∫
Ω
∫
Ωm
ap(x, y, un,k(y)− un,k(x))(un,k(x)−M)
+dmx(y)dν(x)
+
∫
Ω
1
n
|un,k(x)|
p−2u+n,k(x)(un,k(x)−M)
+dν(x) =
∫
Ω
φn,k(x)(un,k(x)−M)
+dν(x).
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On the other hand, by Proposition 2.2 with w = (un,k −M)+ and having in mind (2.12),
we get that
−
∫
Ω
∫
Ωm
ap(x, y, un,k(y)− un,k(x))(un,k(x)−M)
+dmx(y)dν(x)
=
1
2
∫∫
Q1
ap(x, y, un,k(y)− un,k(x))
(
(un,k(y)−M)
+ − (un,k(x)−M)
+
)
dmx(y)dν(x)
+
∫
∂mΩ
(∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y)
)
(un,k(x)−M)
+dν(x)
≥
∫
∂mΩ
(∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y)
)
(un,k(x)−M)
+dν(x)
=
∫
∂mΩ
(
−ϕn,k(x) +
1
n
|un,k(x)|
p−2u+n,k(x)−
1
k
|un,k(x)|
p−2u−n,k(x)
)
(un,k(x)−M)
+dν(x)
=
∫
∂mΩ
(
−ϕn,k(x) +
1
n
|un,k(x)|
p−2u+n,k(x)
)
(un,k(x)−M)
+dν(x)
= −
∫
∂mΩ
ϕn,k(x)(un,k(x)−M)
+dν(x) +
1
n
∫
∂mΩ
|un,k(x)|
p−2u+n,k(x)(un,k(x)−M)
+dν(x).
Hence,∫
Ω
TK(un,k)(x)(un,k(x)−M)
+dν(x) +
1
n
∫
∂mΩ
|un,k(x)|
p−2u+n,k(x)(un,k(x)−M)
+dν(x)
≤
∫
Ω
φn,k(x)(un,k(x)−M)
+dν(x) +
∫
∂mΩ
ϕn,k(x)(un,k(x)−M)
+dν(x).
Therefore,∫
Ω
(
TK(un,k)−M
)
(un,k −M)
+dν +
1
n
∫
∂mΩ
(
|un,k|
p−2u+n,k −M
p−1)(un,k −M)
+dν
≤
∫
Ω
(φn,k −M)(un,k −M)
+dν +
∫
∂mΩ
(ϕn,k −
1
n
Mp−1)(un,k −M)
+dν ≤ 0,
and, consequently, taking K > M , we get
un,k ≤M ν − a.e. in Ωm.
Similarly, taking w = (un,k +M)
−, we get∫
Ω
(
TK(un,k) +M
)
(un,k +M)
−dν −
1
k
∫
∂mΩ
(
|un,k|
p−2u−n,k −M
p−1)(un,k +M)
−dν
≥
∫
Ω
(φn,k +M)(un,k +M)
−dν +
∫
∂mΩ
(ϕn,k +
1
k
Mp−1)(un,k +M)
−dν ≥ 0,
which yields, taking K > M ,
un,k ≥ −M ν − a.e. in Ωm,
thus
‖un,k‖L∞(Ωm,ν) ≤ M
as desired.
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Therefore, we have
un,k(x)−
∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y)+
+
1
n
|un,k(x)|
p−2u+n,k(x)−
1
k
|un,k(x)|
p−2u−n,k(x) = φn,k(x),
(2.13)
for x ∈ Ω, and
−
∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y)+
+
1
n
|un,k(x)|
p−2u+n,k(x)−
1
k
|un,k(x)|
p−2u−n,k(x) = ϕn,k(x),
(2.14)
for x ∈ ∂mΩ.
Observe that, by Proposition 2.2 with w = Tr(un,k) (r > 0), we get
1
r
∫
Ω
un,kTr(un,k)dν ≤
∫
Ω
|φn,k|dν +
∫
∂mΩ
|ϕn,k|dν ≤
∫
Ω
|φ|dν +
∫
∂mΩ
|ϕ|dν,
thus, letting r → 0, we obtain∫
Ω
|un,k|dν ≤
∫
Ω
|φ|dν +
∫
∂mΩ
|ϕ|dν. (2.15)
Now, let us see that {un,k} is nondecreasing in n and nonincreasing in k. Indeed, for
n′ < n, by Proposition 2.2 with w(x) = (un′,k(x)− un,k(x))
+, we get
0 ≤
∫
Ωm
(
1
n′
|un′,k(x)|
p−2u+n′,k(x)−
1
n
|un,k(x)|
p−2u+n,k(x)
)
(un′,k(x)− un,k(x))
+ dν(x)
+
1
k
∫
Ωm
−
(
|un′,k(x)|
p−2u−n′,k(x)− |un,k(x)|
p−2u−n,k(x)
)
(un′,k(x)− un,k(x))
+ dν(x)
=
∫
Ω
(φn′,k(x)− φn,k(x)) (un′,k(x)− un,k(x))
+ dν(x)
+
∫
Ω
(ϕn′,k(x)− ϕn,k(x)) (un′,k(x)− un,k(x))
+ dν(x) ≤ 0 .
Therefore,∫
Ωm
(
1
n′
|un′,k(x)|
p−2u+n′,k(x)−
1
n
|un,k(x)|
p−2u+n,k(x)
)
(un′,k(x)− un,k(x))
+ dν(x) = 0,
(2.16)
and
1
k
∫
Ωm
−
(
|un′,k(x)|
p−2u−n′,k(x)− |un,k(x)|
p−2u−n,k(x)
)
(un′,k(x)− un,k(x))
+ dν(x) = 0.
(2.17)
Suppose that ν
(
{x ∈ Ωm : (un′,k(x)− un,k(x))
+}
)
> 0, i.e.,
ν ({x ∈ Ωm : un′,k(x) > un,k(x)}) > 0,
then, if ν ({x ∈ Ωm : un,k(x) > 0}) > 0 or ν ({x ∈ Ωm : un,k(x) < 0 ≤ un′,k(x)}) > 0 we
get a contradiction with (2.16) and, if ν ({x ∈ Ωm : 0 > un′,k(x) > un,k(x)}) > 0, we get
a contradiction with (2.17). Consequently, un,k is ν-a.e. nondecreasing in n.
Similarly, we obtain that un,k is ν-a.e. nonincreasing in k.
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Now, by Proposition 2.2 with w = un,k −
1
ν(Ω)
∫
Ω
un,kdν,∥∥∥∥un,k − 1ν(Ω)
∫
Ω
un,kdν
∥∥∥∥
2
L2(Ω,ν)
+
1
2
∫
Q1
ap(x, y, un,k(y)− un,k(x))(un,k(y)− un,k(x))d(ν ⊗mx)(x, y)
≤
∫
Ω
φn,k
(
un,k −
1
ν(Ω)
∫
Ω
un,kdν
)
dν +
∫
∂mΩ
ϕn,k
(
un,k −
1
ν(Ω)
∫
Ω
un,kdν
)
dν
≤
(
‖φn,k‖Lp′ (Ω,ν) + ‖ϕn,k‖Lp′(∂mΩ,ν)
)∥∥∥∥un,k − 1ν(Ω)
∫
Ω
un,kdν
∥∥∥∥
Lp(Ωm,ν)
≤
(
‖φ‖Lp′(Ω,ν) + ‖ϕ‖Lp′ (∂mΩ,ν)
)∥∥∥∥un,k − 1ν(Ω)
∫
Ω
un,kdν
∥∥∥∥
Lp(Ωm,ν)
.
Hence, by (2.5),∥∥∥∥un,k − 1ν(Ω)
∫
Ω
un,kdν
∥∥∥∥
2
L2(Ω,ν)
+
c
2
∫
Q1
|un,k(y)− un,k(x)|
pd(ν ⊗mx)(x, y)
≤
(
‖φ‖Lp′(Ω,ν) + ‖ϕ‖Lp′ (∂mΩ,ν)
)∥∥∥∥un,k − 1ν(Ω)
∫
Ω
un,kdν
∥∥∥∥
Lp(Ωm,ν)
.
Now, by the Poincare´’s inequality (2.9),∥∥∥∥un,k − 1ν(Ω)
∫
Ω
un,kdν
∥∥∥∥
2
L2(Ω,ν)
+
c
2λp
∥∥∥∥un,k − 1ν(Ω)
∫
Ω
un,kdν
∥∥∥∥
p
Lp(Ωm,ν)
≤
(
‖φ‖Lp′(Ω,ν) + ‖ϕ‖Lp′ (∂mΩ,ν)
)∥∥∥∥un,k − 1ν(Ω)
∫
Ω
un,kdν
∥∥∥∥
Lp(Ωm,ν)
.
Hence, by (2.15), we have that {un,k} is bounded in Lp(Ωm, ν) (and in L2(Ω, ν)). Then,
by the monotone and dominated convergence theorems, we can pass to the limit in n,
and then in k, in (2.13) and (2.14), to obtain u ∈ Lp(Ωm, ν) such that
u(x)−
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y) = φ(x), x ∈ Ω,
and
−
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y) = ϕ(x), x ∈ ∂mΩ.
Indeed, for k ∈ N, since (un,k)n is bounded in L
p(Ωm, ν) we may find a subsequence
(which we continue to denote by (un,k)n) which converges weakly in L
p(Ωm, ν) to some
u∗k ∈ L
p(Ωm, ν). Now, since ‖u∗k‖p ≤ lim supn ‖un,k‖p for every k ∈ N, we may again
find a subsequence of (u∗k) (which we denote equally) weakly convergent in L
p(Ωm, ν) to
some u ∈ Lp(Ωm, ν). Note that, since un,k is monotone in n for every fixed k, we also
have that un,k →n u∗k pointwise ν-a.e. (the limits coincide by [1, Thorem 1.35.]). Then,
since un,k is monotone in k for every fixed n we get that (u
∗
k) is monotone thus u
∗
k →k u
pointwise ν-a.e. Moreover, (|un,k|
p−1un,k) is bounded in L
1(Ωm, ν) and is also monotone
with respect to n and k in the same way as (un,k). Consequently, for a fixed k ∈ N, by
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the monotone convergence theorem we have that |un,k|p−1un,k →n |u∗k|
p−1u∗k in L
1(Ωm, ν)
and |u∗k|
p−1u∗k →k |u|
p−1u in L1(Ωm, ν). In particular,∫
Ωm
||un,k|
p−1un,k|dν →n
∫
Ωm
|u∗k|
pdν and
∫
Ωm
||u∗k|
p−1uk|dν →n
∫
Ωm
|u|pdν.
It follows, by the weak convergence un,k ⇀n u
∗
k in L
p(Ωm, ν) together with the convergence
of norms ‖un,k‖Lp(Ωm,ν) →n ‖u
∗
k‖Lp(Ωm,ν), that, for each k ∈ N, un,k →n u
∗
k in L
p(Ωm, ν)
and, similarly, that u∗k →k u in L
p(Ωm, ν). Moreover, there exist hk ∈ Lp(Ωm, ν), k ∈ N,
and h ∈ Lp(Ωm, ν) such that |un,k| ≤ hk for every n, k ∈ N and |u
∗
k| ≤ h for every
k ∈ N. Finally, let us see that we can pass to the limit in (2.13) and (2.14). Let
A ⊂ Ωm be a ν-null set such that |hk(x)| < +∞, |h(x)| < +∞, un,k(x)→n u∗k(x) < +∞,
u∗k(x) →k u(x) < +∞ and |un,k(x)| < +∞ for every x ∈ Ωm \ A and n, k ∈ N. Note
that, since mx << ν for every x ∈ X , we also have that A is mx-null for every x ∈ X .
Then, by (2.1), there exists a ν ⊗mx-null set Ψ ⊂ Q1 such that ap(x, y, ·) is continuous
for every (x, y) ∈ Q1 \Ψ. Let B ⊂ Ωm such that the section Ψx of Ψ is mx-null for every
x ∈ X \B. Then,
ap(x, y, un,k(x)− un,k(y))→n ap(x, y, u
∗
k(x)− u
∗
k(y))
and
ap(x, y, u
∗
k(x)− u
∗
k(y))→k ap(x, y, u(x)− u(y))
pointwise for every (x, y) ∈ Ψ \ (A× A). Now,
|ap(x, y, un,k(x)−un,k(y))| ≤ C(1+|un,k(x)−un,k(y)|
p−1) ≤ C˜(1+|un,k(x)|
p−1+|un,k(y)|
p−1)
≤ C˜(1 + |hk(x)|
p−1 + |hk(y)|
p−1) =: gk(x, y) ∈ L
p
p−1 (Ωm, ν(dy))
for every x ∈ Ωm \ A. Moreover, gk(x, y) ∈ L
p
p−1 (Ωm, mx(dy)) ⊂ L1(Ωm, mx(dy)) for
ν-a.e. x ∈ Ωm. So we may apply the dominated convergence theorem to get∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y)→n
∫
Ωm
ap(x, y, u
∗
k(y)− u
∗
k(x))dmx(y)
for ν-a.e. x ∈ Ωm. Similarly, we can take limits in k so that∫
Ωm
ap(x, y, u
∗
k(y)− u
∗
k(x))dmx(y)→k
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y)
for ν-a.e. x ∈ Ωm.
Therefore, the range condition holds. ✷
Theorem 2.8. Let ϕ ∈ Lp
′
(∂mΩ, ν). Then,
D(Bmap,ϕ)
Lp
′
(Ω,ν)
= Lp
′
(Ω, ν).
Proof. Let us see that, given z ∈ L∞(Ω, ν),
un :=
(
I +
1
n
Bmap,ϕ
)−1
z → z in Lp
′
(Ω, ν).
Since (un, n(z − un)) ∈ Bmap,ϕ, we have
un(x)− z(x) =
1
n
∫
Ωm
ap(x, y, un(y)− un(x))dmx(y) x ∈ Ω. (2.18)
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Hence,∫
Ω
|un(x)− z(x)|
p′dν(x) =
1
np′
∫
Ω
∣∣∣∣
∫
Ωm
ap(x, y, un(y)− un(x))dmx(y)
∣∣∣∣
p′
dν(x)
≤
ν(Ωm)
1
p−1
np′
∫
Ω
∫
Ωm
|ap(x, y, un(y)− un(x))|
p′dmx(y)dν(x)
≤
ν(Ωm)
1
p−1
np′
∫
Q1
|ap(x, y, un(y)− un(x)|
p′d(ν ⊗mx)(x, y).
Therefore, we only need to prove that
1
np′
∫
Q1
|ap(x, y, un(y)− un(x)|
p′d(ν ⊗mx)(x, y) converges to 0 as n→ +∞,
for which, on account of (2.4), it is enough to see that
1
np′
∫
Ωm
|un(x)|
pdν(x) converges to 0 as n→ +∞. (2.19)
Now, by Remark (2.6), we have that∫
Ω
undν =
∫
Ω
zdν +
1
n
∫
∂mΩ
ϕdν,
thus, to prove (2.19), we only need to see that
1
n
∥∥∥∥un − 1ν(Ω)
∫
Ω
undν
∥∥∥∥
p
Lp(Ωm,ν)
is uniformly bounded. (2.20)
Multiplying (2.18) by un −
1
ν(Ω)
∫
Ω
undν, integrating over Ω and applying integration by
parts, we obtain∥∥∥∥un − 1ν(Ω)
∫
Ω
un
∥∥∥∥
2
L2(Ω,ν)
+
1
2n
∫
Q1
ap(x, y, un(y)− un(x))(un(y)− un(x))d(ν ⊗mx)(x, y)
=
1
n
∫
∂mΩ
ϕ
(
un −
1
ν(Ω)
∫
Ω
undν
)
dν+
∫
Ω
(
z −
1
ν(Ω)
∫
Ω
undν
)(
un −
1
ν(Ω)
∫
Ω
undν
)
dν
≤
1
n
‖ϕ‖Lp′(∂mΩ,ν)
∥∥∥∥un − 1ν(Ω)
∫
Ω
undν
∥∥∥∥
Lp(Ωm,ν)
+
1
2
‖z‖2L2(Ω,ν)+
1
2
∥∥∥∥un − 1ν(Ω)
∫
Ω
un
∥∥∥∥
2
L2(Ω,ν)
.
On the other hand, by (2.4) and the Poincare´ inequality, we have
1
2n
∫
Q1
ap(x, y, un(y)− un(x))(un(y)− un(x))d(ν ⊗mx)(x, y)
≥
c
2nλp
∥∥∥∥un − 1ν(Ω)
∫
Ω
undν
∥∥∥∥
p
Lp(Ωm,ν)
.
Therefore,
c
2λp
1
n
∥∥∥∥un − 1ν(Ω)
∫
Ω
undν
∥∥∥∥
p
Lp(Ωm,ν)
≤
1
2
‖z‖2L2(Ω,ν) +
1
n
‖ϕ‖Lp′(∂mΩ,ν)
∥∥∥∥un − 1ν(Ω)
∫
Ω
undν
∥∥∥∥
Lp(Ωm,ν)
,
from where (2.20) follows. ✷
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The following theorem is a consequence of the previous results thanks to Theorem 1.5.
Theorem 2.9. Let ϕ ∈ Lp
′
(∂mΩ, ν) and T > 0. For any u0 ∈ D(Bmap,ϕ)
Lp
′
(Ω,ν)
= Lp
′
(Ω, ν)
there exists a unique mild-solution u(t, x) of Problem (2.8). Moreover, for any q ≥ p′ and
u0i ∈ Lq(Ω, ν), i = 1, 2, we have the following contraction principle for the corresponding
mild-solutions ui:
‖(u1(t, .)− u2(t, .))
+‖Lq(Ω,ν) ≤ ‖(u0,1 − u0,2)
+‖Lq(Ω,ν) for any 0 ≤ t < T .
If u0 ∈ D(Bmap,ϕ) then the mild-solution is a strong solution.
It is natural to ask whether u ∈ L∞(Ωm, ν) whenever u is the solution of the problem{
u(x)− divmapu(x) = v(x), x ∈ Ω,
N
ap
1 u(x) = ϕ(x), x ∈ ∂mΩ,
with v ∈ L∞(Ω, ν) and ϕ ∈ L∞(∂mΩ, ν). In the next example we will see that this is not
true in general and, as a consequence, that there exist metric random walk spaces that
do not satisfy a Poincare´ type inequality like (2.9).
Example 2.10. Let V (G) := {x0, x1, . . . , xn, . . .}, wx0,xn = wxn,x0 =
1
7n
for n ∈ N,
wxn,xn =
1
3n
− 1
7n
for n ∈ N ∪ {0} and wx,y = 0 otherwise. Consider the metric random
walk space [V (G), dG, m
G] associated to this infinite weighted discrete graph. Note that
this graph is not locally finite. Then,
dx0 =
1
6
, dxn =
1
3n
, mx0 =
∑
n≥1
6
7n
δxn ,
mxn =
(
3
7
)n
δx0 +
(
1−
(
3
7
)n)
δxn , n ≥ 1,
and
ν =
1
6
δx0 +
∑
n≥1
1
3n
δxn , ν(V ) =
1
6
+
∞∑
n=1
1
3n
=
2
3
.
Let 1 < p < +∞ and Ω := {x0}, and denote m := mG, so that ∂mΩ = {x1, . . . , xn, . . .}.
Let ap(x, y, r) = |r|p−2r, define u : Ωm → R by
u(x) :=
{
0 if x = x0
2
n
p−1 if x = xn, n ≥ 1,
v : Ω → R by v(x0) = −
12
5
and ϕ : ∂mΩ → R by ϕ(xn) = (
6
7
)n, n ≥ 1. Then
u, v ∈ L∞(Ω, ν), ϕ ∈ L∞(∂mΩ, ν) and (x, y)→ ap(x, y, u(y)− u(x)) ∈ Lp
′
(Q1, ν ⊗mx).
Now,
u(x0)−
∫
Ωm
ap(x0, y, u(y)− u(x0))dmx0(y)
= u(x0)−
∑
n≥1
|u(xn)− u(x0)|
p−2(u(xn)− u(x0))mx0({xn})
= u(x0)−
∑
n≥1
u(xn)
p−1 6
7n
= −
∑
n≥1
2n
6
7n
= −
12
5
= v(x0)
and
−
∫
Ωm
ap(xn, y, u(y)− u(xn))dmxn(y) = −|u(x0)− u(xn)|
p−2(u(x0)− u(xn))mxn({x0}) =
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= u(xn)
p−1
(
3
7
)n
=
(
6
7
)n
= ϕ(xn).
Therefore, u is a solution of the Neumann problem{
u− divmapu = v in Ω,
N
ap
m u = ϕ in ∂mΩ.
Let us remark that v ∈ L∞(Ω, ν) and ϕ ∈ L∞(∂mΩ, ν) but u 6∈ L∞(Ωm, ν). Note also
that u ∈ Lp(Ωm, ν) for sufficiently large p (p >
1
log( 3
2
)
).
Consequently, since v ∈ L∞(Ω, ν) and ϕ ∈ L∞(∂mΩ, ν) but, for p ≤
1
log( 3
2
)
,
u = (I +Bmap,ϕ)
−1v
does not belong to Lp(Ωm, ν), we have that this metric random walk space does not
satisfy a Poincare´ type inequality like (2.9).
2.4. Neumann boundary conditions of Dipierro–Ros-Otton–Valdinoci type.
From now on, in this subsection, we will assume that we are under Assumptions 1 and 2.
However, we do not require a Poincare´ type inequality.
Definition 2.11. Let
Lm,∞(∂mΩ, ν) :=
{
ϕ : ∂mΩ→ R : ϕ is ν-measurable and
ϕ
m(.)(Ω)
∈ L∞(∂mΩ, ν)
}
.
Remark 2.12. Note that Lm,∞(∂mΩ, ν) ⊂ L∞(∂mΩ, ν).
Suppose that [V, dG, m
G] is the metric random walk space associated to a locally finite
weighted discrete graph as described in Example 1.2. Then, if ∂mΩ ⊂ V is a finite set,
we have that Lm,∞(∂mΩ, ν) = L
∞(∂mΩ, ν).
Consider now the metric random walk space [RN , d,mJ ] given in Example 1.1. Let
Ω ⊂ RN be a bounded domain and denote
Ωr := {x ∈ R
N : dist(x,Ω) < r}.
Suppose that supp(J) = B(0, R). Then,
{ϕ ∈ L∞(∂mΩ, ν) : supp(ϕ) ⊂ Ωr, r < R} ⊂ L
m,∞(∂mΩ, ν).
Indeed, let ϕ ∈ L∞(∂mΩ, ν) such that supp(ϕ) 6= ∅ and supp(ϕ) ⊂ Ωr for some r < R.
Let us see that there exists δ > 0 such that
mJx(Ω) =
∫
Ω
J(x− y)dy ≥ δ > 0
for every x ∈ supp(ϕ). Suppose that there exists a sequence (xn) ⊂ supp(ϕ) such that
limn
∫
Ω
J(xn − y)dy = 0, then, since ∂mΩ is bounded, there exists a subsequence of (xn)
converging to x0 ∈ supp(ϕ). Then, by the continuity of J and applying Fatou’s Lemma
we get that
∫
Ω
J(x0− y)dy = 0. However, this is not possible because dist(x0,Ω) ≤ r < R
and, therefore, since Ω is open, LN(B(x0, R) ∩ Ω) > 0 so
mx0(Ω) ≥
∫
B(x0,R)∩Ω
J(x0 − y)dy > 0.
In particular, characteristic functions of sets A ⊂ Ωr with r < R, belong to Lm,∞(∂mΩ, ν).
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In this subsection we study the problem

ut(t, x) = divmapu(t, x), x ∈ Ω, 0 < t < T,
N
ap
2 u(t, x) = ϕ(x), x ∈ ∂mΩ, 0 < t < T,
u(0, x) = u0(x), x ∈ Ω.
(2.21)
To this end, we define the following operator in L1(Ω, ν) × L1(Ω, ν) associated with the
problem.
Definition 2.13. Let 1 < p < ∞. Let ϕ ∈ Lm,∞(∂mΩ, ν). We say that (u, v) ∈ Amap,ϕ if
u, v ∈ L1(Ω, ν), and there exists a ν-measurable function u in Ωm with u|Ω = u (that we
denote equally as u) satisfying
m(·)(Ω)|u|
p−1 ∈ L1(∂mΩ, ν),
(x, y) 7→ ap(x, y, u(y)− u(x)) ∈ L
1(Q2, ν ⊗mx),
and {
−divmapu = v in Ω,
N
ap
2 u = ϕ in ∂mΩ,
that is,
v(x) = −
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y), x ∈ Ω,
and
ϕ(x) = −
∫
Ω
ap(x, y, u(y)− u(x))dmx(y), x ∈ ∂mΩ.
Remark 2.14. Let ϕ ∈ Lm,∞(∂mΩ, ν).
1. Let u ∈ Lp(Ω, ν) and let Ψ : R→ R be defined by
Ψ(r) := −
∫
Ω
ap(x, y, u(y)− r)dmx(y).
Then, since Ψ is increasing by (2.3), the equation
−
∫
Ω
ap(x, y, u(y)− r)dmx(y) = ϕ(x), x ∈ ∂mΩ, (2.22)
has a unique solution r =: u(x), which is easily seen to be ν-measurable.
2. As a consequence, the extension of u to the boundary ∂mΩ in Definition 2.13 is unique.
3. Let us see that, if u ∈ L∞(Ω, ν), then
‖u‖L∞(∂mΩ,ν) ≤ ‖u‖L∞(Ω,ν) +
1
c
1
p−1
∥∥∥∥ ϕm(.)(Ω)
∥∥∥∥
1
p−1
L∞(∂mΩ,ν)
.
Indeed, let us denote u(x) = u(x), x ∈ ∂mΩ, and suppose that ‖u‖L∞(∂mΩ,ν) > ‖u‖L∞(Ω,ν),
otherwise the result is trivial. Let 0 < ε < ‖u‖L∞(∂mΩ,ν) − ‖u‖L∞(Ω,ν),
A+ := {x ∈ ∂mΩ : u(x) > ‖u‖L∞(∂mΩ,ν) − ε}
and
A− := {x ∈ ∂mΩ : u(x) < −‖u‖L∞(∂mΩ,ν) + ε}.
Suppose first that ν(A−) > 0 and let
B := {y ∈ Ω : u(y) < −‖u‖L∞(Ω,ν)}.
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Then, since ν(B) = 0 and mx << ν for every x ∈ X, we have that mx(B) = 0, x ∈ X,
and, consequently, ν ⊗mx(A− × B) = 0. Now,
u(y)− u(x) > ‖u‖L∞(∂mΩ,ν) − ‖u‖L∞(Ω,ν) − ε > 0
for every (x, y) ∈ A− × (Ω \B). Therefore, since, by (2.5), ap(x, y, r) ≥ crp−1 for r ≥ 0,
we have that
ap(x, y, u(y)− u(x)) ≥ c(‖u‖L∞(∂mΩ,ν) − ‖u‖L∞(Ω,ν) − ε)
p−1
for every (x, y) ∈ A− × (Ω \B). Now, integrating (2.22) over A−, we get:
−
∫
A−
∫
Ω
ap(x, y, u(y)− u(x))dmx(y)dν(x)
≥
∫
A−
ϕ(x)dν(x) =
∫
A−
ϕ(x)
mx(Ω)
mx(Ω)dν(x)
≥ −
∥∥∥∥ ϕm(.)(Ω)
∥∥∥∥
L∞(∂mΩ,ν)
∫
A−
mx(Ω)dν(x).
but, by the previous computations,
−
∫
A−
∫
Ω
ap(x, y, u(y)− u(x))dmx(y)dν(x)
≤ −c(‖u‖L∞(∂mΩ,ν) − ‖u‖L∞(Ω,ν) − ε)
p−1
∫
A−
mx(Ω)dν(x)
thus
c(‖u‖L∞(∂mΩ,ν) − ‖u‖L∞(Ω,ν) − ε)
p−1 ≤
∥∥∥∥ ϕm(.)(Ω)
∥∥∥∥
L∞(∂mΩ,ν)
and the result follows since ε was arbitrarily small. If ν(A−) = 0 then ν(A+) > 0 and we
would proceed analogously.
Theorem 2.15. Let ϕ ∈ Lm,∞(∂mΩ, ν). The operator Amap,ϕ is completely accretive and
satisfies the range condition
Lp
′
(Ω, ν) ⊂ R(I + Amap,ϕ). (2.23)
Proof. The proof of the complete accretivity of Amap,ϕ follows as for B
m
ap,ϕ
.
Let us see that Amap,ϕ satisfies the range condition (2.23), that is, let us prove that, for
φ ∈ Lp
′
(Ω, ν), there exists u ∈ D(Amap,ϕ) such that
u+ Amap,ϕu ∋ φ.
We divide the proof into two steps.
Step 1. Assume that φ ∈ L∞(Ω, ν). Working as in the proof of Theorem 2.7 but defining
A2 by
A2(u)(x) := −
∫
Ω
ap(x, y, u(y)− u(x))dmx(y) +
1
n
|u(x)|p−2u+(x)−
1
k
|u(x)|p−2u−(x),
for x ∈ ∂mΩ, we have that, for k, n ∈ N and K > 0, there exist un,k ∈ Lp(Ωm) such that
TK(u)(x)−
∫
Ωm
ap(x, y, u(y)−u(x))dmx(y)+
1
n
|u(x)|p−2u+(x)−
1
k
|u(x)|p−2u−(x) = φ(x),
x ∈ Ω, and
−
∫
Ω
ap(x, y, u(y)− u(x))dmx(y) +
1
n
|u(x)|p−2u+(x)−
1
k
|u(x)|p−2u−(x) = ϕ(x),
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x ∈ ∂mΩ. Now, letM > 0. Multiplying the first equation by (un,k−M)+ and integrating
over Ω with respect to ν, by Proposition 2.2, we get that, after removing some positive
terms, ∫
Ω
TK(un,k)(un,k −M)
+dν +
1
n
∫
∂mΩ
|un,k|
p−2u+n,k(un,k −M)
+dν
≤
∫
Ω
φ(un,k −M)
+dν +
∫
∂mΩ
ϕ(un,k −M)
+dν.
Therefore, taking
M = Mφ,ϕ,n,k := max{‖φ‖L∞(Ω,ν),
(
n‖ϕ‖L∞(∂mΩ,ν)
) 1
p−1 ,
(
k‖ϕ‖L∞(∂mΩ,ν)
) 1
p−1}
we get that∫
Ω
(
TK(un,k)−M
)
(un,k −M)
+dν +
1
n
∫
∂mΩ
(
|un,k|
p−2u+n,k −M
p−1)(un,k −M)
+dν
≤
∫
Ω
(φ−M)(un,k −M)
+dν +
∫
∂mΩ
(ϕ−
1
n
Mp−1)(un,k −M)
+dν ≤ 0
and, consequently, taking K > M , we get that
un,k ≤M ν − a.e. in Ωm;
and, similarly, we get that
un,k ≥ −M ν − a.e. in Ωm.
Hence,
‖un,k‖L∞(Ωm,ν) ≤M.
Therefore, we have
un,k(x)−
∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y)+
+
1
n
|un,k(x)|
p−2u+n,k(x)−
1
k
|un,k(x)|
p−2u−n,k(x) = φ(x),
(2.24)
for x ∈ Ω; and
−
∫
Ω
ap(x, y, un,k(y)− un,k(x))dmx(y)+
+
1
n
|un,k(x)|
p−2u+n,k(x)−
1
k
|un,k(x)|
p−2u−n,k(x) = ϕ(x),
(2.25)
for x ∈ ∂mΩ.
Let us now see that ‖un,k‖L∞(Ωm,ν) is uniformly bounded in n and k. We will first prove
that ‖un,k‖L∞(Ω,ν) is uniformly bounded in n and k. Let
K :=
1
c
1
p−1
∥∥∥∥ ϕm(.)(Ω)
∥∥∥∥
1
p−1
L∞(∂mΩ,ν)
,
so that ‖un,k‖L∞(∂mΩ,ν) ≤ ‖un,k‖L∞(Ω,ν) +K. Now, if all of the un,k are ν-null the result
is trivial. Therefore, fix some un,k 6≡ 0 and 0 < ε < ‖un,k‖L∞(Ω,ν). Let
A+⋆ := {x ∈ Ω : un,k(x) > ‖un,k‖L∞(Ω,ν) − ε}
and
A−⋆ := {x ∈ Ω : un,k(x) < −‖un,k‖L∞(Ω,ν) + ε}.
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Suppose first that ν(A+⋆ ) > 0. Integrating over A
+
⋆ in (2.24) we get:∫
A+⋆
un,k(x)dν(x)−
∫
A+⋆
∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y)dν(x)
+
1
n
∫
A+⋆
|un,k(x)|
p−2u+n,k(x)dν(x) =
∫
A+⋆
φ(x)dν(x) ≤ ν(A+⋆ )‖φ‖L∞(Ωm,ν).
Consequently, dividing by ν(A−⋆ ), we have
‖un,k‖L∞(Ω,ν) − ε−
1
ν(A+⋆ )
∫
A+⋆
∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y)dν(x) ≤ ‖φ‖L∞(Ωm,ν).
Now, ap(x, y, un,k(y) − un,k(x)) ≤ ap(x, y,K + ε) ≤ C (1 + (K + ε)p−1) for ν ⊗ m-a.e.
(x, y) ∈ An,k × Ωm, thus, since mx(Ωm) = 1 for ν-a.e. x ∈ Ω,
1
ν(A+⋆ )
∫
A+⋆
∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y)dν(x) ≤ C
(
1 + (K + ε)p−1
)
,
and, since ε > 0 is arbitrarily small, we conclude that
‖un,k‖L∞(Ω,ν) ≤ ‖φ‖L∞(Ω,ν) + C
(
1 +
1
c
∥∥∥∥ ϕm(.)(Ω)
∥∥∥∥
L∞(∂mΩ,ν)
)
where the right hand side does not depend on n or k. If ν(A+⋆ ) = 0 then ν(A
−
⋆ ) > 0 and
we proceed similarly. Finally, working as in the proof of Remark 2.14.3, we prove that
‖un,k‖L∞(∂mΩ,ν) ≤ ‖un,k‖L∞(Ω,ν) +
1
c
1
p−1
∥∥∥∥ ϕm(.)(Ω)
∥∥∥∥
1
p−1
L∞(∂mΩ,ν)
for every n, k ≥ 1. Indeed, define A− as in that remark and integrate (2.25) over A−
with respect to ν (note that the term involving 1
n
|un,k(x)|p−2u
+
n,k(x)−
1
k
|un,k(x)|p−2u
−
n,k(x)
does not affect the reasoning). The same can be done with A+.
Now, let us see that {un,k Ω} is nondecreasing in n, and nonincreasing in k. For
n′ < n, integrating (2.24) with un,k and un′,k, and subtracting we obtain∫
Ω
(un′,k(x)− un,k(x)) (un′,k(x)− un,k(x))
+ dν(x)
+
∫
Ω
(
1
n′
|un′,k(x)|
p−2u+n′,k(x)−
1
n
|un,k(x)|
p−2u+n,k(x)
)
(un′,k(x)− un,k(x))
+ dν(x)−
−
∫
Ω
1
k
(
|un′,k(x)|
p−2u−n′,k(x)− |un,k(x)|
p−2u−n,k(x)
)
(un′,k(x)− un,k(x))
+ dν(x)
−
∫
Ω
∫
Ωm
ap(x, y, un′,k(y)− un′,k(x)) (un′,k(x))− un,k(x))
+ dmx(y)dν(x)
+
∫
Ω
∫
Ωm
ap(x, y, un,k(y)− un,k(x)) (un′,k(x))− un,k(x))
+ dmx(y)dν(x)
=
∫
Ω
φ(x)dν(x)−
∫
Ω
φ(x)dν(x) = 0.
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Now, by Proposition 2.2 with v(x) = (un′,k(x) − un,k(x))+ and recalling (2.3) (see also
Remark 2.4), and then using (2.25) we obtain
−
∫
Ω
∫
Ωm
ap(x, y, un′,k(y)− un′,k(x)) (un′,k(x))− un,k(x))
+ dmx(y)dν(x)
+
∫
Ω
∫
Ωm
ap(x, y, un,k(y)− un,k(x)) (un′,k(x))− un,k(x))
+ dmx(y)dν(x)
=
1
2
∫
Q2
(ap(x, y, un′,k(y)− un′,k(x))− ap(x, y, un,k(y)− un,k(x)))×
(
(un′,k(y))− un,k(y))
+ − (un′,k(x)− un,k(x))
)+
dmx(y)dν(x)
−
∫
∂mΩ
∫
Ωm
(ap(x, y, un′,k(y)− un′,k(x))− ap(x, y, un,k(y)− un,k(x)))×
(un′,k(x))− un,k(x))
+ dmx(y)dν(x)
≥
∫
∂mΩ
(
1
n′
|un′,k(x)|
p−2u+n′,k(x)−
1
n
|un,k(x)|
p−2u+n,k(x)
)
(un′,k(x)− un,k(x))
+ dν(x)−
−
1
k
∫
∂mΩ
(
|un′,k(x)|
p−2u−n′,k(x)− |un,k(x)|
p−2u−n,k(x)
)
(un′,k(x)− un,k(x))
+ dν(x) .
Consequently,∫
Ω
(un′,k(x)− un,k(x)) (un′,k(x)− un,k(x))
+ dν(x)
+
∫
Ω
(
1
n′
|un′,k(x)|
p−2u+n′,k(x)−
1
n
|un,k(x)|
p−2u+n,k(x)
)
(un′,k(x)− un,k(x))
+ dν(x)−
−
∫
Ω
1
k
(
|un′,k(x)|
p−2u−n′,k(x)− |un,k(x)|
p−2u−n,k(x)
)
(un′,k(x)− un,k(x))
+ dν(x)
+
∫
∂mΩ
(
1
n′
|un′,k(x)|
p−2u+n′,k(x)−
1
n
|un,k(x)|
p−2u+n,k(x)
)
(un′,k(x)− un,k(x))
+ dν(x)−
−
1
k
∫
∂mΩ
(
|un′,k(x)|
p−2u−n′,k(x)− |un,k(x)|
p−2u−n,k(x)
)
(un′,k(x)− un,k(x))
+ dν(x) ≤ 0 .
Therefore, since the last four summands on the left hand side are non-negative we get
that ∫
Ω
(un′,k(x)− un,k(x)) (un′,k(x)− un,k(x))
+ dν(x) ≤ 0
so un,k Ω is ν-a.e. nondecreasing in n. Similarly, we get that un,k Ω is ν-nonincreasing
in k.
Let us see that these monotonicities also hold in ∂mΩ. Recall that
−
∫
Ω
ap(x, y, un,k(y)−un,k(x))dmx(y) = ϕ(x)−
1
n
|un,k(x)|
p−2u+n,k(x)+
1
k
|un,k(x)|
p−2u−n,k(x),
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for x ∈ ∂mΩ. Now, let N ⊂ X be a ν-null set such that, for every x ∈ X \N ,
(ap(x, y, r)− ap(x, y, s))(r− s) > 0 for mx-a.e. y ∈ X and for all r 6= s.
Then, for a fixed k ∈ N, let n′ < n, x ∈ ∂mΩ \ N and suppose that un′,k(x) > un,k(x).
Since (un,k) Ω is ν-a.e. nondecreasing in n, by the absolute continuity ofmx with respect
to ν, we have that (un,k) Ω is mx-a.e. nondecreasing in n, therefore
0 < −
∫
Ω
(ap(x, y, un′,k(y)− un′,k(x))− ap(x, y, un,k(y)− un,k(x))) dmx(y)
=
1
n
|un,k(x)|
p−2u+n,k(x)−
1
n′
|un′,k(x)|
p−2u+n′,k(x)
+
1
k
(
|un′,k(x)|
p−2u−n′,k(x)− |un,k(x)|
p−2u−n,k(x)
)
≤ 0
which is a contradiction. Consequently, un,k ∂mΩ is ν-a.e. nondecreasing in n. Similarly,
un,k ∂mΩ is ν-a.e. nonincreasing in k.
Then, for ν-a.e. x ∈ Ωm, we can pass to the limit in n, and then in k, in (2.24) and
(2.25), to get u ∈ L∞(Ωm, ν) such that
u(x)−
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y) = φ(x), x ∈ Ω,
and
−
∫
Ω
ap(x, y, u(y)− u(x))dmx(y) = ϕ(x), x ∈ ∂mΩ.
Therefore, for φ ∈ L∞(Ω, ν) the range condition holds.
Step 2. Let us now take φ ∈ Lp
′
(Ω, ν). Let φn,k := sup{inf{φ, n},−k}, which is
nondecreasing in n and nonincreasing in k. By Step 1, there exists a solution un,k ∈
L∞(Ωm, ν) of
un,k + A
m
ap,ϕ
(un,k) ∋ φn,k,
that is,
un,k(x)−
∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y) = φn,k(x), x ∈ Ω,
and
−
∫
Ω
ap(x, y, un,k(y)− un,k(x))dmx(y) = ϕ(x), x ∈ ∂mΩ.
Let us see the monotonicity properties of un,k . By the complete accretivity, we have
that
‖ (un′,k′ − un,k)
± ‖Lp(Ω,ν) ≤ ‖ (φn′,k′ − φn,k)
± ‖Lp(Ω,ν) (2.26)
and
‖ (un′,k′ − un,k)
± ‖Lp′(Ω,ν) ≤ ‖ (φn′,k′ − φn,k)
± ‖Lp′(Ω,ν) .
This implies, for example, that if n′ < n then un′,k ≤ un,k ν-a.e. in Ω thus, as before,
un,k Ω is ν-a.e. nondecreasing in n and ν-a.e. nonincreasing in k. Moreover, it also
implies the convergence of un,k Ω in L
p(Ω, ν).
On the other hand, for n′ < n, we have∫
Ω
(ap(x, y, un′,k(y)− un′,k(x))− ap(x, y, un,k(y)− un,k(x))) dmx(y) = 0
for every x ∈ ∂mΩ and, therefore, the same reasoning as before yields that un,k(x) is
nondecreasing in n and nonincreasing in k for ν-a.e. x ∈ ∂mΩ.
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We want to pass to the limit in

un,k(x)−
∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y) = φn,k(x), x ∈ Ω, (a)
−
∫
Ω
ap(x, y, un,k(y)− un,k(x))dmx(y) = ϕ(x), x ∈ ∂mΩ. (b)
(2.27)
We start by letting n → +∞. By (2.26), we have that un,k → uk in Lp(Ω, ν). Hence,
there exists hk ∈ Lp(Ω, ν) such that
|un,k| ≤ hk ν-a.e. in Ω.
Note that hk ∈ Lp(Ω, mx) for ν-a.e. x ∈ ∂mΩ, let B ⊂ X be the ν-null set where this is
not satisfied and such that ϕ(x) < +∞ for x ∈ ∂mΩ \B.
Suppose that there exists x ∈ ∂mΩ \B such that un,k(x)→ +∞. Then, given M > 0,
there exists n0 such that, for n ≥ n0, un,k(x) > M . Hence, for n ≥ n0,
−ap(x, ., un,k(.)− un,k(x)) ≥ −ap(x, ., hk(.)−M) ∈ L
p′(Ω, mx),
so we may apply Fatou’s lemma to obtain:∫
Ω
lim inf
n
−ap(x, y, un,k(y)− un,k(x))dmx(y)
≤ lim inf
n
∫
Ω
−ap(x, y, un,k(y)− un,k(x))dmx(y) = ϕ(x).
However, this is a contradiction since un,k(x) → +∞, ϕ(x) < +∞ and limn un,k(y) =
uk(y) < +∞ for mx-a.e y ∈ Ω.
Therefore, for ν-almost every x ∈ ∂mΩ, un,k(x)→ uk(x) < +∞ (thus, in particular, uk
is ν-measurable on ∂mΩ) and we can use the dominated convergence theorem to pass to
the limit in (2.27)(b) for ν-a.e. x ∈ ∂mΩ, obtaining:
−
∫
Ω
ap(x, y, uk(y)− uk(x))dmx(y) = ϕ(x), x ∈ ∂mΩ.
Indeed, note that
|ap(x, ., un,k(.)− un,k(x))| ≤ C˜
(
1 + max{|u1,k(x)|, |uk(x)|}
p−1 + |hk(.)|
p−1
)
∈ Lp
′
(Ω, ν)
for ν-a.e. x ∈ ∂mΩ, and
|ap(x, ., un,k(.)− un,k(x))| ≤ C˜
(
1 + max{|u1,k(x)|, |uk(x)|}
p−1 + |hk(.)|
p−1
)
∈ Lp
′
(Ω, mx)
for ν-a.e. x ∈ ∂mΩ. Consequently, we also obtain that
ap(x, ., uk(.)− uk(x)) ∈ L
p′(Ω, ν) ∩ Lp
′
(Ω, mx)
for ν-a.e. x ∈ ∂mΩ.
Now, ∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y) = un,k(x)− φn,k(x), x ∈ Ω,
thus, by the monotonicity of {un,k}n,∫
Ωm
ap(x, y, un,k(y)− uk(x))dmx(y) ≤ un,k(x)− φn,k(x), x ∈ Ω,
and ∫
Ωm
ap(x, y, uk(y)− un,k(x))dmx(y) ≥ un,k(x)− φn,k(x), x ∈ Ω.
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Now, the right hand sides converge for ν-a.e. x ∈ Ω and, for ν-a.e. x ∈ Ω, {ap(x, ., un,k(.)−
uk(x))}n is a nondecreasing sequence with bounded mx-integrals and
ap(x, ., un,k(.)− uk(x)) ≥ ap(x, ., u1,k(.)− uk(x)) ∈ L
∞(Ωm, ν),
and {ap(x, ., uk(.)−un,k(x))}n is a nonincreasing sequence with bounded mx-integrals and
ap(x, ., uk(.)− un,k(x)) ≤ ap(x, ., u1(.)− un,k(x)) ∈ L
∞(Ωm, ν),
so we may apply the monotone convergence theorem to get∫
Ωm
ap(x, y, un,k(y)−uk(x))dmx(y)→
∫
Ωm
ap(x, y, uk(y)−uk(x))dmx(y), for ν-a.e. x ∈ Ω ,
and∫
Ωm
ap(x, y, uk(y)−un,k(x))dmx(y)→
∫
Ωm
ap(x, y, uk(y)−uk(x))dmx(y), for ν-a.e. x ∈ Ω ,
obtaining also that ap(x, ·, uk(·)− uk(x)) ∈ L1(Ωm, mx) for ν-a.e. x ∈ Ω. Consequently,
since ∫
Ωm
ap(x, y, un,k(y)− uk(x))dmx(y)
≤
∫
Ωm
ap(x, y, un,k(y)− un,k(x))dmx(y)
≤
∫
Ωm
ap(x, y, uk(y)− un,k(x))dmx(y),
we can also pass to the limit in (2.27)(b) to get
uk(x)−
∫
Ωm
ap(x, y, uk(y)− uk(x))dmx(y) = φk(x), x ∈ Ω.
The same argument but integrating over Ω × Ωm with respect to ν ⊗ mx gives that
ap(x, y, uk(y)− uk(x)) ∈ L1(Ω× Ωm, ν ⊗mx). Moreover, the same reasoning on
−
∫
Ω
ap(x, y, un,k(y)− un,k(x))dmx(y) = ϕ(x), x ∈ ∂mΩ
gives that ap(x, y, uk(y)− uk(x)) ∈ L1(∂mΩ× Ω, ν ⊗mx), so we get that ap(x, y, uk(y)−
uk(x)) ∈ L1(Q2, ν ⊗mx).
Finally, we take limits as k → +∞. We may repeat the previous reasoning to obtain
that uk(x) → u(x) > −∞ for ν-a.e. x ∈ ∂mΩ. Consequently, we have that uk → u in
Lp(Ω, ν) and uk tends to a measurable ν-a.e. finite function u in ∂mΩ. Then, we apply
the monotone convergence theorem in the same way to get:

u(x)−
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y) = φ(x), x ∈ Ω
−
∫
Ω
ap(x, y, u(y)− u(x))dmx(y) = ϕ(x), x ∈ ∂mΩ,
(2.28)
where
ap(x, y, u(y)− u(x)) ∈ L
1(Q2, ν ⊗mx).
By (2.5), we have that
c|u(y)− u(x)|p−1 ≤ |ap(x, y, u(y)− u(x))|,
thus
|u(y)|p−1 ≤ C˜
(
|ap(x, y, u(y)− u(x))|+ |u(x)|
p−1
)
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for every x, y ∈ Ωm and some constant C˜. Therefore, since mx(Ωm) = 1 for x ∈ Ω,∫
Ωm
mx(Ω)|u(x)|
p−1dν(x) =
∫
Ωm
∫
Ω
|u(x)|p−1dmx(y)dν(x)
=
∫
Ω
∫
Ωm
|u(y)|p−1dmx(y)dν(x)
≤ C˜
(∫
Q2
|ap(x, y, u(y)− u(x))|d(ν ⊗mx)(x, y) +
∫
Ω
|u(x)|p−1dν(x)
)
< +∞.
This implies, in particular, that
m(·)(Ω)|u|
p−1 ∈ L1(∂mΩ, ν). (2.29)
✷
Remark 2.16 (Regularity for p ≥ 2). In the context of Theorem 2.15, let us see that,
for p ≥ 2,
ap(x, y, u(y)− u(x)) ∈ L
p′(Q2, ν ⊗mx) (2.30)
and
m(·)(Ω)|u|
p ∈ L1(∂mΩ, ν). (2.31)
Indeed, by (2.29), since 0 ≤ m(·)(Ω) ≤ 1,
mp−1(·) (Ω)|u|
p−1 ∈ L1(∂mΩ, ν).
Therefore,
m(·)(Ω)u ∈ L
p−1(∂mΩ, ν) ⊂ L
1(∂mΩ, ν).
Hence, we get that
uϕ = m(·)(Ω)u
ϕ
m(·)(Ω)
∈ L1(∂mΩ, ν).
Now, multiplying the first equation in (2.28) by Tku(x), integrating over Ω and then
integrating by parts,∫
Ω
uTkudν +
1
2
∫
Q2
ap(x, y, u(y)− u(x))
(
Tku(y)− Tku(x)
)
d(ν ⊗mx)(x, y)
=
∫
Ω
φTkudν +
∫
∂mΩ
ϕTkudν.
Hence, letting k →∞, by Fatou’s lemma,
(x, y) 7→ ap(x, y, u(y)− u(x))
(
u(y)− u(x)
)
∈ L1(Q2, ν ⊗mx),
and this is equivalent, on account of (2.4) and (2.5), to (2.30). Moreover, in this situation,
we can repeat the argument used to obtain (2.29) but using p instead of p−1, to get (2.31).
Indeed, ∫
Ωm
mx(Ω)|u(x)|
pdν(x) =
∫
Ωm
∫
Ω
|u(x)|pdmx(y)dν(x)
=
∫
Ω
∫
Ωm
|u(y)|pdmx(y)dν(x)
≤ C˜
(∫
Q2
ap(x, y, u(y)− u(x))(u(y)− u(x))d(ν ⊗mx)(x, y) +
∫
Ω
|u(x)|pdν(x)
)
< +∞.
With respect to the domain of the operator Amap,ϕ, we have the following result.
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Theorem 2.17. Let ϕ ∈ Lm,∞(∂mΩ, ν). Then, we have
L∞(Ω, ν) ⊂ D(Amap,ϕ)
and, consequently,
D(Amap,ϕ)
Lp
′
(Ω,ν)
= Lp
′
(Ω, ν).
Proof. Take u ∈ L∞(Ω, ν). By Remark 2.14.1 & 3, there exists an extension of u to ∂mΩ
(which we continue to denote by u) satisfying
−
∫
Ω
ap(x, y, u(y)− u(x))dmx(y) = ϕ(x), x ∈ ∂mΩ,
and, moreover,
u ∈ L∞(∂mΩ, ν).
Therefore, for x ∈ Ω,
φ(x) = −
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y)
defines a function in L1(Ω, ν), and we have that
u ∈ D(Amap,ϕ).
✷
Theorem 2.18. Let p ≥ 2 and assume that ϕ ∈ Lm,∞(∂mΩ, ν). Then
Lp−1(Ω, ν) ⊂ D(Amap,ϕ).
Proof. Suppose that p > 2 ( the case p = 2 follows by a similar, but simpler, argument).
Given u ∈ Lp−1(Ω, ν), denote equally by u the unique extension of u to the boundary
∂mΩ satisfying
−
∫
Ω
ap(x, y, u(y)− u(x))dmx(y) = ϕ(x), x ∈ ∂mΩ.
Then, for x ∈ ∂mΩ, we have
u(x)
∫
{y∈Ω:|u(y)−u(x)|>1}
ap(x, y, u(y)− u(x))
u(y)− u(x)
dmx(y)
= ϕ(x) +
∫
{y∈Ω:|u(y)−u(x)|≤1}
ap(x, y, u(y)− u(x))dmx(y)
+
∫
{y∈Ω:|u(y)−u(x)|>1}
ap(x, y, u(y)− u(x))
u(y)− u(x)
u(y)dmx(y),
and, consequently, by (2.4),
|u(x)|
∫
{y∈Ω:|u(y)−u(x)|>1}
|ap(x, y, u(y)− u(x))|
|u(y)− u(x)|
dmx(y)
≤ |ϕ(x)|+ 2C + 2C
∫
{y∈Ω:|u(y)−u(x)|>1}
|u(y)− u(x)|p−2|u(y)|dmx(y).
(2.32)
Now, by (2.5),
c
∫
{y∈Ω:|u(y)−u(x)|>1}
|u(y)− u(x)|p−2dmx(y)
EVOLUTION PROBLEMS OF LERAY-LIONS TYPE 29
≤
∫
{y∈Ω:|u(y)−u(x)|>1}
ap(x, y, u(y)− u(x))
|u(y)− u(x)|
dmx(y).
Hence, by (2.32), we get
c|u(x)|
∫
{y∈Ω:|u(y)−u(x)|>1}
|u(y)− u(x)|p−2dmx(y)
≤ |ϕ(x)|+ 2C + 2C
∫
{y∈Ω:|u(y)−u(x)|>1}
|u(y)− u(x)|p−2|u(y)|dmx(y).
(2.33)
Let us now see that
Θ :=
∫
∂mΩ
∫
Ω
|u(y)− u(x)|p−1dmx(y)dν(x) < +∞. (2.34)
By (2.33) and the reversibility of ν, we have∫
∂mΩ
∫
Ω
|u(y)− u(x)|p−1dmx(y)dν(x)
=
∫
∂mΩ
∫
{y∈Ω:|u(y)−u(x)|≤1}
|u(y)− u(x)|p−1dmx(y)dν(x)
+
∫
∂mΩ
∫
{y∈Ω:|u(y)−u(x)|>1}
|u(y)− u(x)|p−1dmx(y)dν(x)
≤ ν(Ωm) +
∫
∂mΩ
∫
{y∈Ω:|u(y)−u(x)|>1}
|u(y)− u(x)|p−2|u(y)|dmx(y)dν(x)
+
∫
∂mΩ
|u(x)|
∫
{y∈Ω:|u(y)−u(x)|>1}
|u(y)− u(x)|p−2dmx(y)ν(x)
≤
(
1 + 2
C
c
)
ν(Ωm) +
1
c
∫
∂mΩ
|ϕ(x)|dν(x)
+
(
1 + 2
C
c
)∫
∂mΩ
∫
Ω
|u(y)− u(x)|p−2|u(y)|dmx(y)dν(x).
Now, by using Ho¨lder’s inequality, with exponents p−1
p−2
and p− 1, and the reversibility of
ν, we get∫
∂mΩ
∫
Ω
|u(y)− u(x)|p−2|u(y)|dmx(y)dν(x)
≤
(∫
∂mΩ
∫
Ω
|u(y)− u(x)|p−1dmx(y)dν(x)
)p−2
p−1
(∫
∂mΩ
∫
Ω
|u(y)|p−1dmx(y)dν(x)
) 1
p−1
≤
(∫
∂mΩ
∫
Ω
|u(y)− u(x)|p−1dmx(y)dν(x)
)p−2
p−1
(∫
Ω
|u(x)|p−1dν(x)
) 1
p−1
.
Therefore,
Θ ≤
(
1 + 2
C
c
)
ν(Ωm) +
1
c
∫
∂mΩ
|ϕ(x)|dν(x) +
(
1 + 2
C
c
)
Θ
p−2
p−1
(∫
Ω
|u(x)|p−1dν(x)
) 1
p−1
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and, consequently, Θ is finite. Observe that an explicit upper bound, depending on
‖ϕ‖L1(Ω,ν) and ‖u‖Lp−1(Ω,ν), can be stated.
Furthermore, we obtain the following regularity of u on the boundary:∫
∂mΩ
mx(Ω)|u(x)|
p−1dν(x) < +∞. (2.35)
Indeed, since |u(y)|p−1 ≤ C˜ (|u(y)− u(x)|p−1 + |u(x)|p−1) for some constant C˜ and every
x, y ∈ Ωm, we have that∫
Ωm
mx(Ω)|u(x)|
p−1dν(x) =
∫
Ωm
∫
Ω
|u(x)|p−1dmx(y)dν(x)
=
∫
Ω
∫
Ωm
|u(y)|p−1dmx(y)dν(x)
≤ C˜
(∫
Q2
|u(y)− u(x)|p−1d(ν ⊗mx)(x, y) +
∫
Ω
|u(x)|p−1dν(x)
)
,
thus (2.35) holds.
Let us finally see that, for x ∈ Ω,
φ(x) := −
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y)
belongs to L1(Ω, ν). Indeed,
−
∫
Ωm
ap(x, y, u(y)− u(x))dmx(y)
= −
∫
Ω
ap(x, y, u(y)− u(x))dmx(y)−
∫
∂mΩ
ap(x, y, u(y)− u(x))dmx(y).
Now, the first summand on the right hand side belongs to L1(Ω, ν). Let us see that the
second one also belongs to L1(Ω, ν). Since∫
Ω
∣∣∣∣
∫
∂mΩ
ap(x, y, u(y)− u(x))dmx(y)
∣∣∣∣ dν(x)
≤
∫
Ω
∫
∂mΩ
|ap(x, y, u(y)− u(x))|dmx(y)dν(x)
≤
∫
Ω
∫
∂mΩ
C(1 + |u(y)− u(x)|p−1)dmx(y)dν(x)
≤ Cν(Ωm) + C
∫
Ω
∫
∂mΩ
|u(y)− u(x)|p−2|u(y)|dmx(y)dν(x)
+C
∫
Ω
∫
∂mΩ
|u(y)− u(x)|p−2dmx(y)|u(x)|dν(x),
we have that, by Tonelli-Hobson’s theorem, x 7→ −
∫
∂mΩ
ap(x, y, u(y)− u(x))dmx(y) be-
longs to L1(Ω, ν) if the following functions belong to L1(Ω, ν):
x 7→
∫
∂mΩ
|u(y)− u(x)|p−2u(y)dmx(y)
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and
x 7→
∫
∂mΩ
|u(y)− u(x)|p−2dmx(y)u(x).
With regard to the first function, by Ho¨lder’s inequality and the reversibility of ν with
respect to m, we have that∫
Ω
∣∣∣∣
∫
∂mΩ
|u(y)− u(x)|p−2u(y)dmx(y)
∣∣∣∣dν(x)
≤
∫
Ω
∫
∂mΩ
|u(y)− u(x)|p−2|u(y)|dmx(y)dν(x)
≤
(∫
Ω
∫
∂mΩ
|u(y)− u(x)|p−1dmx(y)dν(x)
)p−2
p−1
(∫
Ω
∫
∂mΩ
|u(y)|p−1dmx(y)dν(x)
) 1
p−1
=
(∫
∂mΩ
∫
Ω
|u(y)− u(x)|p−1dmx(y)dν(x)
)p−2
p−1
(∫
∂mΩ
∫
Ω
|u(x)|p−1dmx(y)dν(x)
) 1
p−1
=
(∫
∂mΩ
∫
Ω
|u(y)− u(x)|p−1dmx(y)dν(x)
) p−2
p−1
(∫
∂mΩ
mx(Ω)|u(x)|
p−1dν(x)
) 1
p−1
which is finite by (2.34) and (2.35). The second one also belongs to L1(Ω, ν) since,
by (2.34) (using the reversibility of ν with respect tom), x 7→
∫
∂mΩ
|u(y)−u(x)|p−2dmx(y) ∈
L(p−1)
′
(Ω, ν), and u ∈ Lp−1(Ω, ν). ✷
The following theorem is a consequence of the above results thanks to Theorem 1.5.
Theorem 2.19. Let ϕ ∈ Lm,∞(∂mΩ, ν) and T > 0. For any u0 ∈ D(Amap,ϕ)
Lp
′
(Ω,ν)
=
Lp
′
(Ω, ν) there exists a unique mild-solution u(t, x) of the Problem (2.21). Moreover, for
any q ≥ p′ and u0i ∈ Lq(Ω, ν), i = 1, 2, we have the following contraction principle for
the corresponding mild-solutions ui:
‖(u1(t, .)− u2(t, .))
+‖Lq(Ω,ν) ≤ ‖(u0,1 − u0,2)
+‖Lq(Ω,ν) for any 0 ≤ t < T .
If u0 ∈ D(A
m
ap,ϕ
), then the mild-solution is a strong solution. In particular, if u0 ∈
L∞(Ω, ν), the Problem (2.21) has a unique strong solution. For p ≥ 2 this is true for
data in Lp−1(Ω, ν).
3. Particular cases
This section deals with some important particular cases of metric random walk spaces,
for which, applying the above general results, we get existence and uniqueness of strong
solutions.
3.1. The homogeneous Neumann boundary value problem.
Definition 3.1. We will say that ap is positive homogeneous if
ap(x, y, λr) = λ
p−1ap(x, y, r) for every λ > 0, x, y ∈ X and r ∈ R.
For example, if
ap(x, y, r) =
ϕ(x) + ϕ(y)
2
|r|p−2r,
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where ϕ : X → R is a bounded ν-measurable function, then ap is positive homogeneous.
It follows that, if ap is positive homogeneous then the operator B
m
ap,0 is positive homo-
geneous of degree p − 1, that is, Bmap,0(λu) = λ
p−1Bmap,0(u) for every u ∈ D(B
m
ap,0) and
λ > 0. Then, since Bmap,0 is an m-completely accretive operator, we have that, by the
results in [6] (see Theorem 1.5), the mild-solutions of Problem (2.8) are, in fact, strong
solutions if p− 1 6= 1. Consequently, under the Assumptions in Section 2.3, we have the
following result.
Theorem 3.2. Let p 6= 2 and assume that ap is positive homogeneous. For any u0 ∈
D(Bmap,0)
Lp
′
(Ω,ν)
= Lp
′
(Ω, ν) there exists a unique strong solution u(t, x) of Problem (2.8)
with ϕ = 0. Moreover, for any q ≥ p′ and u0i ∈ Lq(Ω, ν), i = 1, 2, we have the following
contraction principle for the corresponding strong solutions ui:
‖(u1(t, .)− u2(t, .))
+‖Lq(Ω,ν) ≤ ‖(u0,1 − u0,2)
+‖Lq(Ω,ν) for any 0 ≤ t < T .
Similarly, under the Assumptions in Section 2.4, we can state the corresponding result
for Problem (2.21).
Let us now study the case p = 2, for which Theorem 1.5 does not apply.
Lemma 3.3. Let ui ∈ L2(Ω, ν), i = 1, 2, and assume that there exists ui ∈ L2(Ωm, ν)
with ui|Ω = ui (that we denote equally as ui) satisfying
0 = −
∫
Ωm
(ui(y)− ui(x))dmx(y), x ∈ ∂mΩ. (3.1)
Then, ∫
∂mΩ
mx(Ω)(u1(x)− u2(x))
2dν(x)
+
∫
∂mΩ×∂mΩ
((u1(y)− u2(y))− (u1(x)− u2(x)))
2 dmx(y)dν(x)
≤
∫
Ω
(u1(x)− u2(x))dν(x).
Proof. (3.1) is equivalent to
mx(Ω)ui(x)−
∫
∂mΩ
(ui(y)− ui(x))dmx(y) =
∫
Ω
ui(y)dmx(y) x ∈ ∂mΩ,
for i = 1, 2. Hence, for x ∈ ∂mΩ, we have
mx(Ω)(u1(x)− u2(x))−
∫
∂mΩ
((u1(y)− u2(y))− (u1(x)− u2(x))) dmx(y)
=
∫
Ω
(u1(y)− u2(y))dmx(y).
Then, multiplying by (u1(x)−u2(x)), integrating over ∂mΩ with respect to ν and applying
integration by parts and the reversibility of ν with respect to m, we get∫
∂mΩ
mx(Ω)(u1(x)− u2(x))
2dν(x)
+
1
2
∫
∂mΩ
∫
∂mΩ
((u1(y)− u2(y))− (u1(x)− u2(x)))
2 dmx(y)dν(x)
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=
∫
∂mΩ
∫
Ω
(u1(y)− u2(y))(u1(x)− u2(x))dmx(y)dν(x)
≤
1
2
∫
∂mΩ
∫
Ω
(u1(x)− u2(x))
2dmx(y)dν(x) +
1
2
∫
∂mΩ
∫
Ω
(u1(y)− u2(y))
2dmx(y)dν(x)
=
1
2
∫
∂mΩ
(u1(x)− u2(x))
2mx(Ω)dν(x) +
1
2
∫
Ω
∫
∂mΩ
∫
Ω
(u1(x)− u2(x))
2dmx(y)dν(x)
≤
1
2
∫
∂mΩ
(u1(x)− u2(x))
2mx(Ω)dν(x) +
1
2
∫
Ω
(u1(x)− u2(x))
2dν(x)
✷
As a consequence of the above result, given u ∈ L2(Ω, ν), if there exists T (u) ∈
L2(Ωm, ν) with T (u)|Ω = u and satisfying
0 = −
∫
Ωm
(T (u)(y)− T (u)(x))dmx(y), x ∈ ∂mΩ, (3.2)
then T (u) is unique.
Let us consider the nonempty convex set
K := {u ∈ L2(Ω, ν) : ∃T (u) ∈ L2(Ωm, ν) with T (u)|Ω = u and satisfying (3.2)},
and the energy operator F : L2(Ω, ν)→ (−∞,+∞] given by
F(u) :=


1
4
∫
Ωm×Ωm
(T (u)(y)− T (u)(x))2 d(ν ⊗mx)(x, y), u ∈ K,
+∞, else.
It follows that F is proper and convex. Moreover, we also have:
Lemma 3.4. The operator F is lower semi-continuous in L2(Ω, ν).
Proof. Let un ∈ L2(Ω, ν) such that un → u in L2(Ω, ν). We can assume that
lim inf
n→∞
F(un) <∞.
Hence, without loss of generality, we can assume that un ∈ K for all n ∈ N and
lim inf
n→∞
F(un) = lim
n→∞
F(un).
By Lemma 3.3, we have
mx(Ω)
1
2T (un)→ mx(Ω)
1
2T (u) in L2(∂mΩ), (3.3)
and
T (un)(y)− T (un)(x)→ T (u)(y)− T (u)(x) in L
2(∂mΩ× ∂mΩ, d(ν ⊗mx)). (3.4)
By the reversibility of ν, we have
4F(un) =
∫
Ω×Ω
(un(y)− un(x))
2d(ν ⊗mx)(x, y)
+ 2
∫
∂mΩ
∫
Ω
(T (un)(y)− T (un)(x))
2 dmx(y)dν(x)
+
∫
∂mΩ×∂mΩ
(T (un)(y)− T (un)(x))
2 d(ν ⊗mx)(x, y).
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Now, since un → u in L2(Ω, ν) and by (3.4), we have
lim
n→∞
∫
Ω×Ω
(un(y)− un(x))
2d(ν ⊗mx)(x, y) =
∫
Ω×Ω
(u(y)− u(x))2d(ν ⊗mx)(x, y)
and
lim
n→∞
∫
∂mΩ×∂mΩ
(T (un)(y)− T (un)(x))
2 d(ν ⊗mx)(x, y)
=
∫
∂mΩ×∂mΩ
(T (u)(y)− T (u)(x))2 d(ν ⊗mx)(x, y).
On the other hand,∫
∂mΩ
∫
Ω
(T (un)(y)− T (un)(x))
2 dmx(y)dν(x) =
∫
∂mΩ
∫
Ω
(T (un)(y))
2 dmx(y)dν(x)
−2
∫
∂mΩ
∫
Ω
T (un)(y)T (un)(x)dmx(y)dν(x) +
∫
∂mΩ
∫
Ω
(T (un)(x))
2 dmx(y)dν(x).
By the reversibility of ν, we have∫
∂mΩ
∫
Ω
(T (un)(y))
2 dmx(y)dν(x) =
∫
Ω
∫
∂mΩ
(T (un)(x))
2 dmx(y)dν(x)
=
∫
Ω
mx(∂mΩ) (T (un)(x))
2 dν(x)→
∫
Ω
mx(∂mΩ) (T (u)(x))
2 dν(x)
=
∫
∂mΩ
∫
Ω
(T (u)(y))2 dmx(y)dν(x).
Now, by (3.3), ∫
∂mΩ
∫
Ω
(T (un)(x))
2 dmx(y)dν(x)
=
∫
∂mΩ
mx(Ω) (T (un)(x))
2 dν(x)→
∫
∂mΩ
mx(Ω) (T (u)(x))
2 dν(x)
=
∫
∂mΩ
∫
Ω
(T (u)(x))2 dmx(y)dν(x).
Finally, by the reversibility of ν with respect to m, we have∫
∂mΩ
∫
Ω
T (un)(y)T (un)(x)dmx(y)dν(x) =
∫
Ω
un(x)
(∫
∂mΩ
T (un)(y)dmx(y)
)
dν(x).
Now, by the reversibility of ν with respect to m and (3.3), we have∫
Ω
∣∣∣∣
∫
∂mΩ
T (un)(y)dmx(y)−
∫
∂mΩ
T (u)(y)dmx(y)
∣∣∣∣
2
dν(x)
≤
∫
Ω
∫
∂mΩ
|T (un)(y)− T (u)(y)|
2 dmx(y)dν(x)
=
∫
∂mΩ
∫
Ω
|T (un)(x)− T (u)(x)|
2 dmx(y)dν(x)
=
∫
∂mΩ
mx(Ω) |T (un)(x)− T (u)(x)|
2 dν(x)→ 0.
Then, ∫
∂mΩ
T (un)(y)dmx(y)→
∫
∂mΩ
T (u)(y)dmx(y) in L
2(Ω, ν),
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and, consequently,
−2
∫
∂mΩ
∫
Ω
T (un)(y)T (un)(x)dmx(y)dν(x)→ −2
∫
∂mΩ
∫
Ω
T (u)(y)T (u)(x)dmx(y)dν(x).
Therefore, we have proved that∫
∂mΩ
∫
Ω
(T (un)(y)− T (un)(x))
2 dmx(y)dν(x)→
∫
∂mΩ
∫
Ω
(T (u)(y)− T (u)(x))2 dmx(y)dν(x),
thus
F(u) = lim
n→∞
F(un).
✷
Theorem 3.5. If a2(x, y, r) = r then B
m
a2,0
= ∂F and, consequently, there exists a unique
strong solution u(t, x) of the Problem (2.8) with ϕ = 0, for any initial datum in L2(Ω, ν).
Proof. Since F is proper, convex and lower semi-continuous, we have that ∂F is maximal
monotone and Dom(∂F)
L2(Ω,ν)
= Dom(F)
L2(Ω,ν)
. Consequently, if Bmap,0 ⊂ ∂F then
Bmap,0 = ∂F .
Now, given (u, v) ∈ Bmap,0, there exists a unique T (u) ∈ L
2(Ωm, ν) with T (u)|Ω = u and
satisfying
−
∫
Ωm
(T (u)(y)− T (u)(x))dmx(y) = v(x), x ∈ Ω, (3.5)
and
0 = −
∫
Ωm
(T (u)(y)− T (u)(x))dmx(y), x ∈ ∂mΩ.
Then, given w ∈ L2(Ω, ν) such that F(w) < ∞, multiplying (3.5) by T (w) − T (u) and
integrating by parts, we get∫
Ωm
v(x)(T (w)(x)− T (u)(x))dν(x)
= −
∫
Ωm
∫
Ωm
(T (u)(y)− T (u)(x))dmx(y)(T (w)(x)− T (u)(x))dν(x)
=
1
2
∫
Ωm
∫
Ωm
(T (u)(y)−T (u)(x)) ((T (w)(y)− T (u)(y))− (T (w)(x)− T (u)(x))) dmx(y)dν(x)
=
1
2
∫
Ωm
∫
Ωm
[
(T (u)(y)− T (u)(x))(T (w)(y)− T (u)(y))− (T (w)(x)− T (u)(x))2
]
dmx(y)dν(x)
≤
1
4
∫
Ωm
∫
Ωm
[
(T (w)(y)− T (u)(y))2 − (T (u)(y)− T (u)(x))2
]
dmx(y)dν(x)
= F(w)− F(u).
Therefore, (u, v) ∈ ∂F as required. ✷
Remark 3.6. Assume that the following Poincare´ inequality holds: there exists a constant
λ˜ > 0 such that, for any u ∈ L2(∂mΩ, ν),∥∥∥∥u− 1ν(∂mΩ)
∫
∂mΩ
udν
∥∥∥∥
L2(∂mΩ,ν)
≤ λ˜
(∫
∂mΩ×∂mΩ
|u(y)− u(x)|2d(ν ⊗mx)(x, y)
)1
2
,
(under rather general conditions, there are metric random walk spaces satisfying this kind
of inequality, recall the comment after (2.9)). Using Lemma 3.3, it is easy to see that
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the previously defined set K is closed in L2(Ω, ν). Hence, since by Theorem 3.5 and
Theorem 2.8 we have that K
L2(Ω,ν)
= L2(Ω, ν), we conclude that, in fact, K = L2(Ω, ν).
3.2. Nonlocal problems with nonsingular kernels. Let Ω ⊂ RN be an open bounded
set and J : RN → [0,+∞[ a measurable, nonnegative and radially symmetric function
verifying
∫
J = 1. Consider the metric random walk space [RN , d,mJ ] as specified in
Example 1.1. Then, [RN , d,mJ ,LN ] satisfies the Poincare´ inequality (2.9) (see [21], note
that slight modifications in the results given there are required to prove our statement).
Let ap(x, y, r) = |r|
p−2r, which is positive homogeneous. Then, if we consider the problem


ut(t, x) =
∫
Ω
mJ
J(y − x)|u(y)− u(x)|p−2(u(y)− u(x))dy, x ∈ Ω, 0 < t < T,
−
∫
Ω
mJ
J(y − x)|u(y)− u(x)|p−2(u(y)− u(x))dy = 0, x ∈ ∂mJΩ, 0 < t < T,
u(x, 0) = u0(x), x ∈ Ω,
(3.6)
we can apply Theorem 3.2 and Theorem 3.5 to get the following existence and uniqueness
result.
Theorem 3.7. For any u0 ∈ Lp
′
(Ω,LN) there exists a unique strong solution u(t, x) of
the Problem (3.6). Moreover, for any q ≥ p′ and u0i ∈ Lq(Ω,LN), i = 1, 2, we have the
following contraction principle for the corresponding strong solutions ui:
‖(u1(t, .)− u2(t, .))
+‖Lq(Ω,LN ) ≤ ‖(u0,1 − u0,2)
+‖Lq(Ω,LN ) for any 0 ≤ t < T .
Consider now the problem


ut(t, x) =
∫
Ω
mJ
J(y − x)|u(y)− u(x)|p−2(u(y)− u(x))dy, x ∈ Ω, 0 < t < T,
−
∫
Ω
J(y − x)|u(y)− u(x)|p−2(u(y)− u(x))dy = ϕ(x), x ∈ ∂mJΩ, 0 < t < T,
u(x, 0) = u0(x), x ∈ Ω.
(3.7)
Applying Theorem 2.19, we get the following existence and uniqueness result.
Theorem 3.8. Let ϕ ∈ Lm,∞(∂mΩ,LN). For every u0 ∈ L∞(Ω,LN) there exists a unique
strong solution of problem (3.7). If p ≥ 2, this is also true for data in Lp−1(Ω,LN).
3.3. Weighted Graphs. Let [V (G), dG, (m
G
x )] be the metric random walk space asso-
ciated with a locally finite weighted connected discrete graph G = (V (G), E(G)), as
described in Example 1.2. Let Ω ⊂ V (G) be a finite set. It is easy to see (see [21]) that
[ΩmG , dG, m
G, νG] satisfies the Poincare´ inequality (2.9). Therefore, if we consider the
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problem

ut(t, x) =
1
dx
∑
y∈V
wx,y|u(y)− u(x)|
p−2(u(y)− u(x))dy, x ∈ Ω, 0 < t < T,
−
1
dx
∑
y∈V
wx,y|u(y)− u(x)|
p−2(u(y)− u(x)) = 0, x ∈ V \ Ω, 0 < t < T,
u(x, 0) = u0(x), x ∈ Ω,
(3.8)
we can apply Theorem 3.2, to get the following existence and uniqueness result.
Theorem 3.9. For any u0 ∈ Lp
′
(Ω, νG) there exists a unique strong solution u(t, x) of
the Problem (3.8). Moreover, for any q ≥ p′ and u0i ∈ Lq(Ω, νG), i = 1, 2, we have the
following contraction principle for the corresponding strong solutions ui:
‖(u1(t, .)− u2(t, .))
+‖Lq(Ω,νG) ≤ ‖(u0,1 − u0,2)
+‖Lq(Ω,νG) for any 0 ≤ t < T .
Consider now the problem

ut(t, x) =
1
dx
∑
y∈V
wx,yap(x, y, u(y)− u(x))dy, x ∈ Ω, 0 < t < T,
−
1
dx
∑
y∈Ω
wx,yap(x, y, u(y)− u(x))dy = ϕ(x), x ∈ V \ Ω, 0 < t < T,
u(x, 0) = u0(x), x ∈ Ω.
(3.9)
Applying Theorem 2.19, we get the following existence and uniqueness result.
Theorem 3.10. Let ϕ ∈ L∞(V \Ω, νG). For every u0 ∈ L∞(Ω, νG) there exists a unique
strong solution of problem (3.9).
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