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FINITE W -SUPERALGEBRAS FOR BASIC CLASSICAL LIE
SUPERALGEBRAS
YANG ZENG AND BIN SHU
Abstract. We consider the finite W -superalgebra U(gF, e) for a basic classical Lie
superalgebra gF associated with an even nilpotent element e ∈ (gF)0¯ both over the
field of complex numbers F = C and and over a filed F = k of positive character-
istic. We present the PBW theorem for U(gF, e) and show that the construction
of U(gF, e) can be divided into two cases in virtue of the parity of dim g(−1)1¯.
Then we formulate a conjecture about the minimal dimensional representations of
U(gC, e) and demonstrate it with some examples. Under the assumption that the
conjecture holds, we finally show that the lower bound of dimensions predicted in
the super version of Kac-Weisfeiler Conjecture formulated and proved by Wang-
Zhao in [42] for the modular representations of the basic classical Lie superalgebra
gk with arbitrary p-characters can be reached.
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1. Introduction
1.1. A finiteW -algebra U(g, e) is a certain associative algebra associated to a complex
semisimple Lie algebra g and a nilpotent element e ∈ g. The study of finite W -
algebras can be traced back to Kostant’s work in the case when e is regular [21],
whose construction was generalized to arbitrary even nilpotent elements by Lynch
[25]. Afterwards, Premet developed the finite W -algebras in full generality in [32].
On his way of proving the celebrated Kac-Weisfeiler conjecture for Lie algebras of
reductive groups in [31], Premet first constructed the modular version of finite W -
algebras (which is called reduced W -algebras there). By means of a complicated
but natural “admissible” procedure, the finite W -algebras over the field of complex
numbers were introduced in [32], which showed that they are filtrated deformations
of the coordinate rings of Slodowy slices. In the extreme case when e = 0, the
corresponding finiteW -algebra is isomorphic to U(g), the universal enveloping algebra
of g. In the other extreme case when e is a principal nilpotent element, Kostant
proved that the associated finiteW -algebra is isomorphic to the center of the universal
enveloping algebra U(g) in [21]. On the other hand, Brundan-Kleshchev showed that
finite W -algebras can be realized as shifted Yangians for the case of type A, which
provides a powerful tool for the study of finite W -algebras; see [5]. Finite W -algebras
theory becomes a very active area, and we refer to the survey papers [22], [35] and
[44] and references therein for more details.
Aside from the advances in finite W -algebras over the field of complex numbers,
the modular theory of finite W -algebras is also developed excitingly. As a most
remarkable work, Premet proved in [36] that under the assumption p≫ 0, if U(g, e)
has a one-dimensional representations, then the reduced enveloping algebra Uχ(gk)
of the modular counterpart gk of g possesses a simple module of dimension d(e),
where χ is the linear function on gk corresponding to e, d(χ) is the half dimension of
the orbit G · χ for the simple, simply-connected algebraic group G with gk = Lie(G),
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which is a lower bound predicted by Kac-Weisfeiler conjecture mentioned above. This
assumption is conjectured to be always true by Premt himself, which has been proved
in the case of classical groups by Losev (cf. [23]), and by Goodwin-Ro¨hrle-Ubly for
the case E6, E7, F4, G2, or E8 with e not rigid (cf. [12]).
1.2. The theory of finite W -superalgebras were developed in the same time. In the
work of De Sole and Kac [41], finite W -superalgebras were defined in terms of BRST
cohomology under the background of vertex algebras and quantum reduction. The
theory of finite W -superalgebras for the queer Lie superalgebras (it is notable that
which are not basic classical Lie superalgebras) over an algebraically closed field of
characteristic p > 2 was firstly introduced and discussed by Wang and Zhao in [43],
then studied by Zhao over the field of complex numbers in [47]. The connection
between super Yangians and finite W -superalgebras was first obtained by Broit and
Ragoucy in [6]. In the paper [1], the connection between the finiteW -superalgebra as-
sociated to a principal nilpotent element was developed by Brown-Brundan-Goodwin.
Some related results in this situation were also obtained independently by Poletaeva
and Serganova in [29], where they described the finite W -superalgebras in the regu-
lar case for some classical and exceptional Lie superalgebras of defect one. In [27],
Peng established a connection between finite W -superalgebras and super Yangians
explicitly in type A where the Jordan type of the nilpotent element e satisfies certain
condition. Now the theory ofW -superalgebras related to super Yangians is still under
investigating.
In a very recent paper [30], Poletaeva and Serganova studied some generalities of
the finite W -superalgebras associated with an even nilpotent element over the field
of complex numbers, and proved that the finite W -superalgebras for basic classical
Lie superalgebras or the queer Lie superalgebras associated with regular nilpotent
elements satisfy the Amitsur-Levitzki identity. Then the related topics on the finite
W -superalgebras for the queer Lie superalgebra qn with regular nilpotent elements
were studied in detail in the same paper.
1.3. The main purposes of the present paper are both to develop the general theory of
finite W -superalgebras, and to exploit their applications to modular representations
of Lie superalgebras. Our approach is roughly generalizing Premet’s arguments in the
case of finite W -algebras in [32] and [36] to the case of finite W -superalgebras based
on the results given by Wang and Zhao in [42], and some new results are obtained
either.
In the first part of the present paper, we develop the theory of finiteW -superalgebras
for basic classical Lie superalgebras both over the field of complex numbers and in
prime characteristic. Let g = g0¯ + g1¯ be a basic classical Lie superalgebra over C
except for type D(2, 1; a)(a /∈ Q). Let e ∈ g0¯ be an even nilpotent element, and we fix
an sl2-triple f, h, e. Denote by g
e := Ker(ad e) in g. The linear operator ad h defines
a Z-grading g =
⊕
i∈Z
g(i). Define the Kazhdan degree on g by declaring x ∈ g(j) is
(j + 2). We construct a C-algebra (which is called a finite W -superalgebra)
U(g, e) = (EndgQχ)
op.
Lemma 6.3 and Theorem 6.1 show that
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Theorem 1.1. Under the Kazhdan grading we have
(1) grU(g, e) ∼= S(ge) as C-algebras when dim g(−1)1¯ is even;
(2) grU(g, e) ∼= S(ge)⊗ C[θ¯] as vector spaces when dim g(−1)1¯ is odd,
where C[θ¯] is the exterior algebra generated by one element θ¯ for the case when
dim g(−1)1¯ is odd.
The main tool applied for the proof of Theorem 1.1 is the “modular p reduction”
method introduced by Premet for the finite W -algebra case in [32] and the results
on basic classical Lie superalgebras obtained by Wang and Zhao in [42]. It is re-
markable that after the draft of this paper has been written, we know from [29] and
[30] that Poletaeva and Serganova also noticed that Theorem 1.1 maybe true and
formulated the corresponding conjecture in ([30], Conjecture 2.8). At the same time,
they also realized (see [29]) that the theorem can be obtained possibly by analoging
Premet’s treatment for the finite W -algebra case, but did not give a proof therein.
In [30] they proved that for any element y ∈ ge if one can find Y ∈ U(g, e) such
that grY (1χ) = y under the Kazhdan grading, then Theorem 1.1 establishes. As
a special case, they constructed the generators of the finite W -superalgebras for the
queer Lie superalgebra qn associated with regular nilpotent elements, and proved that
Theorem 1.1 establishes in that situation.
1.4. In virtue of the incompleteness of related topics on Lie superalgebras, Wang
and Zhao bypassed the support variety machinery completely and adopted pure al-
gebraic method as Skryabin’s treatment for the finite W -algebra case [40] when they
established some critical lemma for the super Kac-Weisfeiler property. Therefore, the
tool of support variety machinery can not be applied in the establishment of finite
W -superalgebra theory. Moveover, there are cases where the dimension of odd part in
the critical graded subspace of the Lie superalgebra is odd under the Dynkin grading,
which lead to the existence of odd isomorphism for the related superalgebras. This
significant difference has great impact on the structure of finite W -superalgebras. Of
course, the appearance of super structure also makes the situation more complicated.
Therefore, the establishment of finiteW -superalgebras theory is no longer simple pro-
motion of the theory on finite W -algebras, and some technical methods are needed
especially for the case when the dimension of the critical graded subspace is odd. In
light of Gan-Ginzburg’s definition of finite W -algebras over the field of complex num-
bers in [10], Wang defined the reduced W -superalgebras in positive characteristic in
a new way ([44], Remark 70), which he thought makes better sense. We also discuss
the construction of these algebras for the version of characteristic zero in the paper.
1.5. Let gk be the corresponding Lie superalgebra over positive characteristic field
k. After studying some related topics on the reduced W -superalgebra Uχ(gk, e) in
positive characteristic in Section 5, we introduce the PBW theorem (Theorem 6.1)
for the C-algebra U(g, e) based on the parity of dim g(−1)1¯ respectively, and also
the relations between the generators of U(g, e) (Theorem 6.2). All these completely
characterize the structure of finite W -superalgebra U(g, e).
The finite W -superalgebra Û(gk, e) in positive characteristic is introduced in Sec-
tion 7. In Theorem 7.3(3) we obtain that
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Theorem 1.2. Û(gk, e) ∼= U(gk, e)⊗k Zp(ak) as k-algebras.
In the above theorem, Zp(ak) is a subalgebra of the p-center of Û(gk, e) and U(gk, e)
is the translation subalgebra of U(gk, e).
1.6. The second part of the present paper is to exploit some applications of finite-W
superalgebras to modular representations. One of the multi-purposes of the present
paper is to provide a super version of Premet’s work, as shown before, on the reach-
able property of up-bounds of dimensions of modular representations of reductive
Lie algebras predicted by Kac-Weisfeiler conjecture. For this, we will formulate a
conjecture about the minimal dimensional representations of U(gC, e). Under the as-
sumption that the conjecture holds, we complete this analogue of Premet’s work in
basic Lie superalgebebras. Let us explain it roughly as below.
In Section 8 and Section 9, we first formulate a conjecture (Conjecture 9.1) on
the minimal dimensional representations of finite W -superalgebras over the field of
complex numbers:
Conjecture 1.1. Let g be a basic classical Lie superalgebra over C, then the following
are true:
(i) when d1 is even, the finite W -superalgebra U(g, e) affords a 1-dimensional rep-
resentation;
(ii) when d1 is odd, the finite W -superalgebra U(g, e) affords a 2-dimensional rep-
resentation.
We show that Conjecture 1.1 is true for some special cases. Based on the conjecture,
we first prove that the lower bound of dimensions in the Super Kac-Weisfeiler Conjec-
ture with any nilpotent p-characters ([42], Theorem 4.3) can be reached. Explicitly
speaking, let g be a basic classical Lie superalgebra over C and gk be the corresponding
Lie superalgebra over positive characteristic field k. Let χ ∈ (g∗
k
)0¯ be the p-character
of gk such that χ(y¯) = (e, y¯) for any y¯ ∈ gk. Denote by di := dimgi − dimgei for
i ∈ {0¯, 1¯} where ge is the centralizer of e in g.
Theorem 1.3. If Conjecture 1.1 establishes, the following are true:
(1) when d1 is even, for p≫ 0 the reduced enveloping algebra Uχ(gk) over k = Fp
admits irreducible representations of dimension p
d0
2 2
d1
2 ;
(2) when d1 is odd, for p ≫ 0 the reduced enveloping algebra Uχ(gk) over k = Fp
admits irreducible representations of dimension p
d0
2 2
d1+1
2 .
In virtue of Theorem 1.3, we further show that the lower bound of dimensions in
the Super Kac-Weisfeiler Conjecture with arbitrary p-characters ([42], Theorem 5.6)
is reachable under the assumption of Conjecture 1.1. Explicitly speaking, let ξ ∈ (g∗
k
)0¯
be any p-character of gk corresponding to an element x¯ ∈ (gk)0¯ such that ξ(y¯) = (x¯, y¯)
for any y¯ ∈ gk. Set d0 := dim(gk)0¯ − dim(gx¯k)0¯ and d1 := dim(gk)1¯− dim(gx¯k)1¯, where
gx¯
k
denotes the centralizer of x¯ in gk. Then we have
Theorem 1.4. Let gk be a basic classical Lie superalgebra over k = Fp, and let
ξ ∈ (g∗
k
)0¯. If Conjecture 1.1 establishes, then for p ≫ 0 the reduced enveloping
algebra Uξ(gk) admits irreducible representations of dimension p
d0
2 2⌊
d1
2
⌋.
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1.7. The paper is organized as follows.
In Section 2, we recall some basics about the algebraic supergroups.
In Section 3, three equivalent definitions for finite W -superalgebras U(g, e) over C
are introduced. Then follows the Kazhdan filtration and the Skryabin equivalence
theorem. The restricted root decomposition is discussed in the final part.
In Section 4, the finite W -superalgebra Û(gk, e) over positive characteristic field
k and the reduced W -superalgebra Uχ(gk, e) are defined. The Morita equivalence
theorem between k-algebras Uχ(gk, e) and Uχ(gk) is introduced.
In Section 5, we introduce the generators and their relations for the k-algebra
Uχ(gk, e), then follows the PBW Theorem. Notably, we find that the construction of
reduced W -superalgebra Uχ(gk, e) critically depends on the parity of dim gk(−1)1¯.
Based on which, the construction of reduced W -superalgebras can be divided into
two cases, which never happens for the reduced W -algebra case.
In virtue of the results obtained in Section 5, we introduce the PBW Theorem
for finite W -superalgebra U(g, e) over C in Section 6 by means of the “admissible”
procedure. The relationship between the refined finiteW -superalgebra Qadm
′
χ by Wang
in ([44], Remark 70) and the finite W -superalgebra U(g, e) over C is also discussed.
In Section 7 the translation subalgebra U(gk, e) over positive characteristic field is
introduced and the relationship between finite W -superalgebra Û(gk, e), its p-center
Zp(p˜k) and the translation subalgebra U(gk, e) is discussed.
As the construction of finite W -superalgebra U(g, e) can be divided into two cases
in virtue of the parity of dim g(−1)1¯, for each case the minimal dimension for the
representations of U(g, e) over C is estimated and reasonable conjectured in Section
8, respectively. We also show that these representations can be translated into all the
common zeros of some polynomials.
In Section 9, we first show that the conjecture given in Section 8 establishes for
some special cases. Under the assumption of the conjecture, we prove that the lower
bound in the Super Kac-Weisfeiler Property for a basic classical Lie superalgebra
given by Wang-Zhao can be reached for the cases with any nilpotent p-characters.
Consequently, the Super Kac-Weisfeiler Property for a direct sum of basic classical
Lie superalgebras with nilpotent p-characters introduced by Wang-Zhao is refined and
reachability of the lower bound given in the refined version is proved. In virtue of this
consequence, we further show that the lower bound in the Super Kac-Weisfeiler Prop-
erty for a basic classical Lie superalgebra with arbitrary p-characters is also reachable.
The main tool applied there is the geometric method caused by the nilpotent orbits
of algebraic groups.
1.8. Throughout we work with the field of complex numbers C or the algebraically
closed field k = Fp in positive characteristic as the ground field.
Let Z+ be the set of all the non-negative integers in Z, and denote by Z2 the residue
class ring modulo 2 in Z.
A superspace is a Z2-graded vector space V = V0¯ ⊕ V1¯, in which we call elements
in V0¯ and V1¯ even and odd, respectively. Write |v| ∈ Z2 for the parity (or degree) of
v ∈ V , which is implicitly assumed to be Z2-homogeneous. We will use the notations
dimV = (dimV0¯, dimV1¯), dimV = dimV0¯ + dimV1¯.
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All Lie superalgebras g will be assumed to be finite dimensional.
Recall that a superalgebra analog of Schur’s Lemma states that the endomor-
phism ring of an irreducible module of a superalgebra is either 1-dimensional or 2-
dimensional (in the latter case it is isomorphic to a Clifford algebra), cf. for example,
Kleshchev ([20], Chapter 12). An irreducible module is of typeM if its endomorphism
ring is 1-dimensional and it is of type Q otherwise.
By vector spaces, subalgebras, ideals, modules, and submodules etc. we mean in
the super sense unless otherwise specified, throughout the paper.
2. Preliminaries
The materials in this section are standard results about algebraic supergroups and
Lie superalgebras.
2.1. Algebraic supergroups. We first briefly recall the generalities on algebraic
supergroups, following ([38], Section 2) by Shu and Wang. One can also refer to [4],
[15], [26].
Let F be a fixed algebraically closed field of characteristic p > 2. All objects in this
section will be defined over F unless otherwise specified. Let B = B0¯ +B1¯ be a com-
mutative Z2-graded superalgebra over F, that is, ab = (−1)|a||b|ba for all homogeneous
elements a, b ∈ B of degree |a|, |b| ∈ Z2. In the sequel, we assume that all formulas
are defined via the homogeneous elements and extended by linearity. An element in
B0¯ is called even and an element in B1¯ is called odd. From the supercommutativity
it follows that b2 = 0 for all b ∈ B1¯. We will denote by salg the category of com-
mutative superalgebras over F and even homomorphisms. A fundamental object in
this category is the free commutative superalgebra F[x1, · · · , xn; ξ1, · · · , ξm] in even
generators x1, · · · , xn and odd generators ξ1, · · · , ξm.
Definition 2.1. An affine superscheme X will be identified with its associated functor
in the category of superschemes
Hom(Spec(−), X) : salg→ sets.
For an affine superscheme X , its coordinate superalgebra F[X ] is the superalgebra
Mor(X,A1|1) of all natural transformations from the functor X to A1|1.
Definition 2.2. An affine algebraic supergroup G is a functor from the category
salg to the category of groups which associates to a commutative superalgebra B a
group G(B) functorially, and which has a coordinator algebra F[G] that is finitely
generated.
For an algebraic supergroup G, we have F[G] admits a canonical structure of Hopf
superalgebra, with comultiplication ∆ : F[G]→ F[G]⊗F[G], the antipode S : F[G]→
F[G], and the counit ε : F[G] → F. Set J := ker(ε). A closed subgroup of G is
an affine supergroup scheme with coordinate algebra that is a quotient of F[G] by a
Hopf ideal. In particular, the underlying purely even group of G, denoted by Gev,
corresponds to the Hopf ideal F[G]F[G]1¯. That is, F[Gev] ∼= F[G]/F[G]F[G]1¯.
The superspace of distributions (at the identity e ∈ G) is
Dist(G) := ∪n>0Distn(G),
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where Distn(G) := {X ∈ F[G]∗|X(J n+1) = 0} ∼= (F[G]/J n+1)∗. For any X ∈
Dists(G) and Y ∈ Distt(G), define
[X, Y ] := X ∗ Y − (−1)|X||Y |Y ∗X ∈ Dists+t−1(G).
Hence, the tangent space at the identity
Te(G) := {X ∈ Dist1(G)|X(1) = 0} ∼= (J /J 2)∗
carries a Lie superalgebra structure; it is called the Lie superalgebra of G and will be
denoted by Lie(G). The canonical map
π : F[G]→ F[Gev] = F[G]/F[G]F[G]1¯
sends J to the kernel Jev of εev : F[Gev] → F and π(J i) ⊂ J iev for i > 1. This
induces an injective algebra homomorphism
π∗ : Dist(Gev)→ Dist(G).
Lemma 2.1. [38] The superalgebra homomorphism π∗ induces an isomorphism of Lie
algebras from Lie(Gev) onto Lie(G)0¯ = Lie(G) ∩ Dist(G)0¯.
2.2. Lie superalgebras. In this part we will recall some basics on Lie superalgebras.
Definition 2.3. Let V = V0¯ ⊕ V1¯ be a Z2-graded space and (·, ·) be a bilinear form
on V .
(1) If (a, b) = 0 for any a ∈ V0¯, b ∈ V1¯, then (·, ·) is called even;
(2) If (a, b) = (−1)|a||b|(b, a) for any homogeneous elements a, b ∈ V , then (·, ·) is
called supersymmetric;
(3) If ([a, b], c) = (a, [b, c]) for any homogeneous elements a, b, c ∈ V , then (·, ·) is
called invariant;
(4) If it follows from (a, V ) = 0 that a = 0, then (·, ·) is called non-degenerated.
Definition 2.4. Let g be a simple Lie superalgebra. If
(1) there exists a non-degenerated, supersymmetric and invariant even bilinear form
on g;
(2) the even part g0¯ of g is a Lie algebra of reductive group,
then g is called a basic classical Lie superalgebra.
In other words, a finite-dimensional Lie superalgebra g = g0¯ ⊕ g1¯ is called classical
if it is simple and the representation of g0¯ on g1¯ is completely reducible.
Now let F be the field k := Fp of positive characteristic p > 0.
Definition 2.5. A Lie superalgebra gk = (gk)0¯ ⊕ (gk)1¯ over k is called a restricted
Lie superalgebra, if there is a p-th power map (gk)0¯ → (gk)0¯, denoted as [p], satisfying
(a) (kx)[p] = kpx[p] for all k ∈ k and x ∈ (gk)0¯;
(b) [x[p], y] = (adx)p(y) for all x ∈ (gk)0¯ and y ∈ gk;
(c) (x + y)[p] = x[p] + y[p] +
p−1∑
i=1
si(x, y) for all x, y ∈ (gk)0¯, where isi(x, y) is the
coefficient of λi−1 in (ad(λx+ y))p−1(x).
In short, a restricted Lie superalgebra is a Lie superalgebra whose even subalgebra
is a restricted Lie algebra and the odd part is a restricted module by the adjoint
action of the even subalgebra.
In ([38], Proposition 2.3) Shu and Wang introduced the following consequence:
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Lemma 2.2. [38] Let G be a supergroup. Then, Lie(G) is a restricted Lie superalgebra
with the p-mapping: X 7→ X [p] for X ∈ Lie(G)0¯, where X [p] :=
p︷ ︸︸ ︷
X ∗ · · · ∗X is defined
in Dist(G). Moreover, the restricted structure on Lie(Gev) as a subalgebra of Lie(G)
coincides with the one induced as Lie algebra of the algebraic group Gev.
All the Lie superalgebras over positive characteristic field k in this paper will be
assumed to be restricted.
3. Finite W -superalgebras over the field of complex numbers
In this section we will introduce the equivalent definitions of finiteW -superalgebras
over C.
3.1. The definition of finite W -superalgebras over C. Let g be a basic classical
Lie superalgebra over C and h be a Cartan subalgebra of g. Let Φ be a root system of
g relative to h whose simple roots system Π = {α1, · · · , αl} is distinguished (which is
defined in ([18], Proposition 1.5)). Let Φ+ be the corresponding positive system in Φ,
and put Φ− := Φ+. Let g = n−⊕h⊕n+ be the corresponding triangular decomposition
of g. By [9], we can choose a Chevalley basis B = {eγ|γ ∈ Φ} ∪ {hα|α ∈ Π} of g. Let
gZ denote the Chevalley Z-form in g and UZ the Kostant Z-form of U(g) associated
to B. Given a Z-module V and a Z-algebra A, we write VA := V ⊗Z A.
Let G be the algebraic supergroup of g. It is immediate from Definition 2.4 that the
even part of G is reductive and denote it by Gev. Let e ∈ g0¯ be an even nilpotent in
g. By the Dynkin-Kostant theory, adGev.e interacts with (gZ)0¯ nonempty. Therefore,
we can assume that all the even nilpotent elements considered are in (gZ)0¯. By the
same discussion as ([32], Section 4.2), for any nilpotent element e ∈ (gZ)0¯ we can find
f, h ∈ (gQ)0¯ such that (e, h, f) is a sl2-triple in g (i.e. [h, e] = 2e, [h, f ] = −2f, [e, f ] =
h).
Proposition 3.1. Let g be a basic classical Lie superalgebra (except for type D(2, 1; a)
(a /∈ Q)) over C, then there exists an even non-degenerated supersymmetric invariant
bilinear form (·, ·) and a Chevalley basis of g under which the invariant bilinear form
takes value in Q.
Proof. Firstly, it is well known from Kac’s classification theorem ([18], Proposition
1.1(a)) that the basic classical Lie superalgebras can be divided into seven types,
i.e. A(m,n), B(m,n), C(n), D(m,n), D(2, 1; a)(a ∈ C\{0,−1}), F (4), G(3). For each
case a Chevalley basis of g was constructed by R. Fioresi and F. Gavarini in ([9],
Section 3.3) explicitly (which was firstly introduced by Shu-Wang for the orthogonal-
symplectic case in [38]). We will choose these vectors as a basis of g. Now for each
case we will consider separately:
(1) It follows from ([17], Section 2.3 & Section 2.4) that the Killing form κ(·, ·) is
non-zero for all basic classical Lie superalgebras except for A(n, n), D(n + 1, n) and
D(2, 1; a). Since κ(gZ, gZ) ∈ Q, we can choose κ(·, ·) as the desired bilinear form.
(2) For the case A(n, n) and D(n + 1, n), note that each element in the Cheval-
ley basis of g given in ([9], Section 3.3) is a linear combination of matrix vectors.
Therefore, the super-trace str(·, ·) associated to the natural representation of g takes
value in Q. It follow from ([17], Proposition 1.1.2(a)) that str(·, ·) is non-degenerated,
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supersymmetric and invariant. As str(·, ·) is non-zero, we can choose str(·, ·) as the
desired bilinear form (in fact, str(·, ·) can also be selected as the desired linear form
in case (1)).
(3) For the case D(2, 1; a) (a ∈ C\{0,−1}), a set of generators for g was formulated
in ([9], Section 3.3), i.e. {hi, ei, fi} (i ∈ {1, 2, 3}) where e1, f1 ∈ g1¯, and the rest
elements are in g0¯. Under which the Cartan matrix is:
(ai,j)i,j=1,2,3 =
 0 1 a−1 2 0
−1 0 2
 ,
and the relations between them are:
[hi, hj ] = 0, [e1, e1] = 0, [f1, f1] = 0,
[hi, ej ] = ai,jej , [hi, fj] = −ai,jfj, [ei, fj ] = δi,jhi.
Define
e1,2 := [e1, e2], e1,3 := [e1, e3], e1,2,3 := [e1,2, e3], e1,1,2,3 :=
[e1,e1,2,3]
(1+a)
,
f2,1 := [f2, f1], f3,1 := [f3, f1], f3,2,1 := [f3, f2,1], f3,2,1,1 := − [f3,2,1,f1](1+a) ,
H1 := h1, H2 :=
(2h1−h2−ah3)
(1+a)
, H3 := h3,
then the set {Hi, ei, fi}i=1,2,3∪{e1,2, e1,3, e1,2,3, e1,1,2,3, f2,1, f3,1, f3,2,1, f3,2,1,1} is a Cheval-
ley basis of D(2, 1; a).
If a 6= 0,−1, we can define the bilinear form (·, ·) for the generators of g by
(e1, f1) = 1, (e2, f2) = −1, (e3, f3) = − 1a , (h1, h2) = −1,
(h1, h3) = −1, (h2, h2) = −2, (h3, h3) = − 2a ,
(the unwritten ones are all zero) and expand it to the Chevalley basis of D(2, 1; a) by
linearity. When a ∈ Q\{0,−1}, it is easy to verify that the bilinear form (·, ·) takes
value in Q. 
Remark 3.1. In this paper basic classical Lie superalgebras over C will be referred to
all except for type D(2, 1; a)(a /∈ Q).
It follows from Proposition 3.1 and the discussion earlier that (e, f) ∈ Q. ([17],
Proposition 2.5.5(c)) shows that the non-degenerated, supersymmetric and invariant
bilinear form on any basic classical Lie superalgebra is uniquely determined up to
a constant factor. Therefore, we can assume (e, f) = 1 and (·, ·) is in Q under the
Chevalley basis of g given in [17]. Define χ ∈ g∗ by letting χ(x) = (e, x) for x ∈ g,
and it follows that χ(g1¯) = 0.
Definition 3.1. We call a commutative (in the usual sense, not super) ring A ad-
missible if A is a finitely generated Z-subalgebra of C, (e, f) ∈ A×(= A\{0}), and all
bad primes of the root system of g and the determinant of the Gram matrix of (·, ·)
relative to a Chevalley basis of g are invertible in A.
It is clear by definition that every admissible ring is a Noetherian domain. Given
a finitely generated Z-subalgebra A of C and an element P in the maximal spectrum
of A, it is well known that for every P ∈ SpecmA the residue field A/P is isomorphic
to Fq, where q is a p-power depending on P. We denote by Π(A) the set of all primes
p ∈ N that occur in this way.
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Since the choice of A does not depend on the super structure of g, it follows from
([37], Section 2.1) that the set Π(A) contains almost all primes in N. For example,
we can take A = Z[ 1
N !
] for any sufficiently large integer N , then A is an admissible
algebra. Let p be a prime with p≫ N , i.e. p≫ 0, then p ∈ Π(A).
Let g(i) = {x ∈ g|[h, x] = ix} be the decomposition of g under the Dynkin grading,
then g =
⊕
i∈Z
g(i). By the sl2-theory, all subspaces g(i) defined are over Q. Also,
e ∈ g(2)0¯ and f ∈ g(−2)0¯. By ([14], Lemma 2.7(i)) we know that if the integers i
and j satisfy i + j 6= 0, then (g(i), g(j)) = 0. Moreover, there exist symplectic and
symmetric bilinear forms 〈·, ·〉 on the Z2-graded subspaces g(−1)0¯ and g(−1)1¯ given
by
〈x, y〉 := (e, [x, y]) = χ([x, y]),
respectively.
It follows from ([42], Section 4.1) that dim g(−1)0¯ is even. Take g(−1)′0¯ ⊂ g(−1)0¯ be
a maximal isotropic subspace with respect to 〈·, ·〉, then dim g(−1)′0¯= dim g(−1)0¯/2 =
s. Let us+1, · · · , u2s of be a basis of g(−1)′0¯, then we can choose a basis u1, · · · , us
of g(−1)0¯ ∩ (g(−1)′0¯)⊥ (with respect to 〈·, ·〉) such that u1, · · · , us, us+1, · · · , u2s is a
basis of g(−1)0¯ under which the symplectic form 〈·, ·〉 has matrix form
−1
. .
.
−1
1
. .
.
1
 ,
i.e. for any 1 6 i 6 2s, if we define
i∗ =
{ −1 if 1 6 i 6 s;
1 if s+ 1 6 i 6 2s,
then 〈ui, uj〉 = i∗δi+j,2s+1, where δi,j is the kronecker symbol.
Accordingly, if dim g(−1)1¯ = r, we can choose a basis v1, · · · , vr of g(−1)1¯ under
which the symmetric form 〈·, ·〉 has matrix form 1. . .
1
 ,
i.e. for any 1 6 i, j 6 r, 〈vi, vj〉 = δi+j,r+1.
Since the bilinear form 〈·, ·〉 on g(−1)1¯ is symmetric, the dimension of g(−1)1¯ is
not necessary an even number. If r is even, then take g(−1)′1¯ ⊆ g(−1)1¯ be the
subspace spanned by v r
2
+1, · · · , vr. If r is odd, then take g(−1)′1¯ ⊆ g(−1)1¯ be the
subspace spanned by v r+3
2
, · · · , vr. Set g(−1)′ = g(−1)′0¯ ⊕ g(−1)′1¯ and introduce the
subalgebras
m =
⊕
i6−2
g(i)⊕ g(−1)′, p =
⊕
i>0
g(i),
m′ =
{
m if r is even;
m⊕ Cv r+1
2
if r is odd.
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Remark 3.2. From now on, we will denote the dimension of g(−1)1¯ by r. For
any real number a ∈ R, let ⌈a⌉ denote the largest integer lower bound of a, and ⌊a⌋
the least integer upper bound of a. In particular, ⌈a⌉ = ⌊a⌋ = a when a ∈ Z. We
will denote ⌊ r
2
⌋ by t (which equals to the dimension of g(−1)1¯ ∩ (g(−1)′1¯)⊥) for
convenience in this paper.
Remark 3.3. Write ge for the centralizer of e in g, and gf the centralizer of f in g.
For any i ∈ Z2, denote di := dim gi−dim gei . It follows from ([42], Theorem 4.3) that
dim g− dim ge =
∑
k>2
2dim g(−k) + dim g(−1).
In particular, dim g(−1)1¯ and d1 always have the same parity. It follows from the
definition of m that either (1) (d0
2
, d1
2
) = dim m when dim g(−1)1¯ (or d1, equivalently)
is even, or (2) (d0
2
, d1−1
2
) = dim m when dim g(−1)1¯ (or d1) is odd.
By the same discussion as ([36], Section 2.1), we can assume gA =
⊕
i∈Z
gA(i) after
enlarging A if need be, and each gA(i) := gA ∩ g(i) is freely generated over A by
a basis of the vector space g(i). Then {u1, · · · , u2s} and {v1, · · · , vr} are free basis
of A-module gA(−1)0¯ and gA(−1)1¯, respectively. By the assumptions on A we can
obtain that mA := gA ∩ m, m′A := gA ∩ m′ and pA := gA ∩ p are free A-modules and
direct summands of gA. More precisely,
mA = gA(−1)′ ⊕
⊕
i6−2
gA(i), where gA(−1)′ = gA ∩ g(−1)′, pA =
⊕
i>0
gA(i),
m′A =
{
mA if r is even;
mA ⊕ Av r+1
2
if r is odd.
Let g∗ be the C-module dual to g and let m⊥ denote the set of all linear functions
on g vanishing on m. By the discussion at the beginning of Section 3.1 we have
that e ∈ (gZ)0¯, f ∈ (gQ)0¯. Hence we can assume e, f ∈ (gA)0¯ after enlarging A
possibly (for example, if the admissible algebra is chosen as Z[ 1
N !
], then one can just
select a sufficiently large positive integer N ≫ 0) and that [e, gA(i)] and [f, gA(i)] are
direct summands of gA(i+ 2) and gA(i− 2), respectively. By the sl2-theory we have
gA(i+ 2) = [e, gA(i)] for each i > −1.
Since the vectors in g can be identified with their dual vectors in g∗ by the non-
degenerated bilinear form (·, ·), we will identify the functions on g naturally with the
vectors in g.
Lemma 3.1. For the nilpotent subalgebra m⊥ of Lie superalgebra g, we have
m⊥ = [m′, e]⊕ gf .
Proof. When dim g(−1)1¯ is even, i.e. m′ = m, the proof is the same as the Lie
algebra case (see e.g. [44], Lemma 26). When dim g(−1)1¯ is odd, i.e. m′ 6= m, minor
modifications are needed for the proof. We will just sketch the proof as follows:
(1) gf ⊆ m⊥. This follows from gf ⊆⊕
i60
g(i) ⊆ m⊥.
(2) [m′, e] ⊆ m⊥. This can be seen by ([e,m′],m) = (e, [m′,m]) = χ([m′,m]) = 0.
(3) im(ade) ∩ gf = 0. This follows from the sl2-representation theory.
(4) dim m⊥ = dim m′ +dim g(0) + dim g(−1) = dim [m′, e] + dim gf . This follows
by the bijection m′ → [m′, e], x 7→ [x, e], by (2), and the sl2-representation theory. 
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Lemma 3.2. For the subalgebra p of Lie superalgebra g, we have
p =
⊕
j>2
[f, g(j)]⊕ ge.
Proof. The proof is straightforward and is the same as the Lie algebra case. (see e.g.
[3], Lemma 2.2) 
By Lemma 3.2 and the assumptions onA, we can choose a basis x1, · · · , xl, xl+1, · · · , xm
∈ p0¯, y1, · · · , yq, yq+1, · · · , yn ∈ p1¯ of p =
⊕
i>0
g(i) such that
(a) xi ∈ g(ki)0¯, yj ∈ g(k′j)1¯, where ki, k′j ∈ Z+;
(b) x1, · · · , xl is a basis of ge0¯ and y1, · · · , yq is a basis of ge1¯;
(c) xl+1, · · · , xm ∈ [f, g0¯] and yq+1, · · · , yn ∈ [f, g1¯]
and the corresponding elements of (a), (b) and (c) in A form a basis of the free
A-module pA =
⊕
i>0
gA(i) after enlarging admissible algebra A if needed.
Definition 3.2. Define the generalized Gelfand-Graev g-module associated to χ by
Qχ = U(g)⊗U(m) Cχ,
where Cχ = C1χ is a 1-dimensional m-module such that x.1χ = χ(x)1χ for all x ∈ m.
Given (a,b, c,d) ∈ Zm+ × Zn2 × Zs+ × Zt2, let xaybucvd denote the monomial
xa11 · · ·xamm yb11 · · · ybnn uc11 · · ·ucss vd11 · · · vdtt
in U(g).
Definition 3.3. Define the finite W -superalgebra over C by
U(g, e) := (EndgQχ)
op,
where (EndgQχ)
op denotes the opposite algebra of the endomorphism algebra of g-
module Qχ.
It can be easily concluded by definition that if two even nilpotent elements E,E ′ ∈
g0¯ are conjugate under the action of AdGev, then there is an isomorphism between
finite W -superalgebras U(g, E) and U(g, E ′). Therefore, the construction of finite
W -superalgebras only depends on the adjoint orbit AdGev.e of e up to isomorphism.
Let Nχ denote the Z2-graded ideal of codimension 1 in U(m) generated by all
〈x − χ(x)|x ∈ m〉 with x ∈ mi, i ∈ Z2. Then Qχ ∼= U(g)/U(g)Nχ as g-modules. By
construction, the left ideal Iχ := U(g)Nχ of U(g) is a (U(g), U(m))-bimodule. The
fixed point space (U(g)/Iχ)
adm carries a natural algebra structure given by
(x+ Iχ) · (y + Iχ) := (xy + Iχ)
for all x, y ∈ U(g).
Theorem 3.1. There is an isomorphism between C-algebras
φ : (EndgQχ)
op → Qadmχ
Θ 7→ Θ(1χ),
where Qadmχ is the invariant subalgebra of U(g)/Iχ
∼= Qχ under the adjoint action of
m.
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Proof. Since each element in (EndgQχ)
op is uniquely determined by its effect on
1χ ∈ Qχ, it is easy to verify that the mapping φ is well-defined, both injective and
surjective, and keeps the Z2-graded algebra structure. It remains to prove that φ is
an isomorphism between C-algebras.
For Θ = Θ0¯ +Θ1¯,Θ
′ = Θ′0¯ +Θ
′
1¯ ∈ (EndgQχ)op,
φ(Θ ·Θ′) = φ((Θ0¯ +Θ1¯) · (Θ′0¯ +Θ′1¯))
= φ(Θ0¯ ·Θ′0¯ +Θ1¯ ·Θ′0¯ +Θ0¯ ·Θ′1¯ +Θ1¯ ·Θ′1¯)
= (−1)|Θ′0¯||Θ0¯|(Θ′0¯ ◦Θ0¯)(1χ) + (−1)|Θ
′
0¯
||Θ1¯|(Θ′0¯ ◦Θ1¯)(1χ)+
(−1)|Θ′1¯||Θ0¯|(Θ′1¯ ◦Θ0¯)(1χ) + (−1)|Θ
′
1¯
||Θ1¯|(Θ′1¯ ◦Θ1¯)(1χ)
= Θ′0¯(Θ0¯(1χ)) + Θ
′
0¯(Θ1¯(1χ)) + Θ
′
1¯(Θ0¯(1χ))−Θ′1¯(Θ1¯(1χ))
= (−1)|Θ′0¯||Θ0¯|Θ0¯(1χ)Θ′0¯(1χ) + (−1)|Θ
′
0¯
||Θ1¯|Θ1¯(1χ)Θ
′
0¯(1χ)+
(−1)|Θ′1¯||Θ0¯|Θ0¯(1χ)Θ′1¯(1χ)− (−1)|Θ
′
1¯
||Θ1¯|Θ1¯(1χ)Θ
′
1¯(1χ)
= Θ0¯(1χ)Θ
′
0¯(1χ) + Θ1¯(1χ)Θ
′
0¯(1χ) + Θ0¯(1χ)Θ
′
1¯(1χ) + Θ1¯(1χ)Θ
′
1¯(1χ),
but
φ(Θ)φ(Θ′) = (Θ0¯(1χ) + Θ1¯(1χ))(Θ
′
0¯(1χ) + Θ
′
1¯(1χ)),
therefore
φ(Θ ·Θ′) = φ(Θ)φ(Θ′).
It follows from all the discussions above that φ is an isomorphism. 
Remark 3.4. We get an equivalent definition for the finite W -superalgebras over C
due to Theorem 3.1. If we take e = 0, then the finite W -superalgebra is simply the
enveloping algebra U(g). Hence the finite W -superalgebra U(g, e) can be considered
as a generalization of universal enveloping algebra U(g).
By the PBW theorem, there is a vector space decomposition:
U(g) = U(p˜)⊕ Iχ,
where p˜ := p⊕C〈x1, · · · , xl, y1, · · · , yq〉(⊕Cv r+1
2
) (recall that x1, · · · , xl ∈
⊕
j>2
[f, g(j)0¯]
and y1, · · · , yq ∈
⊕
j>2
[f, g(j)1¯]), and the term Cv r+1
2
occurs only for the case when
dim g(−1)1¯ is odd. Let Pr : U(g) −→ U(p˜) denote the corresponding linear projection.
Definition 3.4. Define the subalgebra Wχ of U(p˜) over C by
Wχ := {u ∈ U(p˜) | Pr([x, u]) = 0 for any x ∈ m}.
Theorem 3.2. There is an isomorphism between C-algebras
ϕ : Wχ −→ Qadmχ
u 7→ u(1 + Iχ).
The proof is straightforward and thus will be omitted here.
Remark 3.5. It follows from Theorem 3.2 that we obtained another equivalent defi-
nition for finite W -superalgebras over C by Definition 3.4.
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3.2. Kazhdan filtration. To study the structure theory of finiteW -algebras, Premet
firstly introduced the “e-degree” (i.e. the Kazhdan degree) for the enveloping algebra
U(g), then the Kazhdan filtration. In virtue of this filtration, the PBW theorem
for finite W -algebras was obtained in [32]. Following Premet’s treatment and the
summary on finite W -algebras given by Brundan-Goodwin-Kleshchev in ([3], Section
3.2), we will introduce the Kazhdan filtration for finite W -superalgebras in this part.
Let g =
⊕
i∈Z
g(i) denote the root decomposition of g under the action of adh. Define
the Kazhdan degree on g by declaring x ∈ g(j) is (j+2). Let FiU(g) denote the span
of monomials x1 · · ·xn for n > 0 with x1 ∈ g(j1), · · · , xn ∈ g(jn) in U(g) such that
(j1 + 2) + · · ·+ (jn + 2) 6 i. Then we get the Kazhdan filtration on U(g):
· · · ⊆ FiU(g) ⊆ Fi+1U(g) ⊆ · · · .
The associated graded algebra grU(g) is the supersymmetric algebra S(g) via the
Kazhdan filtration on g in which x ∈ g(j) is of degree (j + 2).
The Kazhdan filtration on U(g) induces a filtration on its subalgebras. Setting
FiU(p˜) := U(p˜) ∩ FiU(g), we get an induced Kazhdan filtration on the subalgebra
U(p˜). The Kazhdan filtration on p˜ only involves positive degrees, so the Kazhdan
filtration on U(p˜) is strictly positive in the sense that F0U(p˜) = C and FiU(p˜) = 0
for i < 0. The Kazhdan filtration on U(g) also induces a filtration on the Z2-graded
left ideal Iχ and on the quotient Qχ = U(g)/Iχ. By definition it is obvious that Qχ is
isomorphic to U(p˜) as vector spaces. Hence grQχ = S(g)/grIχ is a super-commutative
Z+-graded algebra under the Kazhdan grading.
By above discussion we have identified Qχ with U(p˜), then we obtain an induced
strictly positive filtration
F0U(g, e) ⊆ F1U(g, e) ⊆ · · ·
on U(g, e) such that U(g, e) is a subalgebra of U(p˜) by the third definition of finite
W -superalgebras (see Definition 3.4).
In virtue of the bilinear form (·, ·), we can identify S(g) with the polynomial su-
peralgebra C[g] of regular functions on g. Then grIχ is the ideal generated by the
functions {x − χ(x)|x ∈ m}, i.e. the left ideal of all functions in C[g] vanishing on
e + m⊥ of g. Hence gr Qχ can be identified with C[e + m
⊥]. Since Qχ is identified
with U(p˜) as vector spaces, we have that S(p˜) ∼= gr Qχ. Then it follows that
S(p˜) ∼= C[e +m⊥].
If just considering the even part, we can get an isomorphism between C-algebras (in
the usual sense, not super)
S(p˜0¯) ∼= C[e+m⊥0¯ ],
where m⊥0¯ := {f ∈ g∗0¯|f(m0¯) = 0}, m⊥0¯ is identified with the subalgebra of g0¯ by the
bilinear form (·, ·), and C[e+m⊥0¯ ] the regular functions on affine variety e +m⊥0¯ .
3.3. Whittaker functor and Skryabin equivalence. Whittaker category is an
important part in the representation theory of Lie algebras, and a great deal of infi-
nite dimensional representations are included in this category. Following Skryabin’s
treatment to the Lie algebra case in [39], we will firstly introduce the Whittaker mod-
ules for Lie superalgebras, then establish the Skryabin equivalence between certain
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representation category of Lie superalgebras and the representation category of fi-
nite W -superalgebras. All these provide a powerful tool for the study on the infinite
dimensional representations theory of Lie superalgebras.
Definition 3.5. A g-module L is called a Whittaker module if a − χ(a), ∀a ∈ m,
acts on L locally nilpotently. A Whittaker vector in a Whittaker g-module L is a
vector v ∈ L which satisfies (a− χ(a))v = 0, ∀a ∈ m.
Let g-Wmodχ denote the category of finitely generated Whittaker g-modules, and
assume all the morphisms are even. Write
Wh(L) = {v ∈ L|(a− χ(a))v = 0, ∀a ∈ m}
the subspace of all Whittaker vectors in L.
Recall the second definition of finiteW -superalgebras (see Theorem 3.1) shows that
U(g, e) ∼= (U(g)/Iχ)adm. Denote by y¯ ∈ U(g)/Iχ the coset associated to y ∈ U(g).
Theorem 3.3. (1) Given a Whittaker g-module L with an action map ρ, Wh(L) is
naturally a U(g, e)-module by letting
y¯.v = ρ(y)v
for v ∈Wh(L) and y¯ ∈ U(g)/Iχ.
(2) For M ∈ U(g, e), Qχ ⊗U(g,e) M is a Whittaker g-module by letting
y.(q ⊗ v) = (y.q)⊗ v
for y ∈ U(g) and q ∈ Qχ, v ∈ V .
Proof. The proof is straightforward and is the same as the Lie algebra case. (see e.g.
proof of ([44], Lemma 35)). 
Given a g-Wmodχ M , define Mm by
Mm = {m ∈M |x.m = χ(x)m for all x ∈ m},
then Mm can be considered as a U(g, e)-module. The following theorem shows that
there exists an equivalence of categories between the g-Wmodχ and the U(g, e)-
modules.
Theorem 3.4. The functor Qχ ⊗U(g,e) − : U(g, e)-mod −→ g-Wmodχ is an equiva-
lence of categories, with Wh : g-Wmodχ −→ U(g, e)-mod as its quasi-inverse.
The theorem generalizes the situation of the Lie algebra case. For the Lie algebra
case, Skryabin firstly defined a partial ordered set on the basis of U(m) by the Kazh-
dan degree in [39], then gave a proof by induction. Applying the finite W -algbras’
BRST cohomology definition, Gan and Ginzburg gave an alternative proof for the
Skryabin’s theorem in [10]. However, the cohomology theory related to the finite
W -superalgebras has yet to be developed. Especially when dim g(−1)1¯ is odd, there
is even no BRST cohomology definition for the finite W -superalgebras. Hence we
will follow Skryabin’s treatment here. The proof is just sketched, and more specific
details refer to ([39], Therorem 1).
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Proof. Define the map µ : Qχ⊗U(g,e)Mm −→M by the rule u.1χ⊗v 7→ uv for u ∈ U(g)
and v ∈ Mm. For any U(g, e)-module V ′, define ν : V ′ −→ (Qχ ⊗U(g,e) V ′)m by the
rule ν(v′) = 1χ ⊗ v′ for v′ ∈ V ′. Following Skryabin’s discussion in ([39], Therorem
1) (Some of the details need to be improved. See the proof of Proposition 4.2 in [42]
by Wang and Zhao), it is immediate that µ is an isomorphism of g-modules, and ν is
an isomorphism of U(g, e)-modules. 
3.4. Restricted root system and restricted root decomposition. In this part
we will introduce the restricted root system and restricted root decomposition for the
basic classical Lie superalgebra associated to an even nilpotent element, which lays the
foundation for further study on the highest weight theory of finite W -superalgebras.
As for the Lie algebra case, we refer to [2] and [3].
It is well known that even part g0¯ of a basic classical Lie superalgebra g over C
is a reductive Lie algebra, and gh0¯ ∩ ge0¯ is a Levi factor of ge0¯. Recall that the root
system of g we have chosen is distinguished (see Section 3.1), and the vector space
decomposition g =
⊕
i∈Z
g(i) is obtained by the action of adh. Hence we can pick a
maximal toral subalgebra te ⊆ g(0)0¯ in gh0¯ ∩ ge0¯, and a maximal toral subalgebra h of
g containing te and h.
We can obtain the following result, which can be proved by the same method as
the Lie algebra case in ([2], Lemma 13).
Proposition 3.2. The set of weights of te on ge is equal to the set of weights of te
on g under the action of adh.
For α ∈ (te)∗, let gα =
⊕
i∈Z
gα(i) denote the α-weight space of g with respect to t
e.
Hence
g = g0 ⊕
⊕
α∈Φe
gα
where α ∈ Φe ⊂ (te)∗ denotes the set of non-zero weights of te on g. Similarly, each
of the spaces m,m′, p, p˜ can also be decomposed into te-weight spaces. Φe is called
a restricted root system. Notably, Φe is not a root system in the usual sense; for
example, for α ∈ Φe there may be multiples of α other than ±α that belongs to Φe.
By Proposition 3.2 it is immediate that Φe is also the non-zero weights of te on ge,
i.e. there is an induced restricted root decomposition:
ge = ge0 ⊕
⊕
α∈Φe
geα.
4. Finite W -superalgebras in positive characteristic
In this part, we will introduce the finiteW -superalgebra associated to basic classical
Lie superalgebra g (which also includes the case D(2, 1; a¯)(a¯ ∈ k)) over positive
characteristic field k := Fp with p ∈ Π(A).
4.1. The definition of finiteW -superalgebras in positive characteristic. Given
an admissible algebra A, set Qχ,A := U(gA) ⊗U(mA) Aχ, where Aχ = A1χ. It follows
by definition that Qχ,A is a gA-stable A-lattice in Qχ with
{xaybucvd ⊗ 1χ|(a,b, c,d) ∈ Zm+ × Zn2 × Zs+ × Zt2}
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as a free basis. Let Nχ,A denote the homogeneous ideal of codimension 1 in A-
subalgebra U(mA) generated by all x − χ(x) with x ∈ (mA)i where i ∈ Z2. Set
Iχ,A := U(gA)Nχ,A, the left ideal of U(gA). Then Qχ,A ∼= U(gA)/Iχ,A as gA-modules.
Pick a prime p ∈ Π(A) and denote by k = Fp the algebraic closure of Fp. By
Definition 3.1 and the discussion thereafter, we can assume that (·, ·) is A-valued on
gA after enlarging A, possibly. The bilinear form (·, ·) induces a bilinear form on the
Lie superalgebra gk ∼= gA ⊗A k. In the following we still denote this bilinear form by
(·, ·).
If we denote by Gk the algebraic k-supergroup of hyperalgebra Uk = UZ⊗Zk, then
gk = Lie(Gk) by the discussion in Section 3.1. Note that the bilinear form (·, ·) is
non-degenerated and Ad(Gk)ev-invariant. For x ∈ gA, set x¯ := x⊗1, an element of gk.
To ease notation we identify e, f, h with the nilpotent elements e¯ = e⊗ 1, f¯ = f ⊗ 1
and h¯ = h⊗ 1 in gk, and χ with the linear function (e, ·) on gk. Obviously this will
not cause confusion. Set mk := mA ⊗A k, m′k := m′A ⊗A k.
Let gk be a restricted Lie superalgebra (see Definition 2.5). For each x¯ ∈ (gk)0¯, we
can obtain that x¯p − x¯[p] ∈ U(gk) is contained in the center of U(gk) by definition.
The subalgebra k〈x¯p − x¯[p]|x¯ ∈ (gk)0¯〉 of U(gk) is called the p-center of U(gk) and
denote Zp(gk) for short. It follows from the PBW theorem of U(gk) that Zp(gk) is
isomorphic to a polynomial algebra (in the usual sense) in dim (gk)0¯ variables. For
every maximal ideal J of Zp(gk) there is a unique linear function η = ηJ ∈ (gk)∗0¯ such
that
J = 〈x¯p − x¯[p] − η(x¯)p|x¯ ∈ (gk)0¯〉.
Since the Frobenius map of k is bijective, this enables us to identify the maximal
spectrum Specm(Zp(gk)) of Zp(gk) with (gk)
∗
0¯.
For any ξ ∈ (gk)∗0¯ we write Jξ the two-sided ideal of U(gk) generated by the even
central elements
{x¯p − x¯[p] − ξ(x¯)p|x¯ ∈ (gk)0¯}.
Then the quotient algebra Uξ(gk) := U(gk)/Jξ is a gk-module, which is called the
reduced enveloping algebra with p-character ξ. We often regard ξ ∈ g∗
k
by letting
ξ((gk)1¯) = 0. By the classical theory of Lie superalgebras, we have
dim Uξ(gk) = p
dim (gk)0¯2dim (gk)1¯ .
For i ∈ Z, define the graded subspaces of gk over k by
gk(i) := gA(i)⊗A k, mk(i) := mA(i)⊗A k.
Due to our assumptions on A, the elements x¯1, · · · , x¯l and y¯1, · · · , y¯q form a basis of
the centralizer (ge
k
)0¯ and (g
e
k
)1¯ of e in gk, respectively.
It follows from ([42], Section 4.1) that the subalgebra mk is p-nilpotent, and the
linear function χ vanishes on the p-closure of [mk,mk]. Set
Qχ,k := U(gk)⊗U(mk) kχ,
where kχ = Aχ ⊗A k = k1χ. Clearly, k1χ is a 1-dimensional mk-module with the
property x¯.1χ = χ(x¯)1χ for all x¯ ∈ mk and it is obvious that Qχ,k ∼= Qχ,A ⊗A k.
Define Nχ,k := Nχ,A ⊗A k and Iχ,k := Iχ,A ⊗A k.
Definition 4.1. Define the finite W -superalgebra over k by
Û(gk, e) := (EndgkQχ,k)
op,
18
where (EndgkQχ,k)
op denotes the opposite algebra of EndgkQχ,k.
Remark 4.1. Recall that when we call g a basic classical Lie superalgebra over C,
the ones of type D(2, 1; a)(a /∈ Q) are excluded (see Remark 3.1). However, it is
notable that the procedure of “modular p reduction” goes smoothly for the case
D(2, 1; a¯)(a¯ ∈ k\{0¯,−1}), i.e. the k-algebra Û(gk, e) with gk ∈ D(2, 1; a¯)(a¯ ∈
k\{0¯,−1}) can also be induced from the C-algebra U(g, e) associated to the Lie
superalgebra D(2, 1; a)(a ∈ Q\{0, 1}). Since all the consequences obtained in Section
3.1 still establish for D(2, 1; a)(a ∈ Q\{0, 1}), the basic classical Lie superalgebras
over k = Fp will be referred to all types with p ∈ Π(A) in this paper, which also
include the case D(2, 1; a¯)(a¯ ∈ k\{0¯,−1}).
Let g∗A be the A-module dual to gA, so that g
∗ = g∗A⊗AC, g∗k = g∗A⊗Ak. Let (m⊥A)0¯
denote the set of all linear functions on (gA)0¯ vanishing on (mA)0¯. By the assumptions
on A, (m⊥A)0¯ is a free A-submodule and a direct summand of g
∗
A. Note that (m
⊥
A⊗AC)0¯
and (m⊥A ⊗A k)0¯ can be identified with the annihilators m⊥0¯ := {f ∈ g∗0¯|f(m0¯) = 0}
and (m⊥
k
)0¯ := {f ∈ (g∗k)0¯|f((mk)0¯) = 0}, respectively.
Given a linear function η ∈ χ+ (m⊥
k
)0¯, set gk-module
Qηχ := Qχ,k/JηQχ,k,
where Jη is the homogeneous ideal of U(gk) generated by all {x¯p − x¯[p] − η(x¯)p|x¯ ∈
(gk)0¯}. Evidently Qηχ is a gk-module with p-character η, and there exists a gk-module
isomorphism
Qηχ
∼= Uη(gk)⊗Uη(mk) 1¯χ.
Definition 4.2. Define the reduced enveloping algebra Uη(gk, e) of finiteW -superalgebras
associated to p-character η ∈ χ+ (m⊥
k
)0¯ by
Uη(gk, e) := (EndgkQ
η
χ)
op.
In this paper, we will call Uη(gk, e) the reduced W -superalgebra associated to
the even nilpotent element e and p-character η ∈ χ+(m⊥
k
)0¯. It is immediate that the
restriction of η coincides with that of χ on (mk)0¯. If we let η((mk)1¯) = 0, then the
ideal of U(mk) generated by all {x¯−η(x¯)|x¯ ∈ (mk)i, i ∈ Z2} equals Nχ,k = Nχ,A⊗Ak,
and kχ = kη as mk-modules. Let Nmk denote the Jacobson radical of Uη(mk), i.e. the
ideal of codimensional one in Uη(mk) generated by all 〈x − η(x)〉 with x ∈ mk, and
define Imk := Uη(gk)Nmk be the ideal of Uη(gk).
Remark 4.2. It is notable that Definition 4.2 was first introduced by Wang and Zhao
in ([42], Theorem 4.4). However, what they have defined is the case η = χ, i.e.
the reduced W -superalgebra Uχ(gk, e) associated to p-character χ (which was called
a finite W -superalgebra in [42]). Notably, they did not introduce the definition in
the same way as we do here (i.e. first introduce the finite W -superalgebras over C,
then define the reduced W -superalgebras over positive characteristic field k = Fp by
“modular p reduction”), but constructed the reducedW -superalgebras over k directly
by the same way as Premet’s treatment to the reduced W -algebras over k (see [32]).
Therefore, the restriction on the character of field k given by Wang-Zhao is much
weaker than the requirement in this paper, see ([42], Section 2.2). The reason why
we do not follow their treatment is that we also want to study on the case over C.
19
Wang and Zhao pointed out that the Z-grading of the vector space gk defined in
([42], Remark 3.2) can be thought of coming from the sl2-theory in characteristic
zero, i.e. the vector space decomposition of g with respect to adh. Hence when
the characteristic p ≫ 0, the grading defined by Wang and Zhao is the same as the
Dynkin grading of g applied in this paper.
Proposition 4.1. [44] There exists an isomorphism between k-algebras:
ϕ : Uχ(gk, e) −→ (Qχχ)admk .
This result was firstly referred by Wang in ([44], Remark 70) but without a proof.
Premet gave a proof for the finite W -algebra case in ([32], Theorem 2.3(iv)) with the
help of the support variety machinery. It is notable that Wang and Zhao bypassed
the support variety machinery completely when they introduced the reduced W -
superalgebra Uχ(gk, e) over k in [42]. Hence some modification is needed in the
proof. First notice that
Lemma 4.1. Qχχ is a free Uχ(mk)-module under the action of admk.
Proof. First of all, for every x¯ = x¯0¯ + x¯1¯ ∈ mk and u¯ = u¯0¯ + u¯1¯ ∈ Uχ(gk), one has
[x¯, u¯] = [x¯− χ(x¯), u¯] = [x¯0¯ + x¯1¯ − χ(x¯), u¯0¯ + u¯1¯]
= (x¯0¯ + x¯1¯ − χ(x¯))(u¯0¯ + u¯1¯)− u¯0¯(x¯0¯ + x¯1¯ − χ(x¯))− u¯1¯(x¯0¯ − χ(x¯0¯))
+u¯1¯x¯1¯
= (x¯− χ(x¯))u¯− u¯0¯(x¯− χ(x¯))− u¯1¯(x¯0¯ − χ(x¯0¯)) + u¯1¯(x¯1¯ − χ(x¯1¯))(4.1)
since χ((gk)1¯) = 0. By the definition of Imk one knows that the last three terms in
(4.1) are in Imk , then it is immediate that
(4.2) [x¯, u¯] ≡ (x¯− χ(x¯))u¯ (modImk)
for all x¯ ∈ mk and u¯ ∈ Qχχ.
By ([42], Proposition 4.2) we know that every Uχ(gk)-module is Uχ(mk)-free under
the action of left-multiplication. It is immediate from (4.2) that Uχ(gk)-module Q
χ
χ
is Uχ(mk)-free under the action of admk. 
Now we are in a position to prove Proposition 4.1. In fact, the proof of Proposi-
tion 4.1 is the same as the finite W -algebra case after one establishing Lemma 4.1,
see ([32], Theorem 2.3(iv)). As some consequences in the proof are needed later on,
we will prove this proposition in detail.
Proof. First introduce the k-algebra
B := {u¯ ∈ Uχ(gk)|Imku¯ ⊆ Imk} = {u¯ ∈ Uχ(gk)|[Imk, u¯] ⊆ Imk}.
The proposition can be proved in two steps:
(1) We claim that the mapping:
(4.3)
ψ : (EndgkQ
χ
χ)
op → B/Imk
φ 7→ φ(1¯χ)
is an isomorphism of k-algebras.
It is easy to verify that this mapping is well-defined, both injective and surjective,
and keeps the Z2-graded structure. Along the same discussion as Theorem 3.1, we
can obtain that ψ is a homomorphism of k-algebras.
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(2) The two mappings
ψ1 : B/Imk −→ Uχ(gk)admk/Imk ∩ Uχ(gk)admk
and
ψ2 : Uχ(gk)
admk/Imk ∩ Uχ(gk)admk −→ (Uχ(gk)/Imk)admk = (Qχχ)admk
are isomorphisms of k-algebras.
Since Qχχ is a free Uχ(mk)-module under the action of admk by Lemma 4.1, the
short exact sequence of admk-modules
0 −→ Imk −→ Uχ(gk) −→ Qχχ −→ 0
splits. In other words, there is a Z2-graded subspace V ⊆ Uχ(gk) such that [mk, V ] ⊆
V and that
(4.4) Uχ(gk) ∼= V ⊕ Imk.
as admk-modules. From the definition of B we know that Imk ⊆ B, thus we have
(4.5) B = V admk ⊕ Imk.
Then it follows from (4.4) and (4.5) that
(4.6) B/Imk
∼= Uχ(gk)admk/Imk ∩ Uχ(gk)admk ∼= (Uχ(gk)/Imk)admk.
Now we can deduce from (4.3) and (4.6) that Proposition 4.1 is true. 
Remark 4.3. We get another equivalent definition of reducedW -superalgebra Uχ(gk, e)
with p-character χ by Proposition 4.1. In fact, for any reduced W -superalgebra
Uη(gk, e) with p-character η ∈ χ+ (m⊥k )0¯, Proposition 4.1 still establishes (see Theo-
rem 7.2(2)).
Remark 4.4. For the algebras U(gk), U(p˜k), Qχ,k, Q
χ
χ over positive characteristic
field k, we can also define their Kazhdan filtration algebras and graded algebras in
the same way as those in Section 3.2 when the characteristic p is sufficient large.
4.2. The Morita equivalence theorem. In this part we will introduce the Morita
equivalence theorem between the reduced enveloping algebra of a basic classical Lie
superalgebra and the reduced W -superalgebra. All these provide a new perspective
toward the representation theory of Lie superalgebras.
First recall the following theorem formulated by Wang-Zhao in ([42], Theorem 4.4),
Theorem 4.1. [42] Set δ = dim Uχ(mk). Then Q
χ
χ is a projective Uχ(mk)-module and
Uχ(gk) ∼= Matδ(Uχ(gk, e)),
where Matδ(Uχ(gk, e)) denotes the matrix algebra of Uχ(gk, e).
It is notable this theorem not only establishes the foundation for Theorem 4.2
where the Morita equivalence theorem between k-algebras Uχ(gk) and Uχ(gk, e) is
introduced, but also provides an effective tool to settle the problem on the existence
of the minimal dimensional representation in the Super Kac-Weisfeiler Property which
we will deal with in the final section. First note that
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Lemma 4.2. There exists an isomorphism of k-algebras:
ϕ : (End(Uχ(gk),Uχ(mk))Uχ(gk))
op −→ Uχ(gk)admk
θ 7→ θ(1¯)
where (End(Uχ(gk),Uχ(mk))Uχ(gk))
op denotes the opposite algebra of the endomorphism
algebra of (Uχ(gk), Uχ(mk))-bimodule Uχ(gk).
Proof. We claim that ϕ is well-defined. Since (End(Uχ(gk),Uχ(mk))Uχ(gk))
op is the op-
posite algebra of the endomorphism algebra of (Uχ(gk), Uχ(mk))-bimodule Uχ(gk),
then
θ(m) = θ(m.1¯) = (−1)|θ||m|mθ(1¯), θ(m) = θ(1¯.m) = θ(1¯)m
for any homogeneous elements m ∈ mk and θ ∈ Uχ(gk). Hence [m, θ(1¯)] = mθ(1¯) −
(−1)|θ||m|θ(1¯)m = 0, i.e. θ(1¯) ∈ Uχ(gk)admk. Then ϕ is well-defined.
It is easy to verify that the even mapping ϕ is both injective and surjective, and
keeps the Z2-graded structure by the same discussion as Theorem 3.1. Hence ϕ is an
isomorphism of k-algebras. 
Given a k-algebra A we denote by A -mod the category of all finite-dimensional
left A -modules. Given a left Uχ(gk)-module M define
Mmk := {v ∈M |Imk .v = 0}.
It follows from the proof of Proposition 4.1 that Uχ(gk, e) can be identified with
Uχ(gk)
admk/Uχ(gk)
admk ∩ Uχ(gk)Nmk. Therefore, any left Uχ(gk)admk-module can be
considered as a Uχ(gk, e)-module with the trivial action of the ideal Uχ(gk)
admk ∩
Uχ(gk)Nmk.
Theorem 4.2. The functors
Uχ(gk)-mod −→ Uχ(gk, e)-mod, M 7→Mmk
and
Uχ(gk, e)-mod −→ Uχ(gk)-mod, V 7→ Uχ(gk)⊗Uχ(gk)admk V
are mutually inverse category equivalences.
Proof. It follows from ([42], Proposition 4.2) that every Uχ(gk)-module is Uχ(mk)-free
under the action of left-multiplication. The theorem can be proved in the same way
as ([32], Theorem 2.4) for the Lie algebra case after substituting the discussion in
([32], Section 2.2) for ([42], Proposition 4.2), thus will be omitted here. 
5. The structure of reduced W -superalgebras in positive
characteristic
Following Premet’s treatment of finite W -algebras in ([32], Section 3), in this part
we will study the construction theory of reduced W -superalgebra Uχ(gk, e) associated
to the basic classical Lie superalgebra gk over positive characteristic field k = Fp.
Recall in Section 4.1 the elements in the Lie superalgebra gk is obtained by “mod-
ular p reduction” from the ones in the A-algebra gA, and we denote by x¯ = x⊗1 ∈ gk
for each x ∈ gA.
By the discussion preceding Definition 4.2 we know that there is an isomorphism
of gk-modules Q
χ
χ
∼= Uχ(gk) ⊗Uχ(mk) 1¯χ. It follows from the PBW theorem that
Uχ(p˜k) and Q
χ
χ are isomorphism as k-vector spaces. Therefore, the basis of p˜k can be
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considered as a basis of Qχχ and this will cause no confusion. For the sake of clarity,
we will relist the basis of p˜k as follows:
x¯1, · · · , x¯l ∈ (gek)0¯, x¯l+1, · · · , x¯m ∈
⊕
j>2
[f, (gk(j))0¯];
y¯1, · · · , y¯q ∈ (gek)1¯, y¯q+1, · · · , y¯n ∈
⊕
j>2
[f, (gk(j))1¯];
u¯1, · · · , u¯s ∈ gk(−1)0¯ ∩ (gk(−1)′0¯)⊥, u¯s+1, · · · , u¯2s ∈ gk(−1)′0¯;
v¯1, · · · , v¯t ∈ gk(−1)1¯ ∩ (gk(−1)′1¯)⊥, v¯t+1, · · · , v¯r ∈ gk(−1)′1¯
where t = ⌊ r
2
⌋ and ⊥ is respect to the bilinear 〈·, ·〉.
Given an element x¯ ∈ gk(i), we denote whose weight (with the action of adh) by
wt(x¯) = i. For k ∈ Z+, define
Λk := {(i1, · · · , ik)|ij ∈ Z+, 0 6 ij 6 p− 1}, Λ′k := {(i1, · · · , ik)|ij ∈ {0, 1}}
with 1 6 j 6 k. Set ei = (δi1, · · · , δik). For i = (i1, · · · , ik) in Λk or Λ′k, set
|i| = i1 + · · ·+ ik.
Given a = (a1, · · · , am) ∈ Λm, b = (b1, · · · , bn) ∈ Λ′n, c = (c1, · · · , cs) ∈ Λs, d =
(d1, · · · , dt) ∈ Λ′t (recall that t = ⌊ r2⌋), define
x¯ay¯bu¯cv¯d := x¯a11 · · · x¯amm y¯b11 · · · y¯bnn u¯c11 · · · u¯css v¯d11 · · · v¯dtt .
It is obvious that the k-span of monomials x¯ay¯bu¯cv¯d ⊗ 1¯χ form a basis of Qχχ.
We can assume that the basis of p˜k is homogeneous under the action of adh, i.e.
x¯1 ∈ gk(k1)0¯, · · · , x¯m ∈ gk(km)0¯, y¯1 ∈ gk(k′1)1¯, · · · , y¯n ∈ gk(k′n)1¯. Define
|(a,b, c,d)|e =
m∑
i=1
ai(ki + 2) +
n∑
i=1
bi(k
′
i + 2) +
s∑
i=1
ci +
t∑
i=1
di.
Say that x¯ay¯bu¯cv¯d has e-degree |(a,b, c,d)|e and write dege(x¯ay¯bu¯cv¯d) = |(a,b, c,d)|e.
It is notable that the e-degree defined above is the same as Kazhdan degree in Section
3.2. Note that
(5.1) dege(x¯
ay¯bu¯cv¯d) = wt(x¯ay¯bu¯cv¯d) + 2deg(x¯ay¯bu¯cv¯d),
where wt(x¯ay¯bu¯cv¯d) = (
m∑
i=1
kiai) + (
n∑
i=1
k′ibi) − |c| − |d| and deg(x¯ay¯bu¯cv¯d) = |a| +
|b|+ |c|+ |d| are the weight and the standard degree of x¯ay¯bu¯cv¯d, respectively.
5.1. Some Lemmas. Some Lemmas will be formulated in this part, which play the
key role in the study of the construction theory of reduced W -superalgebra Uχ(gk, e).
Firstly, some commutative relations for the elements in the basis of Uχ(gk) are intro-
duced in Lemma 5.1 and Lemma 5.2.
Lemma 5.1. Let w¯ ∈ Uχ(gk)i (i ∈ Z2) be a Z2-homogeneous element, then we have
w¯ · x¯ay¯bu¯cv¯d =
∑
i∈Λm
b1∑
j1=0
· · ·
bn∑
jn=0
(
a
i
)
x¯a−iy¯b−j · [w¯x¯iy¯j] · u¯cv¯d,
where
(
a
i
)
=
m∏
l′=1
(
al′
il′
)
and
[w¯x¯iy¯j] = k1,b1,j1 · · · kn,bn,jn(−1)|i|(ady¯n)jn · · · (ady¯1)j1(adx¯m)im · · · (adx¯1)i1(w¯),
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in which the coefficients k1,b1,j1, · · · , kn,bn,jn ∈ k (recall that b = (b1, · · · , bn) ∈ Λ′n)
and the indices j1, · · · , jn ∈ {0, 1}. If we write j0 = 0, then
kt′,0,0 = 1, kt′,0,1 = 0, kt′,1,0 = (−1)|w¯|+j1+···+jt′−1 , kt′,1,1 = (−1)|w¯|+1+j1+···+jt′−1 ,
where 1 6 t′ 6 n.
Proof. Let Riy¯j denote the i-th right multiplication by y¯j(1 6 j 6 n), i.e. R
i
y¯j
(u¯) = u¯y¯ij
for any u¯ ∈ Uχ(gk). The Lemma can be proved by induction.
Let w¯ be any Z2-homogeneous element in Uχ(gk) and denote its Z2-degree by |w¯|.
Recall that all the y¯′is (1 6 i 6 n) are in (gk)1¯. For each 0 6 s
′ 6 n− 1, since
[y¯s′+1, (ady¯s′)
ks′ (ady¯s′−1)
ks′−1 · · · (ady¯1)k1(w¯)]
= y¯s′+1(ady¯s′)
ks′ (ady¯s′−1)
ks′−1 · · · (ady¯1)k1(w¯)− (−1)|w¯|+k1+···+ks′
(ady¯s′)
ks′ (ady¯s′−1)
ks′−1 · · · (ady¯1)k1(w¯)y¯s′+1,
then
Ry¯s′+1((ady¯s′)
ks′ (ady¯s′−1)
ks′−1 · · · (ady¯1)k1(w¯))
= (−1)|w¯|+1+k1+···+ks′ y¯0s′+1(ady¯s′+1)1(ady¯s′)ks′ (ady¯s′−1)ks′−1 · · · (ady¯1)k1(w¯)
+ (−1)|w¯|+k1+···+ks′ y¯1s′+1(ady¯s′+1)0(ady¯s′)ks′ (ady¯s′−1)ks′−1 · · · (ady¯1)k1(w¯).
For any monomial x¯ay¯bu¯cv¯d in the basis of Uχ(gk), recall that all the indices of the
odd elements in gk (i.e. the indices of y¯i’s and v¯i’s) are in the set {0, 1} by the PBW
theorem. Let 0 6 j1, · · · , jn 6 1 be positive integers, and define
kji,0,0 := 1, kji,0,1 := 0, kji,1,0 := (−1)|w|+k1+···+kji−1, kji,1,1 := (−1)|w|+1+k1+···+kji−1
for 1 6 i 6 n, and j0 is interpreted as 0. Then we have
w¯ · y¯j11 · · · y¯jnn =Rj1y¯1(w¯) · y¯j22 · · · y¯jnn
=(
j1∑
i1=0
k1,j1,i1 y¯
j1−i1
1 (ady¯1)
i1(w¯)) · y¯j22 · · · y¯jnn
=Rj2y¯2(
j1∑
i1=0
k1,j1,i1 y¯
j1−i1
1 (ady¯1)
i1(w¯)) · y¯j33 · · · y¯jnn
=(
j1∑
i1=0
j2∑
i2=0
k1,j1,i1k2,j2,i2 y¯
j1−i1
1 y¯
j2−i2
2 (ady¯2)
i2(ady¯1)
i1(w¯)) · y¯j33
· · · y¯jnn
= · · · · · ·
=
j1∑
i1=0
j2∑
i2=0
· · ·
jn∑
in=0
k1,j1,i1k2,j2,i2 · · · kn,jn,in y¯j1−i11 y¯j2−i22 · · · y¯jn−inn
(ady¯n)
in · (ady¯n−1)in−1 · · · (ady¯1)i1(w¯)
(5.2)
by induction. For any Z2-homogeneous elements u¯, v¯ in gk, we have that u¯v¯ =
[u¯, v¯] + v¯u¯ if at least one of them is in (gk)0¯, i.e. the commutative operation between
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u¯ and v¯ is the same as the Lie algebra case. Since all the x¯′is for 1 6 i 6 m are even
elements in gk, then
(5.3) w¯ · x¯a11 · · · x¯amm =
∑
i∈Λm
(−1)|i|
(
a
i
)
x¯a−i · (adx¯m)im · · · (adx¯1)i1(w¯)
by ([32], Section 3.1(2)), where
(
a
i
)
=
m∏
l′=1
(
al′
il′
)
.
Write [w¯x¯i] = (−1)|i|(adx¯m)im · · · (adx¯1)i1(w¯). Since all the elements x¯1, · · · , x¯m
are even, [w¯x¯i] is also a Z2-homogeneous element with the same parity as w¯. It can
be inferred from (5.2) and (5.3) that
w¯ · x¯ay¯bu¯cv¯d =
∑
i∈Λm
(
a
i
)
x¯a−i · [w¯x¯i] · y¯b · u¯cv¯d
=
∑
i∈Λm
b1∑
j1=0
· · ·
bn∑
jn=0
(
a
i
)
x¯a−ik1,b1,j1 · · · kn,bn,jn y¯b1−j11 y¯b2−j22 · · ·
y¯bn−jnn (ady¯n)
jn(ady¯n−1)
jn−1 · · · (ady¯1)j1([w¯x¯i]) · u¯cv¯d
=
∑
i∈Λm
b1∑
j1=0
· · ·
bn∑
jn=0
(−1)|i|
(
a
i
)
k1,b1,j1 · · · kn,bn,jnx¯a−iy¯b−j
(ady¯n)
jn · · · (ady¯1)j1(adx¯m)im · · · (adx¯1)i1(w¯) · u¯cv¯d,
(5.4)
where the coefficients k1,b1,j1, · · · , kn,bn,jn ∈ k in (5.4) are defined by:
kt′,0,0 = 1, kt′,0,1 = 0, kt′,1,0 = (−1)|w¯|+j1+···+jt′−1, kt′,1,1 = (−1)|w¯|+1+j1+···+jt′−1
for 1 6 t′ 6 n, and j0 is interpreted as 0.
If we set
[w¯x¯iy¯j] = k1,b1,j1 · · · kn,bn,jn(−1)|i|(ady¯n)jn · · · (ady¯1)j1(adx¯m)im · · · (adx¯1)i1(w¯),
then (5.4) can be written as
w¯ · x¯ay¯bu¯cv¯d =
∑
i∈Λm
b1∑
j1=0
· · ·
bn∑
jn=0
(
a
i
)
x¯a−iy¯b−j · [w¯x¯iy¯j] · u¯cv¯d.

Let ρχ denote the natural representation of Uχ(gk) in EndkQ
χ
χ. We can get the
following result:
Lemma 5.2. Let (a,b, c,d), (a′,b′, c′,d′) ∈ Λm×Λ′n×Λs×Λ′t be such that |(a,b, c,d)|e =
A, |(a′,b′, c′,d′)|e = B, then
(ρχ(x¯
ay¯bu¯cv¯d))(x¯a
′
y¯b
′
u¯c
′
v¯d
′ ⊗ 1¯χ) = (Kx¯a+a′ y¯b+b′u¯c+c′ v¯d+d′ + terms of e-degree
6 A+B − 2)⊗ 1¯χ,
where the coefficient K ∈ k is defined by:
(1) if (a+ a′,b+ b′, c+ c′,d+ d′) /∈ Λm × Λ′n × Λs × Λ′t, then K = 0.
(2) if K 6= 0, then each entry in (b+b′,d+d′) is taken from the set {0, 1}. Delete
all the zero terms in (b,d,b′,d′), then we can get a new sequence (b1, b
′
1, b2, b
′
2, · · · ,
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bn, b
′
n, d1, d
′
1, d2, d
′
2 · · · , dt, d′t) from the old one by transpositions. Let τ(b,d,b′,d′)
denote the times for which we do the transpositions, then K = (−1)τ(b,d,b′,d′).
Proof. (1) First suppose that (a,b, c) = 0 and |d| = 1, so that A = 1. Then v¯d = v¯S
for some 1 6 S 6 t. Applying Lemma 5.1 one obtains
(ρχ(v¯S))(x¯
a′ y¯b
′
u¯c
′
v¯d
′ ⊗ 1¯χ) =((−1)|b′|x¯a′ y¯b′ · ρχ(v¯S)u¯c′ v¯d′ +
∑
(i,j)6=0
αijx¯
a′−i
· y¯b′−j · ρχ([v¯Sx¯iy¯j]) · u¯c′ v¯d′)⊗ 1¯χ
(5.5)
for some αij ∈ k. Since ρχ(mk) stabilises the line k1¯χ, the first summand on the right
equals (−1)|b
′|+
S−1∑
l=1
d′l
x¯a
′
y¯b
′
u¯c
′
v¯d
′+eS ⊗ 1¯χ (where eS−1 = e0 is interpreted as 0 for the
case S = 1) modulo terms of lower e-degree in (5.5) (if d′S + 1 = 2, then v¯
d′+eS is
interpreted as 0). For the second summand on the right of (5.5), we have:
(i) suppose (i, j) 6= 0 is such that wt([v¯Sx¯iy¯j]) 6 −1. Then ρχ([v¯Sx¯iy¯j])u¯c′ v¯d′ ⊗ 1¯χ
is a linear combination of u¯f v¯g with |f |+ |g| 6 |c′|+ |d′|+ 1 as ρχ(mk) stabilises the
line k1¯χ. As a consequence, x¯
a′−iy¯b
′−j · ρχ([v¯Sx¯iyj])u¯c′ v¯d′ is a linear combination of
x¯a
′−iy¯b
′−ju¯f v¯g. Since (i, j) 6= 0, and the weights ks′ and k′t′ of elements x¯s′ and y¯t′ for
each 1 6 s′ 6 m and 1 6 t′ 6 n are all non-negative integers, then
dege(x¯
a′−iy¯b
′−ju¯f v¯g) =
m∑
s′=1
(a′s′ − i′s′)(ks′ + 2) +
n∑
t′=1
(b′t′ − j′t′)(k′t′ + 2) + |f |+ |g|
6
m∑
s′=1
a′s′(ks′ + 2) +
n∑
t′=1
b′t′(k
′
t′ + 2) + (|f |+ |g| − 2|i| − 2|j|)
6
m∑
s′=1
a′s′(ks′ + 2) +
n∑
t′=1
b′t′(k
′
t′ + 2) + (|c′|+ |d′|+ 1− 2|i| − 2|j|)
6 A+B − 2.
(ii) suppose (i, j) 6= 0 is such that wt([v¯Sx¯iyj]) > 0. Since gk =
⊕
i∈Z
gk(i) is the
Dynkin grading of gk, the image of pk is still in pk under the action of adh. This
implies that x¯a
′−iy¯b
′−j · [v¯Sx¯iy¯j] is a linear combination of x¯f y¯g with wt(x¯f y¯g) =
wt(x¯a
′
y¯b
′
) − 1 and |f | + |g| 6 |a′| + |b′| − |i| − |j| + 1. Therefore, x¯a′−iy¯b′−j ·
ρχ([v¯Sx¯
iy¯j])u¯c
′
v¯d
′
is a linear combination of x¯f y¯gu¯c
′
v¯d
′
with
dege(x¯
f y¯gu¯c
′
v¯d
′
) = wt(x¯f y¯gu¯c
′
v¯d
′
) + 2deg(x¯f y¯gu¯c
′
v¯d
′
)
= wt(x¯f y¯g)− (|c′|+ |d′|) + 2(|f |+ |g|+ |c′|+ |d′|)
= wt(x¯a
′
y¯b
′
)− 1 + 2(|f |+ |g|) + (|c′|+ |d′|)
6 wt(x¯a
′
y¯b
′
)− 1 + 2(|a′|+ |b′| − |i| − |j|+ 1) + (|c′|+ |d′|)
= wt(x¯a
′
y¯b
′
u¯c
′
v¯d
′
) + 2deg(x¯a
′
y¯b
′
u¯c
′
v¯d
′
)− 2(|i|+ |j|) + 1
6 A +B − 2.
By (i) and (ii) we have
(ρχ(v¯S))(x¯
a′ y¯b
′
u¯c
′
v¯d
′ ⊗ 1¯χ) = ((−1)
|b′|+
S−1∑
l=1
d′l
x¯a
′
y¯b
′
u¯c
′
v¯d
′+eS + terms of e-degree
6 A+B − 2)⊗ 1¯χ.
(2) Induction on |d| = |(0, 0, 0,d)|e = A now shows that
(ρχ(v¯
d))(x¯a
′
y¯b
′
u¯c
′
v¯d
′⊗ 1¯χ) = (K ′′ x¯a′ y¯b′u¯c′ v¯d+d′+terms of e-degree 6 A+B−2)⊗ 1¯χ,
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where the coefficient K
′′ ∈ k is a power of −1. If d+ d′ /∈ Λ′t, then set K ′′ = 0.
(3) Notice that u¯c is a product of even elements in gk. Combining the formula
displayed in step (2) and discussing in the same way as (1) and (2), it is now easy to
derive that
(ρχ(u¯
cv¯d))(x¯a
′
y¯b
′
u¯c
′
v¯d
′ ⊗ 1¯χ) = (K ′′ x¯a′ y¯b′u¯c+c′ v¯d+d′ + terms of e-degree
6 A+B − 2)⊗ 1¯χ.
If (c+ c′,d+ d′) /∈ Λs × Λ′t, then the first summand on the right hand is interpreted
as 0.
(4) Since the image of pk is still in pk under the action of adh, the PBW theorem
for Uχ(pk) implies that
x¯ay¯b · x¯a′ y¯b′ = K ′′′ x¯a+a′ y¯b+b′ +
∑
|i|+|j|<|a|+|a′|+|b|+|b′|
βi,jx¯
iy¯j,
where K
′′′ ∈ k is a power of −1. If (a+ a′,b+ b′) /∈ Λm×Λ′n, then set K ′′′ = 0, and
βi,j = 0 unless wt(x¯
iy¯j) = wt(x¯ay¯b) + wt(x¯a
′
y¯b
′
).
(5) It can be inferred from (3) and (4) that
(ρχ(x¯
ay¯bu¯cv¯d))(x¯a
′
y¯b
′
u¯c
′
v¯d
′ ⊗ 1¯χ) = (K ′x¯a+a′ y¯b+b′u¯c+c′ v¯d+d′ + terms of e-degree
6 A+B − 2)⊗ 1¯χ,
where K ′ ∈ k is a power of −1. If (a+ a′,b+b′, c+ c′,d+d′) /∈ Λm×Λ′n×Λs×Λ′t,
set K ′ = 0.
(6) Finally we will discuss the value of K ′ in (5).
Given any homogeneous elements u¯, v¯ ∈ gk, it can be deduced from the definition
of e-degree that
u¯v¯ ≡
{
v¯u¯ if at least one of u¯, v¯ is even;
−v¯u¯ if u¯ and v¯ are both odd
modolo terms of lower e-degree in Uχ(gk). Therefore, in order to determine the value
of K ′, one just needs to deal with the odd elements. For each case we will consider
separately:
(i) if (a+ a′,b+ b′, c+ c′,d+ d′) /∈ Λm × Λ′n × Λs × Λ′t, then K ′ = 0 by (1)—(5).
(ii) if (a + a′,b + b′, c + c′,d + d′) ∈ Λm × Λ′n × Λs × Λ′t, it follows from the
definition of Λ′n and Λ
′
t that each entry in the sequence (b,d,b
′,d′) is in the set
{0, 1}. From above one knows that if two odd elements exchange their positions
in the product of Uχ(gk), there is a sign change modulo terms of lower e-degree.
Since the position exchange in Uχ(gk) corresponds to the transposition of sequence
(b1, b2, · · · , bn, d1, d2, · · · , dt, b′1, b′2, · · · , b′n, d′1, d′2, · · · , d′t), it follows that the constant
K ′ in step (5) coincides with the constant K which is defined in the Lemma. 
Remark 5.1. It is immediate from the knowledge of linear algebra that τ(b,d,b′,d′)
in Lemma 5.2(2) is just the reverse number of
(b1, b2, · · · , bn, d1, d2, · · · , dt, b′1, b′2, · · · , b′n, d′1, d′2, · · · , d′t)
with respect to the sequence
(b1, b
′
1, b2, b
′
2, · · · , bn, b′n, d1, d′1, d2, d′2 · · · , dt, d′t).
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Recall that any non-zero element h¯ ∈ Uχ(gk, e) is uniquely determined by its value
on h¯(1¯χ) ∈ Qχχ. Write
h¯(1¯χ) = (
∑
|(a,b,c,d)|e6n(h¯)
λa,b,c,dx¯
ay¯bu¯cv¯d)⊗ 1¯χ,
where n = n(h¯) is the highest e-degree of the terms in the linear expansion of h¯(1¯χ),
and λa,b,c,d 6= 0 for at least one (a,b, c,d) with |(a,b, c,d)|e = n(h¯).
For k ∈ Z+, Put Λkh¯ = {(a,b, c,d)|λa,b,c,d 6= 0& |(a,b, c,d)|e = k} and let Λmaxh¯
denote the set of all (a,b, c,d) ∈ Λn(h¯)
h¯
for which the quantity wt(x¯ay¯bu¯cv¯d) assumes
its maximum value. This maximum value will be denoted by N = N(h¯).
Some result about the leading term of h¯(1¯χ) ∈ Qχχ for each element h¯ ∈ Uχ(gk, e)
will be given in Lemma 5.3. It can be proved by the same treatment as Premet
to the finite W -algebra case in ([32], Lemma 3.2). Compared with the Lie algebra
case, the appearance of odd elements in the Lie superalgebra gk makes the situation
different. For each monomial in the basis of Uχ(gk), it follows from the PBW theorem
that the indices of odd elements in gk can not exceed 1. In fact, we have that
a¯2⊗ 1¯χ = [a¯,a¯]2 ⊗ 1¯χ ∈ Qχχ for each a¯ ∈ (gk)1¯. It is obvious that when we write a¯2⊗ 1¯χ
as [a¯,a¯]
2
⊗ 1¯χ ∈ Qχχ, whose weight remains unchanged with standard degree decreasing.
It follows from (5.1) that the e-degree of a¯2 ⊗ 1¯χ is lower than what it seems to be
when we put it as a linear combination of the canonical basis of Qχχ. Therefore, if
the index of some odd element in gk exceeds 1 in some monomial of Q
χ
χ, the e-degree
of this monomial decreases when we put it as a linear combination of the canonical
basis of Qχχ. Obviously, this can not occur in the Lie algebra case. Now we prove the
lemma in detail.
Lemma 5.3. Let h¯ ∈ Uχ(gk, e)\{0} and (a,b, c,d) ∈ Λmaxh¯ . Then c = 0 and a ∈
Λl × {0}, b ∈ Λ′q × {0}. Moreover, the sequence d satisfies
(1) d = 0 when dim gk(−1)1¯ is even;
(2) d ∈ {0} r−1
2
× Λ′1 × {0} r−1
2
when dim gk(−1)1¯ (recall that which equals to r) is
odd.
Proof. (1) Suppose the contrary, i.e.
(I) if dim gk(−1)1¯ is even, then
(al+1, · · · , am, bq+1, · · · , bn, c1, · · · , cs, d1 · · · , d r
2
) 6= {0};
(II) if dim gk(−1)1¯ is odd, then
(al+1, · · · , am, bq+1, · · · , bn, c1, · · · , cs, d1 · · · , d r−1
2
) 6= {0}.
(2) First assume that
(i) if ak 6= 0 for some k > l set x¯k ∈ gk(nk)0¯. Since x¯k /∈ (gek)0¯ and the bilinear form
(·, ·) is non-degenerated, there is w¯ = w¯k ∈ gk(−nk − 2)0¯ such that χ([w¯k, x¯i]) = δki
for all i > l.
(ii) if all a′is are zero for i > l, and there is bk 6= 0 for some k > q, then set
y¯k ∈ gk(n′k)1¯. Since y¯k /∈ (gek)1¯ and the bilinear form (·, ·) is non-degenerated, there
is w¯ = w¯′k ∈ gk(−n′k − 2)1¯ such that χ([w¯′k, y¯i]) = δki for all i > q.
(iii) if all a′is and b
′
js are zero for i > l and j > q, and there is u¯k 6= 0 for some
1 6 k 6 s, choose w¯ = z¯k ∈ gk(−1)′0¯ such that 〈z¯k, u¯i〉 = δki for all 1 6 k 6 s.
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(iv) if all a′is, b
′
js and c
′
ks are zero for i > l, j > q and 1 6 k 6 s, respectively, then
(a) when dim gk(−1)1¯ is even, there is w¯ = z¯′k ∈ gk(−1)′1¯ such that 〈z¯′k, v¯i〉 = δki
for all 1 6 k 6 r
2
;
(b) when dim gk(−1)1¯ is odd, there is w¯ = z¯′′k ∈ gk(−1)′1¯ such that 〈z¯
′′
k , v¯i〉 = δki
for all 1 6 k 6 r−1
2
.
Under above assumptions, we write ν := wt(w¯).
(3) Let (a,b, c,d) ∈ Λd′
h¯
where d′ ∈ Z. By the assumptions in (2) one knows that
w¯ is Z2-homogeneous. It is immediate from Lemma 5.1 and the definition of Q
χ
χ that
(5.6) (ρχ(w¯))(x¯
ay¯bu¯cv¯d)⊗ 1¯χ =
∑
i∈Λm
∑
j∈Λ′n
(
a
i
)
x¯a−iy¯b−j · ρχ([w¯x¯iy¯j]) · u¯cv¯d ⊗ 1¯χ,
where the summation in (5.6) runs over all (i, j) ∈ Λm × Λ′n such that [w¯x¯iy¯j] is
nonzero and wt([w¯x¯iy¯j]) > −2.
Based on the value of wt([w¯x¯iyj]), for each case we will consider separately.
(i) Suppose (i, j) ∈ Λm×Λ′n is such that wt([w¯x¯iy¯j]) > 0. Then |i|+ |j| > 1. Recall
that the decomposition gk =
⊕
i∈Z
gk(i) is the Dynkin grading of gk, and the action of
adh keeps pk invariant. This implies that x¯
a−iy¯b−j · ρχ([w¯x¯iy¯j])u¯cv¯d ⊗ 1¯χ is a linear
combination of x¯i
′
y¯j
′
u¯cv¯d ⊗ 1¯χ with
wt(x¯i
′
y¯j
′
u¯cv¯d) = ν + wt(x¯ay¯bu¯cv¯d),
and
dege(x¯
i′ y¯j
′
u¯cv¯d) = wt(x¯i
′
y¯j
′
u¯cv¯d) + 2deg(x¯i
′
y¯j
′
u¯cv¯d)
= ν + wt(x¯ay¯bu¯cv¯d) + 2(|i′|+ |j′|+ |c|+ |d|).
It follows from the remark preceding this lemma that when we put x¯a−iy¯b−j ·
ρχ([w¯x¯
iyj]) · u¯cv¯d as a linear combination of the canonical basis of Qχχ, whose e-degree
maybe lower than what it seems to be since the power of odd elements must 6 1. As
|i′|+ |j′| 6 |a|+ |b| − |i| − |j|+ 1,
then
dege(x¯
i′ y¯j
′
u¯cv¯d) = ν + wt(x¯ay¯bu¯cv¯d) + 2(|i′|+ |j′|+ |c|+ |d|)
6 wt(x¯ay¯bu¯cv¯d) + 2(|a|+ |b|+ |c|+ |d|) + ν − 2(|i|+ |j|) + 2
= 2 + ν + d′ − 2(|i|+ |j|).
(ii) Now suppose (i, j) ∈ Λm × Λ′n is such that wt([w¯x¯iy¯j]) = −1. For k, g ∈
Z+, set x¯k ∈ gk(nk)0¯, y¯g ∈ gk(n′g)1¯, then
∑
16k6m
iknk +
∑
16g6n
jgn
′
g = −ν − 1. Since
ρχ(mk∩gk(−1)) annihilates 1¯χ, the vector x¯a−iy¯b−j · ρχ([w¯x¯iy¯j]) · u¯cv¯d⊗ 1¯χ is a linear
combination of x¯a−iy¯b−ju¯i
′
v¯j
′ ⊗ 1¯χ with |i′| = |c| ± 1, j′ = d, or i′ = c, |j′| = |d| ± 1.
(a) If |i′| = |c|+ 1, j′ = d, or i′ = c, |j′| = |d|+ 1, then |i|+ |j| > 1,
wt(x¯a−iy¯b−ju¯i
′
v¯j
′
) = wt(x¯a−iy¯b−ju¯cv¯d)− 1 = ν + wt(x¯ay¯bu¯cv¯d),
and
dege(x¯
a−iy¯b−ju¯i
′
v¯j
′
) = wt(x¯a−iy¯b−ju¯i
′
v¯j
′
) + 2(|a| − |i|+ |b| − |j|+ |i′|+ |j′|)
= d′ + ν + 2(−|i| − |j|+ |i′|+ |j′| − |c| − |d|)
= 2 + d′ + ν − 2(|i|+ |j|).
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(b) If |i′| = |c| − 1, j′ = d, or i′ = c, |j′| = |d| − 1, then
wt(x¯a−iy¯b−ju¯i
′
v¯j
′
) = 2 + ν + wt(x¯ay¯bu¯cv¯d),
and
dege(x¯
a−iy¯b−ju¯i
′
v¯j
′
) = wt(x¯a−iy¯b−ju¯i
′
v¯j
′
) + 2(|a| − |i|+ |b| − |j|+ |i′|+ |j′|)
= ν + wt(x¯ay¯bu¯cv¯d) + 2 + 2(|a|+ |b|+ |c|+ |d|)
+2(−|c| − |d| − |i| − |j|+ |i′|+ |j′|)
= ν + d′ − 2(|i|+ |j|).
By the assumption one knows that wt([w¯x¯iy¯j]) = −1. When we put x¯a−iy¯b−j ·
ρχ([w¯x¯
iy¯j]) · u¯cv¯d ⊗ 1χ as a linear combination of the canonical basis of Qχχ, if the
index of odd element of gk reaches 2 in some monomial of Q
χ
χ, e.g. set the element
as y¯ ∈ gk(−1)1¯, then it follows from y¯2 ⊗ 1¯χ = 12 [y¯, y¯] ⊗ 1¯χ = 12χ([y¯, y¯]) ⊗ 1¯χ that
the weight of the monomial rises by 2, while the standard degree decreases by 2.
Then it is immediate from (5.1) that the e-degree of the monomial decreases by 2
compared with what it seems to be. As the index of some odd element decreases in
this situation, it can be deduced to case (ii)(b).
(iii) Finally, suppose (i, j) ∈ Λm × Λ′n is such that wt([w¯x¯iy¯j]) = −2. Then
x¯a−iy¯b−j · ρχ([w¯x¯iy¯j]) · u¯cv¯d ⊗ 1¯χ = χ([w¯x¯iy¯j])x¯a−iy¯b−ju¯cv¯d ⊗ 1¯χ.
As
∑
16k6m
iknk +
∑
16g6n
jgn
′
g = −ν − 2, one has
wt(x¯a−iy¯b−ju¯cv¯d) = 2+ν+wt(x¯ay¯bu¯cv¯d), dege(x¯
a−iy¯b−ju¯cv¯d) = 2+ν+d′−2(|i|+|j|).
(4) Now based on the results of (2) and (3), we will discuss the validity of the
assumptions in (1).
For i, j ∈ Z let πij denote the endomorphism of Qχχ such that
(a) if (a,b, c,d) satisfies dege(x¯
ay¯bu¯cv¯d) = i and wt(x¯ay¯bu¯cv¯d) = j, then define
(5.7) πij(x¯
ay¯bu¯cv¯d ⊗ 1¯χ) = x¯ay¯bu¯cv¯d ⊗ 1¯χ;
(b) if (a,b, c,d) does not satisfy the condition in (a), then define
πij(x¯
ay¯bu¯cv¯d ⊗ 1¯χ) = 0.
(i) If assumption (i) or (ii) in (2) is true, then ν 6 −2 and w ∈ mk. Set h¯ =
h¯0¯ + h¯1¯ ∈ Uχ(gk, e). As w¯ is Z2-homogeneous and χ((gk)1¯) = 0, then χ(w¯) = 0 if
w¯ ∈ (gk)1¯. It follows from the definition of Uχ(gk, e) that
(ρχ(w¯)− χ(w¯)id).h¯(1χ) =(ρχ(w¯)− χ(w¯)id).(h¯0¯ + h¯1¯)(1¯χ)
=h¯0¯((w¯ − χ(w¯)).1¯χ) + (−1)|w¯|h¯1¯(w¯.1¯χ)− χ(w¯)h¯1¯(1¯χ)
=h¯0¯((w¯ − χ(w¯)).1¯χ) + (−1)|w¯| · h¯1¯((w¯ − χ(w¯)).1¯χ)
=0.
(5.8)
For a ∈ Z we let a¯ denote the residue of a in Fp ⊂ Fp = k. By (3) one knows that
the terms with e-degree n(h¯) + ν and weight N(h¯) + ν +2 only occur in (3)(iii) when
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(ρχ(w¯) − χ(w¯)id).h¯(1¯χ) is written as a linear combination of the canonical basis of
Qχχ. If write bn+1 = 0, it follows from (5.8) that
0 =πn(h¯)+ν,N(h¯)+ν+2((ρχ(w¯)− χ(w¯)id).h¯(1¯χ))
=(
∑
(a,b,c,d)∈Λmax
h¯
λa,b,c,d
m∑
i=1
(−1)
|w¯|(
n∑
j=1
bj)
a¯ix¯
a−ei y¯b · χ([w¯, x¯i])u¯cv¯d)⊗ 1¯χ+
(
∑
(a,b,c,d)∈Λmax
h¯
λa,b,c,d
n∑
i=1
(−1)
|w¯|(1+
n∑
j=1
bj)+
n∑
j=i+1
bj
x¯ay¯b−ei · χ([w¯, y¯i])
u¯cv¯d)⊗ 1¯χ.
(5.9)
Since χ((gk)1¯) = 0, then
(a) if w¯ = w¯k, then (5.9) equals
∑
(a,b,c,d)∈Λmaxh
λa,b,c,da¯kx¯
a−ek y¯bu¯cv¯d ⊗ 1¯χ 6= 0;
(b) if w¯ = w¯′k, then (5.9) equals∑
(a,b,c,d)∈Λmax
h¯
λa,b,c,d(−1)
1+
n∑
j=1
bj+
n∑
j=k+1
bj
x¯ay¯b−ek · u¯cv¯d ⊗ 1¯χ 6= 0,
a contradiction, i.e. the assumptions (i) and (ii) in (2) are invalid.
(ii) If assumption (iii) or (iv) in (2) is true, then ν = −1 and χ(w¯) = 0. It follows
from the definition of Uχ(gk, e) that
(5.10) ρχ(w¯).h¯(1¯χ) = ρχ(w¯).(h¯0¯ + h¯1¯)(1¯χ) = h¯0¯(w¯.1¯χ) + (−1)|w¯|h¯1¯(w¯.1¯χ) = 0.
Set bn+1 = 0, d0 = 0, then
ρχ(w¯).h¯(1¯χ) =(
∑
(a,b,c,d)∈Λ
n(h¯)
h¯
λa,b,c,d(
m∑
i=1
(−1)
|w¯|(
n∑
j=1
bj)
a¯ix¯
a−ei y¯b · ρχ([w¯, x¯i])
· u¯cv¯d +
n∑
i=1
(−1)
|w¯|(1+
n∑
j=1
bj)+
n∑
j=i+1
bj
x¯ay¯b−ei · ρχ([w¯, y¯i]) · u¯cv¯d+
s∑
i=1
(−1)
|w¯|(
n∑
j=1
bj)
c¯ix¯
ay¯b · χ([w¯, u¯i])u¯c−ei v¯d+
⌈ r
2
⌉∑
i=1
(−1)
|w¯|(
n∑
j=1
bj)+
i−1∑
j=0
dj · x¯ay¯b · χ([w¯, v¯i])u¯cv¯d−ei)+∑
|(i,j,k,l)|e6n(h¯)−2
βi,j,k,l · x¯iy¯ju¯kv¯l)⊗ 1¯χ,
(5.11)
When (ρχ(w¯) − χ(w¯)id).h¯(1¯χ) is written as a linear combination of the canonical
basis of Qχχ, it is immediate from (3) that the terms with e-degree n(h¯)−1 and weight
N(h¯) + 1 only occur in (3)(ii), and by (5.11) we have
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(a) if w¯ = z¯′k, then
πn(h¯)−1,N(h¯)+1(ρχ(w¯).h¯(1¯χ)) =
∑
(a,b,c,d)∈Λ
n(h¯)
h¯
λa,b,c,dc¯kx¯
ay¯bu¯c−ek v¯d ⊗ 1¯χ 6= 0;
(b) if w¯ = z¯
′′
k , then
πn(h¯)−1,N(h¯)+1(ρχ(w¯).h¯(1¯χ))
=
∑
(a,b,c,d)∈Λ
n(h¯)
h¯
λa,b,c,d(−1)
n∑
j=1
bj+
k−1∑
j=0
dj
x¯ay¯bu¯cv¯d−ek ⊗ 1¯χ 6= 0,
a contradiction, i.e. the assumptions (iii) and (iv) in (2) are invalid.
All the contradictions in (4) complete the proof of the lemma. 
5.2. The construction theory of reduced W -superalgebras in positive char-
acteristic. In this part we will study the construction theory of the reduced W -
superalgebra Uχ(gk, e).
For k ∈ Z+ let Hk denote the k-linear span of all 0 6= h¯ ∈ Uχ(gk, e) with n(h¯) 6 k
in Uχ(gk, e). It follows readily from Lemma 5.2 that H
i ·Hj ⊆ H i+j for all i, j ∈ Z+.
In other words, {H i|i ∈ Z+} is a filtration of the algebra Uχ(gk, e) and obviously
Uχ(gk, e) = H
k for all k ≫ 0. We set H−1 = 0 and let gr(Uχ(gk, e)) =
∑
i>0
H i/H i−1
denote the corresponding graded algebra. Lemma 5.2 implies that the k-algebra
gr(Uχ(gk, e)) is supercommutative.
Proposition 5.1. Let Uχ(gk, e) be a reduced W -superalgebra,
(1) if dim gk(−1)1¯ is even, then for any (a,b) ∈ Λl × Λ′q there is h¯a,b ∈ Uχ(gk, e)
such that Λmax
h¯a,b
= {(a,b)}. The vectors {h¯a,b|(a,b) ∈ Λl × Λ′q} form a basis of
Uχ(gk, e) over k.
(2) if dim gk(−1)1¯ is odd, then for any (a,b, c) ∈ Λl × Λ′q × Λ′1 there is h¯a,b,c ∈
Uχ(gk, e) such that Λ
max
h¯a,b,c
= {(a,b, c)}. The vectors {h¯a,b,c|(a,b, c) ∈ Λl × Λ′q × Λ′1}
form a basis of Uχ(gk, e) over k.
Proof. Given (a, b) ∈ Z2+, let Ha,b denote the subspace of Uχ(gk, e) spanned by Ha−1
and all h¯ ∈ Uχ(gk, e) such that n(h¯) = a, N(h¯) 6 b. Order the elements in Z2+
lexicographically. By construction, Ha,b ⊆ Hc,d whenever (a, b) ≺ (c, d). Applying
the Basis Extension Theorem to the finite chain of subspaces just defined we obtain
that Uχ(gk, e) has basis B :=
⊔
(i,j)Bi,j such that n(µ) = i, N(µ) = j whenever
µ ∈ Bi,j .
Recall in (5.7) the mapping πij : Uχ(gk, e)→ Qχχ is defined by setting
πij(x¯
ay¯bu¯cv¯d ⊗ 1¯χ) = x¯ay¯bu¯cv¯d ⊗ 1¯χ
for any (a,b, c,d) which satisfies dege(x¯
ay¯bu¯cv¯d) = i and wt(x¯ay¯bu¯cv¯d) = j; and 0
otherwise.
Define the linear map πB : Uχ(gk, e) −→ Qχχ by setting µ ∈ Bi,j for any πB(µ) =
πi,j(µ(1¯χ)) and extending to Uχ(gk, e) by linearity.
Based on the parity of dim gk(−1)1¯, for each case we will consider separately.
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(1) When dim gk(−1)1¯ is even, it can be inferred from Lemma 5.3 that πB maps
Uχ(gk, e) into the subspace Uχ(g
e
k
)⊗ 1¯χ of Qχχ. By construction, πB is injective. On
the other hand,
dim Uχ(gk, e) = (
pdim(gk)0¯
(p
dim (g
k
)0¯−dim (g
e
k
)0¯
2 )2
, 2
dim (gk)1¯
(2
dim (g
k
)1¯−dim (g
e
k
)1¯
2 )2
)
= (pdim (g
e
k
)0¯ , 2dim (g
e
k
)1¯)
= dim Uχ(g
e
k
)⊗ 1¯χ
due to Remark 3.3 and Theorem 4.1. Thus πB : Uχ(gk, e) −→ Uχ(gek) ⊗ 1χ is
a linear isomorphism. For (a,b) = (a1, · · · , al, b1, · · · , bq) ∈ Λl × Λ′q set h¯a,b :=
π−1B (x¯
a1
1 · · · x¯all y¯b11 · · · y¯bqq ⊗ 1¯χ). By the bijectivity of πB and the PBW theorem (ap-
plied to Uχ(g
e
k
)), the vectors h¯a,b with (a,b) ∈ Λl×Λ′q form a basis of Uχ(gk, e) over k,
while from the definition of πB it follows that Λ
max
h¯a,b
= {(a,b)} for any (a,b) ∈ Λl×Λ′q.
(2) When dim gk(−1)1¯ is odd, it can be inferred from Lemma 5.3 that πB maps
Uχ(gk, e) into the subspace of (Uχ(g
e
k
) ⊗k Uχ(kv¯ r+1
2
)) ⊗ 1¯χ of Qχχ. By construction,
πB is injective. On the other hand,
dim Uχ(gk, e) = (
pdim (gk)0¯
(p
dim (gk)0¯−dim (g
e
k
)0¯
2 )2
, 2
dim (g
k
)1¯
(2
dim (gk)1¯−dim (g
e
k
)1¯−1
2 )2
)
= (pdim (g
e
k
)0¯ , 2dim (g
e
k
)1¯+1)
= dim (Uχ(g
e
k
)⊗k Uχ(kv¯ r+1
2
))⊗ 1¯χ,
due to Remark 3.3 and Theorem 4.1. Thus πB : Uχ(gk, e) −→ (Uχ(gek)⊗kUχ(kv¯ r+1
2
))⊗
1χ is a linear isomorphism. For (a,b, c) = (a1, · · · , al, b1, · · · , bq, c) ∈ Λl×Λ′q×Λ′1 set
ha,b,c = π
−1
B (x¯
a1
1 · · · x¯all y¯b11 · · · y¯bqq v¯cr+1
2
⊗ 1¯χ).
By the bijectivity of πB and the PBW theorem (applied to Uχ(g
e
k
)⊗kUχ(kv¯ r+1
2
)), the
vectors ha,b,c with (a,b, c) ∈ Λl × Λ′q × Λ′1 form a basis of Uχ(gk, e), while from the
definition of πB it follows that Λ
max
h¯a,b,c
= {(a,b, c)} for any (a,b, c) ∈ Λl×Λ′q×Λ′1. 
Corollary 5.1. There exist even elements θ1, · · · , θl ∈ Uχ(gk, e)0¯ and odd elements
θl+1, · · · , θl+q ∈ Uχ(gk, e)1¯ such that
(1)
θk(1¯χ) = (x¯k+
∑
|a,b, c,d|e = mk + 2,
|a|+ |b|+ |c|+ |d| > 2
λka,b,c,dx¯
ay¯bu¯cv¯d+
∑
|a,b,c,d|e<mk+2
λka,b,c,dx¯
ay¯bu¯cv¯d)⊗1¯χ,
where x¯k ∈ gek(mk)0¯ for 1 6 k 6 l.
(2)
θl+k(1¯χ) = (y¯k+
∑
|a,b, c,d|e = nk + 2,
|a|+ |b|+ |c|+ |d| > 2
λka,b,c,dx¯
ay¯bu¯cv¯d+
∑
|a,b,c,d|e<nk+2
λka,b,c,dx¯
ay¯bu¯cv¯d)⊗1¯χ,
where y¯k ∈ gek(nk)1¯ for 1 6 k 6 q.
(3) When dim gk(−1)1¯ is odd, there is an odd element θl+q+1 ∈ Uχ(gk, e)1¯ such that
θl+q+1(1¯χ) = v¯ r+1
2
⊗ 1¯χ.
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All the coefficients λka,b,c,d ∈ k. Moreover, λka,b,c,d = 0 if (a,b, c,d) is such that
al+1 = · · · = am = bq+1 = · · · = bn = c1 = · · · = cs = d1 = · · · = d⌈ r
2
⌉ = 0.
Proof. The existence of all the elements in the corollary is an immediate consequence
of Proposition 5.1, and what remains to prove is the Z2-homogeneity for the elements
in (1) and (2). In fact, it can be obtained by applying Proposition 4.1 directly.
First note that each element θ ∈ Uχ(gk, e) can be written as θ = θ0¯ + θ1¯ where
θ0¯(1¯χ) ∈ (Qχχ)0¯ and θ1¯(1¯χ) ∈ (Qχχ)1¯. Since both the k-algebras Uχ(gk, e) and (Qχχ)admk
are Z2-graded and the mapping
ϕ : Uχ(gk, e)
∼−→ (Qχχ)admk
in Proposition 4.1 is even, it follows from
ϕ(θ) = ϕ(θ0¯) + ϕ(θ1¯) = θ0¯(1¯χ) + θ1¯(1¯χ) ∈ (Qχχ)admk
that ϕ(θ0¯) ∈ (Qχχ)admk0¯ and ϕ(θ1¯) ∈ (Qχχ)admk1¯ , i.e. θ0¯ ∈ Uχ(gk, e)0¯ and θ1¯ ∈ Uχ(gk, e)1¯.
Therefore, for any given element θ ∈ Uχ(gk, e), if the leading term of θ(1¯χ) (i.e. the
term with the highest e-degree and whose weight also assumes its maximum value)
is x¯i (which is an element in (gk)0¯) for 1 6 i 6 l, one can choose θ0¯ as the desired
element in Uχ(gk, e)0¯. Similarly, if the leading term of θ(1¯χ) is y¯i (which is an element
in (gk)1¯) for 1 6 i 6 q, one can choose θ1¯ as the desired element in Uχ(gk, e)1¯. 
Recall that {x¯1, · · · , x¯l} and {y¯1, · · · , y¯q} are k-basis of (gek)0¯ and (gek)1¯, respectively.
When dim gk(−1)1¯ is odd, one will see that the element v¯ r+1
2
∈ gk(−1)1¯∩ (gk(−1)′1¯)⊥
plays the key role for the construction theory of Uχ(gk, e). Set
Y¯i :=

x¯i if 1 6 i 6 l;
y¯i−l if l + 1 6 i 6 l + q;
v¯ r+1
2
if i = l + q + 1.
For any 1 6 i 6 l + q + 1, assume that Y¯i ∈ gk(mi) is homogeneous, and the term
Y¯l+q+1 occurs only in the case when dim gk(−1)1¯ is odd. Note that Y¯i ∈ gek for any
1 6 i 6 l + q. Let θ¯i denote the image of θi ∈ Uχ(gk, e) in gr(Uχ(gk, e)).
The following theorem introduces the generators and their relations for the re-
duce W -superalgebra Uχ(gk, e) over positive characteristic field k, and also the PBW
theorem.
Theorem 5.1. For any reduced W -superalgebra Uχ(gk, e), all the elements given in
Corollary 5.1 can be chosen as a set of generators, and
(1) when dim gk(−1)1¯ is even,
(i) let 1 6 i, j 6 l + q. Then
[θi, θj ] = θi · θj − (−1)|θi||θj|θj · θi = (−1)|θi|·|θj|θj ◦ θi − θi ◦ θj ∈ Hmi+mj+2.
(ii) if the elements Y¯i, Y¯j ∈ gek for 1 6 i, j 6 l+ q satisfy [Y¯i, Y¯j] =
l+q∑
k=1
αkij Y¯k in g
e
k
,
then
(5.12) [θi, θj] ≡
l+q∑
k=1
αkijθk + qij(θ1, · · · , θl+q) (mod Hmi+mj+1),
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where qij is a truncated polynomial in l + q variables whose constant term and linear
part are both zero.
(iii) the monomials θ¯a11 · · · θ¯all θ¯b1l+1 · · · θ¯bql+q and θa11 · · · θall θb1l+1 · · · θbql+q form bases of
gr(Uχ(gk, e)) and Uχ(gk, e) respectively, where 0 6 ai 6 p− 1, bi ∈ {0, 1}.
(2) when dim gk(−1)1¯ is odd,
(i) let 1 6 i, j 6 l + q + 1. Then
[θi, θj ] = θi · θj − (−1)|θi||θj|θj · θi = (−1)|θi|·|θj|θj ◦ θi − θi ◦ θj ∈ Hmi+mj+2.
(ii) if the elements Y¯i, Y¯j ∈ gek for 1 6 i, j 6 l+ q satisfy [Y¯i, Y¯j] =
l+q∑
k=1
αkij Y¯k in g
e
k
,
then
(5.13) [θi, θj] ≡
l+q∑
k=1
αkijθk + qij(θ1, · · · , θl+q+1) (mod Hmi+mj+1),
where qij is a truncated polynomial in l + q + 1 variables whose constant term and
linear part are both zero. For the case i = j = l+ q+ 1, we have [θl+q+1, θl+q+1] = id.
(iii) the monomials θ¯a11 · · · θ¯all θ¯b1l+1 · · · θ¯bql+qθ¯cl+q+1 and θa11 · · · θall θb1l+1 · · · θbql+qθcl+q+1 form
bases of gr(Uχ(gk, e)) and Uχ(gk, e) respectively, where 0 6 ai 6 p− 1, bi, c ∈ {0, 1}.
Proof. Since the proof for both cases is similar, we will just consider part (2) when
dim gk(−1)1¯ is odd.
(1) Recall that θ1, · · · , θl ∈ Uχ(gk, e)0¯ and θl+1, · · · , θl+q+1 ∈ Uχ(gk, e)1¯ by Corol-
lary 5.1. As bi, c ∈ {0, 1} for 1 6 i 6 q, it follows from the definition of opposite
algebra that
θa11 · · · θall θb1l+1 · · · θbql+qθcl+q+1
= (−1)c(b1+···+bq)θcl+q+1 ◦ (θa11 · · · θall θb1l+1 · · · θbql+q) = · · · · · ·
= (−1)
∑
16i<j6q
bibj+c
q∑
i=1
bi
θcl+q+1 ◦ θbql+q ◦ · · · ◦ θb1l+1 ◦ θall ◦ · · · ◦ θa11 ,
and
θcl+q+1 ◦ θbql+q ◦ · · · ◦ θb1l+1 ◦ θall ◦ · · · ◦ θa22 (θa11 (1¯χ))
= θa11 (1¯χ) · (θcl+q+1 ◦ θbql+q ◦ · · · ◦ θb1l+1 ◦ θall ◦ · · · ◦ θa22 (1¯χ))
= θa11 (1¯χ) · · · θall (1¯χ) · (θcl+q+1 ◦ θbql+q ◦ · · · ◦ θb1l+1(1¯χ))
= (−1)b1(b2+···+bn+c)θa11 (1¯χ) · · · θall (1¯χ)θb1l+1(1¯χ) · (θcl+q+1 ◦ θbql+q ◦ · · · ◦ θb2l+2(1¯χ))
= · · · · · ·
= (−1)
∑
16i<j6q
bibj+c
q∑
i=1
bi
θa11 (1¯χ) · · · θall (1¯χ)θb1l+1(1¯χ) · · · θbql+q(1¯χ)θcl+q+1(1¯χ),
so
θa11 · · · θall θb1l+1 · · · θbql+qθcl+q+1(1¯χ) =θa11 (1¯χ) · · · θall (1¯χ)θb1l+1(1¯χ) · · ·
θ
bq
l+q(1¯χ)θ
c
l+q+1(1¯χ).
(5.14)
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Induction on |a|+ |b|+ |c| shows that
θa11 (1¯χ) · · · θall (1¯χ)θb1l+1(1¯χ) · · · θbql+q(1¯χ)θcl+q+1(1¯χ)
= (Y¯ a11 · · · Y¯ all Y¯ b1l+1 · · · Y¯ bql+qY¯ cl+q+1 +
∑
|(i, j, f ,g)|e = |(a,b,0, e r+1
2
)|e,
|i|+ |j|+ |f |+ |g| > |a|+ |b|+ 1
λ
a,b,0,e r+1
2
i,j,f ,g x¯
iy¯ju¯f v¯g
+terms of lower e-degree)⊗ 1¯χ
for any (a,b, c) = (a1, · · · , al, b1, · · · , bq, c) ∈ Λl×Λ′q×Λ′1 (the induction step is based
on Corollary 5.1 and Lemma 5.2). Due to Proposition 5.1 we have that
(5.15) θa11 · · · θcl+q+1 = µa,b,ch¯a,b,c +
∑
(i,j,k)∈Λl×Λ′q×Λ
′
1
µi,j,kh¯i,j,k, µa,b,c 6= 0,
where µi,j,k = 0 unless (n(h¯i,j,k), N(h¯i,j,k)) ≺ (n(h¯a,b,c), N(h¯a,b,c)).
Since this establishes for any (a,b, c) ∈ Λl × Λ′q × Λ′1, the monomials θa11 · · · θcl+q+1
with (a,b, c) = (a1, · · · , al, b1, · · · , bq, c) ∈ Λl × Λ′q × Λ′1 form a basis of Uχ(gk, e). It
follows from (5.15) and the proof of Proposition 5.1 that for any M > 0, the cosets
h¯i,j,k + H
M−1 with (i, j, k) ∈ Λl × Λ′q × Λ′1 and
∑
16f6l
if (mf + 2) +
∑
16g6q
jg(mg+l +
2) + k = M (where m′fs, m
′
g+ls are the weights of Y¯
′
fs for 1 6 f 6 l and Y¯
′
g+ls
for 1 6 g 6 q, respectively) form a basis of gr(Uχ(gk, e)). Due to (5.15) and
Lemma 5.2 the cosets θi11 · · · θill θj1l+1 · · · θjql+qθkl+q+1+HM−1 with (i, j, k) ∈ Λl×Λ′q ×Λ′1
and
∑
16f6l
if (mf + 2) +
∑
16g6q
jg(mg+l + 2) + k = M have the same property. To com-
plete the proof of part (2)(iii) it remains to note that θ¯i11 · · · θ¯ill θ¯j1l+1 · · · θ¯jql+q θ¯kl+q+1 =
θi11 · · · θill θj1l+1 · · · θjql+qθkl+q+1 +HM−1 for any (i, j, k) ∈ Λl × Λ′q × Λ′1 with
∑
16f6l
if(mf +
2) +
∑
16g6q
jg(mg+l + 2) + k = M .
(2) Given any Z2-homogeneous elements θi, θj ∈ Uχ(gk, e) for 1 6 i, j 6 l+ q (note
that i, j 6= l + q + 1), if either θi or θj is even, then [θi, θj ] = θi · θj − θj · θi; if both θi
and θj are odd, then [θi, θj ] = θi · θj + θj · θi. By Corollary 5.1 and Lemma 5.2 one
can deduce that [θi, θj ] ∈ Hmi+mj+2. It is immediate from (5.14) that
[θi, θj ](1¯χ) = θi(1¯χ)θj(1¯χ)− (−1)|θi||θj |θj(1¯χ)θi(1¯χ).
As in the proof of Lemma 5.2, induction on |d| yields
(ρχ(v¯
d))(x¯a
′
y¯b
′
u¯c
′
v¯d
′ ⊗ 1¯χ)
= (K ′x¯a
′
y¯b
′
u¯c
′
v¯d+d
′
+
∑
i,j
ωi,jx¯
a′−ei y¯b
′
ρχ([v¯j , x¯i])u¯
c′ v¯d+d
′−ej
+
∑
i,j
νi,jx¯
a′ y¯b
′−eiρχ([v¯j , y¯i])u¯
c′ v¯d+d
′−ej + terms of e-degree 6 |(a′,b′, c′,d+ d′)|e
−3)⊗ 1¯χ.
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Similar induction on |c| yields
(ρχ(u¯
cv¯d))(x¯a
′
y¯b
′
u¯c
′
v¯d
′ ⊗ 1¯χ)
= (K ′x¯a
′
y¯b
′
u¯c+c
′
v¯d+d
′
+
∑
i,j
κi,jx¯
a′−ei y¯b
′
ρχ([u¯j, x¯i])u¯
c+c′−ej v¯d+d
′
+
∑
i,j
λi,jx¯
a′ y¯b
′−eiρχ([u¯j, y¯i])u¯
c+c′−ej v¯d+d
′
+
∑
i,j
ωi,jx¯
a′−ei y¯b
′
ρχ([v¯j , x¯i])u¯
c+c′ v¯d+d
′−ej
+
∑
i,j
νi,jx¯
a′ y¯b
′−eiρχ([v¯j , y¯i])u¯
c+c′ v¯d+d
′−ej + terms of e-degree 6 |(a′,b′, c+ c′,
d+ d′)|e − 3)⊗ 1¯χ.
It follows that
(ρχ(y¯
bu¯cv¯d))(x¯a
′
y¯b
′
u¯c
′
v¯d
′ ⊗ 1¯χ)
= (Kx¯a
′
y¯b+b
′
u¯c+c
′
v¯d+d
′
+
∑
i,j
γi,jx¯
a′−ei y¯b+b
′−ejρχ([x¯i, y¯j])u¯
c+c′ v¯d+d
′
+
∑
i<j
ιi,jx¯
a′ y¯b+b
′−ei−ejρχ([y¯i, y¯j])u¯
c+c′ v¯d+d
′
+
∑
i,j
κ′i,jx¯
a′−ei y¯b+b
′
ρχ([u¯j, x¯i])u¯
c+c′−ej ·
v¯d+d
′
+
∑
i,j
λ′i,jx¯
a′ y¯b+b
′−eiρχ([u¯j, y¯i])u¯
c+c′−ej v¯d+d
′
+
∑
i,j
ω′i,jx¯
a′−ei y¯b+b
′
ρχ([v¯j , x¯i])·
u¯c+c
′
v¯d+d
′−ej +
∑
i,j
ν ′i,jx¯
a′ y¯b+b
′−eiρχ([v¯j , y¯i])u¯
c+c′ v¯d+d
′−ej + terms of e-degree 6
|(a′,b+ b′, c+ c′,d+ d′)|e − 3)⊗ 1¯χ,
and
(ρχ(x¯
ay¯bu¯cv¯d))(x¯a
′
y¯b
′
u¯c
′
v¯d
′ ⊗ 1¯χ)
= (Kx¯a+a
′
y¯b+b
′
u¯c+c
′
v¯d+d
′
+
∑
i<j
αi,jx¯
a+a′−ei−ej y¯b+b
′
ρχ([x¯i, x¯j ])u¯
c+c′ v¯d+d
′
+
∑
i,j
γi,j·
x¯a+a
′−ei y¯b+b
′−ejρχ([x¯i, y¯j])u¯
c+c′ v¯d+d
′
+
∑
i<j
ιi,j x¯
a+a′ y¯b+b
′−ei−ejρχ([y¯i, y¯j])u¯
c+c′·
v¯d+d
′
+
∑
i,j
κ′i,jx¯
a+a′−ei y¯b+b
′
ρχ([u¯j, x¯i])u¯
c+c′−ej v¯d+d
′
+
∑
i,j
λ′i,jx¯
a+a′ y¯b+b
′−ei ·
ρχ([u¯j, y¯i])u¯
c+c′−ej v¯d+d
′
+
∑
i,j
ω′i,jx¯
a+a′−ei y¯b+b
′
ρχ([v¯j , x¯i])u¯
c+c′ v¯d+d
′−ej +
∑
i,j
ν ′i,j·
x¯a+a
′
y¯b+b
′−eiρχ([v¯j , y¯i])u¯
c+c′ v¯d+d
′−ej + terms of e-degree 6 |(a+ a′,b+ b′, c+ c′,
d+ d′)|e − 3)⊗ 1¯χ.
Together with Corollary 5.1 this shows that
θi(1χ)θj(1¯χ)− (−1)|θi||θj |θj(1¯χ)θi(1¯χ)
= ([Y¯i, Y¯j] +
∑
|i, j, f ,g|e = mi +mj + 2,
|i|+ |j|+ |f |+ |g| > 2
µi,j,f ,gx¯
iy¯ju¯f v¯g +
∑
|(i,j,f ,g)|e<mi+mj+2
µi,j,f ,gx¯
iy¯ju¯f v¯g)
⊗1¯χ,
where µi,j,f ,g ∈ k. As a consequence, πmi+mj+2,mi+mj ([θi, θj ] −
l+q∑
k=1
αkijθk) = 0. On
the other hand, part (1) of this proof shows that there exists a unique truncated
polynomial q˜ij in Y¯1, · · · , Y¯l+q+1 such that
[θi, θj ]−
l+q∑
k=1
αkijθk = q˜ij(θ1, · · · , θl+q+1).
Moreover, by the preceding remark it is obvious that the linear part of q˜ij involves
only those Y¯1, · · · , Y¯l+q+1 whose weights < mi +mj. Hence there exists a truncated
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polynomial qij in l + q + 1 variables with initial form of degree at least 2 such that
[θi, θj]−
l+q∑
k=1
αkijθk − qij(θ1, · · · , θl+q+1) ∈ Hmi+mj+1.
It is immediate from the assumption in Section 3.1 that [v¯ r+1
2
, v¯ r+1
2
]⊗1¯χ = 〈v¯ r+1
2
, v¯ r+1
2
〉⊗
1¯χ = 1⊗ 1¯χ. Then by (5.14) we have
[θl+q+1, θl+q+1](1¯χ) = 2(θl+q+1(1¯χ))
2 = 2v¯2r+1
2
⊗ 1¯χ = [v¯ r+1
2
, v¯ r+1
2
]⊗ 1¯χ = 1⊗ 1¯χ,
i.e. [θl+q+1, θl+q+1] = id. All these complete the proof. 
Compared with the Lie algebra case, the results obtained in part (1) of Theo-
rem 5.1 are similar to the ones on the reduced W -algebras over positive character-
istic field k (see [32], Section 3). However, part (2) is a new case. Compared with
the reduced W -algebra case, the structure of reduced W -superalgebras has greatly
changed. Therefore, the parity of dim gk(−1)1¯ plays the key role for the construction
of reduced W -superalgebras, which makes the structure and representation theory of
reduced W -superalgebras distinguish from that of reduced W -algebras.
Remark 5.2. When dim gk(−1)1¯ is odd, it is notable that [θi, θj] = −(−1)|θi||θj |[θj , θi]
for any 1 6 i, j 6 l+ q+1. In particular, we can deduce that [θi, θi] = 0 for 1 6 i 6 l
as θi is an even element in Uχ(gk, e). Therefore, after deleting all the redundant
commutating relations which are equivalent to each other in Theorem 5.1, what left
are the cases when i, j satisfy 1 6 i < j 6 l + q + 1 and l + 1 6 i = j 6 l + q + 1.
When dim gk(−1)1¯ is even, similar conclusion can also be reached.
6. The structure of finite W -superalgebras over the field of
complex numbers
In this part, we will generalize the results obtained in Section 5 to the field of
complex numbers. Some consequences about the A-algebra U(gA, e) where A is an
admissible algebra (which was introduced in Section 3.1) are also included in this
part.
We will adopt the first definition of finite W -superalgebras over C (i.e. U(g, e) =
(EndgQχ)
op by Definition 3.3) here. Given (a,b, c,d) ∈ Zm+ × Zn2 × Zs+ × Zt2 (recall
that t = ⌊dim g(−1)1¯
2
⌋) we let xaybucvd denote the monomial
xa11 · · ·xamm yb11 · · · ybnn uc11 · · ·ucss vd11 · · · vdtt
in U(g). Moreover, the monomials xiyjufvg with (i, j, f , g) ∈ Zm+ ×Zn2 ×Zs+×Zt2 form
a PBW basis of the vector space Qχ over C.
Assume that wt(xi) = ki, wt(yj) = k
′
j , i.e. xi ∈ g(ki)0¯ and yj ∈ g(k′j)1¯ where
1 6 i 6 m and 1 6 j 6 n. Given (a,b, c,d) ∈ Zm+ × Zn2 × Zs+ × Zt2, set
|(a,b, c,d)|e :=
m∑
i=1
ai(ki + 2) +
n∑
i=1
bi(k
′
i + 2) +
s∑
i=1
ci +
t∑
i=1
di,
and say xaybucvd to have e-degree |(a,b, c,d)|e, which is written as dege(xaybucvd) =
|(a,b, c,d)|e.
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6.1. Some Lemmas. For the C-algebra U(g), by the same discussion as the proof
of Lemma 5.1 we can obtain that
Lemma 6.1. For any homogeneous element w ∈ U(g)i (i ∈ Z2), we have
w · xaybucvd =
∑
i∈Zm+
b1∑
j1=0
· · ·
bn∑
jn=0
(
a
i
)
xa−iyb−j · [wxiyj] · ucvd,
where
(
a
i
)
=
m∏
l′=1
(
al′
il′
)
, and
[wxiyj] = k1,b1,j1 · · · kn,bn,jn(−1)|i|(adyn)jn · · · (ady1)j1(adxm)im · · · (adx1)i1(w),
in which the coefficients k1,b1,j1, · · · , kn,bn,jn ∈ C (recall that b = (b1, · · · , bn) ∈ Zn2)
and the indices j1, · · · , jn ∈ {0, 1}. If we write j0 = 0, then
kt′,0,0 = 1, kt′,0,1 = 0, kt′,1,0 = (−1)|w|+j1+···+jt′−1 , kt′,1,1 = (−1)|w|+1+j1+···+jt′−1 ,
where 1 6 t′ 6 n.
Remark 6.1. When we put the canonical basis of U(g) as a product of the elements
of g over C, the indices of all the even elements of g are taken from Z+. As for the
canonical basis of Uχ(gk) over k, the indices of even elements of gk can only be taken
from the set {0, 1, · · · , p−1}. However, no matter what the base field is (i.e. the field
of complex numbers or the positive characteristic field), the indices of odd elements
are taken from the set {0, 1}.
Let ρ˜χ denote the representation of U(g) in EndQχ.
Lemma 6.2. Let (a,b, c,d), (a′,b′, c′,d′) ∈ Zm+ × Zn2 × Zs+ × Zt2 be such that
|(a,b, c,d)|e = A, |(a′,b′, c′,d′)|e = B. Then
(ρ˜χ(x
aybucvd))(xa
′
yb
′
uc
′
vd
′ ⊗ 1χ) = (Cxa+a′yb+b′uc+c′vd+d′ + terms of e-degree
6 A +B − 2)⊗ 1χ,
where the coefficient C ∈ C is defined by:
(1) if (b+ b′,d+ d′) /∈ Zn2 × Zt2, then C = 0.
(2) if C 6= 0, then each entry in (b1+b′1, · · · , bn+b′n, d1+d′1, · · · , dt+d′t) is taken from
the set {0, 1}. Delete all the zero terms in (b,d,b′,d′) and let τ(b,d,b′,d′) denote
the inverse number of (b,d,b′,d′) with respect to the sequence (b1, b
′
1, b2, b
′
2, · · · , bn, b′n,
d1, d
′
1, d2, d
′
2 · · · , dt, d′t), then C = (−1)τ(b,d,b′,d′).
Proof. Now repeat the proof of Lemma 5.2 applying Lemma 6.1 in place of Lemma 5.1.

Any 0 6= h ∈ U(g, e) is uniquely determined by its value h(1χ) ∈ Qχ. For h 6= 0
we let n(h), N(h) and Λmaxh have the same meaning as the assumptions preceding
Lemma 5.3.
Lemma 6.3. Let h ∈ U(g, e)\{0} and (a,b, c,d) ∈ Λmaxh . Then c = 0, and a ∈
Zl+ × {0}, b ∈ Zq2 × {0}. Moreover, the sequence d satisfies
(1) d = 0 when dim g(−1)1¯ is even;
(2) d = {0} r−1
2
× Z2 × {0} r−1
2
when dim g(−1)1¯ (recall that which equals to r) is
odd.
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Proof. Repeat verbatim the proof of Lemma 5.3 but apply Lemma 6.2 in place of
Lemma 5.2. 
6.2. The construction theory of finite W -superalgebras over the field of
complex numbers. For k ∈ Z+ we denote by H˜k the linear span of all 0 6= h ∈
U(g, e) with n(h) 6 k. Put H˜−1 = 0. It follows from Lemma 6.2 that the subspaces
{H˜ i|i ∈ Z+} form a filtration of the algebra U(g, e). Moreover, Lemma 6.2 implies
that the graded algebra gr(U(g, e)) =
⊕
i>0
H˜ i/H˜ i−1 is supercommutative.
Recall that {x1, · · · , xl} and {y1, · · · , yq} are C-basis of ge0¯ and ge1¯, respectively.
When dim g(−1)1¯ is odd, there is v r+1
2
∈ g(−1)0¯ ∩ (g(−1)′0¯)⊥. Set
Yi :=

xi if 1 6 i 6 l;
yi−l if l + 1 6 i 6 l + q;
v r+1
2
if i = l + q + 1.
For any 1 6 i 6 l + q + 1, assume that Yi ∈ g(mi) where mi ∈ Z, and the term
Yl+q+1 occurs only when dim g(−1)1¯ is odd. By the assumption it is immediate that
Yi ∈ ge for 1 6 i 6 l + q. Let Θ˜i denote the image of Θi ∈ U(g, e) in gr(U(g, e)).
Theorem 6.1. Let U(g, e) be a finite W -superalgebra over C, then
(1) if dim g(−1)1¯ is even,
(i) there exist homogeneous elements Θ1, · · · ,Θl+q ∈ U(g, e), where Θ1, · · · ,Θl ∈
U(g, e)0¯ and Θl+1, · · · ,Θl+q ∈ U(g, e)1¯ such that
Θk(1χ) = (Yk+
∑
|a,b, c,d|e = mk + 2,
|a|+ |b|+ |c|+ |d| > 2
λka,b,c,dx
aybucvd+
∑
|a,b,c,d|e<mk+2
λka,b,c,dx
aybucvd)⊗1χ
for 1 6 k 6 l + q, where λka,b,c,d ∈ Q, and λka,b,c,d = 0 if al+1 = · · · = am = bq+1 =
· · · = bn = c1 = · · · = cs = d1 = · · · = d r
2
= 0.
(ii) the monomials Θa11 · · ·Θall Θb1l+1 · · ·Θbql+q with ai ∈ Z+, bj ∈ Z2 for 1 6 i 6 l and
1 6 j 6 q form a basis of U(g, e) over C.
(iii) for 1 6 i 6 l+ q, the elements Θ˜i = Θi+ H˜
mi+1 ∈ gr(U(g, e)) are algebraically
independent and generate gr(U(g, e)). In particular, gr(U(g, e)) is a graded polynomial
superalgebra with homogeneous generators of degrees m1 + 2, · · · , ml+q + 2.
(iv) let 1 6 i, j 6 l + q. Then
[Θi,Θj] = Θi ·Θj − (−1)|Θi||Θj |Θj ·Θi = (−1)|Θi||Θj |Θj ◦Θi −Θi ◦Θj ∈ H˜mi+mj+2.
Moreover, if the elements Yi, Yj ∈ ge for 1 6 i, j 6 l + q satisfy [Yi, Yj] =
l+q∑
k=1
αkijYk
in ge, then
(6.1) [Θi,Θj] ≡
l+q∑
k=1
αkijΘk + qij(Θ1, · · · ,Θl+q) (mod H˜mi+mj+1),
where qij is a polynomial in l+ q variables in Q whose constant term and linear part
are zero, and the modulo part is a polynomial in Θ1, · · · ,Θl+q.
(2) if dim g(−1)1¯ is odd,
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(i) there exist homogeneous elements Θ1, · · · ,Θl+q+1 ∈ U(g, e), where Θ1, · · · ,Θl ∈
U(g, e)0¯ and Θl+1, · · · ,Θl+q+1 ∈ U(g, e)1¯ such that
(a) let 1 6 k 6 l + q. Then
Θk(1χ) = (Yk+
∑
|a,b, c,d|e = mk + 2,
|a|+ |b|+ |c|+ |d| > 2
λka,b,c,dx
aybucvd+
∑
|a,b,c,d|e<mk+2
λka,b,c,dx
aybucvd)⊗1χ;
(b) for the case k = l + q + 1 we have
Θl+q+1(1χ) = v r+1
2
⊗ 1χ,
where λka,b,c,d ∈ Q, and λka,b,c,d = 0 if al+1 = · · · = am = bq+1 = · · · = bn = c1 = · · · =
cs = d1 = · · · = d r−1
2
= 0.
(ii) the monomials Θa11 · · ·Θall Θb1l+1 · · ·Θbql+qΘcl+q+1 with ai ∈ Z+, bj , c ∈ Z2 for 1 6
i 6 l and 1 6 j 6 q form a basis of U(g, e).
(iii) for 1 6 i 6 l + q + 1, the elements Θ˜i = Θi + H˜
mi+1 ∈ gr(U(g, e)) are alge-
braically independent and generate gr(U(g, e)). In particular, gr(U(g, e)) is a graded
polynomial superalgebra with homogeneous generators of degrees m1+2, · · · , ml+q+1+
2.
(iv) let 1 6 i, j 6 l + q + 1. Then
[Θi,Θj] = (−1)|Θi||Θj|Θj ◦Θi −Θi ◦Θj ∈ H˜mi+mj+2.
Moreover, if the elements Yi, Yj ∈ ge for 1 6 i, j 6 l + q satisfy [Yi, Yj] =
l+q∑
k=1
αkijYk
in ge, then
(6.2) [Θi,Θj] ≡
l+q∑
k=1
αkijΘk + qij(Θ1, · · · ,Θl+q+1) (mod H˜mi+mj+1),
where qij is a polynomial in l + q + 1 variables in Q whose constant term and linear
part are zero, and the modulo part is a polynomial in Θ1, · · · ,Θl+q+1. For the case
i = j = l + q + 1, we have [Θl+q+1,Θl+q+1] = id.
Given an admissible algebra A and a prime p ∈ Π(A), the “modular p” version
of this theorem (the structure theory of k-algebra Uχ(gk, e)) has been formulated in
Theorem 5.1 for k = Fp. In ([32], Section 4), Premet obtained the PBW theorem
for the finite W -algebras over C through the procedure of “admissible” based on the
knowledge of reduced W -algebras over k. Inspired by Premet’s treatment of finite
W -algebras, the knowledge of reduced W -superalgebras over k obtained in Section 5
can be applied to prove the theorem. Since the choice of admissible algebra A has
nothing to do with the super property of Lie superalgebra g, we can take the same
steps as the Lie algebra case.
In the language of ([32], Section 4.2), first define the admissible algebra A = Z[ 1
N !
]
by choosing a sufficient large integer N , then select a prime p ≫ N (this is exactly
the example given in Section 3.1 when we introduce the admissible algebras). For
part (i) in both parts of the theorem, one can translate the formulas to a system of
linear equations over Q, then discuss the existence of solution for these equations,
respectively. It can be inferred from Corollary 5.1 that the system of linear equations
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has a solution over Fp ⊂ k. As this is true for almost all primes in the set Π(A) (which
contains infinite elements), we can conclude that the former system has a solution
over Q. Recall that H˜k for k ∈ Z+ forms Kazhdan filtration of C-algebra U(g, e) (see
the remark preceding Theorem 6.1). As for (ii), (iii) and (iv) in the theorem, these
results can be obtained by induction based on the Kazhdan degree (i.e. the e-degree)
of H˜k.
Now we will sketch a proof here following ([32], Theorem 4.6).
Proof. The proof is based on the results obtained in Section 5 and Section 6. Repeat
verbatim the proof of Theorem 4.6 in [32] but apply Theorem 5.1, Lemma 6.2 and
Lemma 6.3 in place of Theorem 3.4, Lemma 4.4 and Lemma 4.5 in [32] respectively.
For more detail refer to ([32], Theorem 4.6). 
Remark 6.2. Notice that the reduced W -superalgebra Uχ(gk, e) over k is finite-
dimensional and we have to calculate the dimension of Uχ(gk, e) as a k-vector space
in the proof of Proposition 5.1. However, the dimension of reduced W -superalgebra
U(g, e) over C is infinite. Then Theorem 6.1 can not be established by the same
means as Theorem 5.1 since we can not get similar conclusion as Proposition 5.1 by
comparing the dimension of corresponding algebras directly.
It is notable that the theory of finite W -superalgbras associated to queer Lie su-
peralgebra qn over C has been initiated and systemically developed by Zhao in [47].
He pointed out that some of the constructions for qn admit natrual generalizations in
basic classical Lie superalgebras when dim g(−1)1¯ is even. Therefore, in this case we
can introduce the cohomology definition for the finite W -superalgebra associated to a
basic classical Lie superalgebra by U(g, e) := H0(m, Qχ) and call S := χ+ker ad
∗f the
Slodowy slice through χ. Following Zhao’s treatment to the queer Lie superalgebra
in ([47], Theorem 3.5), one can get an isomorphism of graded C-superalgebras under
the Kazhdan filtration, i.e.
Lemma 6.4. [47] When dim g(−1)1¯ is even, the map
gr U(g, e)→ C[S]
is an isomorphism of graded superalgebras. Moreover,
H i(m, Qχ) = H
i(m, grQχ) = 0
for any i > 0.
Apart from Premet’s treatment, Brundan-Goodwin-Kleshchev also introduced the
PBW theorem for the finite W -algebras in a more direct way in ([3], Section 3.2).
Moreover, it is remarkable that the cohomology definition of finite W -algebras plays
the key role in their proof. In the case when dim g(−1)1¯ is even, if we follow their
treatment and apply Lemma 6.4, the PBW theorem of finite W -superalgebras over C
(i.e. the conclusions (i)-(iv) of (1) in Theorem 6.1) can also be formulated with less
effort. All these will greatly simplify the proof. The reason why we did not adopt
that method is based on the following considerations:
(1) if the proof of Theorem 6.1 is carried in that way, the coefficients of each
monomial for the generators of finite W -superalgebras can only be guaranteed over
C, but not over Q. In the study of related topics on finiteW -superalgebras in positive
characteristic, we need to construct an admissible algebra, and the most critical step
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is to ensure all the numbers occurred be in Q. However, it is difficult to find an
efficient way to achieve this by that means.
(2) another important reason is that when dim g(−1)1¯ is odd, one can observe that
ge ⊕Cv r+1
2
is not necessary a subalgebra of g. Therefore, the lack of the cohomology
definition of finite W -superalgebras makes it difficult to reach the same conclusion as
Lemma 6.4. Without this result, it is hard to obtain the PBW basis of U(g, e). In fact,
Zhao noticed that a key lemma in the establishment of the cohomology definition of
finite W -superalgebras may go wrong for the case when dim g(−1)1¯ is odd, see ([47],
Remark 3.11).
Based on above considerations, we mainly follow Premet’s treatment of the finite
W -algebra case in the proof of Theorem 6.1.
Recall that in Section 3.4 we have introduced the restricted root decomposition
for the basic classical Lie superalgebra g associated to the even nilpotent element
e. Based on which, the construction of the generators for the finite W -superalgebra
U(g, e) given in Theorem 6.1 can be refined, i.e.
Lemma 6.5. Let U(g, e) be a finite W -superalgebra over C. The generators of U(g, e)
introduced in Theorem 6.1 can be chosen as te-weight vectors satisfying
(1) Θk has the same t
e-weight as Yk for 1 6 k 6 l + q;
(2) Θl+q+1 has the same t
e-weight as v r+1
2
for the case when d1 is odd.
Proof. The proof of part (1) is a straightforward generalization of ([33], Lemma 2.2),
thus will be omitted. Part (2) can be easily observed by the definition of Θl+q+1 in
Theorem 6.1(2)(i)(b). 
Following Gan-Ginzburg’s treatment for the finite W -algebra case in ([10], Sec-
tion 2.1), we can define a linear action of C∗ on g. First, consider the Lie algebra
homomorphism sl2 −→ g0¯ defined by(
0 1
0 0
)
7→ e,
(
1 0
0 −1
)
7→ h,
(
0 0
1 0
)
7→ f.
This Lie algebra homomorphism exponentiates to a rational homomorphism γ˜ : SL2 −→
Gev −→ G. Put
γ : C∗ −→ G, γ(t) = γ˜
(
t 0
0 t−1
)
, ∀ t ∈ C∗.
Define σ := Adγ(−1). For any i ∈ Z, let x ∈ g(i) be a homogeneous element
in g. Since the Dynkin grading of the Lie superalgebra g is obtained by the action
of adh, we have σ(x) = (−1)ix, i.e. σ is an element of order 6 2 in AdG. As σ
perserves the left ideal Iχ of U(g) and the subalgebra m of g, the action of σ on
Qadmχ is an even automorphism of the finite W -superalgebra U(g, e)
∼= Qadmχ . Given
(a,b, c,d) ∈ Zm+ × Zn2 × Zs+ × Zt2, we have
(6.3) σ(xaybucvd ⊗ 1χ) = (−1)|(a,b,c,d)|exaybucvd ⊗ 1χ
for any xaybucvd ⊗ 1χ ∈ Qχ.
Proposition 6.1. Retain the notations in Theorem 6.1. The following are true:
(1) when dim g(−1)1¯ is even, define the polynomials Fij ∈ Q[Θ1, · · · ,Θl+q] by
Fij(Θ1, · · · ,Θl+q) := [Θi,Θj]
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for 1 6 i, j 6 l+ q. Moreover, if [Yi, Yj] =
l+q∑
k=1
αkijYk in g
e for 1 6 i, j 6 l+ q, we have
(6.4) Fij(Θ1, · · · ,Θl+q) ≡
l+q∑
k=1
αkijΘk + qij(Θ1, · · · ,Θl+q) (mod H˜mi+mj ).
(2) when dim g(−1)1¯ is odd, define the polynomials Fij(Θ1, · · · ,Θl+q+1) ∈ Q[Θ1, · · · ,
Θl+q+1] by
Fij(Θ1, · · · ,Θl+q+1) := [Θi,Θj]
for 1 6 i, j 6 l + q + 1. Moreover, if [Yi, Yj] =
l+q∑
k=1
αkijYk in g
e for 1 6 i, j 6 l + q, we
have
(6.5) Fij(Θ1, · · · ,Θl+q+1) ≡
l+q∑
k=1
αkijΘk + qij(Θ1, · · · ,Θl+q+1) (mod H˜mi+mj).
For the case i = j = l + q + 1 we have Fl+q+1,l+q+1(Θ1, · · · ,Θl+q+1) = 1⊗ 1χ.
Proof. Compared with the results obtained in Theorem 6.1, it is notable that the
modulo part in (6.1) and (6.2) are in H˜mi+mj+1, while the modulo part in the corre-
sponding place of (6.4) and (6.5) are in H˜mi+mj . In fact, if choosing the generators
of U(g, e) as what we have introduced in Lemma 6.5, it follows from (6.1), (6.2) and
(6.3) that (6.4) and (6.5) establish.

Remark 6.3. When dim g(−1)1¯ is odd, there are no obvious formulas for the lead-
ing term of Fi,l+q+1(Θ1, · · · ,Θl+q+1) for 1 6 i 6 l + q. For both cases in Proposi-
tion 6.1, we stress that although the Fij(Θ1, · · · ,Θl+q)′s (or Fij(Θ1, · · · ,Θl+q+1)′s, re-
spectively) live in an associative algebra which is, in general, non-supercommutative,
the PBW theorem of U(g, e) in Theorem 6.1 allows us to view the Fij(Θ1, · · · ,Θl+q)′s
(or Fij(Θ1, · · · ,Θl+q+1)′s) as polynomials in l+q (or l+q+1) variables with coefficients
in Q.
Along the same discussion as Remark 5.2, if deleting the redundant ones, the num-
ber of defining relations for the generators of U(g, e) can be reduced. The following
theorem completely characterizes the structure of finite W -superalgebra U(g, e) over
the field of complex numbers.
Theorem 6.2. The following are true:
(1) when dim g(−1)1¯ is even, the finite W -superalgebra U(g, e) is generated by the
homogeneous elements Θ1, · · · ,Θl+q (where Θ1, · · · ,Θl ∈ U(g, e)0¯ and Θl+1, · · · ,Θl+q ∈
U(g, e)1¯) subject to the relations
[Θi,Θj] = Fij(Θ1, · · · ,Θl+q), [Θj,Θi] = −(−1)|Θi||Θj|[Θi,Θj],
where 1 6 i < j 6 l + q and l + 1 6 i = j 6 l + q.
(2) when dim g(−1)1¯ is odd, the finiteW -superalgebra U(g, e) is generated by the ho-
mogeneous elements Θ1, · · · ,Θl+q+1 (where Θ1, · · · ,Θl ∈ U(g, e)0¯ and Θl+1, · · · ,Θl+q+1
∈ U(g, e)1¯) subject to the relations
[Θi,Θj] = Fij(Θ1, · · · ,Θl+q+1), , [Θj ,Θi] = −(−1)|Θi||Θj |[Θi,Θj],
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where 1 6 i < j 6 l + q + 1 and l + 1 6 i = j 6 l + q + 1.
Proof. Since the proof goes through for both cases, we will just consider part (2).
Let I be the two-sided ideal of the free associative superalgebra C[T1, · · · , Tl;
Tl+1, · · · , Tl+q+1] generated by all
[Ti, Tj ]− Fij(T1, · · · , Tl;Tl+1, · · · , Tl+q+1) (where 1 6 i < j 6 l + q + 1)
and
[Ti, Ti]− Fii(T1, · · · , Tl;Tl+1, · · · , Tl+q+1) (where l + 1 6 i 6 l + q + 1).
Let U := C[T1, · · · , Tl;Tl+1, · · · , Tl+q+1]/I. With the same notation as Section 3.2,
for k ∈ Z+ we let FkU(g, e) denote the C-span of all products Θj1 · · ·Θji with (mj1 +
2) + · · · + (mji + 2) 6 k where i ∈ Z+ (recall that mji is the weight of Yji). By
the same discussion as the finite W -algebra case in ([34], Lemma 4.1) (i.e. argue by
upward induction on the Kazhdan degree k and downward induction on the number
of elements i for each product of the monomials based on (6.2)), we have U ∼= U(g, e)
as C-algebras. 
6.3. Another definition of finite W -superalgebras. In light of Gan-Ginzburg’s
definition of W -algebras over C in [10], Wang defined the reduced W -superalgebra
over k = Fp in a new way in ([44], Remark 70), which he thought makes better sense
(where it was called the modular W -superalgebra), i.e.
Definition 6.1. [44] Define the reduced W -superalgebra over k by
W ′χ,k := (Q
χ
χ)
adm′
k.
In light of Wang’s definition, we can also define the corresponding finiteW -superalgebra
over the field of complex numbers.
Definition 6.2. Define the finite W -superalgebra over C by
W ′χ := (U(g)/Iχ)
adm′ ∼= Qadm′χ
≡ {y¯ ∈ U(g)/Iχ| [a, y] ∈ Iχ, ∀a ∈ m′},
where y¯1 · y¯2 := y1y2 for y¯1, y¯2 ∈ W ′χ.
Remark 6.4. When dim g(−1)1¯ is even, it is immediate that m′ = m by definition.
Thus we can obtain from Theorem 3.2 that U(g, e) ∼= W ′χ as C-algebras. However, the
situation changes in the case when dim g(−1)1¯ is odd. Since m is a proper subalgebra
of m′, it follows that W ′χ is a subalgebra of Q
adm
χ = U(g, e). In fact, we have
Qadm
′
χ = [v r+1
2
, Qadmχ ]
as C-algebras.
Proof. Firstly, we claim that Qadm
′
χ is strictly contained in Q
adm
χ . It is immediate
from Theorem 6.1(2)(i) that Θl+q+1(1χ) = v r+1
2
⊗ 1χ ∈ Qadmχ . By definition we have
v r+1
2
∈ m′, and [v r+1
2
, v r+1
2
⊗ 1χ] = [v r+1
2
, v r+1
2
] ⊗ 1χ = χ([v r+1
2
, v r+1
2
]) ⊗ 1χ = 1 ⊗ 1χ,
then v r+1
2
⊗ 1χ ∈ Qadmχ , but which is not in Qadm′χ .
(1) For any Z2-homogeneous element x ∈ Qadmχ , we claim that
[v r+1
2
, x] ⊆ Qadm′χ .
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(i) Recall that Θl+q+1(1χ) = v r+1
2
⊗ 1χ ∈ Qadmχ . Since x ∈ Qadmχ , it follows from the
Jacobi identity that [v r+1
2
, x] ∈ Qadmχ .
(ii) Since v r+1
2
∈ g(−1)1¯, then [v r+1
2
, v r+1
2
] ∈ g(−2)0¯ ⊆ m0¯, and it follows from
x ∈ Qadmχ that [[v r+1
2
, v r+1
2
], x] = 0. On the other hand,
[[v r+1
2
, v r+1
2
], x] = [v r+1
2
, [v r+1
2
, x]] + (−1)|x|[[v r+1
2
, x], v r+1
2
]
= [v r+1
2
, [v r+1
2
, x]]− (−1)|x| · (−1)|x|+1[v r+1
2
, [v r+1
2
, x]]
= [v r+1
2
, [v r+1
2
, x]] + (−1)2|x|+2[v r+1
2
, [v r+1
2
, x]]
= 2[v r+1
2
, [v r+1
2
, x]],
then [v r+1
2
, [v r+1
2
, x]] = 0, i.e. [v r+1
2
, x] ∈ Q
adv r+1
2
χ .
Sincem′ = m⊕Cv r+1
2
as vector spaces, and it follows from (i) and (ii) that [v r+1
2
, x] ∈
Qadm
′
χ , then [v r+1
2
, Qadmχ ] ⊆ Qadm′χ by the arbitrary of x.
(2) We claim that the reverse of (1) is also true, i.e. [v r+1
2
, Qadmχ ] ⊇ Qadm′χ .
As v r+1
2
∈ m, for any Z2-homogeneous element y ∈ Qadm′χ ⊆ Qadmχ , we have
[v r+1
2
, y] = 0, and yv r+1
2
⊗ 1χ ∈ Qadmχ by the Jacobi identity. Since
[v r+1
2
, yv r+1
2
⊗ 1χ] = ([v r+1
2
, y]v r+1
2
+ (−1)|y|y[v r+1
2
, v r+1
2
])⊗ 1χ = (−1)|y|y,
i.e. y = [v r+1
2
, (−1)|y|yv r+1
2
⊗1χ], it can be concluded that [v r+1
2
, Qadmχ ] ⊇ Qadm′χ by the
arbitrary of y.
All the discussions in (1) and (2) complete the proof. 
7. Finite W -superalgebras and their subalgebras in positive
characteristic
This section is a generalization of the finite W -algebras theory introduced by
Premet in [36]. Recall that in Section 5 we have studied the structure of reduced
W -superalgebras in positive characteristic, and finite W -superalgebras over the field
of complex numbers in Section 6. From which we know that the parity of dim g(−1)1¯
plays the key role for the construction of finite W -superalgebras. Recall that
dim g(−1)1¯ and d1 = dim g1¯ − dim ge1¯ have the same parity by Remark 3.3.
Based on the parity of d1, we will study the construction of the finiteW -superalgebras
in positive characteristic and their subalgebras for each case respectively. First assume
that
(1) When d1 is even, let U(gA, e) denote the A-span of all monomials Θ
a1
1 · · ·Θall ·
Θb1l+1 · · ·Θbql+q with (a1, · · · , al; b1, · · · , bq) ∈ Zl+ × Zq2;
(2) When d1 is odd, let U(gA, e) denote the A-span of all monomials Θ
a1
1 · · ·Θall ·
Θb1l+1 · · ·Θbql+qΘcl+q+1 with (a1, · · · , al; b1, · · · , bq; c) ∈ Zl+ × Zq2 × Z12.
Our assumptions on A (see Section 3.1) guarantee U(gA, e) is an A-subalgebra of
U(g, e) contained in (EndgAQχ,A)
op. By the definition of Qχ,A in Section 4.1 we know
that Qχ,A can be identified with the gA-module U(gA)/U(gA)Nχ,A. Hence U(gA, e)
embeds into the A-algebra (U(gA)/U(gA)Nχ,A)
admA ∼= (Qχ,A)admA. As Qχ,A is a free
A-module with basis {xaybucvd ⊗ 1χ|(a,b, c,d) ∈ Zm+ × Zn2 × Zs+ × Zt2}, an easy
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induction on Kazhdan degree (based on Lemma 6.3 and the formulas displayed in
Lemma 6.2 & Theorem 6.1) shows that
U(gA, e) = (EndgAQχ,A)
op ∼= (U(gA, e)/U(gA, e)Nχ,A)admA.
Definition 7.1. Define the induced k-algebra U(gk, e) := U(gA, e)⊗A k.
It is immediate by definition that U(gk, e) can be identified with a subalgebra of
the finite W -superalgebra Û(gk, e) (see Definition 4.1) over k. The k-algebra U(gk, e)
will be called the transition subalgebra. On the other hand,
(1) when d1 is even, the algebra U(gk, e) has a k-basis consisting of all monomials
Θ¯a11 · · · Θ¯all Θ¯b1l+1 · · · Θ¯bql+q with (a1, · · · , al; b1, · · · , bq) ∈ Zl+ × Zq2, where Θ¯i := Θi ⊗ 1 ∈
U(gA, e)⊗A k;
(2) when d1 is odd, the algebra U(gk, e) has a k-basis consisting of all monomials
Θ¯a11 · · · Θ¯all Θ¯b1l+1 · · · Θ¯bql+qΘ¯cl+q+1 with (a1, · · · , al; b1, · · · , bq; c) ∈ Zl+ × Zq2 × Z12, where
Θ¯i := Θi ⊗ 1 ∈ U(gA, e)⊗A k.
Recall that all the coefficients of polynomial F ′ijs in Theorem 6.2 are in Q, then
one can also assume the F ′ijs are in A after enlarging A if need be. Given a polyno-
mial g ∈ A[T1, · · ·Tn], let pg denote the image of g in the polynomial superalgebra
k[T1, · · ·Tn] = A[T1, · · ·Tn]⊗A k. By the same discussion as Theorem 6.2, we have
Theorem 7.1. For the k-algebra U(gk, e), the following are true:
(1) when d1 is even, we can choose Θ¯1, · · · , Θ¯l+q as the homogeneous generators
of U(gk, e) (where Θ¯1, · · · , Θ¯l ∈ U(gk, e)0¯, Θ¯l+1, · · · , Θ¯l+q ∈ U(gk, e)1¯) subject to the
relations
[Θ¯i, Θ¯j] =
p Fij(Θ¯1, · · · , Θ¯l+q), [Θ¯j, Θ¯i] = −(−1)|Θ¯i||Θ¯j |[Θ¯i, Θ¯j ]
where 1 6 i < j 6 l + q and l + 1 6 i = j 6 l + q.
(2) when d1 is odd, we can choose Θ¯1, · · · , Θ¯l+q+1 as the homogeneous generators
of U(gk, e) (where Θ¯1, · · · , Θ¯l ∈ U(gk, e)0¯, Θ¯l+1, · · · , Θ¯l+q+1 ∈ U(gk, e)1¯) subject to
the relations
[Θ¯i, Θ¯j ] =
p Fij(Θ¯1, · · · , Θ¯l+q+1), [Θ¯j, Θ¯i] = −(−1)|Θ¯i||Θ¯j |[Θ¯i, Θ¯j]
where 1 6 i < j 6 l + q + 1 and l + 1 6 i = j 6 l + q + 1.
Moreover, (1) and (2) completely determine the structure of the k-algebra U(gk, e).
Recall that we have studied the construction of reduced W -superalgebra Uχ(gk, e)
in Section 4. In fact, all the results obtained there can be generalized to the cases
with p-character η ∈ χ+ (m⊥
k
)0¯. First note that
Lemma 7.1. Let gk be one of the basic classical Lie superalgebras over k. For any
η ∈ χ + (m⊥
k
)0¯ ⊆ (gk)∗0¯, every Uη(gk)-module is Uη(mk)-free.
Proof. Since χ|mk = η|mk, this Lemma can be proved by the same way as ([42],
Proposition 4.2), thus will be omitted here. 
Theorem 7.2. The following are true:
(1) Qηχ
∼= Uη(gk)⊗Uη(mk) kχ as gk-modules;
(2) Uη(gk, e) ∼= (Uη(gk)/Uη(gk)Nmk)admk;
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(3) Qηχ is a projective generator for Uη(gk) and δ = dim Uη(mk) = p
d0
2 2⌈
d1
2
⌉. More-
over,
Uη(gk) ∼= Matδ(Uη(gk, e));
(4)(i) when d1 is even, the monomials θ
a1
1 · · · θall θb1l+1 · · · θbql+q with 0 6 ak 6 p−1 for
1 6 k 6 l and 0 6 bk 6 1 for 1 6 k 6 q form a k-basis of Uη(gk, e).
(ii) when d1 is odd, the monomials θ
a1
1 · · · θall θb1l+1 · · · θbql+qθcl+q+1 with 0 6 ak 6 p− 1
for 1 6 k 6 l and 0 6 bk, c 6 1 for 1 6 k 6 q form a k-basis of Uη(gk, e).
Proof. By the same discussion as the finite W -algebra case (see [36], Lemma 2.2(i)),
we can get (1). Repeat verbatim the proof of Proposition 4.1 we can get (2). Apply
Lemma 7.1 and (3) follows from the same treatment as for the algebra Uχ(gk, e) in
Proposition 4.1. Since the dimension of k-algebra Uη(gk, e) (as a vector space) can
be computed by (3), repeat verbatim the proof of Theorem 5.1(1)(iii) and (2)(iii)
respectively one obtains (4). 
At the beginning of Section 5.1 we have assumed that {x1, · · · , xm, y1, · · · , yn} is
an A-basis of pA =
⊕
i>0
gA(i). Set
Xi :=

xi+l if 1 6 i 6 m− l;
yl+q−m+i if m− l + 1 6 i 6 m+ n− l − q;
ul+q−m−n+i if m+ n− l − q + 1 6 i 6 m+ n− l − q + s;
vl+q−m−n−s+i if m+ n− l − q + s+ 1 6 i 6 m+ n− l − q + s + t′,
where t′ = ⌈ r
2
⌉.
Remark 7.1. In the following we will denote ⌈ r
2
⌉ by t′ once for all. Recall that we
have defined di = dim (gk)i−dim (gek)i for i ∈ Z2 in Remark 3.3. It follows from ([42],
Theorem 4.3) that dim Uχ(mk) = p
d0
2 2⌈
d1
2
⌉ and denote it by δ. By the assumption of
the notations we can obtain that d0
2
+ ⌈d1
2
⌉ = m+ n− l − q + s+ t′.
For (a,b, c,d) ∈ Zm−l+ × Zn−q2 × Zs+ × Zt′2 , define
Xa,b,c,d : = Xa11 · · ·Xam−lm−l Xb1m−l+1 · · ·Xbn−qm+n−l−qXc1m+n−l−q+1 · · ·
·Xcsm+n−l−q+sXd1m+n−l−q+s+1 · · ·Xdt′m+n−l−q+s+t′
and
X¯a,b,c,d : = X¯a11 · · · X¯am−lm−l X¯b1m−l+1 · · · X¯bn−qm+n−l−qX¯c1m+n−l−q+1 · · ·
·X¯csm+n−l−q+sX¯d1m+n−l−q+s+1 · · · X¯dt′m+n−l−q+s+t′,
elements of U(gA) and U(gk), respectively. Denote by 1¯χ the image of 1χ ∈ Qχ,k in
Qηχ.
Lemma 7.2. For any η ∈ χ + (m⊥
k
)0¯, the right modules Qχ,A and Q
η
χ are free over
U(gA, e) and Uη(gk, e), respectively. More precisely,
(1) the set {Xa,b,c,d ⊗ 1χ|(a,b, c,d) ∈ Zm−l+ × Zn−q2 × Zs+ × Zt′2 } is a free basis of
the U(gA, e)-module Qχ,A;
(2) the set {X¯a,b,c,d ⊗ 1¯χ|(a,b, c,d) ∈ Λm−l × Λ′n−q × Λs × Λ′t′} is a free basis of
the Uη(gk, e)-module Q
η
χ.
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Proof. The proof is the same as the finite W -algebra case, thus will be omitted here
(see [34], Lemma 4.2). 
Let ak be the k-span of X¯1, · · · , X¯m+n−l−q+s+t′ in gk. By the definition of p˜k we
have
(1) p˜k = ak ⊕ gek when d1 is even;
(2) p˜k = ak ⊕ gek ⊕ kv r+1
2
when d1 is odd.
Recall the notations (b) and (c) preceding Definition 3.2. By the inclusion gf
k
⊆⊕
i60
gk(i) we have
(1) ak = {x¯ ∈ p˜k|(x¯, gfk) = 0} when d1 is even;
(2) ak ⊕ kv r+1
2
= {x¯ ∈ p˜k|(x¯, gfk) = 0} when d1 is odd.
Let ρk denote the representation of U(gk) in EndkQχ,k. Given a subspace V in gk
we denote by Zp(V ) the subalgebra of p-center Zp(gk) generated by all x¯
p − x¯[p] with
x¯ ∈ V0¯. Clearly, Zp(V ) is isomorphic to a polynomial algebra (in the usual sense, not
super) in dim V0¯ variables. We will denote Zp(gk) by Zp for short.
Theorem 7.3. For any even nilpotent element e ∈ (gk)0¯, we have
(1) the algebra Û(gk, e) is generated by its subalgebras U(gk, e) and ρk(Zp);
(2) ρk(Zp) ∼= Zp(p˜k) as k-algebras. Moreover, if d1 is even, then Û(gk, e) is a
free ρk(Zp)-module of rank p
l2q; if d1 is odd, Û(gk, e) is a free ρk(Zp)-module of rank
pl2q+1;
(3) Û(gk, e) ∼= U(gk, e)⊗k Zp(ak) as k-algebras.
This theorem is a generalization of the Lie algebra case in ([36], Theorem 2.1).
Compared with the finite W -algebras, the construction of the finite W -superalgebras
is much more complicated. Moreover, if d1 is odd, it is a new case which never occurs
under the background of Lie algebra. Now we will prove it in detail.
Proof. (i) Since gk = mk ⊕ p˜k by definition, then Zp(gk) ∼= Zp(mk) ⊗k Zp(p˜k) as k-
algebras, and Zp(mk)∩Kerρk is an ideal of codimension 1 in Zp(mk). Hence ρk(Zp) =
ρk(Zp(p˜k)). As the monomials x¯
ay¯bu¯cv¯d ⊗ 1χ with (a,b, c,d) ∈ Zm+ × Zn2 × Zs+ × Zt2
(recall that t = ⌊dimgk(−1)1¯
2
⌋) form a basis of Qχ,k, and Zp(p˜k) is the polynomial
algebra in x¯pi − x¯[p]i (1 6 i 6 m) & u¯pj − u¯[p]j (1 6 j 6 s), we have Zp(p˜k)∩Kerρk = {0}.
It follows that ρk(Zp) ∼= Zp(p˜k) as k-algebras. By the discussion in Section 3.2
we know that S((p˜k)0¯) ∼= k[χ + (m⊥k )0¯], hence Zp(p˜k) ∼= k[(χ + (m⊥k )0¯)(1)], where
(χ+ (m⊥
k
)0¯)
(1) ⊆ (g∗
k
)(1) is the Frobenius twist of χ + (m⊥
k
)0¯.
(ii) Since the proof is similar for both cases, we will formulate a detailed proof for
the case when d1 is odd as which is more complicated.
Denote by Ij the set of all tuples with j components and let ei denote the tuple
in Ij whose only nonzero component equals 1 and occupies the ith position. As an
immediate consequence of Theorem 6.1(2)(i), by induction we have that
(7.1) Θ¯pk(1χ)− (x¯pk +
∑
|(a,0,c,0)|e=mk+2
µka,0,c,0x¯
pau¯pc)⊗ 1χ ∈ (Qχ,k)p(mk+2)−1
for 1 6 k 6 l, where µka,0,c,0 ∈ Fp. Discussing in the graded algebra gr(U(gk)) under
the Kazhdan filtration (notice that x¯[p] ∈ gk(pi) whenever x¯ ∈ gk(i) for all i ∈ Z), we
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can obtain that
(7.2) gr(x¯pi − x¯[p]i ) = gr(x¯i)p, and gr(u¯pj − u¯[p]j ) = gr(u¯j)p (1 6 i 6 m; 1 6 j 6 s).
On the other hand, Lemma 7.2(1) implies that the vectors X¯(a,b,c,d) ⊗ 1χ with
(a,b, c,d) = (a1, · · · , am−l; b1, · · · , bn−q; c1, · · · , cs; d1, · · · , dt′)
∈ Zm−l+ × Zn−q2 × Zs+ × Zt′2 ,
(recall that t′ = ⌈dimgk(−1)1¯
2
⌉) form a free basis of the right U(gk, e)-module Qχ,k. As
Qχ,k is a Kazhdan-filtrated U(gk, e)-module, straightforward induction on filtration
degree based on (7.1) and (7.2) shows that Qχ,k is generated as a Zp(p˜k)-module by
the set
{X¯(a,b,c,d)Θ¯(i,j) ⊗ 1χ|(a,b, c,d, i, j) ∈ Λm−l × Λ′n−q × Λs × Λ′t′ × Λl × Λ′q+1},
where Λi and Λ
′
j are defined at the beginning of Section 5.
Let h be an arbitrary element of Û(gk, e). Then we can assume
h(1¯χ) =
∑
fa,b,c,d,i,j X¯
a1
1 · · · X¯am−lm−l X¯b1m−l+1 · · · X¯bn−qm+n−l−qX¯c1m+n−l−q+1 · · ·
X¯csm+n−l−q+sX¯
d1
m+n−l−q+s+1 · · · X¯dt′m+n−l−q+s+t′ · Θ¯i11 · · · Θ¯ill
Θ¯j1l+1 · · · Θ¯jql+qΘ¯jq+1l+q+1(1χ)
by above discussion, where fa,b,c,d,i,j ∈ Zp(p˜k) with (a,b, c,d, i, j) in the set Λm−l ×
Λ′n−q×Λs×Λ′t′ ×Λl×Λ′q+1. For every ξ ∈ χ+(m⊥k )0¯ the image of fa,b,c,d,i,j in Uξ(gk)
is a scalar in k which shall be denoted by ξ(a,b, c,d, i, j).
Suppose fa,b,c,d,i,j 6= 0 for a nonzero (a,b, c,d) ∈ Λm−l×Λ′n−q×Λs×Λ′t′ and some
(i, j) ∈ Λl × Λ′q+1. Then there exists η ∈ χ + (m⊥k )0¯ such that η(a,b, c,d, i, j) 6= 0.
Let h(η) be the image of h ∈ Û(gk, e) in Uη(gk, e) = (EndgkQηχ)op. Theorem 7.2(4)(ii)
implies that h(η)(1¯χ) is a k-linear combination of θ
i1
1 · · · θill θj1l+1 · · · θjql+qθjq+1l+q+1(1¯χ) with
(i1, · · · , il; j1, · · · , jq; jq+1) ∈ Λl × Λ′q × Λ′1.
By Lemma 7.2(2), the set
{X¯(a,b,c,d) ⊗ 1¯χ|(a,b, c,d) ∈ Λm−l × Λ′n−q × Λs × Λ′t′}
is a free basis of the right Uη(gk, e)-module Q
η
χ. Since η(a,b, c,d, i, j) 6= 0 and
θi11 · · · θill θj1l+1 · · · θjql+qθjq+1l+q+1 is the image of Θ¯i11 · · · Θ¯ill Θ¯j1l+1 · · · Θ¯jql+qΘ¯jq+1l+q+1 in Uη(gk, e), it
is now evident that h(η)(1¯χ) cannot be a k-linear combination of θ
i1
1 · · · θill θj1l+1 · · · θjql+q·
θ
jq+1
l+q+1(1¯χ) with
(i1, · · · , il; j1, · · · , jq; jq+1) ∈ Λl × Λ′q × Λ′1.
This contradiction shows that fa,b,c,d,i,j = 0 unless (a,b, c,d) = 0. As a consequence,
{Θ¯i11 · · · Θ¯ill Θ¯j1l+1 · · · Θ¯jql+qΘ¯jq+1l+q+1|(i, j) ∈ Λl × Λ′q+1}
generates Û(gk, e) as a Zp(p˜k)-module. Specialising at a suitable η ∈ χ+(m⊥k )0¯ and ap-
plying Theorem 7.2(4)(ii) we deduce that the set {Θ¯i11 · · · Θ¯ill Θ¯j1l+1 · · · Θ¯jql+qΘ¯jq+1l+q+1|(i, j) ∈
Λl × Λ′q+1} is a free basis of the Zp(p˜k)-module Û(gk, e).
(iii) Our next goal is to show that Û(gk, e) = U(gk, e) · Zp(ak), the subalgebra of
Û(gk, e) generated by U(gk, e) and Zp(ak).
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Firstly, every gk-endomorphism of Qχ,k is uniquely determined by its value at 1χ.
For a nonzero u ∈ Û(gk, e) write
u(1χ) =
∑
|(a,b,c,d)|e6n(u)
λa,b,c,dx¯
ay¯bu¯cv¯d ⊗ 1χ,
where λa,b,c,d 6= 0 for at least one (a,b, c,d) with |(a,b, c,d)|e = n(u). With the
same notation preceding Lemma 5.3, for k ∈ Z+ put
Λk(u) := {(a,b, c,d) ∈ Zm+ × Zn2 × Zs+ × Zt2|λa,b,c,d 6= 0 & |(a,b, c,d)|e = k},
and denote by Λmax(u) the set of all (a,b, c,d) ∈ Λn(u)(u) for which the quantity
n(u) − |a| − |b| − |c| − |d| assumes its maximum value. This maximum value will
be denoted by N(u) (recall that Λmax(u) = Λmaxu + |a| + |b| + |c| + |d| by (5.1)
and the definition of Λmaxh preceding Lemma 5.3). For each (a,b, c,d) ∈ Λmax, let
x¯i ∈ gk(ki)0¯, y¯j ∈ gk(k′j)1¯ for 1 6 i 6 m and 1 6 j 6 n where ki, k′j ∈ Z+, then we
have that
|(a,b, c,d)|e − |a| − |b| − |c| − |d|
=
m∑
i=1
(ki + 2)ai +
n∑
i=1
(k′i + 2)bi +
s∑
i=1
ci +
t∑
i=1
di
−|a| − |b| − |c| − |d| > 0.
Consequently, n(u), N(u) ∈ Z+ and n(u) > N(u).
Put Ω := {(a, b) ∈ Z2+|a > b}. By the preceding remark we have (n(u), N(u)) ∈ Ω
for all nonzero u ∈ Û(gk, e). Theorem 6.1(2)(i) and the discussion in part (ii) show
that
Λmax(Θ¯i) = {(ei, 0, 0, 0)} for 1 6 i 6 l;
Λmax(ρk(x¯
p
i − x¯[p]i )) = {(pei, 0, 0, 0)} for 1 6 i 6 m;
Λmax(ρk(u¯
p
j − u¯[p]j )) = {(0, 0, pej, 0)} for 1 6 j 6 s;
Λmax(Θ¯k) = {(0, ek−l, 0, 0)} for l + 1 6 k 6 l + q;
Λmax(Θ¯l+q+1) = {(0, 0, 0, et)}.
Since Qχ,k is a Kazhdan filtrated U(gk)-module, this implies that
Λmax(
m∏
i=1
ρk(x¯
p
i − x¯[p]i )ai ·
s∏
i=1
ρk(u¯
p
i − u¯[p]i )bi · Θ¯c11 · · · Θ¯cll Θ¯d1l+1 · · · Θ¯dql+qΘ¯dq+1l+q+1)
= {
m∑
i=1
paiei +
l∑
j=1
cjej,
q∑
i=1
diei,
s∑
i=1
pbiei, dq+1et},
for all (a1, · · · , am; b1, · · · , bs; c1, · · · , cl; d1, · · · , dq+1) ∈ Zm+ × Zs+ × Zlp × Zq+12 . Since
Û(gk, e) is generated as a Zp(p˜k)-module by the set
{Θ¯i11 · · · Θ¯ill Θ¯j1l+1 · · · Θ¯jql+qΘ¯jq+1l+q+1|(i, j) ∈ Λl × Λ′q+1},
it follows that for every u ∈ Û(gk, e) with (n(u), N(u)) = (d, d′) there exists a k-linear
combination u′ of the endomorphism
u(a,b, c,d) :=
m∏
i=1
ρk(x¯
p
i − x¯[p]i )ai ·
s∏
i=1
ρk(u¯
p
i − u¯[p]i )bi · Θ¯c11 · · · Θ¯cll Θ¯d1l+1 · · · Θ¯dql+qΘ¯dq+1l+q+1,
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for all (a1, · · · , am; b1, · · · , bs; c1, · · · , cl; d1, · · · , dq+1) ∈ Zm+ × Zs+ × Zlp × Zq+12 (where
Zlp = Λl) with Λ
max(u(a,b, c,d)) ⊆ Λmax(u) such that either n(u − u′) < d or n(u −
u′) = d and N(u− u′) < d′.
Order the tuples in Ω lexicographically and assume that u ∈ U(gk, e) · Zp(ak) for
all nonzero u ∈ Û(gk, e) with (n(u), N(u)) ≺ (d, d′) (when (n(u), N(u)) = (0, 0) this
is a valid assumption). Now let u ∈ Û(gk, e) be such that (n(u), N(u)) = (d, d′).
By the preceding remark we know that there exists u′ =
∑
(a,b,c,d)
λa,b,c,du(a,b, c,d)
with Λmax(u(a,b, c,d)) ⊆ Λmax(u) for all (a,b, c,d) with λa,b,c,d 6= 0 such that
(n(u− u′), N(u− u′)) ≺ (d, d′). Set
v(a,b, c,d) := u((0, · · · , 0, al+1, · · · , am),b, 0, 0)·
l∏
i=1
Θ¯pai · (Θ¯c11 · · · Θ¯cll Θ¯d1l+1 · · · Θ¯dql+qΘ¯dq+1l+q+1).
Using (7.1) it is easy to observe that Λmax(u(a,b, c,d)) = Λmax(v(a,b, c,d)) and
(n(u(a,b, c,d)− v(a,b, c,d)), N(u(a,b, c,d)− v(a,b, c,d)))
≺ (n(u(a,b, c,d)), N(u(a,b, c,d))).
We now put u
′′
:=
∑
(a,b,c,d)
λa,b,c,dv(a,b, c,d), an element of U(gk, e) ·Zp(ak). Because
(n(u−u′′), N(u−u′′)) ≺ (n(u), N(u)), the equality Û(gk, e) ∼= U(gk, e)·Zp(ak) follows
by induction on the length (d, d′) in the linearly ordered set (Ω,≺).
(iv) It is immediate from Lemma 7.2(1) and the procedure of “modular p induction”
that the vectors X¯(a,b,c,d) ⊗ 1χ with
(a,b, c,d) = (a1, · · · , am−l; b1, · · · , bn−q; c1, · · · , cs; d1, · · · , dt′)
∈ Zm−l+ × Zn−q2 × Zs+ × Zt′2 ,
form a free basis of the right U(gk, e)-module Qχ,k. Since (7.2) shows that X¯
p
i and
X¯pi −X¯ [p]i have the same Kazhdan degree in U(gk) for 1 6 i 6 m−l and m+n−l−q+
1 6 i 6 m+n− l− q+ s, respectively, and Qχ,k is a Kazhdan filtered U(gk)-module,
it follows that the vectors
m−l∏
i=1
m+n−l−q+s∏
j=m+n−l−q+1
ρk(X¯
p
i − X¯ [p]i )aiρk(X¯pj − X¯ [p]j )bj · Θ¯c11 · · · Θ¯cll Θ¯d1l+1 · · · Θ¯dql+qΘ¯dq+1l+q+1
are linearly independent, where (a,b, c,d) ∈ Zm−l+ × Zs+ × Zl+ × Zq+12 .
(iii) and (iv) yield that there is an isomorphism between k-algebras
Û(gk, e) ∼= U(gk, e)⊗k Zp(ak)
when d1 is odd.
(v) For the case when d1 is even, the same discussion as (ii)—(iv) shows that the
vectors {Θ¯i11 · · · Θ¯ill Θ¯j1l+1 · · · Θ¯jql+q} with (i, j) ∈ Λl × Λ′q form a basis of Zp(p˜k)-module
Û(gk, e). Then Û(gk, e) is a free ρk(Zp)-module of rank p
l2q. The vectors
m−l∏
i=1
m+n−l−q+s∏
j=m+n−l−q+1
ρk(X¯
p
i − X¯ [p]i )aiρk(X¯pj − X¯ [p]j )bj · Θ¯c11 · · · Θ¯cll Θ¯d1l+1 · · · Θ¯dql+q
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form a k-basis of the algebra Û(gk, e), where (a,b, c,d) ∈ Zm−l+ ×Zs+×Zl+×Zq2. This
implies that
Û(gk, e) ∼= U(gk, e)⊗k Zp(ak)
as k-algebras, completing the proof. 
8. On the minimal dimensional representations of finite
W -superalgebras
Let gk be a basic classical Lie superalgebra over positive characteristic field k = Fp.
In ([42], Theorem 4.3 and Theorem 5.6), Wang and Zhao introduced the Super Kac-
Weisfeiler Property for gk (with some restrictions on p). In section 8 and section
9, we will discuss the existence of the minimal dimensional representations in the
Super Kac-Weisfeiler Property with character p ≫ 0. Following Premet’s treatment
to the finite W -algebras in [36], we first need to estimate the minimal dimension of
the representations for the finite W -superalgebra U(g, e) over C.
The existence of 1-dimensional representations for the finite W -algebra associated
to a classical Lie algebra over C was obtained by Losev in ([23], Theorem 1.2.3(1)),
which also can be found in his ICM talk in 2010 (see [22], Section 6). The main
technique he adopted is the symplectic geometry machinery (i.e. Fedosov deformation
quantization) and the knowledge of nilpotent orbits and primitive ideals for the Lie
algebras. Using computational methods, Goodwin-Ro¨hrle-Ubly[12] proved that the
W -algebras associated to exceptional Lie algebras E6, E7, F4, G2, or E8 with e not
rigid, admit 1-dimensional representations (see also [36]). Since the knowledge of
finite W -superalgebras is very limited so far and there is no effective method to deal
with them, the dimension of minimal representations for the W -superalgebras over C
can only be reasonable estimated.
In this section, the basic classical Lie superalgebra g over C will be referred to
all except for type D(2, 1; a)(a /∈ Q), whereas the basic classical Lie superalgebra gk
over k = Fp will be referred to all types including the case D(2, 1; a¯)(a¯ ∈ k\{0¯,−1})
(recall that the translation k-algebra U(gk, e) with gk ∈ D(2, 1; a¯)(a¯ ∈ k\{0¯,−1}) can
be induced from the C-algebra U(g, e) associated to Lie superalgebra D(2, 1; a)(a ∈
Q\{0, 1}) by “modular p reduction”). For more detail we refer to Remark 4.1.
Since the parity of d1 (recall that dim g(−1)1¯ and d1 = dim g1¯ − dim ge1¯ have
the same parity by Remark 3.3) plays the key role for the construction of finite
W -superalgebra U(g, e), for each case we will consider separately.
Recall that in Section 4.1 we have identified e, h, f ∈ (gA)0¯ with the nilpotent
elements e¯ = e ⊗ 1, h¯ = h ⊗ 1, f¯ = f ⊗ 1 in (gk)0¯ ∼= (gA)0¯ ⊗A k respectively, and
χ ∈ g∗A with the linear function (e, ·) on gk. In this section we will continue to adopt
these notations.
8.1. The characterization of 1-dimensional representations for finite W -
superalgebras when d1 is even. In this part, we will consider the case when
d1 is even. In fact, a large number of examples can be given in this situation, e.g.
g = gl(M |N) (note that which is not simple, but shares a lot of common proper-
ties with sl(M |N)). Recall that in Remark 4.2 we have mentioned that Wang-Zhao
obtained the explicit description for the Dynkin grading of basic classical Lie super-
algebras of all types over positive characteristic field k in [42]. In the case when the
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character of k satisfies p ≫ 0, which can also be regarded as the grading over C.
In ([42], Section 3.2) Wang-Zhao computed the dimension of gl(M |N)e1¯ (as a vector
space) for any even nilpotent element e ∈ gl(M |N)0¯ and showed that which is an
even number. As the dimension of gl(M |N)1¯ is always even, it is immediate from
Remark 3.3 that d1 is also an even number.
Now we first formulate a conjecture that each finite W -superalgebra U(g, e) over
C admits a 1-dimensional representation, and denote it by V := Cv.
By Theorem 6.1(1) it follows that the elements Θ1, · · · ,Θl,Θl+1, · · · ,Θl+q generate
the algebra U(g, e) with Θ1, · · · ,Θl ∈ U(g, e)0¯ & Θl+1, · · · ,Θl+q ∈ U(g, e)1¯. Keep in
mind that all the modules considered are Z2-graded. Let M be a U(g, e)-module,
then pick an odd element u ∈ U(g, e)1¯ and a Z2-homogeneous element m ∈ M . It
is obvious that the parity of m changes when u acts on it, i.e. the elements m and
u.m have different parity. Since the vector space V is 1-dimensional & Z2-graded,
and Θl+1, · · · ,Θl+q ∈ U(g, e)1¯, then Θi.v = 0 for l + 1 6 i 6 l + q. For 1 6 i 6 l,
set Θi.v = civ with the constants ci ∈ C not all zero. Recall Theorem 6.2(1) shows
that the algebra U(g, e) is completely determined by the commuting relations of
Θ1, · · · ,Θl+q. We have
(i) for 1 6 i < j 6 l, the elements [Θi,Θj] are even since Θi,Θj ∈ U(g, e)0¯. It is
immediate from [Θi,Θj].v = (Θi · Θj − Θj · Θi).v = (cicj − cjci).v = 0 that V is a
1-dimensional representation of U(g, e) iff Fij(Θ1, · · · ,Θl+q) (see Theorem 6.2) acts
on V trivially. Recall that each Fij(Θ1, · · · ,Θl+q) is a polynomial superalgebra in l+q
variables, and Θi.v = 0 for l+1 6 i 6 l+q by preceding remark. Since each polynomial
Fij(Θ1, · · · ,Θl+q) can be written as a C-linear combination of Θa11 · · ·Θall Θb1l+1 · · ·Θbql+q
with a′is ∈ Z+ & b′is ∈ Z2, after deleting all the terms in which any of the odd elements
Θl+1, · · · ,Θl+q occurs, we can obtain a polynomial (in the usual sense, not super) in
l variables, and denote it by F ′ij(Θ1, · · · ,Θl). Then the formulas in Theorem 6.2(1)
shows that F ′ij(Θ1, · · · ,Θl).v = 0 for 1 6 i < j 6 l.
(ii) for l+1 6 i 6 j 6 l+q, the elements [Θi,Θj] are still even since Θi,Θj are both
odd. As Θi.v = 0 for l+ 1 6 i 6 l + q, we have [Θi,Θj].v = (Θi ·Θj +Θj ·Θi).v = 0.
By the same discuss as (i) we can also get polynomials F ′ij(Θ1, · · · ,Θl) for l + 1 6
i 6 j 6 l + q, and V is 1-dimensional iff F ′ij(Θ1, · · · ,Θl).v = 0.
(iii) for 1 6 i 6 l < j 6 l + q, the elements [Θi,Θj] are odd since Θi ∈ U(g, e)0¯
and Θj ∈ U(g, e)1¯. As Θi.v = 0 for l + 1 6 i 6 l + q, we have that [Θi,Θj].v =
(Θi ·Θj−Θj ·Θi).v = 0. Hence V is 1-dimensional iff Fij(Θ1, · · · ,Θl+q) acts on V triv-
ially. As Theorem 6.2(1) shows that [Θi,Θj] = Fij(Θ1, · · · ,Θl+q), it is immediate that
all Fij(Θ1, · · · ,Θl+q)′s are odd elements. Therefore, when we put each polynomial
Fij(Θ1, · · · ,Θl+q) as a C-linear combination of monomials Θa11 · · ·Θall Θb1l+1 · · ·Θbql+q
with a′is ∈ Z+ & b′is ∈ Z2, some odd element Θk (for l + 1 6 k 6 l + q) will oc-
cur at least once in each given monomial. Since Θk.v = 0 for l + 1 6 k 6 l + q, the
equations Fij(Θ1, · · · ,Θl+q).v = 0 are trivial for 1 6 i 6 l < j 6 l + q. In this case
we do not get any new equations.
Let U(g, e)ab denote the factor-algebra U(g, e)/R, where R is the ideal of U(g, e)
generated by all the odd generators Θl+1, · · · ,Θl+q and all commutators [a, b] with
a, b ∈ U(g, e). It is obvious that the algebra U(g, e)ab is isomorphic to the algebra
C[X1, · · · , Xl]/Λ, where C[X1, · · · , Xl] is a polynomial algebra (in the usual sense)
in l variables, and Λ the ideal of C[X1, · · · , Xl] generated by all F ′ij(X1, · · · , Xl) for
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1 6 i < j 6 l and l + 1 6 i 6 j 6 l + q. By Hilbert’s Nullstellensatz, the maximal
spectrum E := Specm U(g, e)ab parametrises the 1-dimensional representations of
U(g, e).
We now wish to describe the algebra U(g, e)ab for g = gl(M |N) with the Jordan
type of e satisfying certain condition. We are going to rely on the explicit presentation
of U(g, e) obtained by Peng in [28]. Let λ = (pn+1 > · · · > p1) be a partition of
(M |N) with n + 1 parts. As in [28], we associate with λ an even nilpotent element
e = eλ ∈ gl(M |N)0¯ of Jordan type (p1, p2, · · · , pn+1) satisfying that eλ = eM ⊕ eN ,
where eM is principal nilpotent in gl(M |0) and the sizes of the Jordan blocks of eN are
all greater or equal to M . By ([28], Theorem 9.1), the finite W -superalgebra U(g, e)
is isomorphic to the truncated shifted super Yangian Y l1|n(σ) of level l := pn+1. Here
σ is an upper triangular matrix of order n + 1 with nonnegative integral entries; see
([28], Section 7) for more detail. It follows from the main results of [28] that U(g, e)
is generated by elements
{D(r)i | 1 6 i 6 n + 1, r > 1},
{E(r)i | 1 6 i 6 n, r > pi+1 − pi},
{F (r)i | 1 6 i 6 n, r > 1}
subject to certain relations (see ([28], (2.3)—(2.15)); also ([13], (38)—(50))), where
{E(r)1 | r > p2 − p1} ∪ {F (r)1 | r > 1} are the only odd generators, and D(r)1 = 0 for
r > p1. As noted by Peng in ([28], Section 7.1), dim g(−1)1¯ is even in this case.
Proposition 8.1. Let g = gl(M |N) and e = eλ ∈ gl(M |N)0¯ be of Jordan type
(p1, p2, · · · , pn+1) satisfying that eλ = eM ⊕ eN , where eM is principal nilpotent in
gl(M |0) and the sizes of the Jordan blocks of eN are all greater or equal to M . Then
U(g, e)ab is isomorphic to a polynomial algebra in l = pn+1 variables.
Proof. First delete all the odd generators {E(r)1 | r > p2 − p1} ∪ {F (r)1 | r > 1} and
denote by d
(r)
i , e
(r)
i , f
(r)
i the images of D
(r)
i , E
(r)
i , F
(r)
i in U(g, e)
ab. Applying ([28], (2.6)
and (2.7)) with r = 1 we see that e
(s)
i = f
(s)
i = 0 for all 2 6 i 6 n and s > 1. By
([13], Theorem 3) the elements D
(r)
i and D
(s)
j commute for all i, j 6 n and all r, s (it
can be calculated that the right hand of (2.5) in [28] also equals to zero). Note that
in the defining relations of truncated shifted super Yangian Y l1|n(σ), there are other
elements D
′(r)
i for 1 6 i 6 n + 1 & r > 0 occur, which are given by the equations
r∑
t=0
D
(t)
i D
′(r−t)
i = δr0. In the definition of truncated shifted Yangian Yn+1,l(σ) ([5],
Section 2), similar elements are introduced as follows:
let
Di(u) :=
∑
r>0
D
(r)
i u
−r ∈ Yn+1,l(σ)[[u−1]],
where D
(0)
i := 1, then define D
′(r)
i of Yn+1,l(σ) by
D′i(u) =
∑
r>0
D
′(r)
i u
−r := −Di(u)−1.
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In fact, if one changes allD
′(r)
i to their negative counterparts −D′(r)i for 1 6 i 6 n+1
& r > 0 in Y l1|n(σ), it can be easily verified that they are of the same definition as the
Yangian case Yn+1,l(σ) by comparing the coefficients of u
−s for s > 0. From above
discussion, it is immediate that U(g, e)ab is isomorphic to the algebra generated by
d
(r)
i for 1 6 i 6 n+ 1, r > 1 subject to the following defining relations:
[d
(r)
i , d
(s)
j ] = 0
r+s−1∑
t=0
d
′(t)
i d
(r+s−1−t)
i+1 = 0
with d
(r)
1 = 0 for r > p1 by ([13], Theorem 3) and ([28], Definition 2.1) (note that the
formulas (40) in [13] are missing in Peng’s paper, and Peng will update the missing
relations in the next revision of [28]).
If we change all d
′(r)
i to their negative counterparts −d′(r)i for 1 6 i 6 n+1 & r > 0,
it is immediate that the algebra U(g, e)ab is isomorphic to the commutative quotient
U(g′, e)ab of finiteW -algebra U(g′, e) associated to Lie algebra g′ = gl(M+N) as their
generators and defining relations are of the same name, see ([5], (2.2)—(2.15)) and
([36], Section 3.8). Recall that U(g′, e) is isomorphic to the shifted truncated Yangian
Yn+1,l(σ) of level l = pn+1 by ([5], Theorem 10.1), and ([36], Theorem 3.3) shows that
U(g′, e)ab is isomorphic to a polynomial algebra in l = pn+1 variables. Therefore,
U(g, e)ab is isomorphic to a polynomial algebra in l = pn+1 variables, completing the
proof. 
Remark 8.1. It is notable that the results obtained by Premet[36] for the finite W -
algebra case are applied in the proof. In fact, same discussion can also be carried to
show that the algebra U(g, e)ab given in Proposition 8.1 is generated by l elements. For
the finite W -algebra case, it is remarkable that the independence of these elements is
obtained in virtue of the knowledge of sheets of Lie algebras. Since the related theory
for Lie superalgebras has not yet been developed, Proposition 8.1 can not be proved
by the same means as the finite W -algebra case in ([36], Theorem 3.3).
Corollary 8.1. Let g = sl(M |N) and e = eλ ∈ sl(M |N)0¯ be of Jordan type (p1, p2, · · · ,
pn+1) satisfying that eλ = eM ⊕ eN , where eM is principal nilpotent in gl(M |0) and
the sizes of the Jordan blocks of eN are all greater or equal to M . Then U(g, e)
ab ∼=
C[X1, · · · , Xl−1], l = pn+1.
Proof. The proof is based on Proposition 8.1. Repeat verbatim the proof of ([36],
Corollary 3.2) but apply ([28], (8.5), (8.6) & Corollary 8.3) in place of ([5], Example
9.1 & Corollary 9.4). 
Recall that all the coefficients of Fij for 1 6 i, j 6 l are over the admissible ring A
by the remark preceding Theorem 7.1. Then all the coefficients of F ′ij for 1 6 i, j 6 l
are also over A. Let E (C) denote the set of all common zeros of the polynomials F ′ij
in the affine space AlC where 1 6 i < j 6 l, or l + 1 6 i 6 j 6 l + q. It is immediate
that
Lemma 8.1. When d1 is even, the A-defined Zariski closed set E (C) parametrises
the 1-dimensional representations of the finite W -superalgebra U(g, e) associated to
basic classical Lie superalgebra g over C.
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Set pF ′ij := F
′
ij ⊗A k, the polynomials over k, and denote by E (k) the set of all
common zeros of the polynomials pF ′ij in the affine space A
l
k
where 1 6 i < j 6 l,
or l + 1 6 i 6 j 6 l + q. Applying Theorem 7.1(1) it follows that the Zariski closed
set E (k) parametrises the 1-dimensional representations of the finite W -superalgebra
U(gk, e) over k.
Let U(g, e) be a finite W -superalgebra over C. The discussion in Section 7 shows
that the transition subalgebra U(gk, e) over k is induced from the algebra U(g, e) by
“modular p reduction”, thus we have
Lemma 8.2. When d1 is even, if the algebra U(g, e) affords 1-dimensional represen-
tations, then the transition subalgebra U(gk, e) over k = Fp also admits 1-dimensional
representations.
Proof. Lemma 8.1 and the discussion thereafter translate the consideration for the
1-dimensional representations of the algebras U(g, e) and U(gk, e) into the discussion
of the Zariski closed sets E (C) and E (k), respectively. Since F ′ij and
pF ′ij for 1 6 i <
j 6 l, or l + 1 6 i 6 j 6 l + q are all polynomials in the usual sense (not super),
the Lemma can be proved in the same way as the finite W -algebra case, thus will be
omitted here (see [36], Theorem 2.2(a)). 
Lemma 8.3. When d1 is even, if the finite W -superalgebra U(g, e) over C affords a
1-dimensional representation, then for p ≫ 0 there exists η ∈ χ + (m⊥
k
)0¯ associated
to which the reduced enveloping algebra Uη(gk) admits irreducible representations of
dimension p
d0
2 2
d1
2 .
Proof. Since U(g, e) affords a 1-dimensional representation, it is immediate from
Lemma 8.2 that the k-algebra U(gk, e) affords a 1-dimensional representation, ei-
ther. Recall that Theorem 7.3(3) shows Û(gk, e) ∼= U(gk, e)⊗k Zp(ak) as k-algebras.
This yields that the k-algebra Û(gk, e) affords a 1-dimensional representation too; we
call it ν. By the proof of Theorem 7.3, ρk(Zp)∩Ker ν is a maximal ideal of the algebra
ρk(Zp) ∼= Zp(p˜k) ∼= k[(χ + (m⊥k )0¯)(1)] (where (χ + (m⊥k )0¯)(1) is the Frobenius twist of
χ+(m⊥
k
)0¯). So there exists η ∈ χ+(m⊥k )0¯ such that ρk(x¯p−x¯[p]−η(x¯)p) ∈ Ker ν for all
x¯ ∈ (gk)0¯. Our choice of η ensures that the k-algebra Ûη(gk, e) := Û(gk, e)⊗Zp(p˜k) kη
affords a 1-dimensional representation. On the other hand, the canonical projection
Qχ,k ։ Qχ,k/JηQχ,k = Q
η
χ gives rise to an algebra homomorphism
ρη : Ûη(gk, e)→ (EndgkQηχ)op = Uη(gk, e).
As dim Ûη(gk, e) 6 p
l2q by Theorem 7.3(2), applying Theorem 7.2(4)(i) yields that
ρη is an algebra isomorphism, i.e. Uη(gk, e) admits a 1-dimensional representation.
As
Uη(gk) ∼= Mat
p
d0
2 2
d1
2
(Uη(gk, e))
by Theorem 7.2(3), it follows that the algebra Uη(gk) has an irreducible representation
of dimension p
d0
2 2
d1
2 . 
8.2. The characterization of 2-dimensional representations for finite W -
superalgebras when d1 is odd. In this part we will consider the case when d1
is odd. First note that
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Proposition 8.2. When d1 is odd, the finite W -superalgebra U(g, e) over C can not
afford a 1-dimensional representation.
Proof. Recall that Theorem 6.1(2)(i) shows Θl+q+1 ∈ U(g, e), and
Θ2l+q+1(1χ) = v
2
r+1
2
⊗ 1χ = 1
2
[v r+1
2
, v r+1
2
]⊗ 1χ = 1
2
χ([v r+1
2
, v r+1
2
])⊗ 1χ = 1
2
⊗ 1χ,
thus
Θ2l+q+1 =
1
2
id.
Keep in mind that all the modules considered are Z2-graded. For any U(g, e)-
module M , let 0 6= v ∈ M be a Z2-homogeneous element. It is easy to verify that
0 6= Θl+q+1.v ∈ M . If not, i.e. Θl+q+1.v = 0, then Θ2l+q+1.v = 0. By the preceding
remark we have Θ2l+q+1.v =
1
2
v, then v = 0, a contradiction. Therefore, the dimension
of any U(g, e)-module (as a vector space) is at least 2, and the algebra U(g, e) can
not afford a 1-dimensional representation. 
Recall that in Theorem 3.1 we have
φ : (EndgQχ)
op ∼= Qadmχ
Θ 7→ Θ(1χ),
as C-algebras. In the following we will identify (EndgQχ)
op with Qadmχ as C-algebras,
and which will cause no confusion. For any Z2-homogeneous elements Θ1,Θ2 ∈ Qadmχ ,
since φ(Θ1 ·Θ2) = φ(Θ1)φ(Θ2), we have Θ1 ·Θ2 := Θ1(1χ) ·Θ2(1χ). When d1 is odd,
the element Θl+q+1 in (EndgQχ)
op can be considered as the element v r+1
2
⊗1χ in Qadmχ
by Theorem 6.1(2)(i), and Θ2l+q+1.v =
1
2
v for any v ∈ Qχ.
Recall that when d1 is odd, the algebra U(g, e) can not afford 1-dimensional rep-
resentations. In this case a conjecture can also be formulated, i.e. each finite
W -superalgebra U(g, e) over C admits a 2-dimensional representation, and denote it
by V . In Definition 6.2 we have introduced the C-algebra W ′χ, a proper subalgebra
of U(g, e). In virtue of this algebra, we can formulate a more precise description for
the 2-dimensional representations of the C-algebra U(g, e).
Proposition 8.3. As a W ′χ-module, V is of type Q.
Proof. Define the C-mapping
τ : V → V
v 7→ √2Θl+q+1.v.
It is easy to verify the mapping τ is odd and surjective. In fact, τ is also injective
since τ 2(v) = 2Θ2l+q+1.v = v. We claim that τ is a homomorphism of W
′
χ-module V .
For any Z2-homogeneous elements Θ ∈ W ′χ and v ∈ V , we have τ(Θ.v) =
√
2Θl+q+1.
Θ.v by definition. Since Θl+q+1 ∈ m′ and Θ ∈ Qadm′χ , then [Θl+q+1,Θ] = 0. Moreover,
[Θl+q+1,Θ] = Θl+q+1 ·Θ−(−1)|Θ|Θ·Θl+q+1. It is immediate that Θl+q+1Θ = (−1)|Θ|Θ·
Θl+q+1, then Θl+q+1.Θ.v = (−1)|Θ|Θ ·Θl+q+1.v, i.e. τ(Θ.v) = (−1)|Θ|Θ.τ(v).
From preceding remark it can be concluded that τ is an odd homomorphism of
W ′χ-module V . As V is also irreducible as a W
′
χ-module, all the discussions above
imply that V is of type Q, completing the proof. 
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Recall that in Theorem 6.2(2) we have chosen the homogeneous elements Θ1, · · · ,
Θl+q+1 as a set of generators for the C-algebra U(g, e) subject to the relations
[Θi,Θj] = Fij(Θ1, · · · ,Θl+q+1), [Θj ,Θi] = −(−1)|Θi||Θj |[Θi,Θj]
where 1 6 i < j 6 l & l + 1 6 i 6 j 6 l + q + 1 & 1 6 i 6 l < j 6 l + q + 1. To ease
notation, we will denote Fij(Θ1, · · · ,Θl+q+1) by Fij for short.
If the C-algebra U(g, e) affords 2-dimensional representation V , Proposition 8.3
yields that V is C-spanned by an even element v ∈ V0¯ and the odd element Θl+q+1.v ∈
V1¯. Hence we can get 4(l + q + 1) variables k
0
i , k
1
i , K
0
i , K
1
i ∈ C such that
(8.1) Θi.v = k
0
i v + k
1
iΘl+q+1.v, Θi.Θl+q+1.v = K
0
i v +K
1
i Θl+q+1.v,
where 1 6 i 6 l + q + 1.
Similarly, for 1 6 i < j 6 l & l+1 6 i 6 j 6 l+ q +1 & 1 6 i 6 l < j 6 l+ q+1,
there exist 2((l + q)2 + l + 3q + 2) variables (Fij)
0
0¯, (Fij)
0
1¯, (Fij)
1
0¯, (Fij)
1
1¯ ∈ C such that
(8.2) Fij .v = (Fij)
0
0¯v + (Fij)
0
1¯Θl+q+1.v, Fij .Θl+q+1.v = (Fij)
1
0¯v + (Fij)
1
1¯Θl+q+1.v.
It is worth noting that each polynomial Fij is generated by the Z2-homogeneous ele-
ments Θ1, · · · ,Θl+q+1 of U(g, e) over Q. Therefore, the action of Fij on v and Θl+q+1.v
is completely determined by the constants in (8.1). Then (Fij)
0
0¯, (Fij)
0
1¯, (Fij)
1
0¯, (Fij)
1
1¯
can be written as aQ-linear combination of the products of the elements k0i , k
1
i , K
0
i , K
1
i ,
thus there are no new variables appear in (8.2).
Since each Θi with 1 6 i 6 l+ q+1 is Z2-homogeneous, it follows that 2(l+ q+1)
variables in (8.1) are zero. More precisely, k1i = K
0
i = 0 for 1 6 i 6 l (in this case all
Θ′is are even) and k
0
i = K
1
i = 0 for l+1 6 i 6 l+ q+1 (in this case all Θ
′
is are odd).
By definition it is obvious that all F ′ijs are Z2-graded and have the same parity with
[Θi,Θj]. Therefore, (l + q)
2 + l + 3q + 2 variables are zero in (8.2). More precisely,
(Fij)
0
1¯ = (Fij)
1
0¯ = 0 if Fij is even, and (Fij)
0
0¯ = (Fij)
1
1¯ = 0 if Fij is odd.
Based on (8.1), simple calculation shows that
Θi.Θj .v = (k
0
i k
0
j +K
0
i k
1
j )v + (k
1
i k
0
j +K
1
i k
1
j )Θl+q+1.v,
Θi.Θj .Θl+q+1.v = (k
0
iK
0
j +K
0
iK
1
j )v + (k
1
iK
0
j +K
1
iK
1
j )Θl+q+1.v.
(8.3)
Changing the position of the indices i and j in (8.3), we have
Θj.Θi.v = (k
0
i k
0
j + k
1
iK
0
j )v + (k
0
i k
1
j + k
1
iK
1
j )Θl+q+1.v,
Θj .Θi.Θl+q+1.v = (K
0
i k
0
j +K
1
iK
0
j )v + (K
0
i k
1
j +K
1
iK
1
j )Θl+q+1.v.
(8.4)
Recall that the structure of C-algebra U(g, e) is completely determined by com-
mutating relations of the generators given in Theorem 6.2(2). Therefore, V is a
2-dimensional representation of the C-algebra U(g, e) if and only if
(Θi.Θj − (−1)|Θi||Θj|ΘjΘi − Fij).v = 0,
(Θi.Θj − (−1)|Θi||Θj|ΘjΘi − Fij).Θl+q+1.v = 0.
(8.5)
Since all the vectors considered are Z2-graded, simple calculation based on (8.3),
(8.4) and (8.5) shows that the variables k0i , k
1
i , K
0
i , K
1
i and (Fij)
0
0¯, (Fij)
0
1¯, (Fij)
1
0¯, (Fij)
1
1¯
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should satisfy the following system of linear equations:
(k0i k
0
j +K
0
i k
1
j )− (−1)|Θi||Θj |(k0i k0j + k1iK0j )− (Fij)00¯ = 0;
(k1i k
0
j +K
1
i k
1
j )− (−1)|Θi||Θj |(k0i k1j + k1iK1j )− (Fij)01¯ = 0;
(k0iK
0
j +K
0
iK
1
j )− (−1)|Θi||Θj |(K0i k0j +K1iK0j )− (Fij)10¯ = 0;
(k1iK
0
j +K
1
iK
1
j )− (−1)|Θi||Θj |(K0i k1j +K1iK1j )− (Fij)11¯ = 0
for 1 6 i, j 6 l + q + 1.
It is notable that 4(l+ q+1) variables are involved in above equations (recall that
the F ′ijs for 1 6 i, j 6 l + q + 1 can be written as a Q-linear combination of the
products of the elements k0i , k
1
i , K
0
i , K
1
i for 1 6 i 6 l + q + 1). Since all the Θ
′
is and
F ′ijs are Z2-graded, by the remark preceding (8.3) it is immediate that 2(l + q + 1)
variables are zero. Recall that Θ1, · · · ,Θl ∈ U(g, e)0¯ and Θl+1, · · · ,Θl+q+1 ∈ U(g, e)1¯.
Set
C[X01 , X
1
1 , · · · , X0l+q+1, X1l+q+1, Y 01 , Y 11 , · · · , Y 0l+q+1, Y 1l+q+1]
be a polynomial algebra in 4(l+q+1) variables over C (in the usual sense, not super).
Suppose the variables in the polynomial satisfy
(1) X1i = Y
0
i = 0 for 1 6 i 6 l (i.e. Θ
′
is are even);
(2) X0i = Y
1
i = 0 for l + 1 6 i 6 l + q + 1 (i.e. Θ
′
is are odd).
After deleting all the zero variables, we can get a polynomial algebra in 2(l+ q+1)
indeterminate
C[X01 , X
0
2 · · · , X0l , X1l+1, · · · , X1l+q+1, Y 11 , Y 12 , · · · , Y 1l , Y 0l+1 · · · , Y 0l+q+1].
Define the polynomials (in the usual sense)
Aij := (X
0
iX
0
j +X
1
j Y
0
i )− (−1)|Θi||Θj|(X0iX0j +X1i Y 0j )− S0ij ;
Bij := (X
1
iX
0
j +X
1
j Y
1
i )− (−1)|Θi||Θj|(X0iX1j +X1i Y 1j )− S1ij ;
Cij := (X
0
i Y
0
j + Y
0
i Y
1
j )− (−1)|Θi||Θj|(X0j Y 0i + Y 1i Y 0j )− T 0ij ;
Dij := (X
1
i Y
0
j + Y
1
i Y
1
j )− (−1)|Θi||Θj|(X1j Y 0i + Y 1i Y 1j )− T 1ij
for 1 6 i < j 6 l & l + 1 6 i 6 j 6 l + q + 1 & 1 6 i 6 l < j 6 l + q + 1,
where the notations S0ij , S
1
ij, T
0
ij, T
1
ij stand for the polynomials over A obtained by
substituting the variables k0i , k
1
i , K
0
i , K
1
i in the polynomials (Fij)
0
0¯, (Fij)
0
1¯, (Fij)
1
0¯, (Fij)
1
1¯
for the indeterminate X0i , X
1
i , Y
0
i , Y
1
i , respectively. By (1) and (2) we have
(3) S1ij = T
0
ij = 0 when 1 6 i < j 6 l, or l + 1 6 i 6 j 6 l + q + 1 (i.e. F
′
ijs are
even);
(4) S0ij = T
1
ij = 0 when 1 6 i 6 l < j 6 l + q + 1 (i.e. F
′
ijs are odd).
It follows from (8.3), (8.4) and (8.5) that there is a 1-1 correspondence between
the 2-dimensional representations of C-algebra U(g, e) and the set of all common
zeros of the polynomials Aij , Bij, Cij, Dij (satisfying conditions (1)-(4)) in 2(l+ q+1)
variables.
Given a subfield K of C containing A we denote by E (K) the set of all common
zeros of the polynomials Aij, Bij , Cij, Dij (satisfying conditions (1)-(4)) in the affine
space A
2(l+q+1)
K . Clearly, the A-defined Zariski closed set E (C) parametries the 2-
dimensional representations of C-algebra U(g, e). More precisely,
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Lemma 8.4. When d1 is odd, the 2-dimensional representations of C-algebra U(g, e)
are uniquely determined by all common zeros of the polynomials Aij , Bij, Cij, Dij (sat-
isfying conditions (1)-(4)) in the affine space A
2(l+q+1)
C for 1 6 i < j 6 l & l + 1 6
i 6 j 6 l + q + 1 & 1 6 i 6 l < j 6 l + q + 1.
Similarly, let E (k) be the set of common zeros of the polynomials pAij ,
pBij ,
pCij,
pDij (satisfying the “modular p” version of the conditions (1)-(4)) in the affine space
A
2(l+q+1)
k
with 1 6 i < j 6 l & l+1 6 i 6 j 6 l+q+1 & 1 6 i 6 l < j 6 l+q+1, where
pAij,
pBij,
p Cij,
pDij stand for the polynomials over k obtained from Aij, Bij , Cij, Dij
by “modular p reduction”, i.e.
k[X01 , X
0
2 · · · , X0l , X1l+1, · · · , X1l+q+1, Y 11 , Y 12 , · · · , Y 1l , Y 0l+1 · · · , Y 0l+q+1]
= A[X01 , X
0
2 · · · , X0l , X1l+1, · · · , X1l+q+1, Y 11 , Y 12 , · · · , Y 1l , Y 0l+1 · · · , Y 0l+q+1]⊗A k.
It follows from Theorem 7.1(2) that the Zariski closed set E (k) parametrises the
2-dimensional representations of the k-algebra U(gk, e).
Following Premet’s treatment to finite W -algebras in ([36], Theorem 2.2(a)), we
have that
Lemma 8.5. When d1 is odd, if the C-algebra U(g, e) affords 2-dimensional repre-
sentations, then the transition subalgebra U(gk, e) also admits 2-dimensional repre-
sentations.
Proof. Firstly, Lemma 8.4 and the discussion thereafter translate the existence of 2-
dimensional representations for both algebras into the solution to the same system of
linear equations over the corresponding field, respectively. Then the lemma can be
dealt with in the same way as the finite W -algebra case, thus will be omitted here
(see [36], Theorem 2.2(a)). 
The following result is similar to the consequence introduced in Lemma 8.3. As V
is 2-dimensional, some modifications are needed in the proof. Hence we will prove it
in detail.
Lemma 8.6. When d1 is odd, if the finiteW -superalgebra U(gk, e) affords 2-dimensional
representations, then for p ≫ 0 there exists η ∈ χ + (m⊥
k
)0¯ associated to which the
reduced enveloping algebra Uη(gk) admits irreducible representations of dimension
p
d0
2 2
d1+1
2 .
Proof. Recall that there is a k-algebras isomorphism Û(gk, e) ∼= U(gk, e) ⊗k Zp(ak)
by Theorem 7.3(3). This yields that the k-algebra Û(gk, e) affords a 2-dimensional
representation too; we call it ν, and denote the representation vector by V .
Let 0 6= v0¯ ∈ V0¯ be an even element in V . The proof of Proposition 8.2 shows that
0 6= Θl+q+1.v0¯ ∈ V1¯ and denote it by v1¯. Then the vector space V is k-spanned by v0¯
and v1¯. For any x¯ ∈ (gk)0¯, since x¯p− x¯[p] ∈ Zp(gk) is central in the algebra U(gk), we
have [x¯p − x¯[p],Θl+q+1] = 0. Let λx¯ ∈ k such that (x¯p − x¯[p]).v0¯ = λx¯v0¯, then
(x¯p − x¯[p]).Θl+q+1.v0¯ = Θl+q+1.(x¯p − x¯[p]).v0¯ = λx¯Θl+q+1.v0¯ = λx¯v1¯.
For the Û(gk, e)-module V , it follows from ρk(Zp) ⊆ Û(gk, e)0¯ that kv0¯ is a 1-
dimensional representation of the algebra ρk(Zp). From preceding remark it is obvious
that kv1¯ is also a 1-dimensional representation of the algebra ρk(Zp) with the same
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action on kv0¯. By Theorem 7.3(2), ρk(Zp)∩ kerν = ρk(Zp)∩ kerν0¯ is a maximal ideal
of the algebra ρk(Zp) ∼= Zp(p˜k) ∼= k[(χ+(m⊥k )0¯)(1)]. So there exists η ∈ χ+(m⊥k )0¯ such
that ρk(x¯
p − x¯[p] − η(x¯)p) ∈ Kerν for all x¯ ∈ (gk)0¯. Our choice of η ensures that the
k-algebra Ûη(gk, e) := Û(gk, e)⊗Zp(p˜k) kη affords a 2-dimensional representation. On
the other hand, the canonical projection Qχ,k ։ Qχ,k/IηQχ,k gives rise to an algebra
homomorphism ρη : Ûη(gk, e) → (EndgkQηχ)op = Uη(gk, e). As dim Ûη(gk, e) 6
pl2q+1 by Theorem 7.3(2), applying Theorem 7.2(4)(ii) yields that ρη is an algebra
isomorphism. Since
Uη(gk) ∼= Mat
p
d0
2 2
d1−1
2
(Uη(gk, e))
by Theorem 7.2(3), and the algebra Uη(gk, e) admits a 2-dimensional representation,
it follows that the algebra Uη(gk) has an irreducible representation of dimension
p
d0
2 2
d1+1
2 . 
Lemma 8.7. When d1 is odd, if the finite W -superalgebra U(g, e) over C affords a
2-dimensional representation, then for p ≫ 0 there exists η ∈ χ + (m⊥
k
)0¯ associated
to which the reduced enveloping algebra Uη(gk) admits irreducible representations of
dimension p
d0
2 2
d1+1
2 .
Proof. The Lemma follows from Lemma 8.5 and Lemma 8.6. 
9. The realization of minimal dimensional representations for
reduced enveloping algebra Uχ(gk)
In ([42], Theorem 4.3), Wang and Zhao introduced the Super Kac-Weisfeiler Prop-
erty with nilpotent p-characters for the basic classical Lie superalgebra gk over positive
characteristic field k = Fp (with some restrictions on p), i.e.
Proposition 9.1. [42] Let gk be one of the basic classical Lie superalgebras, and let
χ ∈ (g∗
k
)0¯ be nilpotent. Then the dimension of every Uχ(gk)-module M is divisible by
p
d0
2 2⌊
d1
2
⌋.
In virtue of this result, the Super Kac-Weisfeiler Property with any p-characters
for the basic classical Lie superalgebra gk over positive characteristic field k = Fp was
also formulated by them, i.e.
Proposition 9.2. [42] Let gk be a basic classical Lie superalgebra, and let ξ be arbitrary
p-character in (g∗
k
)0¯. Then the dimension of every Uξ(gk)-module M is divisible by
p
d0
2 2⌊
d1
2
⌋.
In this part we will try to formulate a realization of these modules. Based on the
discussion in section 8, a conjecture about the minimal dimensional representations
of finite W -superalgebra U(g, e) over C should be first formulated.
9.1. A conjecture on the minimal dimensional representations of finite W -
superalgebras.
Conjecture 9.1. Let g be a basic classical Lie superalgebra over C, then the following
are true:
(i) when d1 is even, the finite W -superalgebra U(g, e) affords a 1-dimensional rep-
resentation;
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(ii) when d1 is odd, the finite W -superalgebra U(g, e) affords a 2-dimensional rep-
resentation.
As mentioned at the beginning of Section 8, Premet formulated a conjecture that
every finite W -algebra over C admits a 1-dimensional representation[33]. His con-
jecture was proved by Losev for the classical Lie algebra case using the method of
symplectic geometry in [23]. Goodwin-Ro¨hrle-Ubly[12] obtained that all finite W -
algebras associated to exceptional Lie algebras E6, E7, F4, G2, or E8 with e not rigid
admit 1-dimensional representations by computing methods. The formulation of Con-
jecture 9.1 is based on the related results of finite W -algebras over C, but there is no
effective way to deal with it so far. However, it can be verified that Conjecture 9.1
establishes for some special cases. First note that
Lemma 9.1. Let g be a basic classical Lie superalgebra over C. The following are
true:
(1) when d1 is even, if the translation algebra U(gk, e) (where k = Fp) affords
1-dimensional representations for infinitely many p ∈ Π(A), then the finite W -
superalgebra U(g, e) over C has a 1-dimensional representation;
(2) when d1 is odd, if the translation algebra U(gk, e) (where k = Fp) affords
2-dimensional representations for infinitely many p ∈ Π(A), then the finite W -
superalgebra U(g, e) over C has a 2-dimensional representation.
Proof. Since the proof is similar for both cases, we will just consider the situation
when d1 is odd.
When d1 is odd, Lemma 8.4 shows that the 2-dimensional representations of finite
W -superalgebras over C can be parametrised by the Zariski closed set E (C). Here
we will follow Premet’s treatment to finite W -algebras in ([36], Corollary 2.1). The
proof is sketched as follows.
Suppose for a contradiction that U(gk, e) has no 2-dimensional representations.
Then E (Q) = ∅, where Q denotes the algebraic closure of Q in C. By the method
of “modular p induction” and Galois theory we can get that E (k) = ∅ for almost all
p ∈ Π(A), where k = Fp. This implies that the algebra U(gk, e) has no 2-dimensional
representations for almost all p ∈ Π(A). Since this contradicts our assumption, the
lemma follows. 
Based on the discussion in Section 8.1, now we will establish a proof of Conjec-
ture 9.1(i) for some special cases.
Proposition 9.3. Let e = eλ ∈ sl(M |N)0¯ be an even nilpotent element in the Lie
superalgebra g = sl(M |N) over C with Jordan type (p1, p2, · · · , pn+1) satisfying that
eλ = eM ⊕ eN , where eM is principal nilpotent in gl(M |0) and the sizes of the Jordan
blocks of eN are all greater or equal to M . Then the finite W -superalgebra U(g, e)
affords a 1-dimensional representation.
Proof. Recall that in Corollary 8.1 we have proved that the algebra U(g, e)ab as-
sociated to the finite W -superalgebra U(g, e) in the proposition is isomorphic to a
polynomial algebra in pn+1−1 variables. So this proposition is an immediate corollary
of Hilbert’s Nullstellensatz. 
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Recall that for any left Uχ(gk)-module M , we have defined the Uχ(gk, e)-module
Mmk by
Mmk := {v ∈M |Imk .v = 0}.
Theorem 4.2 shows that there exists a category equivalence between the Uχ(gk)-
module M and the Uχ(gk, e)-module M
mk .
As another example, Proposition 9.4 shows that Conjecture 9.1(ii) establishes for
the finite W -superalgebra U(osp(1|2n), e) associated to the basic classical Lie super-
algebra of type B(0, n) with the regular nilpotent element e. First note that
Lemma 9.2. Let gk = osp(1|2n)k be the basic classical Lie superalgebra of type
B(0, n) over k = Fp. For any regular nilpotent element e ∈ (gk)0¯, let χ ∈ (gk)∗0¯ be
such that χ(y) = (e, y) for any y ∈ gk with respect to the bilinear form (·, ·). Then
the translation subalgebra U(gk, e) affords a 2-dimensional representation.
Proof. First note that d1 is odd in this case by ([30], Corollary 2.10). Let gk =
n+
k
⊕ hk ⊕ n−k denote the triangular decomposition of Lie superalgebra osp(1|2n)k. It
follows from ([42], Corollary 5.8) that
dim n−
k
= dimm′
k
= (dim (mk)0¯, dim (mk)1¯ + 1).
Moreover, the baby Verma module Zχ(λ) of reduced enveloping algebra Uχ(osp(1|2n)k)
associated to the regular p-character χ is irreducible, which has the same dimension as
dimUχ(m
′
k
). Recall that there is a category equivalence between the Uχ(osp(1|2n)k)-
modules and the Uχ(osp(1|2n)k, e)-modules by Theorem 4.2, then it follows that
Zχ(λ)
mk is a Uχ(osp(1|2n)k, e)-module. For every Uχ(gk)-module M , since M ∼=
Uχ(mk)
∗ ⊗k Mmk is an isomorphism of Uχ(mk)-modules by the proof of ([42], Propo-
sition 4.2), it is immediate that
dimZχ(λ)
mk =
dimZχ(λ)
dimUχ(mk)
=
dimUχ(m
′
k
)
dimUχ(mk)
= 2.
Therefore, the algebra Uχ(gk, e) admits a 2-dimensional representation.
Let Mk be the connected unipotent subgroup of Gk such that Ad Mk is generated
by all linear operators exp ad x¯ with x¯ ∈ mk. By the same discussion as ([37], Remark
2.1) and the remark following which, we can conclude that one embeds Zp(p˜k)
Mk into
U(gk, e) as an analogue of the p-center Zp(gk) (so that U(gk, e) is a free Zp(p˜k)
Mk-
module of rank pl2q+1) and then obtains Uχ(gk, e) from U(gk, e) by tensoring the
latter over Zp(p˜k)
Mk by a suitable one-dimensional representation of Zp(p˜k)
Mk , i.e.
Uχ(gk, e) can be considered as the factor-algebra of U(gk, e). Combining this with
the discussion in the preceding paragraph we can conclude that the algebra U(gk, e)
admits a 2-dimensional representation, either.

Proposition 9.4. Let e ∈ g0¯ be a regular nilpotent element in the Lie superalgebra
g = osp(1|2n) over C, then the finite W -superalgebra U(g, e) affords a 2-dimensional
representation.
Proof. The proposition follows from Lemma 9.1(2) and Lemma 9.2. 
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9.2. On the lower bound of the Super KW Property with nilpotent p-
characters. Recall that in Section 8.1 and Section 8.2 we have discussed the probable
dimension for the “small representations” of finite W -superalgebras. Based on these
results, the representations of minimal dimension for the reduced enveloping algebra
Uη(gk) associated to p-character η ∈ χ + (m⊥k )0¯ were considered in Lemma 8.3 and
Lemma 8.7 based on the parity of d1, respectively. It is notable that η can only be
guaranteed in χ + (m⊥
k
)0¯, but there is no further information. Following Premet’s
treatment to finite W -algebras in ([36], Theorem 2.2), Lemma 9.3 translates the
conclusion about the k-algebra Uη(gk) associated to p-character η to the k-algebra
Uχ(gk) with p-character χ. In virtue of this result, the main result will be formulated
in Theorem 9.1.
Lemma 9.3. Let gk be a basic classical Lie superalgebra over positive characteristic
field k. The following are true:
(1) when d1 is even, if the algebra Uη(gk) affords a representation of dimensional
p
d0
2 2
d1
2 for some η ∈ χ+ (m⊥
k
)0¯, then the algebra Uχ(gk) also admits a representation
of dimension p
d0
2 2
d1
2 ;
(2) when d1 is odd, if the algebra Uη(gk) affords a representation of dimensional
p
d0
2 2
d1+1
2 for some η ∈ χ+(m⊥
k
)0¯, then the algebra Uχ(gk) also admits a representation
of dimension p
d0
2 2
d1+1
2 .
Proof. Since the proof is similar for both cases, we will just consider the situation
when d1 is odd.
Let (Gk)ev be the reductive algebraic group associated to even part (gk)0¯ of Lie
superalgebra gk. For any ξ ∈ (g∗k)0¯, it is well known that the construction of the
algebra Uξ(gk) only depends on the orbit of ξ under the coadjoint action of (Gk)ev
up to isomorphism. Therefore, if ξ′ := (Ad∗g)(ξ) for some g ∈ (Gk)ev, then Uξ(gk) ∼=
Uξ′(gk) as k-algebras.
Let Ξ denote the set of all ξ ∈ (g∗
k
)0¯ for which the algebra Uξ(gk) contains a two-
sided ideal of codimension pd02d1+1. It is immediate from ([46], Lemma 2.2) that the
set Ξ is Zariski closed in (g∗
k
)0¯. From preceding remark it is easy to verify that the
set Ξ is stable under the coadjoint action of (Gk)ev.
(i) We claim that t¯ · ξ ∈ Ξ for all t¯ ∈ k×(= k\{0}) and ξ ∈ Ξ.
For any ξ ∈ (g∗
k
)0¯, we can regard ξ ∈ g∗k by letting ξ((gk)1¯) = 0. Recall that
ξ = (x¯, ·) for some x¯ ∈ (gk)0¯. Let x¯ = s¯ + n¯ be the Jordan-Chevalley decomposition
of x¯ in the restricted Lie algebra (gk)0¯ and put ξs¯ := (s¯, ·) and ξn¯ := (n¯, ·). Take a
Cartan subalgebra hk of gk which contains s¯, and let g
s¯
k
denote the centralizer of s¯ in
gk. Then it follows that g
s¯
k
:= lk = (lk)0¯ + (lk)1¯ also has a root space decomposition
lk = hk⊕
⊕
α∈Φ(lk)
(gk)α where Φ(lk) := {α ∈ Φ|α(s¯) = 0}. From ([42], Proposition 5.1)
we know that there exists a system Π of simple roots of gk such that Π ∩ Φ(lk) is
a system of simple roots for Φ(lk). In particular lk is always a direct sum of basic
classical Lie superalgebras (note that a toral subalgebra of gk may also appear in the
summand). Let bk = hk ⊕ nk be the Borel subalgebra associated to Π. Then we can
define a parabolic subalgebra pk = lk + bk = lk ⊕ uk, where uk denotes the nilradical
of pk. Note that ξ(uk) = 0 and ξ|lk = ξn|lk is nilpotent.
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Recall that x¯ = s¯ + n¯ is the Jordan-Chevalley decomposition of x¯. If t¯ ∈ k×, then
t¯x¯ = t¯s¯+ t¯n¯ is the Jordan-Chevalley decomposition of t¯x¯. Obviously, gt¯s¯
k
= lk.
It follows from ([42], Theorem 5.3) that every irreducible Uξ(gk)-module is Uξ(uk)-
projective. Since uk is nilpotent in gk and ξ|uk = 0, it follows from ([42], Proposi-
tion 2.6) that the k-algebra Uξ(uk) is local with trivial module as the unique simple
module. Then every irreducible Uξ(gk)-module is Uξ(uk)-free, and the unique max-
imal ideal Nuk of Uξ(uk) is generated by the image of uk in Uξ(uk). This yields
[pk, Nuk ] ⊆ Nuk . Let Uξ(pk) denote the unital subalgebra of Uξ(gk) generated by
pk (it is canonically isomorphic to the reduced enveloping algebra of pk associated
with ξ|pk). Since Uξ(pk)Nuk is a two-sided ideal of Uξ(pk), it follows from the PBW
Theorem that
Uξ(pk)/Uξ(pk)Nuk
∼= Uξ(pk/uk)
as k-algebras. Let 1¯ξ = 1 + Nuk , the image of 1 in kξ, and Q
0
uk
:= Uξ(pk) · 1¯ξ. It
follows from the definition of Qξξ preceding Definition 4.2 that Q
ξ
ξ
∼= Uξ(gk)/Uξ(gk)Nuk
as left Uξ(gk)-modules. The PBW theorem and the discussion above imply that
dim Q0uk = dim Uξ(pk/uk). Given q¯ ∈ Q0uk there is u¯ ∈ Uξ(pk) such that q¯ = u¯ · 1¯ξ.
Since [pk, Nuk] ⊆ Nuk , it follows from Jacobi identity that [n¯, u¯] ∈ Uξ(pk)Nuk for any
n¯ ∈ Nuk . Then
n¯ · q¯ = ([n¯, q¯] + (−1)|n¯||q¯|q¯ · n¯) · 1¯ξ ⊆ Uξ(pk)Nuk
for any Z2-homogeneous elements n¯ ∈ Nuk and q¯ ∈ Q0uk . The universal property of
induced modules implies that for any q¯ ∈ Q0uk there is a unique hq¯ ∈ EndgkQξξ such
that hq¯(1¯ξ) = q¯. Put
d′0 := 2dim (uk)0¯ = dim (gk)0¯ − dim (lk)0¯, d′1 := 2dim (uk)1¯ = dim (gk)1¯ − dim (lk)1¯.
Since every irreducible Uξ(gk)-module is Uξ(uk)-free, by the same discussion as ([42],
Theorem 4.4) we can obtain a k-algebras isomorphism:
(9.1) Uξ(gk) ∼= Mat
p
d′
0
2 2
d′
1
2
((EndgkQ
ξ
ξ)
op).
Therefore,
dim (EndgkQ
ξ
ξ) = p
dim (gk)0¯−d
′
02dim (gk)1¯−d
′
1 = pdim (lk)0¯2dim (lk)1¯
and
dim Uξ(pk/uk) = p
dim (pk)0¯−dim (uk)0¯2dim (pk)1¯−dim (uk)1¯ = pdim (lk)0¯2dim (lk)1¯ .
Then it follows that EndgkQ
ξ
ξ = {hq¯|q¯ ∈ Q0uk}. Define the mapping
τ : EndgkQ
ξ
ξ → Uξ(pk/uk)op
θ 7→ θ(1¯χ).
It is obvious that τ is a homomorphism of k-algebras. As both algebras have the
same dimension (as vector spaces), one can deduce that τ is an isomorphism. Taking
the opposite algebras for both sides, we have
(9.2) (EndgkQ
ξ
ξ)
op ∼= Uξ(pk/uk) ∼= Uξ(lk)
as k-algebras.
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Let N ′uk be the unique maximal ideal of Ut¯ξ(uk). For the left Ut¯ξ(gk)-module Q
t¯ξ
t¯ξ
∼=
Ut¯ξ(gk)/Ut¯ξ(gk)N
′
uk
, same consideration shows that
(9.3) (EndgkQ
t¯ξ
t¯ξ
)op ∼= Uξ(lk)
as k-algebras. Along the same discussion as ([42], Theorem 4.4), one can get that
(9.4) Utξ(gk) ∼= Mat
p
d′0
2 2
d′1
2
((EndgkQ
t¯ξ
t¯ξ
)op)
as k-algebras.
Recall that lk is a direct sum of basic classical Lie superalgebras and a toral
subalgebra. Set lk = (gk)1 ⊕ · · · ⊕ (gk)r ⊕ t′k, where (gk)i is a basic classical Lie
superalgebra for each 1 6 i 6 r, and t′
k
is a toral subalgebra of gk. For each
1 6 i 6 r, let (Gk)i denote the algebraic supergroup associated to (gk)i. It is
well known that for each 1 6 i 6 r the even part of (Gk)i is a reductive algebraic
group, and denote it by ((Gk)i)ev. Since ξ|lk = ξn|lk is nilpotent, it follows from
([16], Lemma 2.10) that k× · ξ|(gk)i ⊆ (Ad∗((Gk)i)ev)ξ|(gk)i . For each 1 6 i 6 r,
since the superalgebra Uξ|(g
k
)i
((gk)i) depends only on the orbit of ξ|(gk)i under the
coadjoint action of ((Gk)i)ev, then Uξ|(g
k
)i
((gk)i) ∼= Ut¯ξ|(g
k
)i
((gk)i) as k-algebras. By
the arbitrary of i it is immediate that
r⊗
i=1
Uξ|(g
k
)i
((gk)i) ∼=
r⊗
i=1
Ut¯ξ|(g
k
)i
((gk)i). As t
′
k
is a toral subalgebra of gk (note that t
′
k
∈ (gk)0¯), the reduced enveloping algebra
Uψ(t
′
k
) is commutative and semisimple for every ψ ∈ (t′
k
)∗ (Indeed, t′
k
has a k-
basis t1, · · · , td with t[p]i = ti for 1 6 i 6 d. Therefore, Uψ(t′k) ∼= A1 ⊗ · · · ⊗ Ad
where Ai ∼= k[X ]/(Xp − X − ψ(ti)p) is a p-dimensional commutative semisimple k-
algebra). From this it is immediate that Uξ|
t′
k
(t′
k
) ∼= Ut¯ξ|
t′
k
(t′
k
) as algebras. Since
lk =
r⊕
i=1
(gk)i ⊕ t′k, we have Uξ(
r⊕
i=1
(gk)i ⊕ t′k) ∼=
r⊗
i=1
Uξ|(g
k
)i
((gk)i) ⊗ Uξ|
t′
k
(t′
k
) and
Ut¯ξ(
r⊕
i=1
(gk)i ⊕ t′k) ∼=
r⊗
i=1
Ut¯ξ|(g
k
)i
((gk)i) ⊗ Ut¯ξ|
t′
k
(t′
k
). Therefore, we can obtain that
Uξ(lk) ∼= Ut¯ξ(lk) as algebras. It follows from (9.1)—(9.4) that
Uξ(gk) ∼= Ut¯ξ(gk)
for all t¯ ∈ k×. Our claim is an immediate consequence of the last isomorphism, i.e.
if ξ ∈ Ξ, then t¯ · ξ ∈ Ξ for all t¯ ∈ k×. As the remark preceding part (i) shows that Ξ
is Zariski closed in (g∗
k
)0¯, it is immediate that the set Ξ is conical.
(ii) We claim that χ ∈ Ξ.
By the assumption in the lemma we know that Uη(gk) has a simple module of
dimension p
d0
2 2
d1+1
2 , so we have η ∈ Ξ. As η ∈ χ+(m⊥
k
)0¯ we can write η = (e+ y¯, ·) for
some y¯ =
∑
i61
y¯i with y¯i ∈ gk(i)0¯. Recall that there is a cocharacter λ : k× −→ (Gk)ev
such that (Adλ(t¯))x¯ = t¯j x¯ for all x¯ ∈ gk(j) (j ∈ Z) and t¯ ∈ k× (see the discussion
preceding Proposition 6.1). For i 6 1, set ηi = (y¯i, ·), then η = χ +
∑
i61
ηi. For any
even element y¯′ ∈ gk(j)0¯, it is straightforward that
(Ad∗(λ(t¯))(η))y¯′ = η(Adλ(t¯)−1y¯′) = t¯−j(e +
∑
i61
y¯i, y¯
′) =
{
t¯2(e, y¯′) (j = −2)
δi+j,0t¯
i(y¯i, y¯
′) (j 6= −2) .
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Since
(t¯2χ +
∑
i61
t¯iηi)(y¯
′) = t¯2(e, y¯′) +
∑
i61
t¯i(y¯i, y¯
′),
then (Ad∗λ(t¯))η = t¯2χ+
∑
i61
t¯iηi, and (Ad
∗λ(t¯))−1η = t¯−2χ+
∑
i61
t¯−iηi. As Ξ is conical
and Ad∗(Gk)ev-invariant by (i), this implies that
t¯2 · (Ad∗λ(t¯))−1η = χ +
∑
i61
t¯2−i(y¯i, y¯
′) ∈ Ξ
for all t¯ ∈ k×. Since Ξ is Zariski closed, this yields χ ∈ Ξ.
(iii) Now we are in a position to prove (2).
It follows from (ii) that the algebra Uχ(gk) admits a two-sided ideal of codimension
pd02d1+1 and denote it by I. Clearly, all simple modules of the factor algebra Uχ(gk)/I
have dimension 6 p
d0
2 2
d1+1
2 . On the other hand, Proposition 9.1 implies that all simple
modules of Uχ(gk)/I have dimension divisible by p
d0
2 2
d1+1
2 . From this it is immediate
that Uχ(gk) has a simple module of dimension p
d0
2 2
d1+1
2 . 
Let g be a basic classical Lie superalgebra over C and gk the corresponding Lie
superalgebra over positive characteristic field k. Let χ ∈ (g∗
k
)0¯ be a nilpotent p-
character of gk such that χ(y¯) = (e, y¯) for any y¯ ∈ gk. Under the assumption
of Conjecture 9.1, the following theorem shows that the minimal dimension for the
representations of reduced enveloping algebra Uχ(gk) with nilpotent p-character χ
given in the Super Kac-Weisfeiler Property is reachable.
Theorem 9.1. Retain the notations above. The following are true:
(1) when d1 is even, if the finiteW -superalgebra U(g, e) over C affords a 1-dimensional
representation, then for p ≫ 0 the reduced enveloping algebra Uχ(gk) over k = Fp
admits irreducible representations of dimension p
d0
2 2
d1
2 ;
(2) when d1 is odd, if the finiteW -superalgebra U(g, e) over C affords a 2-dimensional
representation, then for p ≫ 0 the reduced enveloping algebra Uχ(gk) over k = Fp
admits irreducible representations of dimension p
d0
2 2
d1+1
2 .
Proof. (1) follows from Lemma 8.3 and Lemma 9.3(1). Lemma 8.7 and Lemma 9.3(2)
show that (2) is also true. 
As a corollary of Theorem 9.1, some conclusions about the minimal dimension for
the representations of reduced W -superalgebra Uχ(gk, e) associated to p-character χ
over k can also be reached, i.e.
Corollary 9.1. Let g be a basic classical Lie superalgebra. The following are true:
(1) when d1 is even, if the finiteW -superalgebra U(g, e) over C affords a 1-dimensional
representation, then for p≫ 0, the reduced W -superalgebra Uχ(gk, e) associated to p-
character χ over k also admits 1-dimensional representations;
(2) when d1 is odd, if the finiteW -superalgebra U(g, e) over C affords a 2-dimensional
representation, then for p≫ 0, the reduced W -superalgebra Uχ(gk, e) associated to p-
character χ over k also admits 2-dimensional representations.
Proof. For any Uχ(gk)-moduleM , it follows from Theorem 4.2 thatM
mk is a Uχ(gk, e)-
module. As any Uχ(gk)-module M is Uχ(mk)-free and there is an isomorphism M ∼=
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Uχ(mk)
∗ ⊗k Mmk of Uχ(mk)-modules by the proof of ([42], Proposition 4.2), it is
immediate that
dim Mmk =
dim M
dim Uχ(mk)
=
dim M
p
d0
2 2⌈
d1
2
⌉
.
Then the desired result follows from Theorem 9.1. 
9.3. On the lower bound of the Super KW Property for a direct sum of
basic classical Lie superalgebras with nilpotent p-characters. In this part we
will consider the lower bound of the Super KW Property for a direct sum of basic
classical Lie superalgebras with nilpotent p-characters.
First recall some knowledge on finite dimensional superalgebras in (cf. [20], Sec-
tion 12). Let F be an algebraically closed field of any characteristic. Given a finite
dimensional superalgebra A over F, define the (left) parity change functor
Π : A-mod −→ A-mod.
For an object V , ΠV is the same underlying vector space but with the opposite Z2-
grading. The new action of a Z2-homogeneous element a ∈ A on v ∈ V is defined
in terms of the old action by a · v := (−1)|a|av. Given left modules V and W over
superalgebras A and B respectively, the (outer) tensor product V ⊠W is the space
V ⊗W considered as an A⊗ B-module via
(a⊗ b)(v ⊗ w) = (−1)|b||v|av ⊗ bw (a ∈ A, b ∈ B, v ∈ V, w ∈ W ).
For the irreducible representations of the algebra A ⊗ B, the following result was
obtained by Kleshchev in ([20], Lemma 12.2.13):
Lemma 9.4. [20] Let V be an irreducible A-module andW be an irreducible B-module.
(i) If both V and W are of type M , then V ⊠W is an irreducible A⊗B-module of
type M .
(ii) If one of V or W is of type M and the other is of type Q, then V ⊠W is an
irreducible A⊗ B-module of type Q.
(iii) If both V and W are of type Q, then V ⊠W ∼= (V ⊛W )⊕ Π(V ⊛W ) for a
type M irreducible A⊗ B-module V ⊛W .
Moreover, all irreducible A⊗ B-modules arise as constituents of V ⊠W for some
choice of irreducibles V , W .
Now we will recall some basics on superalgebras over F (c.f. [20], Section 12.1).
Let V be a superspace with dimV = (m,n) then M(V ) := EndF(V ) is a superalgebra
with dimM(V ) = (m2 + n2, 2mn). The algebra M(V ) is defined uniquely up to an
isomorphism by the superdimension (m,n) of V . So we can speak of the superalgebra
Mm,n. We have an isomorphism of superalgebras
(9.5) Mm,n ⊗Mk,l ∼= Mmk+nl,ml+nk.
Let V be a superspace with dimV = (n, n) and J be a degree 1¯ involution in
EndF(V ). Consider the superalgebra Q(V, J) := {f ∈ EndF(V ) | fJ = (−1)|f |Jf}.
Note that all degree 1¯ involutions in EndF(V ) are conjugate to each other by an in-
vertible element in EndF(V )0¯. Hence another choice of J will yield an isomorphism
superalgebra. So we can speak of the superalgebra Q(V ), defined up to an isomor-
phism. Pick a basis {v1, · · · , vn} of V0¯, and set v′i = J(vi) for 1 6 i 6 n. Then
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{v′1, · · · , v′n} is a basis of V1¯. With respect to the basis {v1, · · · , vn, v′1, · · · , v′n}, the
elements of Q(V, J) have matrices of the form
(9.6)
(
A B
−B A
)
,
where A and B are arbitrary n×n matrices, with B = 0 for even endomorphisms and
A = 0 for odd ones. In particular, dimQ(V ) = (n2, n2). The superalgebra Q(V, J)
can be identified with the superalgebra Qn of all matrices of the form (9.6). Moreover,
([20], (12.6) & (12.7)) show that
(9.7) Mm,n ⊗Qk ∼= Q(m+n)k
and
(9.8) Qm ⊗Qn ∼= Mmn,mn
as F-algebras.
Now we turn to the representations of reduced enveloping algebras for a direct
sum of basic classical Lie superalgebras with nilpotent p-characters over k. In ([42],
Remark 4.6), Wang-Zhao showed that Proposition 9.1 still establishes for the case
when lk is a direct sum of basic classical Lie superalgebras.
In fact, their result can be somewhat strengthened. Let lk =
r⊕
i=1
(lk)i be a direct
sum of basic classical Lie superalgebras over k = Fp, where (lk)i is a basic classical
Lie superalgebra for each 1 6 i 6 r. Let χ = χ1 + · · ·+ χr be the decomposition of
nilpotent p-character χ in l∗
k
with χi ∈ (lk)∗i (which can be viewed in l∗k by letting
χi(y¯) = 0 for all y¯ ∈
⊕
j 6=i
(lk)j) for 1 6 i 6 r. Set e¯ = e¯1+ · · ·+ e¯r be the corresponding
decomposition of e¯ ∈ (lk)0¯ with respect to the non-degenerated bilinear form (·, ·) on
lk such that χi(·) = (e¯i, ·) for 1 6 i 6 r. Define
(9.9)
d′0 := dim (lk)0¯ − dim (le¯k)0¯,
d′1 := dim (lk)1¯ − dim (le¯k)1¯,
(d0)i := dim ((lk)i)0¯ − dim ((lk)e¯ii )0¯,
(d1)i := dim ((lk)i)1¯ − dim ((lk)e¯ii )1¯,
where le¯
k
denotes the centralizer of e¯ in lk, and (lk)
e¯i
i the centralizer of e¯i in (lk)i for
each i ∈ {1, · · · , r}. It is obvious that d′0 =
r∑
i=1
(d0)i and d
′
1 =
r∑
i=1
(d1)i. Rearrange the
summands of lk =
r⊕
i=1
(lk)i such that (d1)i is odd for 1 6 i 6 l (if it occurs) and (d1)i
is even for l + 1 6 i 6 r (if it occurs). In particular, d′1 and l have the same parity.
Note that all the definitions and results introduced in preceding sections remain
valid for the direct sum of basic classical Lie superalgebras. Let mk and m
′
k
be the
subalgebras of lk as defined in Section 4.1. Let mk =
r⊕
i=1
(mk)i and m
′
k
=
r⊕
i=1
(m′
k
)i
be the decomposition of mk & m
′
k
in lk respectively, where (mk)i, (m
′
k
)i ∈ (lk)i for
1 6 i 6 r. As mk is p-nilpotent and the linear function χ vanishes on the p-closure of
[mk,mk], it follows from ([42], Proposition 2.6) that Uχ(mk) has a unique irreducible
module and Uχ(mk)/Nmk
∼= k, where Nmk is the Jacobson radical of Uχ(mk) which is
generated by all the elements x¯− χ(x¯) with x¯ ∈ mk.
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First note that ([42], Proposition 4.1) shows that every k-algebra Uχi((mk)i) (1 6
i 6 r) has a unique simple module (we find that there is a minor error in ([42], Sec-
tion 4.1) since which is not necessary a trivial module) which is 1-dimensional and
of type M . For the case when (d1)i is odd (i.e. 1 6 i 6 l), the k-algebra Uχi((m
′
k
)i)
also has a unique simple module; it is isomorphic to Vi = Uχi((m
′
k
)i) ⊗Uχi ((mk)i) 1¯χi,
which is 2-dimensional and of type Q. Let N(mk)i and N(m′k)i denote the Jacob-
son radical of Uχi((mk)i) and Uχi((m
′
k
)i) (which are the ideals of Uχi((mk)i) and
Uχi((m
′
k
)i) generated by all the elements x¯ − χ(x¯) with x¯ ∈ (mk)i, respectively).
Then Uχi((mk)i)/N(mk)i = k, and Uχi((m
′
k
)i)/N(m′
k
)i is isomorphic to the simple su-
peralgebra Q1. For the case when (d1)i is even (i.e. l + 1 6 i 6 r), we have
Uχi((m
′
k
)i) = Uχi((mk)i) and N(m′k)i = N(mk)i since (m
′
k
)i = (mk)i by construction.
Since lk =
r⊕
i=1
(lk)i, it is easy to verify that
(9.10) Uχ(mk) ∼=
r⊗
i=1
Uχi((mk)i), Uχ(m
′
k
) ∼=
r⊗
i=1
Uχi((m
′
k
)i)
as k-algebras, respectively. For a Uχ(lk)-module M set
Mmk = {v ∈M | (x¯− χ(x¯)).v = 0 for all x¯ ∈ mk}.
As lk (which is a finite dimensional restricted Lie superalgebra) is a direct sum of basic
classical Lie superalgebras, the same discussion as ([42], Proposition 4.2) shows that
every Uχ(lk)-moduleM is Uχ(mk)-free andM ∼= Uχ(mk)∗⊗kMmk as Uχ(mk)-modules
(which can also be inferred from ([42], Remark 4.6)).
Let Nm′
k
denote the ideal of Uχ(m
′
k
) generated by all the elements x¯ − χ(x¯) with
x¯ ∈ mk, then Mmk is a Uχ(m′k)/Nm′k-module by definition. Since m′k =
r⊕
i=1
(m′
k
)i, one
can conclude from (9.10) and its preceding remark that
Uχ(m
′
k
)/Nm′
k
∼= Uχ(m′k)⊗Uχ(mk) 1¯χ ∼= Uχ(
r⊕
i=1
(m′
k
)i)⊗
Uχ(
r⊕
i=1
(mk)i)
1¯χ
∼=
r⊗
i=1
(Uχi((m
′
k
)i)⊗Uχi ((mk)i) 1¯χi) ∼=
r⊗
i=1
Uχi((m
′
k
)i)/N(m′
k
)i
∼=
l︷ ︸︸ ︷
Q1 ⊗ · · · ⊗Q1⊗
r−l︷ ︸︸ ︷
k⊗ · · · ⊗ k ∼=
l︷ ︸︸ ︷
Q1 ⊗ · · · ⊗Q1
as k-algebras.
Now we will introduce the refined Super Kac-Weisfeiler Property for the direct sum
of basic classical Lie superalgebras with nilpotent p-characters.
Proposition 9.5. Let lk be a direct sum of basic classical Lie superalgebras over
k = Fp with χ a nilpotent p-character in (l
∗
k
)0¯. Retain the assumptions above. Then
for the primes p which satisfy the restrictions imposed in ([42], Table 1), the dimension
of every Uχ(lk)-module M is divisible by p
d′0
2 2
d′1+l
2 .
Proof. For each Uχ(lk)-module M , preceding remark shows that the Uχ(mk)-module
(9.11) M ∼= Uχ(mk)∗ ⊗k Mmk
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is free. Now we will consider the dimension of Mmk as a k-vector space. Recall that
Mmk is a module over the superalgebra Uχ(m
′
k
)/Nm′
k
∼=
l︷ ︸︸ ︷
Q1 ⊗ · · · ⊗Q1. Based on the
parity of l, for each case we will consider separately.
(i) When l is odd, (9.7) and (9.8) imply that
Uχ(m
′
k
)/Nm′
k
∼=
l︷ ︸︸ ︷
Q1 ⊗ · · · ⊗Q1 ∼= Q
2
l−1
2
.
Since Q
2
l−1
2
is a simple superalgebra whose unique simple module is 2 · 2 l−12 = 2 l+12 -
dimensional, it follows from Wedderburn’s Theorem ([20], Theorem 12.2.9) that every
Q
2
l−1
2
-module has dimension divisible by 2
l+1
2 . In particular, the dimension ofMmk (as
a vector space) is divisible by 2
l+1
2 . By the same discussion as ([42], Theorem 4.3) we
can conclude that dimmk = (
d′0
2
,
d′1−1
2
), then dimUχ(mk) = p
d′0
2 2
d′1−1
2 . Together with
(9.11) this implies that each Uχ(lk)-module M has dimension divisible by p
d′0
2 2
d′1−1
2 ·
2
l+1
2 = p
d′0
2 2
d′1+l
2 .
(ii) When l is even, it follows from (9.7) and (9.8) that
Uχ(m
′
k
)/Nm′
k
∼=
l︷ ︸︸ ︷
Q1 ⊗ · · · ⊗Q1 ∼= M
2
l
2−1,2
l
2−1
.
SinceM
2
l
2−1,2
l
2−1
is a simple superalgebra whose unique simple module is 2
l
2 -dimensional,
it follows from Wedderburn’s Theorem that every M
2
l
2−1,2
l
2−1
-module has dimension
divisible by 2
l
2 . In particular, the dimension of Mmk is divisible by 2
l
2 . The same
discussion as ([42], Theorem 4.3) shows that dimmk = (
d′0
2
,
d′1
2
), then dimUχ(mk) =
p
d′0
2 2
d′1
2 . Together with (9.11) this implies that each Uχ(lk)-module M has dimension
divisible by p
d′0
2 2
d′1
2 · 2 l2 = p d
′
0
2 2
d′1+l
2 .
All the discussions in (i) and (ii) complete the proof.

Remark 9.1. Recall that d′1 and l have the same parity by the previous remark. It
is obvious that Proposition 9.5 coincides with the consequence obtained by Wang-
Zhao in ([42], Remark 4.6) if at most only one of the (d1)
′
is is odd for 1 6 i 6 r.
But for the case when more than two (d1)
′
is are odd for 1 6 i 6 r, the boundary
introduced in Proposition 9.5 is much larger. Therefore, compared with the result
obtained by Wang-Zhao, the characterization for the dimension of the Uχ(lk)-modules
in Proposition 9.5 is optimal.
Under the assumption of Conjecture 9.1, the following theorem shows that the
minimal dimension for the representations of reduced enveloping algebra Uχ(lk) with
nilpotent p-character χ ∈ (l∗
k
)0¯ in Proposition 9.5 is reachable.
Theorem 9.2. Retain the assumptions as Proposition 9.5. For any basic classical
Lie superalgebra g over C, assume that
(i) when dim g(−1)1¯ is even, the finiteW -superalgebra U(g, e) affords a 1-dimensional
representation;
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(ii) when dim g(−1)1¯ is odd, the finiteW -superalgebra U(g, e) affords a 2-dimensional
representation.
Let lk be a direct sum of basic classical Lie superalgebras over k = Fp, and let χ
be a nilpotent p-character in (l∗
k
)0¯. Then for p ≫ 0 the reduced enveloping algebra
Uχ(lk) admits irreducible representations of dimension p
d′0
2 2
d′1+l
2 .
Proof. For each 1 6 i 6 r, let Qχiχi be the (lk)i-module as defined in Section 4.1,
and denote by Uχi((lk)i, e¯i) = (End(lk)iQ
χi
χi
)op the reduced W -superalgebra of basic
classical Lie superalgebra (lk)i associated with nilpotent element e¯i. Let Q
χ
χ be the
lk-module with the same definition as Section 4.1, and Uχ(lk, e¯) the reduced W -
superalgebra of lk associated with nilpotent element e¯. Then we have
(9.12)
Uχ(lk, e¯) = (EndlkQ
χ
χ)
op ∼= (End r⊕
i=1
(lk)i
r⊕
i=1
Qχiχi)
op
∼=
r⊗
i=1
(End(lk)iQ
χi
χi
)op =
r⊗
i=1
Uχi((lk)i, e¯i)
as k-algebras.
(1) First consider the case when 1 6 i 6 l. Under the assumption of the theorem,
Corollary 9.1 shows that the k-algebra Uχi((lk)i, e¯i) admits 2-dimensional representa-
tions for 1 6 i 6 l. Denote by V1 and V2 the 2-dimensional irreducible representations
(of type Q) of the k-algebras Uχ1((lk)1, e¯1) and Uχ2((lk)2, e¯2) (if occurs), respectively.
It follows from Lemma 9.4(iii) that V1⊠V2 ∼= (V1⊛V2)⊕Π(V1⊛V2) as Uχ1((lk)1, e¯1)⊗
Uχ2((lk)2, e¯2)-modules, where V1 ⊛ V2 is an irreducible Uχ1((lk)1, e¯1) ⊗ Uχ2((lk)2, e¯2)-
module of type M . Since the Uχ1((lk)1, e¯1) ⊗ Uχ2((lk)2, e¯2)-module Π(V1 ⊛ V2) is
the same underlying vector space as V1 ⊛ V2 but with the opposite Z2-grading, we
have dim V1 ⊛ V2 = dimΠ(V1 ⊛ V2) as vector spaces. Recall that the (outer) tensor
product V1 ⊠ V2 is the same underlying vector space as V1 ⊗ V2, then dim V1 ⊠ V2 =
dimV1 ⊗ V2 = 4. From all above we can conclude that V1 ⊛ V2 is an irreducible
Uχ1((lk)1, e¯1)⊗ Uχ2((lk)2, e¯2)-module of type M with dimension 2 = 2
2
2 .
Denote by V3 a 2-dimensional irreducible representation (of type Q) of the k-algebra
Uχ3((lk)3, e¯3) (if occurs). It follows from Lemma 9.4(ii) and the discussion above that
(V1⊛V2)⊠V3 is an irreducible (Uχ1((lk)1, e¯1)⊗Uχ2((lk)2, e¯2))⊗Uχ3((lk)3, e¯3)-module
of type Q. Hence (V1 ⊛ V2) ⊠ V3 is an irreducible Uχ1((lk)1, e¯1) ⊗ Uχ2((lk)2, e¯2) ⊗
Uχ3((lk)3, e¯3)-module (of type Q) of dimension 2 · 2 = 4 = 2
3+1
2 .
(2) In light of Lemma 9.4(ii) & (iii), induction on the number of the terms for
l⊗
i=1
Uχi((lk)i, ei) with the same discussion as (1) one can show that
(i) when l is odd, the k-algebra
l⊗
i=1
Uχi((lk)i, e¯i) admits an irreducible representation
of type Q with dimension 2
l+1
2 , and set it as V ;
(ii) when l is even, the k-algebra
l⊗
i=1
Uχi((lk)i, e¯i) admits an irreducible representa-
tion of type M with dimension 2
l
2 (assume that l = 0 when the (d1)
′
is are all even for
1 6 i 6 r), and set it as V ′.
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Under the assumption of the theorem, Corollary 9.1(i) shows that the k-algebra
Uχi((lk)i, e¯i) admits 1-dimensional representations of type M for l+ 1 6 i 6 r (if oc-
curs). Easy induction based on Lemma 9.4(i) shows that the k-algebra
r⊗
l+1
Uχi((lk)i, e¯i)
admits a 1-dimensional representation of type M , and set it as W .
(3) Now we will consider the representations of the k-algebra Uχ(lk, e¯) ∼=
r⊗
i=1
Uχi((lk)i, e¯i).
Based on the parity of l, for each case we will consider separately.
(i) When l is odd, (2) shows that the k-algebra
l⊗
i=1
Uχi((lk)i, e¯i) admits an irreducible
representation V of type Q with dimension 2
l+1
2 , and the k-algebra
r⊗
l+1
Uχi((lk)i, e¯i)
admits a 1-dimensional representation W of type M . It follows from Lemma 9.4(ii)
that V ⊠ W is an irreducible
l⊗
i=1
Uχi((lk)i, e¯i) ⊗
r⊗
l+1
Uχi((lk)i, e¯i)
∼=
r⊗
i=1
Uχi((lk)i, e¯i)-
module of type Q with dimension 2
l+1
2 .
(ii) When l is even, (2) shows that the k-algebra
l⊗
i=1
Uχi((lk)i, e¯i) admits an irre-
ducible representation V ′ of typeM with dimension 2
l
2 , and the k-algebra
r⊗
l+1
Uχi((lk)i, e¯i)
admits a 1-dimensional representation W of type M . It follows from Lemma 9.4(i)
that V ′ ⊠W is an irreducible
l⊗
i=1
Uχi((lk)i, e¯i) ⊗
r⊗
l+1
Uχi((lk)i, e¯i)
∼=
r⊗
i=1
Uχi((lk)i, e¯i)-
module of type M with dimension 2
l
2 .
(4) Recall in ([42], Remark 4.6) Wang-Zhao shows that
(9.13) Uχ(lk) ∼= Mat
p
d′0
2 2⌈
d′1
2 ⌉
(Uχ(lk, e¯))
as k-algebras. Based on the parity of l, for each case we will consider separately.
(i) When l is odd, it follows from (3)(i) that the k-algebra Uχ(lk) affords irreducible
representations of dimension p
d′0
2 2
d′1−1
2 · 2 l+12 = p d
′
0
2 2
d′1+l
2 ;
(ii) When l is even, it follows from (3)(ii) that the k-algebra Uχ(lk) affords irre-
ducible representations of dimension p
d′0
2 2
d′1
2 · 2 l2 = p d
′
0
2 2
d′1+l
2 .
All the discussions above complete the proof. 
Remark 9.2. Recall in Remark 9.1 we have showed that the boundary introduced in
Proposition 9.5 is much larger when more than two (d1)
′
is are odd for 1 6 i 6 r. In
fact, careful inspection on the proof of Theorem 9.2 shows that the boundary obtained
by Wang-Zhao in ([42], Remark 4.6) can never be reached in this case, and the one
introduced in Theorem 9.2 is optimal.
9.4. On the lower bound of the Super KW Property with arbitrary p-
characters. In this part we will discuss whether the lower bound of the Super Kac-
Weisfeiler Property for a basic classical Lie superalgebra with any p-characters intro-
duced by Wang-Zhao in ([42], Theorem 5.6) can be reached.
Let gk be a basic classical Lie superalgebra over positive characteristic field k = Fp,
and ξ = ξs¯+ξn¯ be the Jordan decomposition of ξ ∈ (g∗k)0¯ (we regard ξ ∈ g∗k by letting
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ξ((g∗
k
)1¯) = 0). Under the isomorphism (g
∗
k
)0¯ ∼= (gk)0¯ induced by the non-degenerated
bilinear form (·, ·) on (gk)0¯, it can be identified with the usual Jordan decomposition
x¯ = s¯ + n¯ on (gk)0¯. Let hk be a Cartan subalgebra of gk and denote by lk = g
s¯
k
the
centralizer of s¯ in gk. Let Φ be the root system of gk and Φ(lk) := {α ∈ Φ | α(s¯) = 0}.
By ([42], Proposition 5.1) lk is always a direct sum of basic classical Lie superalgebras
with a system Π of simple roots of gk such that Π∩Φ(lk) is a system of simple roots
of Φ(lk) (note that a toral subalgebra of gk may also appear in the summand).
Set
lk = g
s¯
k
=
r⊕
i=1
(gk)i ⊕ t′k,
where (gk)i is a basic classical Lie superalgebra for each 1 6 i 6 r, and t
′
k
is a
toral subalgebra of gk. Then ξn¯ = ξ1 + · · · + ξr is a nilpotent p-character of lk with
ξi ∈ (gk)∗i (which can be viewed in l∗k by letting ξi(y¯) = 0 for all y¯ ∈
⊕
j 6=i
(gk)j ⊕ t′k)
for 1 6 i 6 r. Let n¯ = n¯1 + · · · + n¯r be the corresponding decomposition of n¯ in lk
such that ξi(·) = (n¯i, ·) for 1 6 i 6 r. For each 1 6 i 6 r, denote by Uξi((gk)i, n¯i)
the reduced W -superalgebra of basic classical Lie superalgebra (gk)i associated with
nilpotent element n¯i, then it is easy to verify that
Uξn¯(
r⊕
i=1
(gk)i, n¯) ∼=
r⊗
i=1
Uξi((gk)i, n¯i)
by the same discussion as (9.12). Define
(9.14)
d0 := dim (gk)0¯ − dim (gx¯k)0¯,
d1 := dim (gk)1¯ − dim (gx¯k)1¯,
(d0)i := dim ((gk)i)0¯ − dim ((gk)n¯ii )0¯,
(d1)i := dim ((gk)i)1¯ − dim ((gk)n¯ii )1¯,
where gx¯
k
denotes the centralizer of x¯ in gk, and (gk)
n¯i
i the centralizer of n¯i in (gk)i
for each i ∈ {1, · · · , r}, and set
(9.15) d′0 :=
r∑
i=1
(d0)i, d
′
1 :=
r∑
i=1
(d1)i.
Rearrange the summands of
r⊕
i=1
(gk)i such that each (d1)i is odd for 1 6 i 6 l (if it
occurs), and each (d1)i is even for l + 1 6 i 6 r (if it occurs).
Let bk = hk ⊕ nk be the Borel subalgebra associated to Π. Define a parabolic
subalgebra pk = lk + bk = lk ⊕ uk, where uk is the nilradical of pk. Since ξ(uk) = 0
and ξ|lk = ξn¯|lk is nilpotent by ([42], Section 5.1), any Uξ(lk)-mod can be regarded
as a Uξ(pk)-mod with a trivial action of uk. Wang-Zhao proved that the k-algebras
Uξ(gk) and Uξ(lk) are Morita equivalent in ([42], Theorem 5.2), and showed that for
any irreducible Uξ(gk)-mod M , M
uk is an irreducible Uξ(lk)-mod (which is also a
Uξ(pk)-mod with a trivial action of uk) and the natural map
(9.16) Uξ(gk)⊗Uξ(pk) Muk −→ M
is an isomorphism in ([42], Theorem 5.3) .
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Lemma 9.5. Let gk be a basic classical Lie superalgebra over k = Fp, and let ξ ∈
(g∗
k
)0¯. Retain the notations as all above. Then for the primes p which satisfy the
restrictions imposed in ([42], Table 1), the dimension of every Uξ(gk)-mod M is
divisible by p
d0
2 2
d1+l
2 .
Proof. (1) First note that ([42], Theorem 5.6) shows
dim gk − dim gx¯k = dim gk − dim ln¯k
= 2dim u−
k
+ (dim lk − dim ln¯k),
(9.17)
where ln¯
k
denotes the centralizer of n¯ in lk. Since lk =
r⊕
i=1
(gk)i ⊕ t′k and n¯ ∈
r⊕
i=1
(gk)i,
it is obvious that (t′
k
)n¯ = t′
k
, then
dim lk − dim ln¯k =
r∑
i=1
(dim (gk)i − dim (gk)n¯ii ) + dim t′k − dim (t′k)n¯
=(
r∑
i=1
(d0)i,
r∑
i=1
(d1)i).
(9.18)
As dim u−
k
= dim uk, (9.17) shows that
(9.19)
dim (u−
k
)0¯ = dim (uk)0¯ =
d0−
r∑
i=1
(d0)i
2
;
dim (u−
k
)1¯ = dim (uk)1¯ =
d1−
r∑
i=1
(d1)i
2
.
(2) Recall that gs¯
k
= lk =
r⊕
i=1
(gk)i ⊕ t′k, then we have
(9.20) Uξn¯(lk)
∼= Uξn¯(
r⊕
i=1
(gk)i ⊕ t′k) ∼= Uξn¯(
r⊕
i=1
(gk)i)⊗ U0(t′k)
as k-algebras.
(i) First consider the representations of the k-algebra Uξn¯(
r⊕
i=1
(gk)i). Since ξn¯|lk is
nilpotent and each (gk)i is a basic classical Lie superalgebra for 1 6 i 6 r, it follows
from Proposition 9.5 that every Uξn¯(
r⊕
i=1
(gk)i)-module is divisible by p
d′0
2 2
d′1+l
2 .
As Uξn¯(lk)
∼= Uξn¯(
r⊕
i=1
(gk)i)⊗U0(t′k) by (9.20), the discussion above shows that every
Uξn¯(lk)-module is divisible by p
d′0
2 2
d′1+l
2 .
(ii) Now discuss the representations of the k-algebra U0(t
′
k
). As t′
k
is a toral sub-
algebra of gk with a basis {t1, · · · , td} such that t[p]i = ti for all 1 6 i 6 d, then
U0(t
′
k
) ∼=⊗A⊗d1 where A1 ∼= k[X ]/(Xp−X) is a p-dimensional commutative semisim-
ple k-algebra whose irreducible representations are 1-dimensional (obviously which
are of type M). Hence we can conclude from Lemma 9.4(i) that the irreducible
representations of the k-algebra U0(t
′
k
) are all of type M with dimension 1.
76
(3) Recall that p
d′0
2 2
d′1+l
2 = p
r∑
i=1
(d0)i
2 2
l+
r∑
i=1
(d1)i
2 by (9.15). As any Uξ(lk)-mod can be
regarded as a Uξ(pk)-mod with a trivial action of uk, it is immediate from (9.16) and
(9.19) that the dimension of every Uξ(gk)-mod is divisible by
p
d′0
2 2
d′1+l
2 · p
d0−
r∑
i=1
(d0)i
2 2
d1−
r∑
i=1
(d1)i
2
= p
r∑
i=1
(d0)i
2
2
l
2
+
r∑
i=1
(d1)i
2 · p
d0−
r∑
i=1
(d0)i
2 2
d1−
r∑
i=1
(d1)i
2
= p
d0
2 2
d1+l
2 ,
completing the proof. 
Now we will discuss whether the lower bound introduced in Lemma 9.5 can be
reached for p ≫ 0. Under the assumption of Conjecture 9.1, the following lemma
shows that the minimal dimension for the representations of reduced enveloping al-
gebra Uξ(gk) with arbitrary p-character ξ ∈ (g∗k)0¯ in Lemma 9.5 is reachable.
Lemma 9.6. Let gk be a basic classical Lie superalgebra over k = Fp, and let ξ ∈
(g∗
k
)0¯. Retain the notations as Lemma 9.5. If Conjecture 9.1 is established, then
for p≫ 0 the reduced enveloping algebra Uξ(gk) admits irreducible representations of
dimension p
d0
2 2
d1+l
2 .
Proof. Recall that Theorem 9.2 shows that the k-algebra Uξn¯(
r⊕
i=1
(gk)i) admits an
irreducible representation of dimension p
r∑
i=1
(d0)i
2
2
l
2
+
r∑
i=1
(d1)i
2
under the assumption of
Conjecture 9.1; set it as V , and the k-algebra U0(t
′
k
) affords an irreducible represen-
tation of dimension 1 (note that which is of type M) by the proof of Lemma 9.5; set
it as W . Thus Lemma 9.4(i) & (ii) imply that V ⊠W is an irreducible representation
of the k-algebra Uξn¯(
r⊕
i=1
(gk)i)⊗ U0(t′k) ∼= Uξ(lk) with dimension p
r∑
i=1
(d0)i
2
2
l
2
+
r∑
i=1
(d1)i
2
.
The remark preceding Lemma 9.5 shows that any Uξ(lk)-mod can be regarded as a
Uξ(pk)-mod with a trivial action of uk. It is immediate from (9.16) that the k-algebra
Uξ(gk) admits an irreducible representation which is isomorphic to Uξ(gk)⊗Uξ(pk) (V ⊠
W ) as Uξ(gk)-modules. By (9.19) we can conclude that whose dimension is
p
r∑
i=1
(d0)i
2
2
l
2
+
r∑
i=1
(d1)i
2 · p
d0−
r∑
i=1
(d0)i
2 2
d1−
r∑
i=1
(d1)i
2 = p
d0
2 2
d1+l
2 ,
completing the proof. 
In ([42], Theorem 5.6), Wang-Zhao introduced the Super Kac-Weisfeiler Property
for a basic classical Lie superalgebra with arbitrary p-characters. By the same dis-
cussion as Remark 9.1 we can conclude that the boundary introduced in Lemma 9.5
coincides with that obtained by Wang-Zhao if at most only one of the (d1)
′
is is odd
for 1 6 i 6 r. But for the case when more than two (d1)
′
is are odd for 1 6 i 6 r, the
boundary introduced in Lemma 9.5 is much larger. In fact, the latter case will never
happen, i.e.
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Theorem 9.3. [42] Let gk be a basic classical Lie superalgebra over k = Fp, and
let ξ ∈ (g∗
k
)0¯. Retain the notation as (9.14). Then for the primes p which satisfy
the restrictions imposed in ([42], Table 1), the dimension of every Uξ(gk)-mod M is
divisible by p
d0
2 2⌊
d1
2
⌋.
Theorem 9.3 has been verified by Wang-Zhao in ([42], Theorem 5.6). Here we give
a new proof based on Lemma 9.5, which will be necessary for the arguments in the
proof of the forthcoming Theorem 9.4.
Proof. (1) Recall that lk = g
s¯
k
=
r⊕
i=1
(gk)i ⊕ t′k by ([42], Proposition 5.1), where (gk)i
is a basic classical Lie superalgebra for each 1 6 i 6 r, and t′
k
is a toral subalgebra of
gk. The discussion preceding the theorem shows that it is sufficient to prove that at
most only one of the (d1)
′
is (see (9.14)) is odd for 1 6 i 6 r (recall that d
′
1 =
r∑
i=1
(d1)i
by (9.14); d′1 and d1 have the same parity by (9.17) & (9.18); and (d1)
′
is are odd for
1 6 i 6 l) since when d1 is odd, we have l = 1 and ⌊d12 ⌋ = d1+12 ; when d1 is even, we
have l = 0 and ⌊d1
2
⌋ = d1
2
. To achieve this, one just needs to consider the summands
in the decomposition of gs¯
k
with non-zero odd parts.
(2) First note that (d1)i (1 6 i 6 r) is always even for the summand (gk)i which is
isomorphic to the basic classical Lie superalgebra of type A(m,n) by the remark at
the beginning of Section 8.1. Recall that an explicit list of non-W -equivalent systems
of positive roots was found by Kac in ([17], Section 2.5.4) (a system of simple roots
for F (4) is missing; see the remark above ([42], Proposition 5.1)). Note that in the
examples given by Kac the Cartan subalgebra hk is a subspace of the space D of
diagonal matrices; the roots are expressed in terms of the standard basis ǫi of D
∗
(more accurately, the restrictions of the ǫi to hk). In the following we assume that
the semisimple element s¯ ∈ hk.
(3) Based on all the discussions above, for each case we will consider separately
(all the results below are obtained by completely elementary yet tedious case-by-case
calculations, thus the proof will be omitted).
(i) For the case when lk is isomorphic to A(M,N), the summands of
r⊕
i=1
(gk)i for
1 6 i 6 r with non-zero odd parts are always isomorphic to the basic classical Lie
superalgebras of type A(m,n), thus the (d1)
′
is are all even in this case.
(ii) For the case when lk is isomorphic to B(M,N), C(M,N) or D(M,N), the
summands of
r⊕
i=1
(gk)i for 1 6 i 6 r with non-zero odd parts are either isomorphic to
A(m,n), where the (d1)
′
is are all even; or at most only one summand is isomorphic
to B(m,n), C(m,n) or D(m,n) respectively (which is of the same type as lk) with
(d1)i being even or odd. Hence at most only one of the (d1)
′
is is odd for 1 6 i 6 r in
this case.
(iii) For the case when lk is isomorphic to D(2, 1; a¯) or G(3), the summands of
r⊕
i=1
(gk)i for 1 6 i 6 r with non-zero odd parts are either isomorphic to A(m,n),
where the (d1)
′
is are all even; or at most only one summand is isomorphic to B(m,n)
with (d1)i being even or odd. At extreme, lk = g
s¯
k
is isomorphic to D(2, 1; a¯) or G(3)
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respectively when s¯ = 0. Hence at most only one of the (d1)
′
is is odd for 1 6 i 6 r in
this case.
(iv) For the case when lk is isomorphic to F (4), the summands of
r⊕
i=1
(gk)i for
1 6 i 6 r with non-zero odd parts are either isomorphic to A(m,n), where the (d1)
′
is
are all even; or at most only one summand either is isomorphic to B(m,n), or to
D(2, 1; a¯), with (d1)i being even or odd. At extreme, lk = g
s¯
k
∼= F (4) when s¯ = 0.
Hence at most only one of the (d1)
′
is is odd for 1 6 i 6 r in this case.
All the discussions in (3)(i)-(iv) show that at most only one of the (d1)
′
is (1 6 i 6 r)
is odd in the summands of
r⊕
i=1
(gk)i, completing the proof. 
Remark 9.3. Compared with the approach carried above, Wang-Zhao’s original proof
in ([42], Theorem 5.6) is more concise since they did not consider the parity of the
(d1)
′
is (1 6 i 6 r) for the summands of lk = g
s¯
k
∼=
r⊕
i=1
(gk)i ⊕ t′k in their proof. The
reason why we take such a complicated approach is based on the following consider-
ations:
(1) from the detailed proof of Lemma 9.5 one can conclude that the lower bound
for the dimension of Uξ(gk)-modules is critically depending on the parity of the (d1)
′
is
for 1 6 i 6 r. Without careful inspection on the summands of lk ∼=
r⊕
i=1
(gk)i ⊕ t′k, we
can not guarantee that the lower bound introduced in Theorem 9.3 is optimal.
(2) another important reason lies in that in this part we mainly concentrate on the
discussion whether the lower bound introduced in Theorem 9.3 can be reached under
the assumption of Conjecture 9.1. In the proof of Theorem 9.4, we can see that the
representation theory of the k-algebra Uξ(lk) plays the key role for the realization of
the Uξ(gk)-modules with minimal dimension.
Now we are in a position to discuss whether the lower bound in the Super Kac-
Weisfeiler Property introduced in ([42], Theorem 5.6) can be reached for p≫ 0. Under
the assumption of Conjecture 9.1, the following theorem shows that the minimal
dimension for the representations of reduced enveloping algebra Uξ(gk) with arbitrary
p-character ξ ∈ (g∗
k
)0¯ in the Super Kac-Weisfeiler Property is reachable.
Theorem 9.4. Let gk be a basic classical Lie superalgebra, and let ξ ∈ (g∗k)0¯. Retain
the notation as (9.14). If Conjecture 9.1 is established, then for p ≫ 0 the reduced
enveloping algebra Uξ(gk) admits irreducible representations of dimension p
d0
2 2⌊
d1
2
⌋.
Proof. Recall that Lemma 9.6 shows that the k-algebra Uξ(lk) (where lk =
r⊕
i=1
(gk)i⊕
t′
k
) admits irreducible representations of dimension p
r∑
i=1
(d0)i
2
2
l
2
+
r∑
i=1
(d1)i
2
under the as-
sumption of Conjecture 9.1. By the proof of Theorem 9.3 one can conclude that
p
r∑
i=1
(d0)i
2
2
l
2
+
r∑
i=1
(d1)i
2
= p
r∑
i=1
(d0)i
2
2
⌊
r∑
i=1
(d1)i
2
⌋
79
since at most only one of the (d1)
′
is (1 6 i 6 r) is odd in the summands of
r⊕
i=1
(gk)i
(i.e. 0 6 l 6 1), and
r∑
i=1
(d1)i
2
& l have the same parity. In view of our earlier
remark, any Uξ(lk)-mod can be regarded as a Uξ(pk)-mod with a trivial action of uk.
It is immediate from (9.16) and (9.19) that the k-algebra Uξ(gk) admits irreducible
representations of dimension
(9.21) p
r∑
i=1
(d0)i
2
2
⌊
r∑
i=1
(d1)i
2
⌋ · p
d0−
r∑
i=1
(d0)i
2 2
d1−
r∑
i=1
(d1)i
2 = p
d0
2 2
d1
2
+(⌊
r∑
i=1
(d1)i
2
⌋−
r∑
i=1
(d1)i
2
)
.
Recall that
r∑
i=1
(d1)i
2
and d1 have the same parity by (9.17) & (9.18). For the case
when d1 is odd, we have p
d0
2 2
d1
2
+(⌊
r∑
i=1
(d1)i
2
⌋−
r∑
i=1
(d1)i
2
)
= p
d0
2 2
d1+1
2 = p
d0
2 2⌊
d1
2
⌋; for the case
when d1 is even, we have p
d0
2 2
d1
2
+(⌊
r∑
i=1
(d1)i
2
⌋−
r∑
i=1
(d1)i
2
)
= p
d0
2 2
d1
2 = p
d0
2 2⌊
d1
2
⌋. Hence the
desired result follows from (9.21). 
In particular, for the special case when gk is of type A(M,N), we have
Corollary 9.2. Let gk be a basic classical Lie superalgebra of type A(M,N), and let
ξ ∈ (g∗
k
)0¯. Retain the notation as (9.14). If Conjecture 9.1(i) is established for the
basic classical Lie superalgebras of type A(m,n), then for p≫ 0 the reduced enveloping
algebra Uξ(gk) admits irreducible representations of dimension p
d0
2 2
d1
2 .
Proof. Recall that the remark at the beginning of Section 8.1 shows that d1 is always
even for the basic classical Lie superalgebra of type A(m,n), thus we have p
d0
2 2⌊
d1
2
⌋ =
p
d0
2 2
d1
2 . Then the corollary follows from Theorem 9.4 and (3)(i) in the proof of
Theorem 9.3. 
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