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ABSTRACT
Despite the natural parallelism across lookups, performance
of distributed key-value stores is often limited due to load
imbalance induced by heavy skew in the popularity distri-
bution of the dataset. To avoid violating service level objec-
tives expressed in terms of tail latency, systems tend to keep
server utilization low and organize the data in micro-shards,
which in turn provides units of migration and replication for
the purpose of load balancing. These techniques reduce the
skew, but incur additional monitoring, data replication and
consistency maintenance overheads. This work shows that
the trend towards extreme scale-out will further exacerbate
the skew-induced load imbalance, and hence the overhead of
migration and replication.
CCS Concepts
•Computer systems organization → Distributed archi-
tectures;
Keywords
Load imbalance; Replication
1. INTRODUCTION
A significant portion of contemporary web-scale applica-
tions is latency-sensitive. However, designing a datacenter-
scale system that guarantees low latency for the majority
of user requests is notoriously challenging. Such latency-
critical systems are often powered by in-memory distributed
key-value stores (KVS), which span hundreds of servers and
provide the means for locating and retrieving data fast by
using consistent hashing. The flexibility and scalability of
using KVS in a scale-out environment has led to its broad
use as a state-of-the-art approach for low-latency data serv-
ing applications. However, a substantial pain point of the
approach is that it leads to severe inter-server load imbal-
ance whenever the data popularity distribution is skewed.
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To ensure good quality of service under skewed work-
loads, providers set strict service-level objectives (SLO), re-
quiring the service deployment to respond to user requests
within a short and bounded delay. What makes the chal-
lenge even harder is that designing for the average latency
is not enough; a good service guarantees that the vast ma-
jority of the requests will meet the SLO, and thus targets a
99th or even 99.9th percentile latency of just a few millisec-
onds [3]. To satisfy such strict latency requirements and at
the same time sufficiently utilize the available resources and
deliver high throughput, providers rely on various migration
and replication schemes.
In this work we first characterize the skew in data serving
workloads and show that the trend towards extreme scale-
out [4] will further exacerbate the load imbalance problem.
We then argue that such increase in load imbalance will
raise the frequency of migration and replication operations
to keep the system at the desired level of utilization [6].
2. SCALE-OUT-INDUCED IMBALANCE
KVS typically handle very large collections of data items
and millions or billions of user requests per second. In such
a setting, skewed distributions emerge naturally, as the pop-
ularity of the data items varies greatly. Previous work has
shown that popularity distributions in real-world KVS work-
loads follow a power-law distribution, resulting in an access
frequency imbalance, commonly referred to as skew [1]. This
skewed distribution is often modeled by the power-law Zip-
fian distribution [2]. A classic example of such skewed pop-
ularity distribution is a social network, where a very small
subset of users is extremely popular as compared to the aver-
age user. These two distinct user categories (popular versus
the rest) result in a popularity distribution with a skyrock-
eting peak and a long tail.
Dataset distribution across the deployment’s collection of
servers is typically done by grouping data items into “micro-
shards”, each server being responsible for hosting and serv-
ing hundreds or thousands of them from its local memory [3].
This data distribution is done by applying a hash function
on the key of the data items, which maps each of them to a
micro-shard and each micro-shard to a server. In practice, a
collection of micro-shards mapping to a single server repre-
sents a single data shard that is served by its corresponding
server. Thus, even after grouping data items together into
shards, the presence of the original popularity skew is still
observable as a popularity skew across shards.
We define the shard skew as the access ratio between the
hottest server and the average. Shard skew arises in a data-
 0
 20
 40
 60
 80
 100
 120
 140
 16  32  64  128  256  512  1024  2048
Sh
ar
d 
sk
ew
#servers
1.01
0.99
0.90
0.60
Uniform
Figure 1: Shard-skew sensitivity as a function of
Zipfian exponent and the number of servers.
center deployment as a function of the exponent α of the
dataset’s power-law distribution. The exponent α is deter-
mined by the dataset it models. α = 0.99 is the typical data
popularity distribution used in KVS research. Some stud-
ies show that the popularity distribution skew in real-world
datasets can be lower than that, but also even higher (e.g.,
up to α = 1.01 [5]).
Fig. 1 shows that the shard skew becomes more dramatic
as the number of servers grows. The number of servers is
proportional to the dataset size and inversely proportional
to the per-server DRAM capacity. For α = 0.6, the shard
skew only grows to 1.4× from 1 to 2048 servers, meaning
that such a distribution would result in only 1.4× lower ef-
ficiency than a perfectly balanced distribution. At the same
time, both α = 0.99 and α = 1.01 show unambiguously
that the shard skew dramatically limits performance. For
example, doubling the number of servers from 1024 to 2048
with α = 0.99 leads to shard skew increasing near-linearly
by 1.97×. Although capacity would double, the throughput
would remain nearly identical.
3. DYNAMIC REPLICATION
Service providers are well aware of the problems aris-
ing from skew-induced load imbalance [3, 6]: servers that
hold the most popular micro-shards can quickly become
overwhelmed with user requests, degrading the whole sys-
tem’s performance and service quality. Data replication is a
widely-used technique for dealing with such load imbalance
in the datacenter. We focus on dynamic replication, where
the system takes replication decisions based on the current
load. Dynamic replication is never free, it requires: (i) close
load monitoring; (ii) the actual replication of micro-shards
and keeping the metadata up to date; (iii) maintaining con-
sistency of a large number of micro-shard replicas.
To evaluate the impact of the trend towards extreme scale-
out on the overhead of dynamic replication, we designed a
model of a distributed key-value store. The model is con-
figured with 1 billion keys, with Zipfian α = 0.99 key pop-
ularity, hashed into 512×1000 micro-shards on the cluster.
Using the information about the load associated with each
of the micro-shards, we can compute the upper bound on
how many replicas are required for each one of them. A
suitable metric for computing this bound is the ratio be-
tween the micro-shard’s load (λi) and the average server
load (λavg =
1
N
, where N is the number of servers in the
cluster).
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Figure 2: The 20 most popular micro-shards out of
512000 micro-shards (sorted), α = 0.99
Fig. 2 shows the 20 most popular micro-shards in our
dataset. The hottest micro-shard alone accounts for 4.2% of
the total traffic, which is 20× the average load of an entire
server in a 512-node cluster, and 85× in a 2048-node cluster
of the same aggregate capacity. For a read-only workload,
one solution is to combine aggressive replication across the
cluster with caching at the application tier [5, 6]. Unfortu-
nately, neither replication nor caching is free for read-write
workloads, as each copy needs to be updated on each write,
regardless of the consistency model. The cost of keeping the
replicas consistent increases with the size of the cluster, as
more replicas are required to achieve better balance.
We conclude that the problem of serving large datasets
will increase with the trend towards extreme scale-out [4],
i.e., the dynamic replication of micro-shards scales unfavor-
ably with the increase in server count. Emerging low-latency
rack-scale fabrics [7] may provide a way to efficiently aggre-
gate memory to reduce the pressure on dynamic replication.
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