This communication presents an extension to a super-resolution (SR) method we previously exposed in [1] . SR techniques involve several low-resolution (LR) images in the reconstruction's process of a high-resolution (HR) image. The LR images are assumed to be obtained from the HR image through optical and sensor blurs, shift movement and decimation operators, and finally corruption by a random noise. Moreover, the HR image is assumed to be composed of a finite number of homogeneous regions. Thus, we associate to each pixel of the HR image a classification variable which is modeled by a Potts Markov field. The SR problem is then expressed as a Bayesian joint estimation of the HR image pixel values, its classification labels variable, and the problem's hyperparameters. These estimations are performed using an appropriate algorithm based on hybrid Markov Chain Monte-Carlo (MCMC) Gibbs sampling.
INTRODUCTION
This communication deals with super-resolution (SR) reconstruction of an image from several low-resolution (LR) images. To obtain an image well reconstructed by a SR process, one needs first to register LR images, and thus, to know the transformations that permit to position all observed images on a common grid of reference. To perform this, we used the phase correlation principle, a frequency domain method that estimates a global shift between two images. We do not discuss this aspect here. The reader can refer to [2] for more information about it.
The first approach related to multi-frame SR restoration computes a solution in frequency-domain [3] . However, more recent works have found the spatial-domain methods more promising, in particular the Bayesian framework. For a recent and detailed overview of the state of the art, we suggest [4] .
Spatial-domain SR restoration techniques are based on an observation model that links LR images and HR image via optical and sensor blurs, shift movement and decimation operators. This is also the model we choose. To our knowledge, a lot of well known and popular existing HR reconstruction methods are often based on a regularized approach [5, 6, 7] . In this work, which is an extension of our previous work [1] , we use a Bayesian estimation framework which gives the possibility to account for a broad range of prior models to formulate inverse problem of multi-frame SR restoration (we can mention for instance the previous works [8, 9] ). The innovation of the present study lies in the definition of region's homogeneity which follows a bilinear model here, instead of a constant one in [1] . Therefore, the prior distribution of the pixels is modeled by a Finite Mixture Model (FMM) so, a finite number of classes is used for their classification. The Bayesian framework with the FMM is a common tool for classification but usually, the discrete variable associated to each pixel is supposed to be i.i.d. [8] . Our Potts Markov Model (PMM) for these variables allows to consider the spatial correlation of the pixels.
Then, the prior information we put on the distribution of the pixels of the HR image brings about a hierarchical Markov model. This model allows to estimate in an iterative way the HR image, the classification labels, and the parameters of the noise and prior models. This method gives an absolutely unsupervised HR image estimation and segmentation. The hierarchical structure of the model can be suitably carried out using the Markov Chain Monte-Carlo (MCMC) Gibbs sampling.
The main original contribution of this communication, compared to the work presented by the authors in [1] , is the introduction of a more general and more appropriate prior model. However, to present this new contribution as a self-containing paper, we give here the main steps of the modeling and the Bayesian framework which are the same as in paper [1] , and which we suggest to readers for the details. Finally, in this work, we give a comparison of results obtained with this new model and with the previous one on simulated and real data.
FORWARD MODEL AND BAYESIAN FRAMEWORK
The SR reconstruction of an image is an inverse problem. Its joint forward model can be formulated using the following model that links the LR images and the HR image:
In this equation f is the HR image, g i, i = 1,...,M are the M LR images, B stands for the optical blurs (low pass filtering operator) as well as the integration on the LR pixel detector surface, M i are shift movement operators, D is a decimation operator, i are the additive noises representing all the modeling errors, and finally, H i = DM i B represents the compound operator connecting the HR image f to one LR image g i . Moreover, we also use the following combination:
to rewrite the equation (1) as: g = Hf + . We use the forward model when we compute g knowing f and H, and we resolve the analogous inverse problem of multi-frame SR restoration when we estimate f given H and g.
As an illustration, the figures on the right side of the following page show a HR image f , and one of the corresponding LR images g i for a decimation factor equals to 5. Both images are shown at the same size to emphasize the difference of resolution.
The Bayesian estimation framework for SR reconstruction can be summarized as follows:
• Use the forward model (1) and some assumptions on the noise to obtain the likelihood p (g|f , θ ) where θ represents the parameters of the probability distribution of the noise.
• Use all the prior information or the desired properties for the solution to assign an a priori probability distribution p (f |θ f ) where θ f is its parameters.
• Use the Bayesian approach to obtain the joint a posteriori probability distribution in this unsupervised case (θ unknown):
• Finally, define an estimator f for f and θ for θ based on these posterior probability laws.
The next section sets the a priori laws used to find the expression of the a posteriori law.
f , 250 × 250 pixels g 1 , 50 × 50 pixels
A PRIORI MODEL OF THE HR IMAGE
As in [1] , we suppose in our model that the image f (r), r ∈ R, is made-up of a finite set K of homogeneous regions R k with given labels z(r) = k, k = 1, · · · , K. We note R k = {r : z(r) = k} and assume R = ∪ K k=1 R k and the pixel values corresponding to a region k:
Such images can be properly model in an effective and general way using the Hidden Markov Modeling (HMM). The central concept is to suppose that all the pixel values f k of an homogeneous region k follow a given probability law, that we chose to be a Gaussian N (m k , Σ k ) where m k is a vector of size n k = |R k | which is the number of pixels in region k, with K k=1 n k = |R| = n, the total number of pixels of the HR image f , and Σ k is assumed either diagonal Σ k = σ 2 k I, or representing the covariance matrix of a MRF parameterized by {σ k , ρ k }. More specifically:
where in the following we consider two cases for m k (r) which are detailed in section 4, V(r) represents neighboring pixels of r with |V(r)| = 4, and where β r is a coefficient depending on pixel r. Let n r be Card(V(r) ∩ R k ), which is the number of neighboring pixels of the pixel r that belong to the same region R k . β r equals to 1 n r if n r = 0 and equals to 0 otherwise.
Moreover, we assume that the pixels in different regions are independent:
where Σ k is a covariance matrix that is fitting, and which depends on the model of dependency that has been chosen. In the simulations of section 5, we used a first order Markov model limited to the four nearest neighbors.
) which results to the following FMM:
Then, we require to model the probability distribution p (Z(r) = z(r), r ∈ R) of the random vector Z = {Z(r) : r ∈ R} which we note now p (z). Again, as in [1] , the main difference with the classical FMM is that here, we model the structural dependency of {Z(r), r ∈ R} by the following PMRF:
The first order Markov model, which supposes a 4-connexity, assumes that each label value z(r) of a pixel at position r is function of the values of its four closest pixels z(s), s ∈ V(r). The parameter α controls the mean value of the classes' sizes. Thus, increasing α makes the different classes become more homogeneous (in practice we choose α = 2). The Hammerslay-Clifford equivalence of the Gibbs and Markov random fields allows to write:
which shows that the probability of obtaining a label z(r) for a pixel is related to the number of neighboring pixels having the same label. The Kronecker delta δ(.) is defined by δ(0) = 1, and δ(t) = 0 for t = 0. The last part of our a priori modeling is to assign a prior probability law p (θ) to the hyperparameters θ. We choose here to use the conjugate priors for simplicity [10] . Then, we need to assign prior probability laws to the means m k , to the covariance matrices Σ k , and also to the covariance matrices of the noises Σ i . The conjugate priors for the means m k are commonly the Gaussians N (m k |m k0 , σ k 2 0 ) and those for the covariance matrices Σ k are the inverse Wishart's IW(Σ k |α k0 , Λ k0 ). We assume that the noises i are independent, centered and Gaussian with covariance matrices Σ i which, hereafter, are also assumed to be diagonal giving Σ i = σ 2 i I. We note θ = {σ 
POSTERIOR PROBABILITY AND ESTIMATION ALGORITHM
The likelihood is obtained through the observation model (1) . Assuming the noise Gaussian, we have:
Then, the equations (2) and (3) give p (f |θ). Thus, the hyperparameters become
Next, we have the equation (4) that gives p (z) and which is a result of the PMRF model we put on labels. Also, we defined the conjugate prior laws for the hyperparameters at the end of section 3. Finally, we obtain the following joint posterior law of f , z and
This posterior law (6) is used through an hybrid Markov Chain Monte-Carlo (MCMC) Gibbs sampling to generate iteratively samples (f , z, θ) from which we can define the estimates ( f , z, θ). We call it MAP-Gibbs sampling:
This algorithm allows to estimate the HR image f (r), the structure of each homogeneous region modeled through z(r), and estimate also the corresponding hyperparameters m k , σ 2 k , ρ k and σ 2 i through an unsupervised iterative process. Detailed expressions of the posteriors p (θ|f , z, g), p (z|f , θ, g) and the sampling algorithms are given in [1] . Here, we only detail the evaluation of f when θ and z are known:
It can be shown that:
wheref (r) = f (r) − m(r). In the following we consider ρ k = 0 (local dependency of pixels in a given region), and m(r) either a piecewise constant function m k (r) = m k , or a piecewise bilinear function of the position r, i.e.
The priors on (a k , b k ) are chosen to be Gaussian laws with a mean equals to zero, and a large variance (so, it is almost equivalent to an uniform prior). From a posterior point of view, this is equivalent to use Gaussian laws with mean values estimated from the data and a low variance. 
SIMULATION RESULTS

Synthetic Data with Bilinear Regions
In the example presented in FIGURE 2, we began from the 200 × 200 pixels synthetic image made of homogeneous and bilinear regions (a) that we also degraded with a decimation factor equals to 4 and a 20 dB Gaussian noise using (1) . We used the registration method presented in [2] to estimate the global shift between images. The real shift values are known because they are synthetical data, and in this noisy case, only 50% of the correct shifts are accurately estimated by the chosen registration method. One of the 8 LR images of size 50 × 50 pixels obtained is shown on (d). Next, (b) and (e) are the HR image and its joint result of segmentation using the constant model, a SR factor of 4, and 8 labels for the segmentation's parametrization. (c) and (f) are the HR image and its joint segmentation using the same parameters but the bilinear model.
With this synthetic example made of bilinear regions and which corresponds well to our new model, we may notice that the HR image obtained with the bilinear method (c) is lightly better than the one obtained with the constant model (b). In particular, region's edges are sharper. Also, we can notice that reconstructed HR images are denoised in comparaison to LR image.
In comparison with f 8, const. , numerical criteria presented in 
2-D correlation coefficient
% of error on estimation of labels FIGURE 3 shows the results obtained with our two methods applied to a real video sequence, with a SR factor of 4 and 8 labels for the segmentation's parametrization. One of the 70 × 69 pixels LR images used in these processes is shown on (c). Then, (a) and (d) are the HR image and its joint result of segmentation using the constant model, and (b) and (e) are the HR image and its joint segmentation using the bilinear model.
Real Video Sequence
Here again, we can hardly notice any difference in both HR images obtained. However we might see that the "PHILIPS" tags on the batteries, which is unreadable on the LR image (c), is lightly more accurate on the HR image obtained with the bilinear method.
CONCLUSIONS
We presented in this communication an extension to a method of SR which is connected to a joint segmentation process and is realized in a Bayesian framework [1] . We have developed here a more complete model to define the region's homogeneity. We assume now that all pixel intensities in each given connexe homogeneous region follow a bilinear model.
We illustrated this new model with one synthetic example and one real video sequence. The obtained results show a light improvement in the reconstructed HR images using the bilinear model in comparison to the constant one. In the synthetic case, numerical criteria confirm the improvement brought by the bilinear model. In a more global perspective, we can see that HR images acquired with both methods show a lot more scene's details than the LR images, and they are correctly denoised. More, we obtain a segmentation's result which can be very useful to a posterior process such as geometrical feature extraction or detection.
