Abstract Let mad(G) denote the maximum average degree (over all subgraphs) of G and let χ i (G) denote the injective chromatic number of G. We prove that if ≥ 4 and mad(G) < 
(see [11] ). As a result, much of the work since then has focused on bounding the chromatic number for special classes of graphs and finding efficient algorithms to produce near optimal colorings. Such results include both the Four Color Theorem [17, 18] and the Strong Perfect Graph Theorem [4, 5, 19] .
An injective coloring of a graph G is an assignment of colors to the vertices of G so that any two vertices with a common neighbor receive distinct colors. The injective chromatic number, χ i (G) , is the minimum number of colors needed for an injective coloring. Injective colorings were introduced by Hahn et al. [12] , who showed applications of the injective chromatic number of the hypercube in the theory of errorcorrecting codes.
It's natural to look for relationships between the injective chromatic number, χ i (G) , and the (standard) chromatic number, χ (G) . With this goal in mind, we define the neighboring graph G (2) to be the graph with the same vertex set as G and with its edge set given by E(G (2) ) = {uv : vertices u and v have a common neighbor in G}. Note that χ i (G) = χ(G (2) ) ≤ χ(G 2 ); recall that V (G 2 ) = V (G) and uv
The chromatic number of G 2 has important applications in Steganography [10] , which is the study of hiding messages in other media in a way so that no one, apart from the sender and desired receiver, suspects the presence of a message. The chromatic number of G 2 has also been studied extensively in the case where G is a planar graph [14, 16] . Since injective coloring is a special case of standard vertex coloring, it is natural to ask if determining the injective chromatic number of an arbitrary graph is NP-hard. Hahn et al. showed that it is. So (much like standard coloring), we focus our efforts on bounding the injective chromatic number for special classes of graphs and finding efficient algorithms to produce near optimal colorings.
Since all the neighbors of a common vertex must receive distinct colors, it is easy to see that χ i (G) ≥ (G), where (G) is the maximum degree of G. When the context is clear, we will simply write . Many people are interested in graphs with relatively small injective chromatic number (at most + c for some constant c). One natural candidate for such a family of graphs is planar graphs or, more generally, sparse graphs [12, 13, 15] . Let mad(G) denote the maximum average degree (over all subgraphs) of G. We call a class G of graphs sparse if there exists a constant k such that for all G ∈ G, we have the inequality mad(G) < k. An easy application of Euler's formula shows that for every planar graph G, we have mad(G) < 2g g−2 , where g is the girth of G (the length of its shortest cycle).
In [8] , Doyon, Hahn, and Raspaud showed that for a graph G with maximum degree , the following three results hold: if mad(G) < In [7] the present authors improved some bounds given in [8, 15] in certain cases; specifically, we studied sufficient conditions to imply χ i (G) = and χ i (G) ≤ + 1. In the current paper, we study conditions such that χ i (G) ≤ + 2. Our main result is the following theorem. In contrast, the following graph G has (G) = 3 and χ i (G) = 6, but has only mad(G) = 36
Theorem 1 Let G be a graph with maximum degree ≥ 4. If mad(G) <

.
Example Let G be the incidence graph of the Fano Plane. Observe that G is 3-regular, bipartite, and vertex-transitive. Consider H = G − v, where v is an arbitrary vertex. To see that χ i (H ) = 6, we only need to note that the vertices in the part of size 6 form a clique in H (2) , but the vertices in the part of size 7 do not.
We will show that one cannot construct a graph G with (G) = 3, χ i (G) = 6, and mad(G) < Hahn et al. [13] conjectured that every planar graph G with maximum degree has χ i (G) ≤ 3 2 . For = 3, the conjecture says that χ i (G) ≤ 5. So, by the application of Euler's Formula mentioned above, Theorem 2 implies that this conjecture is true when the girth of G is at least 8.
The rest of the paper is organized as follows. In Sect. 2, we introduce reducible configurations, and, as a warmup, we prove Theorem 2. In Sect. 3, we prove Theorem 1, via the three cases ≥ 6, = 4, and = 5.
Reducible Configurations and Proof of Theorem 2
Before we give the proofs, we will give a brief overview of the discharging method. First, we introduce our notation. A k-vertex is a vertex of degree k; a k + -and a k − -vertex have degree at least and at most k, respectively. A thread is a path with 2-vertices in its interior and 3 + -vertices as its endpoints. A k-thread has k interior 2-vertices. If a 3 + -vertex u is the endpoint of a thread containing a 2-vertex v, then we say that v is a nearby vertex of u and vice versa. We write N 2 [u] to denote the vertex set consisting of u and its adjacent 2-vertices.
A block is a maximal 2-connected subgraph. A list-assignment is an assignment of (possibly distinct) lists of allowable colors to the vertices of a graph. A list-coloring is a proper coloring of the graph such that each vertex v receives a color c(v) from its list L (v) . (The name list-coloring is misleading, since the order of the colors in each "list" does not matter at all.) The language of list-coloring is the natural choice when we are trying to extend a partial coloring of the graph, since the colored vertices may forbid distinct sets of colors on distinct vertices.
All of our proofs rely on the techniques of reducibility and discharging (often these are simply called "the discharging method"). This method was central to the proof of the Four Color Theorem in the 1970s, but has only become widely used in the last 15 years. Most discharging proofs follow the same pattern. We assume, for contradiction, that the theorem we want to prove is false, and we choose graph G to be a minimal counterexample. We show that G cannot contain certain configurations; we call such a forbidden configuration a reducible configuration. 1 In the discharging phase, we use a counting argument to show that every supposed minimal counterexample must contain a reducible configuration; this yields a contradiction.
It is useful to observe that a proof by "minimal counterexample" (together with the discharging method) is simply a convenient way of rephrasing a proof by induction. Thus, when we say, "by minimality, G − v has an injective coloring with + 2 colors" we are essentially invoking the induction hypothesis. The advantage of using a minimal counterexample is that we need not specify a base case. So each reducible configuration represents an inductive step, and our discharging phase shows that in every case at least one of the inductive steps is applicable.
The proofs of Theorem 2 and Lemma 3 are straightforward applications of the discharging method. However, the proofs of Lemmas 4 and 5 are more technical. We use an auxiliary graph H ; our proofs are based on the idea of 2-alternating cycles, which were introduced by Borodin [1, 2] and later extended to 3-alternators by Borodin et al. [3] . In contrast to earlier reducible configurations, Borodin's 2-alternating cycles (and the subsequent 3-alternators) are infinite classes of reducible configurations, and thus contain reducible configurations that are arbitrarily large.
This innovation enabled Borodin to get the best known bounds on certain problems related to edge list-coloring. Our auxiliary graph H allows us to take a similar approach. Our subgraph K, which arises when analyzing the second discharging phase in the proofs of Lemmas 4 and 5, is an additional reducible configuration, and it can be arbitrarily large. All of our proofs yield simple algorithms that produce the desired coloring. We give more details about such algorithms following the proof of Lemma 4.
Proof of Theorem 2
Assume that G is a minimal counterexample to Theorem 2, that is, mad(G) < Now we show that (RC1)-(RC4) are reducible configurations. In later proofs, when > 3, we will often use the same reducible configurations. So, here we give proofs that do not use the fact = 3, but instead simply assume that every vertex has a list of available colors of size + 2. (which is a contradiction). We assign to each vertex v an initial charge
We then redistribute this charge by the following two discharging rules:
(R1) Each 3-vertex gives charge Now we verify that, after discharging, each vertex has charge at least 36 13 . (We write μ * (v) to denote the charge at v after applying the discharging rules.)
Recall that G contains no 1-vertex and observe that (RC2) and (RC3) imply that all vertices that are distance at most two from a 2-vertex must be 3-vertices. By (RC4), no 2-vertex lies on a 3-cycle. Furthermore, if a 2-vertex v lies on a 4-cycle with a 3-vertex u at distance 2, then v receives 2 13 from u, rather than just . Now we consider 3-vertices. Note that (RC2), (RC3), and (RC4) together imply that a 3-vertex v cannot have 2-vertices at both distance 1 and 2. Further, either v has no adjacent 2-vertices and at most three distance-2 2-vertices, or else v has at most one adjacent 2-vertex and no distance-2 2-vertices. In the first case, we have μ * (v) ≥ 3 − 3( 
Hence, the average degree is at least 36 13 . This contradiction completes the proof.
Proof of Theorem 1
To prove Theorem 1, we consider separately the cases = 4, = 5, and ≥ 6. The proof when ≥ 6 is similar to the proof of Theorem 2, so we consider it first. 
Now we consider the cases when ∈ {4, 5}. In the proofs thus far, we have extended partial colorings to uncolored vertices simply by counting the number of colors forbidden on an uncolored vertex, and noting that this number is smaller than + 2 (the number of colors we can use). To prove Lemmas 4 and 5, we need a more subtle argument. Before, we only cared about how many colors were available at each uncolored vertex. Now, we also care which colors are available. We write L(v) to denote the set of colors available at vertex v, given a specified partial coloring. We will need the following two fundamental results on list coloring.
Lemma A (Vizing [20] We consider the charges after the first discharging phase.
2-vertex: Configurations (RC1) and (RC2) together imply that each neighbor of a 2-vertex is a 3
Note that every 2-vertex and 3-vertex has charge at least 14 5 , but 4-vertices can have insufficient charge. We now construct an auxiliary graph H . Our aim, in constructing H , is to find extra charge to give to the needy 4-vertices. Graph H will not contain all the vertices of G, but H will contain every vertex of G that has charge less than 14 5 after the first discharging phase; H will also contain some of the other vertices.
If H is acyclic, then we will show how to complete the discharging argument. If we cannot complete the discharging argument, then we will use H to show that G contains a reducible configuration. More specifically, we construct H so that every cycle in H corresponds to an even cycle in G in which each vertex v satisfies d G (2) (v) ≤ 6; we show if we cannot complete the discharging argument, then one of these even cycles in G is contained in a reducible configuration.
For convenience, we introduce a subgraph G (2) of G (2) . We form G (2) from G (2) by deleting all 2-vertices of G that have degree at most 5 in G (2) ; we can greedily color these vertices after all others. Hence, it suffices to properly color G (2) . We denote the degree of a vertex v in G (2) by d(v). We construct H by the three following rules. We apply rule 3 after applying rules 1 and 2 everywhere that they are applicable. 
Let C be the shortest cycle in G that contains all the vertices of V (C) in the order in which they appear in C; thus, V (C ) contains V (C), as well as some additional 2-vertices and possibly 3-vertices. Let K be the subgraph of G consisting of C and a shortest path from C to u (including u); if u lies on C , then we also include in K a 2-vertex that is adjacent to u, but that is not responsible for any edge of C. Our proper coloring of G (2) \ N 2 [u] can naturally be restricted to a proper coloring of G (2) \ N 2 [u]. We will first modify the coloring of G (2) \ N 2 [u] to get a proper coloring of G (2) − V (K), then show how to extend this coloring to G (2) . We call these objectives our first and second goals.
If u lies on C , then at most one vertex w of N 2 [u] is not in K. Beginning with our coloring of G (2) \ N 2 [u], we greedily color w, then uncolor the vertices of K; this yields a coloring of G (2) − V (K). Thus, if u lies on C , we achieve our first goal. It's important to notice (and we explain it further in the next paragraph) that C is an even cycle (in G), and hence V (C ) forms two disjoint cycles in G (2) . Thus K (2) consists of two components. We call the component of K (2) that includes x the first component and we call the other component of K (2) the second component.
To see that C is an even cycle, note the following. Due to (RC5), if C contains an edge created by (H2), then C contains two successive such edges, yet C must not contain three successive such edges, since this would force an instance of (RC3) or (RC4). In contrast (to edges created by (H2)), each edge in H on C that was created by (H1) corresponds to two adjacent edges in G on C . Now we assume instead that u does not lie on C ; let x denote the vertex of degree 3 in K. The main idea in this case is the same as the previous case, but now we have a few more pesky details. Unfortunately, the present case can occur if d G (x) = 3 and all three edges incident to x in H came via rule (H2), rather than (H1).
A picture in the present case would look similar to the case shown in Fig. 3 . The only difference is that the first and second components now each have a "tail" (path hanging off a single vertex); in the first component the tail attaches at x and in the second component it attaches at the neighbor (in G) of x that is not on C (the "top of the hat" in Fig. 3) . Note that the path from x to u in G is of even length; this is true for the same reason that C is an even cycle. Hence, vertex u is in the first component and the vertices in N 2 [u] − u are in the second component. Fig. 3 An example of the subgraphs K and K (2) , when u lies on C . The thin lines denote edges of the graph G and the thick lines denote edges of G (2) , and, specifically, of K (2) . Vertex u lies in the first component, which is a 5-cycle. The second component is a "5-cycle with a hat"
Starting from our coloring of G (2) \ N 2 [u] , we uncolor all vertices of the second component. We now greedily color the uncolored vertices of the second component that are not on C in order of decreasing distance from C (as we show in the next paragraph, this uses at most 6 colors). Finally, we uncolor the vertices of K in the first component. This accomplishes our first goal, i.e., it yields a coloring of G (2) − V (K) (except that the vertices in the tail of the first component are already colored). Now we work toward our second goal (extending the above coloring of G (2) − V (K)). Let L(v) denote the list of remaining available colors at each uncolored vertex v of K. By Lemma A and Theorem B, to complete the coloring of G (2) , it suffices to show that each component of K (2) either contains a vertex w with |L(w)| > d K (2) (w) or contains a block that is neither a clique nor an odd cycle.
Rule (H3) implies that d(v) ≤ 6 for each v ∈ V (H ).
Since each vertex v of K has d(v) ≤ 6 and we are allowed 6 colors for our injective coloring of G, we thus have
Since u is counted by either V 2,2,2,3 or V 2,2,2,2 , we have d(u) < 6; hence, we conclude that d K (2) (u) < |L(u)|. Thus, by Lemma A, we can extend the coloring of G (2) − V (K) to the first component. Clearly, the second component contains a cycle E. Note that the two neighbors of x that lie on E (and are adjacent to each other in E) also have a common neighbor in K (2) ; hence, the second component contains a block that is not a cycle or a clique. Thus, by Theorem B, we can extend the coloring of G (2) − V (K) to the second component. This accomplishes our second goal. Hence, we have shown that if the surplus is negative, then G (2) contains a reducible configuration.
We now show that if the surplus is nonnegative, then the average degree in G is at least 14 5 . We must verify that after each leaf in H gives a charge of . Hence, we need only consider the case when during the first discharging phase v gave charge to at most two 2-vertices and at least one 3-vertex. We examine three subcases.
If v is adjacent in G to two 2-vertices and two 3-vertices, then d(v) ≤ 6, so rule (H3) does not apply to v;
If v is adjacent to at most one 2-vertex, then after the initial discharging phase,
. Finally, suppose that v gave charge to two 2-vertices and one 3-vertex. If the final neighbor of v is a 4-vertex, then d G (2) (v) = 7. However, the 3-vertex adjacent to v is also adjacent to a 2-vertex u.
The process of converting a discharging proof into an efficient coloring algorithm is well understood (see [6] , Sect. 6). We repeatedly remove reducible configurations, until we reach the empty graph. We then reconstruct the graph, by adding back the reducible configurations in reverse order, and extending the coloring as we go. To make this algorithm efficient, at each step we must find a reducible configuration quickly. If all of our reducible configurations are of bounded size, then we can repeatedly find them in constant amortized time; this yields a linear running time. However, some complications arise here, since the subgraph K may be arbitrarily large. It is straightforward to overcome these difficulties with an algorithm that runs in quadratic time. With more care (and a better choice of data structures), the algorithm can be made to run in n log n time, where the input graph has n vertices.
The proof of Lemma 5 is similar to the proof of Lemma 4, but slightly more complicated. The additional obstacle we must address in the next proof is verifying that each 5-vertex has sufficient charge. The additional asset we have is that we are allowed to use 7 colors (rather than the 6 colors allowed in Lemma 4).
Lemma 5 If
Proof Suppose the lemma is false; let G be a minimal counterexample. The following four configurations are reducible. Proofs for (RC1)-(RC3) are given in the proof of Theorem 2. A proof for (RC4) is straightforward and left to the reader. In the first discharging phase, we apply the following three discharging rules: 
For convenience, we introduce a subgraphG (2) of G (2) . We formG (2) from G (2) by deleting all vertices of G that have degree at most 6 in G (2) ; we can greedily color these vertices after all others. We denote the degree of a vertex v inG (2) byd(v). (Note the subtle difference from the proof of Lemma 4: to form G (2) we only deleted 2-vertices, but now we delete all vertices withd(v) ≤ 6. This change is necessary to accomodate the 5-vertices.) Hence, it suffices to properly colorG (2) . Again we construct an auxiliary graph H , to help finish the discharging argument. We construct H by the two following rules: Let V 2,2,2,3 denote the number of 4-vertices in G that are adjacent to three vertices of degree 2 and one vertex of degree 3; similarly, let V 2,2,2,2 denote the number of 4-vertices in G that are adjacent to four vertices of degree 2. Let denote the number of leaves in H . At the end of the second discharging phase, the bank has a surplus equal to 1 5 ( − V 2,2,2,3 − 2V 2,2,2,2 ). We will show that if the surplus is negative, then G contains a reducible configuration and if the surplus is nonnegative, then every vertex of G has charge at least 14 5 (which contradicts mad(G) < 14 5 ). First, we assume the surplus is negative. Note that if the surplus is negative, then it must be negative when restricted to some component J of H . Observe that each vertex counted by V 2,2,2,3 has degree 3 in H and each counted by V 2,2,2,2 has degree 4 in H . Thus, if the surplus is negative when restricted to J , then J has average degree greater than 2. Hence, J contains a cycle C and at least one vertex u counted by either V 2,2,2,3 or V 2,2,2,2 . Recall that N 2 [u] is the set consisting of vertex u and all adjacent 2-vertices. By the minimality of G, we have an injective 7-coloring of
; equivalently, this is a proper coloring of G (2) 
Let C be the shortest cycle in G that contains all the vertices of V (C) in the order in which they appear in C; thus, V (C ) contains V (C), as well as some additional 2-vertices. Let K be the subgraph of G consisting of C and a shortest path from C to u (including u); if u lies on C , then we also include in K a 2-vertex that is adjacent to u, but that is not responsible for any edge of C. Our proper coloring of G (2) \ N 2 [u] can naturally be restricted to a proper coloring ofG (2) \ N 2 [u] . We will first modify the coloring ofG (2) \ N 2 [u] to get a proper coloring ofG (2) − V (K), then show how to extend this coloring toG (2) . We call these objectives our first and second goals.
If u lies on C , then at most one vertex w of N 2 [u] is not in K. Beginning with our coloring ofG (2) \ N 2 [u], we greedily color w, then uncolor the vertices of K; this yields a coloring ofG (2) − V (K). Thus, if u lies on C , we achieve our first goal. It's important to notice (and we explain it further in the next paragraph) that C is an even cycle in G, and hence V (C ) forms two disjoint cycles inG (2) . Thus K (2) consists of two components. Let x denote the vertex of degree 3 in K. We call the component of K (2) that includes x the first component and we call the other component of K (2) the second component.
We now assume that u does not lie on C . Again C is an even cycle, and hence V (C ) forms two disjoint cycles in G (2) . This observation follows directly from the fact that each edge of H is constructed by rule (H1), and therefore corresponds to two successive edges on C . Note that the path from x to u in G is also of even length; this is true for the same reason that C is an even cycle. Hence, vertex u is in the first component and the vertices in N 2 [u] − u are in the second component. Starting from our coloring ofG (2) \ N 2 [u] , we uncolor all vertices of the second component. Thus, if u does not lie on C , then we achieve our first goal. Now we work toward our second goal, extending the partial coloring toG (2) . Let L(v) denote the list of remaining available colors at each vertex v. Rule (H2) implies thatd(v) ≤ 7 for each v ∈ V (H ). Since each vertex v of K hasd(v) ≤ 7 and we are allowed 7 colors for our injective coloring of G, we thus have |L(v)| ≥ d K (2) (v) for each vertex v. By Lemma A and Theorem B, to complete the coloring of G (2) , it suffices to show that each component of K (2) either contains a vertex w with |L(w)| > d K (2) (w) or contains a block that is neither a clique nor an odd cycle.
Since u is counted by either V 2,2,2,3 or V 2,2,2,2 , we haved(u) < 7; hence, we conclude d K (2) (u) < |L(u)|. Thus, we can extend the coloring ofG (2) − V (K) to the first component. Clearly, the second component contains a cycle E. Note that the two neighbors of x that lie on E (and are adjacent to each other in E) also have a common neighbor in K (2) ; hence, the second component contains a block that is not a cycle or a clique. Thus, we can extend the coloring ofG (2) − V (K) to the second component. This achieves our second goal. Hence, we have shown that if the surplus is negative, thenG (2) contains a reducible configuration.
We now show that if the surplus is nonnegative, then the average degree in G is at least 14 5 . We must verify that after each leaf in H gives a charge of 1 5 to the bank and each vertex in H counted by V 2,2,2,3 or V 2,2,2,2 receives charge from the bank, every vertex has charge at least 14 5 . To denote the charge at each vertex v after the second discharging phase, we write μ * * (v).
First, we consider a vertex 
We must verify that for each such vertex, eitherd(v) ≤ 6 or v is able to give sufficient charge to the bank after it is split by rule (H2). If in G vertex v is adjacent to at least three 2-vertices, thend(v) ≤ 7. If in the initial discharging phase, v has only given charge to two 2-vertices (and no 3-vertices), then v has sufficient charge to give to the bank if it is split by rule (H2). Hence, we need only consider the case when during the first discharging phase v has given charge to at most two 2-vertices and at least one 3-vertex. Note, as follows, that rule (R2.4) will never cause the charge of a 4-vertex v to drop below If v is adjacent in G to two 2-vertices and two 3-vertices, thend(v) ≤ 6. If v is adjacent to at most one 2-vertex, then after the initial discharging phase, v has charge at least 4 − to the bank. Finally, suppose that v has given charge to two 2-vertices and one 3-vertex. Observe that the 3-vertex adjacent to v is also adjacent to a 2-vertex u. Because d G (2) (u) ≤ 6, we see thatd(v) ≤ 7.
Finally, we consider a vertex v ∈ H such that d G (v) = 5. If v is adjacent in G to at most three 2-vertices and at most four 3 − -vertices, then μ * * (v) ≥ μ * (v) − 3( 
= 3; hence, we assume that v is split by (H2), which implies thatd(v) ≥ 8. This inequality implies that at least three 3-vertices that are adjacent to v are not adjacent to 2-vertices (if such a 3-vertex is adjacent to a 2-vertex u, then d G (2) (u) ≤ 6, so u does not contribute tod(v)). Hence, these 3-vertices do not receive charge from v, so we conclude that μ * * (v) ≥ 5 − 2( So v must be adjacent to exactly four 3 − -vertices, and all of these 3 − -vertices are 2-vertices. Consider d H (v) before we apply rule (H2). Each edge incident in H to v corresponds to a 2-vertex in G that is adjacent to v and is also adjacent to a 4-vertex u. If at least two of these 4-vertices have d G (2) (u) ≤ 6, thend(v) ≤ 6, and v is not split by (H2). Suppose one such 4-vertex u has d G (2) (u) ≥ 7. Either u is adjacent to at most two 2-vertices, or u is adjacent to three 2-vertices and one 5-vertex; in both cases, μ * (u) ≥ 3, so u gives charge By combining Lemmas 3, 4, and 5, we prove Theorem 1. Although we have stated our results only for injective coloring, all of our proofs yield the same bounds for injective list coloring (which is defined analogously). Our proofs for the reducible configuration are already phrased in terms of list coloring. Thus, we would only need to use minimality to assume an injective list-coloring of the subgraphs of our minimal counterexample, rather than simply an injective coloring, as we have done.
