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Zusammenfassung
Bei einer Reihe bedeutsamer industrieller Prozesse, wie dem Stahl-Strangguss oder
der Kristallzucht für die Photovoltaik, ist die Strömung flüssiger Metalle oder Halblei-
ter entscheidend für den Energieaufwand bei der Herstellung und die Qualität des
Endproduktes. Eine gezielte, berührungslose Einwirkung von Lorentzkräften auf die
heißen Schmelzen kann dabei die Ressourceneffizienz eines Prozesses signifikant stei-
gern. Die komplexe Interaktion von elektrisch leitfähigen Fluiden und magnetischen
Wechselfeldern wird dazu in der Magnetohydrodynamik (MHD) durch Experimente im
Labormaßstab an niedrigschmelzenden Metallen untersucht. Die dabei auftretenden
instationären, dreidimensionalen Strömungsfelder erfordern eine nicht-invasive, bild-
gebende Strömungsmesstechnik für opake Fluide mit hoher Orts- und Zeitauflösung,
welche derzeitig nicht für die MHD zur Verfügung steht.
Im Rahmen dieser Arbeit soll mit den Mitteln der Elektrotechnik eine für MHD-Modell-
experimente geeignete Messtechnik basierend auf dem Ultraschall-Doppler-Prinzip
geschaffen werden. Dabei wird der Ansatz verfolgt, die Komplexität eines Messsystems
vom mechanischen Aufbau hin zur Rechentechnik zu verlagern, um durch die dort in
jüngster Zeit verfügbaren Ressourcen neuartige Signalverarbeitungsmethoden und
eine höhere Flexibilität zu ermöglichen. Mit dem Ultrasound Array Doppler Velocime-
ter (UADV) wurde ein flexibles Messsystem für MHD-Modellexperimente geschaffen,
welches eine mehrkomponentige Mehrebenenmessung durch Sensordatenfusion von
bis zu neun linearen Wandlerarrays im kombinierten Zeit- und Ortsmultiplex erreicht.
Die Signalverarbeitung ist durch eine auf einem Field Programmable Gate Array imple-
mentierte Datenkompression onlinefähig. Sie reicht trotz geringer rechentechnischer
Komplexität bis auf Faktor 3 an die fundamentale Grenze der Messunsicherheit, die
Cramér-Rao-Schranke, heran. Das UADV wurde über ein Kalibrierexperiment mit inter-
ferometrischer Referenzmessung auf die SI-Einheiten zurückgeführt.
Das UADV wurde an einer magnetfeldgetriebenen Strömung in einem kubischen Gefäß
angewandt. Numerische Simulationen sagen dort nicht-deterministisch einsetzende
Instabilitäten im Übergangsbereich des laminaren zum turbulenten Strömungsregimes
vorher. Durch eine simultane Zweiebenenmessung mit hoher örtlicher (3 . . . 5mm) und
zeitlicher Auflösung (Bildrate 11,2Hz) bei gleichzeitig langer Aufnahmedauer (> 1000 s)
konnten die Instabilitäten erstmals experimentell charakterisiert werden. Eine Haupt-
komponentenanalyse identifizierte ein gekoppeltes Paar von Strömungsmoden, welche
eine spontan anfachende harmonische Oszillation mit der Frequenz 𝑓 = 0,072Hz
beschreiben und durch komplexe Wirbel gekennzeichnet sind. Die Analyse der Mess-
unsicherheit für das gegebene Experiment ergab, dass diese mit 𝜎v,rel = 13,9% haupt-
sächlich durch das räumliche Auflösungsvermögen bestimmt wird.
Das Schallfeld ist bei ultraschallbasierten Messverfahren ausschlaggebend für die Eigen-
schaften der Bildgebung. Mit dem Phased Array Doppler Velocimeter (PAUDV) wurde
ein modulares Messsystem mit adaptiven Schallfeld aufgebaut, wobei durch digitale
Strahlformung die örtliche und zeitliche Auflösung signifikant erhöht werden kann. Eine
aktive Kontrolle des Schallfeldes ermöglicht zudem die Messung durch Objekte mit
komplexen, unbekannten Ausbreitungseigenschaften. Mit dem Time Reversal Virtual
Array (TRVA) wird dabei eine effiziente Methode zur Bildgebung vorgestellt und auf
die Strömungsmessung durch einen Multimode-Wellenleiter angewandt. Damit kann
die Beschränkung bildgebender Ultraschallmesstechnik hinsichtlich der Betriebstem-
peratur der Wandler umgangen und heiße Schmelzen industrieller und technischer
Prozesse für nichtinvasive In-Prozess-Bildgebung zugänglich gemacht werden.
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Abstract
In many important industrial processes, such as continuous steel casting or crystal
growth for photovoltaic silicon, the flow of liquid metals or semiconductors determines
the energy consumption of the process and the quality of the product. Influencing
the hot melts contactlessly through Lorentz forces for a targeted flow control can
significantly improve the resource-efficiency of a process. The complex interaction of
electrically conductive fluids and alternating magnetic fields is investigated in the field
of magnetohydrodynamics (MHD) through laboratory-scale experiments in low melting
metals. The emerging instationary, three-dimensional flows require a temporally and
spatially high-resolved non-invasive flow imaging system, which currently is not available
for MHD research.
In this work, a flow instrumentation for MHD experiments based on the ultrasound
Doppler principle is created through means of electrical engineering. The general
approach is to shift the complexity of a system from mechanics over electronics to
an algorithmic implementation in order to exploit the recent computational advances,
enabling novel signal processing methods and increasing the flexibility.
The ultrasound array Doppler velocimeter (UADV) has been created as a flexible in-
strumentation system for MHD experiments. It supports multicomponent, multiplane
velocity measurements through sensor fusion of up to nine linear transducer arrays
with spatiotemporal multiplexing. An online signal processing is realized through data
compression on a field-programmable gate array (FPGA). It achieves an uncertainty as
low as a factor 3 of the Cramér-Rao lower bound despite a low computational complexity
of the algorithm.
The UADV has been applied to a magnetically-driven flow in a cubic vessel. Numerical
simulations predicted a non-deterministic instability in the transitory region between
laminar and turbulent flow regimes. A simultaneous two-dimensional two-component
flow measurement with high spatial (3 . . . 5mm) and temporal resolution (frame rate
11,2Hz) over long durations (> 1000 s) allowed to characterize those instabilities exper-
imentally for the first time. A principal component analysis identified a pair of coupled
modes with a complex vortex structure that performs a spontaneously onsetting os-
cillation at 𝑓 = 0,072Hz. The measurement uncertainty for the experiment has been
evaluated to be 𝜎v,rel = 13,9% and is primarily caused by the spatial resolution of the
system.
The properties of ultrasound-based imaging are primarily determined by the sound
field. The phased array Doppler velocimeter (PAUDV) has been developed as a modular
flow instrumentation system with an adaptive sound field, which allows to increase
the spatial and temporal resolution. Furthermore, an active control of the sound field
enables measurements despite a complex, unknown sound propagation. A method to
image through strong aberrations efficiently has been proposed with the time reversal
virtual array (TRVA). It has been applied to flow imaging through a multimode waveguide,
thus allowing to circumvent the limitation of common ultrasound imaging systems
regarding their maximum operating temperature. This paves the way for in-process
flow imaging of hot, opaque liquids in technical and industrial processes.

The only way to define your
limits is by going beyond them.
(Arthur C. Clarke)
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1 Einleitung
1.1 Motivation
Bei einer Vielzahl von bedeutsamen industriellen Prozessen bestimmt die Strömung
von Schmelzen den lokalen Wärme- und Stofftransport und hat damit maßgeblichen
Einfluss auf die Qualität des Endproduktes, die Prozessausbeute und den Energieein-
satz. Daher sind im Rahmen der Bestrebungen zu “intelligenten Fabriken” einerseits
die In-Prozess-Messung der relevanten Größen, andererseits geeignete Einflussmög-
lichkeiten auf die heißen Schmelzen nötig. Für Letzteres kann man mit den Mitteln
der Magnetohydrodynamik (MHD) durch magnetische Wechselfelder berührungslos
auf elektrisch leitfähige Schmelzen einwirken [1]. Dadurch kann die Ressourcen- und
Kosteneffizienz eines Prozesses erheblich gesteigert und ein indirekter Beitrag zum Um-
weltschutz geleistet werden. Konkret bedeutet dies für zwei exemplarische industrielle
Prozesse:
• Stahl-Strangguss: Die Stahlindustrie ist mit 15% der weltweit der größte Energie-
verbraucher, wobei für jede Tonne Stahl im Schnitt 1,9 t CO2 emittiert werden [2].
Das auf 96%des Rohstahls angewandteGießverfahren ist der Stahl-Strangguss [3],
daher führen kleine Verbesserungen des Ertrags zu hohen energetischen Einspa-
rungen. Beim Stranggussverfahren wird der flüssige Rohstahl über ein Tauchrohr
in eine Kokille geleitet und daraus kontinuierlich ein Strang gezogen. Durch fort-
schreitendes Abkühlen erstarrt erst eine äußere Schale und dann der gesamte
Querschnitt. Die Schmelzströmung in der Kokille hat einen direkten Einfluss auf
die Stahlqualität und den Ertrag, was im Extremfall bis zu einem Durchbruch der
Strangschale und damit zu einem kompletten Produktionsstillstandmit hohen Ver-
lusten führen kann [4]. Daher ist es wünschenswert, einerseits eine weitreichende
Prozessüberwachung der Strömung und Struktur in der Kokille zu realisieren
und andererseits die Schmelzströmung auf geeignete Art zu beeinflussen. Eine
berührungslose Strömungskontrolle wird beispielsweise mit dem electromagnetic
braking realisiert, was zu einer Verbesserung der Materialhomogenität des Stahls
und Reduktion der Einschlüsse führen kann [5]. Dabei wird ein magnetisches
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Gleichfeld angelegt, dass analog zu einer Wirbelstrombremse über Lorentzkräfte
dämpfend auf die Strömung wirkt und so die Mitnahme nichtmetallischer Partikel
von der Schmelzbadoberfläche verhindern soll. Allerdings zeigen experimentelle
Studien in jüngerer Zeit einen konträren Effekt zur Strömungsberuhigung: Der
Strahl aus dem Tauchrohr beschleunigt sich signifikant und ändert seine Lage [6].
Dies verdeutlicht einen grundlegenden Forschungsbedarf hinsichtlich der kom-
plexen Interaktion von Schmelze und Magnetfeld an geeigneten Modellen und
bekräftigt die Erfordernis einer In-Prozess-Strömungsmessung.
• Silizium-Kristallzucht: Der globale Übergang von fossilen zu erneuerbaren En-
ergiequellen ist eine zwingende Folge der Endlichkeit natürlicher Ressourcen.
So ist es in der Bundesrepublik Deutschland erklärtes Ziel, bis zum Jahr 2025
mehr als 40% des Stromverbrauchs aus regenerativen Quellen, vorwiegend aus
Wind- und Photovoltaikanlagen, zu decken und dabei diesen beachtlichen Aus-
bau kosteneffizient zu gestalten [7]. Dazu müssen insbesondere die Kosten pro
Watt installierter Leistung reduziert werden, was bei der Photovoltaik über eine
Effizienzsteigerung der Zellen bei gleichzeitiger Senkung der Produktionskosten er-
reicht werden kann. Analog zumMooreschen Gesetz der Mikroprozessorfertigung
besagt das Swanson’sche Gesetz eine 20-%-ige Reduktion der Leistungskosten für
eine Verdopplung der kumulativ installierten Leistung der Photovoltaik voraus [8].
Ein Ansatzpunkt dazu ist die Optimierung des Silizium-Kristallzucht-Prozesses.
Bei der gerichteten Erstarrung, dem dominierenden Herstellungsverfahren für
Photovoltaik-Silizium, wird das Rohmaterial in einen Tiegel mit rechteckigem Quer-
schnitt gegeben und durch meist resistive Heizung verflüssigt. Die Kristallisation
erfolgt durch Aufprägen eines Temperaturgradientens, so dass vom Boden her
eine Erstarrung einsetzt. Sowohl die Form und Dynamik der Grenzfläche als auch
die Strömung in der Schmelze haben dabei Einfluss auf die Defektdichte im Kristall
und bestimmen damit entscheidend den Ertrag des Prozesses und den Wirkungs-
grad der Solarzelle [9]. Die magnetischen Wechselfelder der resistiven Heizung
können zur gezielten Beeinflussung der Schmelzströmung genutzt werden, wenn
die Interaktion von Magnetfeld und Schmelze verstanden wird [10].
Neben den Beispielen zum Forschungsbedarf an industriellen Prozessen sind auch eine
Reihe technischer, geo- und astrophysischer Vorgänge durch MHD bestimmt [1]. Dies
motiviert weitere Grundlagenforschung sowie konkret auf diese Prozesse bezogene
Untersuchungen. Dabei sind verbreitete Ansätze, um einen Erkenntnisgewinn in der
MHD zu erlangen:
• analytische Berechnung/numerische Simulation: Die grundlegenden Zusam-
menhänge der MHD also insbesondere die Navier-Stokes- und Maxwell-Gleichun-
gen können analytisch oder numerisch gelöst werden, wobei sich der analytische
Ansatz auf einfache Fälle beschränkt [1]. Die Verwendung numerischer Simula-
tionen, auch computational magnetohydrodynamics genannt, ist auch für kom-
plexere Untersuchungsobjekte geeignet, die räumlich und zeitlich diskretisiert
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und dann iterativ berechnet werden. Das Ergebnis ist meist ein dreidimensiona-
les, dreikomponentiges und zeitaufgelöstes Geschwindigkeitsfeld, welches eine
umfassende Analyse von Strömungsphänomenen ermöglicht. Für turbulente Strö-
mungen ist allerdings die Annahme eines Turbulenzmodells, oder im Falle der
direkten numerischen Simulation, eine sehr hohe Anzahl von Gitterpunkten nötig.
Letzteres schränkt trotz des in jüngster Zeit erfolgten Anstiegs an verfügbarer
Rechenleistung den Anwendungsbereich stark ein. Weiterhin ist zur Validierung
der Annahmen an die (unsicherheitsbehafteten) Materialparameter, Randbedin-
gungen und getroffenen Vereinfachungen immer eine Kalibrierung der Numerik
an experimentellen Daten notwendig [11].
• Modellexperiment: Für ein Modellexperiment wird ein zu untersuchender Pro-
zess durch Nutzung von Skalierungsgesetzen auf einen laborgerechten Maßstab,
insbesondere hinsichtlich der Abmessungen und der Temperatur, gebracht [11].
Die eingesetzten Fluide müssen dabei typischerweise eine gute elektrische Leit-
fähigkeit aufweisen, daher ist der Einsatz niedrig-schmelzender Metalle wie die
Legierung Gallium-Indium-Zinn (GaInSn, Schmelztemperatur 𝜗 = 10 ∘C [12]) eine
etablierte Vorgehensweise in der MHD [13]. Entscheidend für den Erkenntnisge-
winn eines Modellexperiments ist eine geeignete Messtechnik für alle relevanten
Größen. Insbesondere für komplexe, instationäre Strömungsfelder ist dabei eine
mehrkomponentige, mehrdimensionale Bildgebung nötig.
• In-Prozess-Messung: Im Gegensatz zu geophysischen und astrophysischen MHD-
Phänomenen sind technische und industrielle Prozesse teilweise auch unmittelbar
zugänglich. Werden die oftmals harschen Umgebungsbedingungen, insbesondere
hohe Temperaturen, chemische Korrosivität und mechanische Beanspruchung
überwunden, so kann mit einer In-Prozess-Messung die direkteste Form der Un-
tersuchung vorgenommen werden. Im Falle einer onlinefähigen In-Situ-Messung
kann man zudem den Regelkreis schließen und damit eine gezielte Prozessbeein-
flussung mit potentiell hohen Effizienzgewinnen erreichen [14].
Um einen Beitrag in der MHD-Forschung zu leisten, ergeben sich für die Messtechnik
insbesondere folgende Ansatzpunkte: Einerseits sind bildgebende, nicht-invasive Strö-
mungsmessverfahren für opake Fluide bei Raumtemperatur nötig, die eine geeignete
Orts- und Zeitauflösung, Messdauer und Messunsicherheit aufweisen. Andererseits ist
eine nichtinvasive Struktur- und Strömungsbildgebung an heißen, undurchsichtigen
Fluiden (𝜗 > 300 ∘C) nötig, die in harschen industriellen Umgebungen einsetzbar ist.
1.2 Stand der Technik
Seit den Anfangsjahren der MHD wurden bereits invasive, punktförmige Geschwindig-
keitsmessverfahren wie beispielsweise Pitot-Sonden [15], Potentialdifferenzsonden [16,
17], Hitzdrahtanemometer [18] oder Kraftsonden [19] eingesetzt. Der vordergrün-
dige Nachteil invasiver Methoden ist jedoch die Beeinflussung der Strömung durch
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das Einbringen von Sensoren an den Messort. Weiterhin ist der direkte Kontakt mit
der Schmelze aufgrund der chemische Aggressivität und der Exposition gegenüber
Verunreinigungen in den meisten Fällen problematisch. Eckert et al. [20, 21] zeigen
eine Übersicht der in jüngster Zeit verstärkt eingesetzten nicht-invasiven Verfahren. Im
Folgenden sollen vorhandene Strömungsmessverfahren für opake Fluide betrachtet
werden, die nicht-invasiv und zur Bildgebung geeignet sind. Ihre Spezifikationen sind in
Tab. 1.1 zusammengefasst.
Lorentz force velocimetry (LFV): Thess et al. [22] beschreiben ein berührungsloses Strö-
mungsmessverfahren für leitfähige Fluide, die LFV. Wird ein elektrischer Leiter, beispiels-
weise eine leitfähige Flüssigkeit, durch ein Magnetfeld bewegt, so werden Wirbelströme
induziert. Diese interagieren wiederum mit dem Magnetfeld und führen zu einer wech-
selseitigen Kraftwirkung zwischen Leiter und dem Magneten, der Lorentzkraft. Die
Kraftdichte 𝑓 ist dabei proportional zur Geschwindigkeit 𝑣, der elektrischen Leitfähig-
keit 𝜎 und zum Quadrat der magnetische Flussdichte 𝐵: 𝑓 ∝ 𝜎𝑣𝐵2 . Die LFV misst die
Kraft auf einen Permanentmagneten in der Nähe der Strömung und kann damit auf
die integrale Geschwindigkeit des vom Magnetfeld durchdrungenen Fluides schließen.
Dabei sind typischerweise Kräfte im Bereich von wenigen Millinewton aufzulösen, was
durch eine Kombination eines Biegebalkens mit einer optischen Auslenkungsmessung
realisiert wird [23]. Heinicke und Wondrak [24] demonstrieren durch Nutzung stark
inhomogener Magnetfelder eine ortsaufgelöste Messung nahe der Fluidoberfläche. Die
lokale LFV liefert dabei punktförmige Geschwindigkeitsinformationen; in Kombination
mit einer mechanischen Traversierung des Messaufbaus kann damit eine flächige Strö-
mungsmessung nahe der Wand mit ≈ 30mm Ortsauflösung erreicht werden [23]. Eine
Abwandlung des Messprinzips ist die time-of-flight LFV [25, 26]. Bei ihr werden zwei
Kraftaufnehmer in bekanntem Abstand 𝑙 positioniert. Fluktuationen in der Leitfähig-
keit des Mediums und der Strömung bilden ein charakteristisches Zeitsignal 𝐹(𝑡), das
auf beiden Detektoren erfasst wird: 𝐹1(𝑡) = 𝐹(𝑡); 𝐹2(𝑡) = 𝐹(𝑡 + 𝜏). Eine Korrelation
beider Zeitsignale liefert die Zeitverzögerung 𝜏 zueinander, mittels derer man auf die
Fluidgeschwindigkeit 𝑣 nach 𝑣 = 𝑙/𝜏 schließen kann. Im Gegensatz zur oben genannter
Variante besteht keine Abhängigkeit zur spezifischen elektrischen Leitfähigkeit 𝜎 des
Fluides und zur magnetische Flussdichte 𝐵, d.h. diese Größen müssen nicht bekannt
sein, bzw. kalibriert und über die Messung konstant gehalten werden.
Contactless inductive flow tomography (CIFT): Ein weiteres induktionsbasierendes Ver-
fahren zur berührungslosen Strömungsmessung in opaken Fluiden ist die von Stefani
und Gerbeth [27] beschriebene CIFT. Wie auch bei der LFV werden durch ein externes
Magnetfeld elektrische Wirbelströme in einem bewegten Leiter induziert. Diese wieder-
um erzeugen ein Magnetfeld, das außerhalb des Fluides detektiert werden kann. Zur
Rekonstruktion des Strömungsfeldes im Fluid muss ein schlecht gestelltes („ill posed“)
inverses Problem gelöst werden. Stefani und Gerbeth [27] zeigen, dass eine eindeu-
tige Lösung zumindest zwei Messungen mit orthogonalen externen Magnetfeldern
erfordert und ein dreidimensionales, dreikomponentiges (3d-3c) Strömungsfeld liefert.
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Eine Tiefenauflösung kann dabei durch den Einsatz einer Wechselfeldanregung mit
mehreren Frequenzen erreicht werden. Wondrak et al. [28] demonstrierte CIFT an Mo-
dellexperimenten zum Stahl-Stranggussprozess. Dabei registrierten Fluxgate-Sensoren
die strömungsinduzierten Magnetfelder im Nanotesla-Bereich, was die Messung sehr
empfindlich gegenüber elektromagnetischen Störeinflüssen macht. Daher fand im Expe-
riment keine magnetische Beeinflussung der Strömung statt, sondern es wurde lediglich
das Messfeld von ≈ 1mT aufgebracht. Ratajczak et al. [29] liefert einen Ansatz für die
Strömungsmessung auch bei externen Magnetfeldern, wie sie beim electromagnetic
braking im Stahlstrangguss auftreten. Dazu wird die zeitliche Ableitung des örtlichen Ma-
gnetfeldgradientens durch ein gegenläufig gewickeltes Spulenpaar aufgenommen, was
eine Messung über einen hohen dynamischen Bereich der Magnetfeldstärke ermöglicht.
Röntgen-/neutronenstrahlbasierte Verfahren: Röntgen- [30, 31] oder neutronenstrahlba-
sierte [32] Tomographieverfahren werden zur berührungslosen Strömungsbildgebung
in Ein- und Mehrphasenströmungen eingesetzt. Wie bei der particle imaging velocimetry
(PIV) wird das Fluid zeitlich aufeinanderfolgend (mit einer Periodendauer Δ𝑡) abge-
bildet und anhand der Korrelation der Einzelbilder eine ortsaufgelöste Verschiebung
Δ𝑥 errechnet. Über den Zusammenhang 𝑣 = Δ𝑥/Δ𝑡 kann damit eine Geschwindig-
keitsmessung mit zwei Komponenten (2d-2c) erreicht werden. Für die Abbildung der
Strömung ist ein Absorptionskontrast der jeweiligen Strahlung an den Komponenten
einer Mehrphasenströmung, bzw. an einem Kontrastmittel bei Einphasenströmung
nötig. Barthel et al. [30] stellen zudem eine weitere Realisierung des Messprinzips
vor: Es werden röntgentomographische Aufnahmen zweier Querschnitte im Abstand
𝑙 einer Rohrströmung mit einer Bildrate von 4 kHz erstellt. Beide Bilder werden einer
zeitlichen Kreuzkorrelation unterzogen und dabei eine Zeitverschiebung 𝜏 bestimmt.
Damit kann flächig die axiale Geschwindigkeitskomponente (2d-1c) nach 𝑣 = 𝑙/𝜏 mit
einer Ortsauflösung von ≈ 1mm und einer Zeitauflösung von 2Hz ermittelt werden.
Ultraschall-Laufzeit-Differenz-Verfahren: Eine Methode zur integralen Messung der Strö-
mungsgeschwindigkeit 𝑣 entlang eines Schallausbreitungspfades zwischen zwei Ultra-
schallwandlern stellt das Laufzeit-Differenz-Verfahren dar. Dazu werden die Laufzeiten
jeweils eines Wellenpakets wechselseitig stromaufwärts (𝑡up) und stromabwärts (𝑡down)
gemessen. Durch den Mitnahmeeffekt addieren bzw. subtrahieren sich dabei Schallge-
schwindigkeit 𝑐 und die Komponente 𝑣 der Strömungsgeschwindigkeit in Schallausbrei-
tungsrichtung, so dass gilt:
𝑡up =
𝑙
𝑐 − 𝑣
, (1.1)
𝑡down =
𝑙
𝑐 + 𝑣
. (1.2)
Aus den gemessenen Laufzeiten können anschließend bei bekannter Pfadlänge 𝑙 die inte-
grale Schall- und Strömungsgeschwindigkeit entlang der Ausbreitungsrichtung (0.5d-1c)
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berechnet werden [33, 34]:
𝑣 = 𝑙
2
𝑡up − 𝑡𝑑𝑜𝑤𝑛
𝑡up 𝑡down
, (1.3)
𝑐 = 𝑙
2
𝑡up + 𝑡down
𝑡up 𝑡down
. (1.4)
Das Laufzeit-Differenz-Verfahren wird wegen seiner Robustheit insbesondere in der
Prozessmesstechnik zur Durchflussbestimmung von Öl [35], technischen Gasen [36],
Brauchwasser [33] oder in der Lebensmittelindustrie [37] eingesetzt. Besic et al. [38]
erweitern das Laufzeit-Differenz-Verfahren um einen Tomographie-Algorithmus, der
aus 32 Einzelpfadmessungen ein flächiges, dreikomponentiges Strömungsfeld (2d-3c)
in einem Rohr bestimmt. Dazu wird zur Lösung des schlecht gestellten („ill posed“)
inversen Problems ein Ansatz der axialen, radialen und ortho-radialen Geschwindig-
keitskomponenten als Reihe von Zernike-Polynomen gemacht. Die Rekonstruktion
erfolgt anschließend über eine Tikhonov-Regularisierung. Für eine gegebene Konfi-
guration in einem Rohr wurde eine Messunsicherheit der Durchflussrate von < 2%
bestimmt.
Medizinische Ultraschall-Doppler-Bildgebung: Die Anwendung von Ultraschall in der Me-
dizin hat sich im letzten Jahrhundert bis in die Gegenwart als wichtiges diagnostisches
und therapeutisches Werkzeug etabliert. Eine weitgreifende Verbreitung erlangten
Ultraschall-basierte (US) Verfahren insbesondere durch den Verzicht auf ionisierende
Strahlung, deren Nichtinvasivität und durch den im Vergleich zu anderen Verfahren ge-
ringeren Aufwand [39]. 1942 demonstrierte Dussik [40] die Darstellung von Strukturen
in biologischen Geweben über ihre unterschiedlichen Schallausbreitungseigenschaften.
Dazu wurde die Absorption eines kontinuierlich ausgesandten Ultraschallstrahls durch
den Schädel eines Patienten gemessen und so ein „Ultraschallbild“ mit sechs Pixeln
aufgenommen. Durch den Einsatz kurzer Ultraschallpulse und der Darstellung der
Intensität der empfangenen Echointensität über der Schalllaufzeit konnten Edler und
Hertz [41] eine linienhaft ortsaufgelöste Messung realisieren. Sie begründeten damit
auch die in der Diagnostik geläufige B-Mode-Darstellung, bei der die Echointensität
helligkeitskodiert abgebildet wird [42, 43]. Im Jahre 1957 zeigte Satomura [44] erstmals
die diagnostische Nutzung der Dopplerverschiebung. Dazu wurde ein kontinuierlicher
US-Strahl auf ein schlagendes Herz ausgesandt und die Dopplerfrequenzen aufgrund
der Bewegungen verschiedener Herzbestandteile, insbesondere der Vorhöfe, Kammer-
wände und Herzklappen, hörbar gemacht. Dies erlaubt eine nichtinvasive Erkennung
verschiedener Herzkrankheiten, wie beispielsweise den unvollständigen Auswurf des
Kammerinhaltes bei der Kontraktion. Eine nichtinvasive Strömungsmessung des Blut-
flusses in einer menschlichen Arterie wurde 1960 von Satomura und Kaneko [45]
gezeigt. Dabei wurde die Dopplerverschiebung von kontinuierlichem Ultraschall an
bewegten Partikeln im Blut detektiert und so integral die Geschwindigkeit erfasst. Eine
ortsaufgelöste Messung entlang einer Linie (1d-1c) konnte durch den Einsatz von kurzen
Ultraschallpulsen nach dem Pulswellen-Doppler-Verfahren (PWD, pulse wave Doppler)
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gezeigt werden [46]. Eine weitere Steigerung der Dimensionalität der Messung wurde
durch den Einsatz von linearen Arrays erreicht, welche die farbkodierte Darstellung der
Geschwindigkeit in einer Messebene (2d-1c), dem sogenannten Color-Doppler-Betrieb,
ermöglichen. Zweikomponentige Messungen in einer Ebene (2d-2c) werden unter dem
Begriff „vector Doppler“ zusammengefasst. Sie basieren auf einer Dopplerauswertung
aus verschiedenen Richtungen („crossed beam“) [47] oder einer räumlichen Kreuzkorrela-
tion zur Verfolgung von Speckle-Mustern („speckle tracking“) [48], welches allerdings nicht
auf Nutzung des Doppler-Effektes beruht. Eine dreidimensionale, dreikomponentige
(3d-3c) Geschwindigkeitsmessung kann unter Nutzung von flächigen Ultraschallarrays
erreicht werden [49]. Neben der Erhöhung der Dimensionalität ist eine Steigerung der
Bildrate eine wichtige Anforderung insbesondere aus der Kardiologie. Damit können
die Vorgänge innerhalb eines Herzzyklus aufgelöst und umfassend visualisiert werden
werden. Zusammenfassend lässt sich feststellen, dass im medizinischen Bereich eine
hochauflösende Messtechnik zur Strömungsbildgebung kommerziell verfügbar ist.
Ultrasound Doppler velocimetry (UDV): Die hauptsächlich im Kontext der Medizintechnik
entwickelten Prinzipien zur Strömungsmessung wurden auch auf eine Vielzahl anderer
Bereiche wie die Prozessmesstechnik [50, 51], den Wasserbau [52] und die MHD-
Forschung übertragen [53, 54]. Dabei ergeben sich im Vergleich zum medizinischen
Einsatz zusätzliche Anforderungen, wie beispielsweise Korrosionsbeständigkeit und eine
lange Messdauer (> 1h). Andererseits ist beispielsweise die Patientensicherheit (und ei-
ne damit einhergehende Beschränkung der Ultraschalldosis) in der MHD nicht relevant.
Im Jahre 1991 demonstrierte Takeda [55] den Einsatz des PWD-Verfahrens in Wasser-
und Quecksilberströmungen. Es wurden sowohl lininenhafte (1d-1c), zeitaufgelöste
Messungen instationärer Strömungen, als auch zusammengesetzte flächige Strömungs-
profile (2d-2c) unter Annahme von Stationarität gezeigt. Das PWD-Verfahren wurde
später auch für andere niedrigschmelzende Metalle wie Gallium [56] oder eine Gallium-
Indium-Zinn-Legierung (GaInSn) [57] angewandt. Die Reflexion von Ultraschall innerhalb
des Fluids erfolgt dabei an extern zugegebenen Streupartikeln im Falle von Wasser,
bzw. an intrinsisch vorhandenen Inhomogitäten im Fall von Quecksilber, Gallium und
GaInSn. Kommerziell erhältliche Strömungsmesstechniken unterstützen typischerweise
bis zu 30 Einzelwandler im sequentiellen Multiplex [58, 59]. Eine darüber hinausge-
hende Bildgebung wird meist über mechanisches Traversieren der Wandler erreicht.
Neben der Geschwindigkeitsmessung können mittels Ultraschall weitere Messmodali-
täten erhoben werden: So zeigten Wiklund et al. [50] die Bestimmung rheologischer
Parameter eines Fluides direkt in einem Prozess der Lebensmitteltechnik. Dazu wird
aus einem linienhaften Geschwindigkeitsprofil 𝑣(𝑥) und einer Druckdifferenzmessung
Δ𝑝 die Schergeschwindigkeit ̇𝛾(𝑥) und die Schubspannungsverteilung 𝜏(𝑥) ermittelt.
Daraus kann nach 𝜂 = 𝜏/?̇? die Viskosität des Fluides bestimmt werden. Weiterhin kann
die Abhängigkeit der Schallgeschwindigkeit von der Fluidtemperatur zur integralen
Temperaturmessung genutzt werden [60]. Eine Bestimmung von Konzentrationen
und Partikelgrössen bei mehrphasigen Fluiden ist über den Zusammenhang mit der
frequenzabhängigen Schalldämpfung möglich [61].
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Der Bedarf an erweiterter Messtechnik für Modellexperimente ergibt sich aus den speziellen
Anforderungen der MHD. Dabei müssen komplexe, instationäre Strömungsfelder mit
geeigneter zeitlicher Auflösung durch mehrkomponentige, mehrdimensionale Bildge-
bung erfasst werden. Das LFV [23] erreicht eine Bildgebung nur durch mechanisches
Traversieren, was ungeeignet für die Vermessung transienter Strömungen ist, oder
durch parallel eingesetzte Sensoren, was mit einem Sensor pro Bildpunkt einen sehr
hohen Aufwand darstellt. Weiterhin kann nur die Strömung nahe der Oberfläche erfasst
werden. Das CIFT [29] liefert ein globales Strömungsabbild, welches jedoch auf weitrei-
chende Annahmen an die Strömung und die Randbedingungen beruht. Weiterhin ist
die Ortsauflösung für den Einsatz an Modellexperimenten vergleichsweise grob. Die
röntgen-/neutronenstrahlbasierten Verfahren [30] sind durch einen hohen appara-
tiven Aufwand und Einsatz von ionisierender Strahlung gekennzeichnet. Daher sind
diese für einen Großteil der Modellexperimente in der MHD nur bedingt geeignet. Eine
Geschwindigkeitsmessung nach dem Ultraschall-Laufzeit-Differenz-Verfahren [33] lie-
fert nur eine integrale Information, für eine Bildgebung ist Tomographie nötig. Weiterhin
ist der Einsatz in Medien mit hoher Schallgeschwindigkeit bei kleinen Abmessungen
und geringen Strömungsgeschwindigkeiten sehr ungünstig hinsichtlich der Messunsi-
cherheit. Medizinische Ultraschall-Doppler-Messsysteme [47] sind durch örtlich und
zeitlich hochaufgelöste, mehrkomponentige Bildgebung für die Erfassung komplexer,
instationärer Strömungsfelder geeignet. Allerdings sind sie nicht auf die konkreten
Anforderungen der MHD zugeschnitten und hinsichtlich der mechanischen und digi-
talen Schnittstellen, der geforderten Messdauer und ihrer Flexibilität dort nicht direkt
einsetzbar. Zudem schränken für die MHD irrelevante medizinische Überlegungen, wie
Patientensicherheit [70] und die Zertifizierung medizinischer Geräte [71], den Einsatz
ein und erhöhen die Kosten. Kommerziell erhältliche, für strömungsmechanische Un-
tersuchungen ausgelegte Ultraschall-Doppler-Velocimeter [58, 59] weisen hingegen
keine geeignete Bildgebung auf: Nur durch mechanische oder streng sequentielle,
elektronische Traversierung kann ein flächiger Messbereich aufgespannt werden, was
jedoch für komplexe, instationäre Strömungsfelder ungenügend ist.
1.3 Lösungsansatz und Struktur der Arbeit
Im Rahmen dieser Arbeit soll mit den Mitteln der Elektrotechnik ein messtechnischer
Fortschritt für die MHD-Forschung erreicht werden. Dabei wird der grundlegende An-
satz verfolgt, die Komplexität eines Messsystems vom mechanischen Aufbau über die
Elektronik hin zur Rechentechnik zu verlagern. Dies nutzt die in jüngster Zeit verfüg-
baren rechentechnischen Ressourcen wie schnelle Computer (PC, personal computer)
und field-programmable gate arrays (FPGAs) und ermöglicht so eine höhere Flexibili-
tät sowie neuartige Signalverarbeitungsmethoden. Basierend auf den Anforderungen
zur Instrumentierung von Modellexperimenten in der MHD wird eine bildgebende
Ultraschallmesstechnik für Strömungsfelder und Grenzflächen in opaken Medien bei
Raumtemperatur entwickelt. Dazu werden etablierte Prinzipien aus anderen Feldern,
insbesondere der medizinischen Ultraschalltechnik, auf die speziellen Gegebenheiten
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der MHD adaptiert. Die Messtechnik wird anhand physikalischer Fragestellungen über
Strömungsstrukturen und deren Dynamik im Übergangsbereich laminar-turbulent de-
monstriert. Durch die Nutzung neuartiger Signalverarbeitung kann zudem der Weg für
eine bildgebende In-Situ-Messung an heißen Schmelzen aufgezeigt werden.
In Kapitel 2werden die theoretischen Grundlagen der Ultraschallmesstechnik dargelegt
und insbesondere die Methoden der Schallfeldberechnung und -beeinflussung und das
UDV-Prinzip beschrieben. Weiterhin wird die fundamentale Grenze der erreichbaren Un-
sicherheit, die Cramér-Rao-Schranke (CRB, Cramér Rao bound), für das PWD-Verfahren
hergeleitet. Während MHD-Phänomene in technischen, industriellen, geo- und astro-
physischen Prozessen über einen weiten Skalenbereich stattfinden [1], werden Modell-
experimente häufig mit ähnlichen räumlichen Ausdehnungen und Randbedingungen
realisiert. Daher sind auch die Anforderungen an eine Geschwindigkeitsmesstechnik
ähnlich und ein flexibel einsetzbares, modulares Messsystem wünschenswert. Kapitel 3
beschreibt eine auf dem UDV-Prinzip basierende Plattform zur Instrumentierung von
MHD-Modellexperimenten. Das ultrasound array Doppler velocimeter (UADV) erlaubt
die Bildgebung komplexer instationärer Strömungen mit hoher Bildrate bei gleichzeitig
langer Messdauer. Dies wird durch Nutzung von linearen Wandlerarrays mit Orts- und
Zeitmultiplex und onlinefähiger Datenverarbeitung auf einem FPGA realisiert und an-
hand einer Messung an einem Geschwindigkeitsnormal validiert. In Kapitel 4 wird das
Messsystem exemplarisch auf eine Strömung im Übergangsbereich laminar-turbulent
angewandt. Dies liefert Ansatzpunkte für ein tiefergreifendes Verständnis des Verhal-
tens magnetisch getriebener Fluide in einer komplexen Geometrie und erweitert die
Datenbasis zur Validierung numerischer Simulationen. Eine Analyse der Messunsicher-
heit für das konkrete Experiment zeigt die Richtung für eine Weiterentwicklung des
Messsystems auf. Kapitel 5 stellt zunächst mit dem phased array ultrasound Doppler
velocimeter (PAUDV) ein Messsystem vor, welches die Möglichkeit der elektronischen
und rechentechnischen Beeinflussung des Schallfelds bietet. Damit können grundle-
gende Messeigenschaften wie die örtliche und zeitliche Auflösung verbessert und so
das Messsystem auf weitere MHD-Phänomene angewandt werden. Zudem erlaubt
die Verfügbarkeit eines Steuerelementes einen Schallfeld-Regelkreis zu schließen und
so auch durch Medien mit komplexen Ausbreitungseigenschaften zu messen. Dies
eröffnet völlig neue Anwendungsfelder, beispielsweise die In-Prozess-Strömungsbild-
gebung heißer Schmelzen. Der durch den Curie-Punkt limitierte Einsatzbereich von
Ultraschallwandlern wird dabei durch eine räumliche Trennung von Sensor undMessort
mittels akustischem Multimode-Wellenleiter umgangen. Eine bildgebende Messung
erfolgt durch Kompensation der komplexen Schallausbreitungseigenschaften mittels
virtuellem Wandlerarray ohne Zugang zum Messvolumen. Das Prinzip wird anhand ei-
nes Experimentes mit einer magnetisch gerührten Metallschmelze bei Raumtemperatur
demonstriert und hinsichtlich der Messunsicherheit charakterisiert. Damit ergibt sich
die Möglichkeit einer Online-Prozessüberwachung und der In-Situ-Strömungsregelung
für industrielle Prozesse.
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2 Theoretische Grundlagen
2.1 Schall
Schall ist eine mechanische Welle, die sich in einem elastischen Medium ausbreitet und
dabei Energie überträgt. Lokale Kraftwirkungen führen dazu, dass Partikel des Mediums
eine periodische Bewegung um ihre Ruhelage vollziehen. Entspricht die Bewegungs-
richtung der Partikel der Ausbreitungsrichtung der Welle, so spricht man von einer
Longitudinal- oder Längswelle, andernfalls von einer Transversal- oder Schubwelle.
Eine Voraussetzung für das Propagieren von Transversalwellen ist dabei, dass das
Medium ein Schubmodul größer Null aufweist. Dies ist in Fluiden i.A. nicht der Fall, so
dass sich dort lediglich Longitudinalwellen ausbreiten, die dabei insbesondere durch
Schwankungen des lokalen Drucks 𝑝 gekennzeichnet sind. Die Periodizität des Schwin-
gungsvorgangs ist durch die Frequenz 𝑓 charakterisiert. Schall mit einer Frequenz 𝑓
oberhalb der menschlichen Hörgrenze 𝑓 > 20000Hz bezeichnet man dabei als Ul-
traschall. Die Geschwindigkeit der Ausbreitung der Welle in einem Medium ist die
Schallgeschwindigkeit 𝑐. Sie ist in Flüssigkeiten abhängig vom Kompressionsmodul 𝐾
und der Dichte 𝜌 des Mediums
𝑐 = √𝐾
𝜌
. (2.1)
Für eine ideales, dämpfungsfreies Medium mit zeitlich nicht veränderlichen Eigenschaf-
ten gilt folgende Wellengleichung [72]:
∇ (∇𝑝(𝑥, 𝑡)
𝜌(𝑥)
) − ̈𝑝(𝑥, 𝑡)
𝜌(𝑥)𝑐(𝑥)2
= 0. (2.2)
Weiterhin charakteristisch hinsichtlich der Schallausbreitung ist die Schallkennimpedanz
eines Mediums 𝑍. Sie bestimmt sich nach
𝑍 = 𝜌𝑐. (2.3)
Die örtliche Ausdehnung einer Periode der Welle wird Wellenlänge 𝜆 genannt, mit
𝜆 = 𝑐
𝑓
. (2.4)
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Die Wellengleichung Gl. (2.2) weist lediglich geradzahlige Ableitungen nach der Zeit auf.
Daraus folgt das Prinzip der Reziprozität, wonach akustische Sender und Empfänger im
gleichen Aufbau miteinander vertauscht werden können, ohne das Übertragungsverhal-
ten zu ändern [73]. Breitet sich eine Schallwelle über eine Grenzfläche zweierMaterialien
hinweg aus, so kommt es zu einer Reflexion, wenn die akustischen Impedanzen beider
Medien 𝑍1 und 𝑍2 ungleich sind. Der Anteil des reflektierten Schalls (Schallleistungs-
Reflexionsgrad 𝛼𝑟) erhöht sich dabei mit demUnterschied beider Impedanzen nach [73]
𝛼𝑟 = (
𝑍2 − 𝑍1
𝑍2 + 𝑍1
)
2
. (2.5)
Möglichkeiten zur Anregung und Detektion von Schall in und aus einem Messvolumen
sind notwendige Voraussetzungen für eine Anwendung der Ultraschallmesstechnik.
Dazu sind eine Reihe von Verfahren etabliert, wie beispielsweise laseroptische [74],
elektromagnetische [75] und kapazitive [76] Methoden. Die in der Messtechnik derzeit
bedeutendste Art der Ultraschallerzeugung und Detektion nutzt Wandler basierend
auf dem piezoelektrischen Effekt, welcher beispielsweise in der Keramik Blei-Zirkonat-
Titanat nach einer Polarisierung besteht. Dieser beschreibt das Auftreten einer elek-
trischen Polarisation und damit einer Spannung bei mechanischer Verformung bzw.
umgekehrt die Verformung aufgrund einer angelegten Spannung. Durch diese Bidi-
rektionalität können piezoelektrische Wandler gleichzeitig als Aktor sowie als Detektor
fungieren [76, 77]. Der piezoelektrische Effekt tritt nur bei Temperaturen unterhalb des
materialspezifischen Curie-Punktes auf, welcher beispielsweise bei Blei-Zirkonat-Titanat
bei 𝜗P = 210 ∘C liegt [78].
2.2 Bestimmung des Schallfelds
Für schallbasierte Messprinzipien ist das Schallfeld im Allgemeinen maßgeblich für die
Messeigenschaften verantwortlich, insbesondere für die räumliche Auflösung. Daher
wird zunächst eine analytische Abschätzung der erreichbaren Schallfeldfokusierung vor-
gestellt und anschließend werdenmit der elastodynamische Finite-Integrationsmethode
(EFIT, elastodynamic finite integration technique) und dem Rayleigh-Sommerfeld-Integral
zwei Methoden zur numerischen Schallfeldberechnung erörtert. Das Phased-Array-
Prinzip und das Zeitumkehrverfahren bieten die Möglichkeit das Schallfeld gezielt zu
steuern bzw. zu regeln.
2.2.1 Abschätzung der Grenzen der Schallfokussierung
Schall als Wellenphänomen unterliegt hinsichtlich der Fokussierbarkeit dem Beugungs-
limit. Dieses besagt, dass die full width at half maximum, Halbwertsbreite FWHM eines
Schallstrahls der Wellenlänge des Schalls 𝜆 im Abstand 𝑑 einer Apertur 𝐴 nicht kleiner
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als
Δ𝑥 = 1,4 ⋅ 𝜆 ⋅ 𝑑
𝐴
(2.6)
werden kann [79].
2.2.2 Elastodynamische Finite-Integrationsmethode
Zur zeitaufgelösten, zweidimensionalen Simulation der Ausbreitung elastischer Wellen
in inhomogenen Medien wird die elastodynamische Finite-Integrationsmethode (EFIT)
genutzt. Diese formuliert die Gleichungen der Elastodynamik in Kartesischen Koordi-
naten und löst diese numerisch im Zeitbereich. Dazu wird der Simulationsbereich in
Kontrollvolumina diskretisiert und dem Volumen die Feldgröße der Mitte zugeordnet.
Der Impulserhaltungssatz ergibt sich dann zu
𝜌 ⋅ ̈𝑢𝑖 =
𝜕𝜏𝑖𝑗
𝜕𝑥𝑗
+ 𝑓𝑖, 𝑖, 𝑗 = {𝑥, 𝑦}, (2.7)
wobei 𝑢𝑖 die Auslenkungen, 𝜏𝑖𝑗 die Komponenten des Spannungstensors und 𝑓𝑖 die
wirkenden Volumenkräfte darstellen. Die Gleichungen der linearen Elastodynamik aus-
gedrückt nach Geschwindigkeit (𝑣𝑥, 𝑣𝑦) und Spannung (𝜏𝑥𝑥, 𝜏𝑦𝑦, 𝜏𝑥𝑦) lauten
𝜌 ⋅ ̇𝑣𝑥 =
𝜕𝜏𝑥𝑥
𝜕𝑥
+
𝜕𝜏𝑥𝑦
𝜕𝑦
+ 𝑓𝑥, (2.8)
𝜌 ⋅ ̇𝑣𝑦 =
𝜕𝜏𝑥𝑦
𝜕𝑥
+
𝜕𝜏𝑦𝑦
𝜕𝑦
+ 𝑓𝑦, (2.9)
̇𝜏𝑥𝑥 = (𝜆Lame + 2𝜇)
𝜕𝑣𝑥
𝜕𝑥
+ 𝜆Lame
𝜕𝑣𝑦
𝜕𝑦
+ 𝑔𝑥𝑥, (2.10)
̇𝜏𝑦𝑦 = (𝜆Lame + 2𝜇)
𝜕𝑣𝑦
𝜕𝑦
+ 𝜆Lame
𝜕𝑣𝑥
𝜕𝑥
+ 𝑔𝑦𝑦, (2.11)
̇𝜏𝑥𝑦 = 𝜇(
𝜕𝑣𝑥
𝜕𝑦
+
𝜕𝑣𝑦
𝜕𝑥
) + 𝑔𝑥𝑦, (2.12)
mit den Lamé-Konstanten (𝜆Lame, 𝜇)
𝜆Lame = 𝜌(𝑐2 − 2𝑐t2), (2.13)
𝜇 = 𝜌𝑐t2, (2.14)
und der Dichte 𝜌. 𝑓𝑖 und 𝑔𝑖𝑗 ∈ {𝑥, 𝑦} sind die Kraft- und Spannungskomponenten.
Die Gleichungen (2.8) – (2.12) werden anschließend näherungsweise mittels Integra-
tion über die Kontrollvolumina gelöst [80, 81]. Für eine effiziente Implementierung
unter Nutzung der Parallelisierbarkeit des Algorithmus wird eine Open-Source-Imple-
mentierung von Molero-Armenta et al. [81] auf einer graphics processing unit (GPU)
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eingesetzt. Zur Vermeidung des numerischen Effekts der Gitterdispersion wird die
räumliche Diskretisierung nach
Δ𝑥sim ≤ 𝐶min/10𝐹max (2.15)
und die zeitliche Diskretisierung nach
Δ𝑡sim ≤ Δ𝑥sim/
√
2𝐶max (2.16)
gewählt. Dabei ist 𝐶max = 𝑚𝑎𝑥 |𝑐| die höchste, 𝐶min = 𝑚𝑖𝑛 |𝑐t| die niedrigste Wellenaus-
breitungssgeschwindigkeit im Simulationsvolumen und 𝐹max die höchste auftretende
Frequenz.
2.2.3 Rayleigh-Sommerfeld-Integral
Ein wichtiger Sonderfall der Schallfeldberechnung ist ein planarer, kolbenförmiger
Ultraschallwandler, der eine harmonische Schwingung ausführt und in ein homoge-
nes, linear-elastisches Fluid in einem Halbraum 𝑧 > 0 schallt. Dabei ist das Rayleigh-
Sommerfeld-Integral über die aktive Wandlerfläche 𝑆 zu lösen [82]:
𝑝(𝑥, 𝜔) = −𝑖𝜔𝜌
2𝜋
∫
𝑆
𝑣𝑧(𝑥0, 𝜔)
𝑒𝑖𝑟/𝜆
𝑟
d𝑆, (2.17)
mit der komplexen Schalldruckamplitude 𝑝(𝑥, 𝜔) und der komplexen Auslenkungs-
geschwindigkeit der Wandleroberfläche 𝑣𝑧(𝑥0, 𝜔). Im Gegensatz zur zeitaufgelösten
EFIT-Simulation aus Abschnitt 2.2.2 erfolgt hier eine Berechnung im Frequenzbereich
und die räumliche Diskretisierung für 𝑝(𝑥, 𝜔) unterliegt keinen Stabilitätsvorgaben, son-
dern kann nur für die zu betrachtenden Punkte vorgenommen werden. Daher ist der
rechentechnische Ressourcenaufwand für eine Schallfeldberechnung im Allgemeinen
deutlich geringer, was beispielsweise eine Simulation der gewählten Parametrierung
vor einem Messvorgang ermöglicht [83].
2.3 Beeinflussung des Schallfelds
2.3.1 Phased-Array-Prinzip
In Anlehnung an das Huygens’sche Prinzip kann eine Welle, die durch eine Ebene in
einen Halbraum tritt, als Superposition von Elementarwellen betrachtet werden, die
zum Zeitpunkt des Durchtretens der Wellenfront angeregt werden [84]. Dies erlaubt das
Steuern der Wellenfront ohne mechanische Bewegung des Senders/Empfängers, was
für elektromagnetische Wellen beispielsweise in der Radartechnik und Optik genutzt
wird. Eine Realisierung in der Akustik besteht aus linienhaft oder flächig angeordneten
Ultraschall-Wandlerelementen mit einer Ausdehnung kleiner 𝜆/2. Damit kann allein
durch geeigneteWahl der Anregungssignale der akustischen Kugelstrahler das Schallfeld
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gesteuert werden. Erfolgt die Ansteuerung beispielsweise derart, dass die Laufzeiten
der Elementarwellen zu einem Punkt im Raum gleich sind, so ergibt sich dort eine
konstruktive Überlagerung und damit ein Schallfokus. Die Ausbreitungseigenschaften
der zu durchquerenden Medien sowie deren Anordnung muss dabei allerdings bekannt
sein.
Die Strahlformung nach dem Phased-Array-Prinzip kann sende- und/oder empfangssei-
tig durchgeführt werden. Zur sendeseitigen Strahlformung, wie in Abb. 2.1(a) dargestellt,
wird ein Anregungssignal für jedes Element 𝑥m zeitlich verzögert nach
Δ𝑡m = 1/𝑐(𝑑max − 𝑑m), (2.18)
mit
𝑑m = ‖𝑥m − 𝑥f‖ , 𝑑max = 𝑚𝑎𝑥𝑚 (𝑑m),
falls ein Fokus bei 𝑥f für ein homogenes Medium der Schallgeschwindigkeit 𝑐 erzeugt
werden soll [85]. Analog zur sendeseitigen Strahlformung erfolgt bei der empfangsseiti-
gen Strahlformung eine Verzögerung der ankommenden Signale nach Gl. (2.18). Bei
der anschließenden Summation ergibt sich eine konstruktive Überlagerung des vom
Fokuspunkt 𝑥f ausgehenden Schalls, wie in Abb. 2.1(b) dargestellt. Im Gegensatz zur
sendeseitigen Strahlformung können hier aus einem Empfangsdatensatz eine Vielzahl
von Fokuspunkten im Nachgang berechnet werden, was bereits 1976 von Ramm und
Thurstone [86] mit 16 Wandlern demonstriert wurde.
2.3.2 Zeitumkehrverfahren
Eine Reihe physikalischer Prozesse, wie akustische und elektromagnetische Wellen und
Oberflächenwellen, weisen eine Symmetrie hinsichtlich einer Umkehr der Zeit (time
reversal, TR) auf [87], wenn sie nicht-dissipativ ablaufen. Diese Eigenschaft kann genutzt
werden, um durch ein Medium mit komplexen, unbekannten Ausbreitungseigenschaf-
ten im linearen Regime zu fokussieren, was im Folgenden als Zeitumkehrverfahren (TR,
time reversal) bezeichnet wird. Im Kontext der Akustik erlaubt dieses Verfahren eine Rück-
koppelung der Schallausbreitungseigenschaften auf die Eingangssignale der Wandler
und stellt damit eine Reglung dar, welche im Gegensatz zu einer bloßen Steuerung nach
Phased-Array-Prinzip steht. Das Verfahren findet unter anderem bereits Anwendung
in der in der medizinischen Ultraschallbildgebung [88], in der zerstörungfreien Prü-
fung [89], in der ozeanischen Akustik [90, 91] und in der Seismik [92]. Das TR basiert auf
der Invarianz der Wellengleichung im linearen Regime (Gl. (2.2)) hinsichtlich der Zeit (vgl.
Abschnitt 2.1): Erfüllt eine zeitliche und örtliche Druckverteilung 𝑝(𝑥, 𝑡) die Gleichung, gilt
dies auch für deren zeitliche Umkehr 𝑝(𝑥, −𝑡), bzw. für eine verzögerte zeitliche Umkehr
𝑝(𝑥, 𝑇 − 𝑡). Dies kann beispielsweise genutzt werden, um auf einen Punkt in einem
komplexen Ausbreitungsmedium zu fokussieren. Dazu wird in einem ersten Schritt eine
punktförmigen Schallquelle, welche in Analogie zur Astronomie als Leitstern bezeichnet
wird [93], eingebracht und dann das resultierende Wellenfeld 𝑝(𝑥, 𝑡) abgetastet. Da der
Leitstern ein Positionsnormal darstellt und die gewonnene Information im Weiteren
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(a)
𝑥f
𝑥0
𝑥m
(b)
+
𝑥f
𝑥0
𝑥m
Abbildung 2.1: Sendeseitiges (a) und empfangsseitiges (b) Strahlformen nach dem Pha-
sed-Array-Prinzip für jeweils einen Fokuspunkt 𝑥f. Die blau dargestellten
Blöcke realisieren den Strahlformer, wobei die Impulsantwort der einzel-
nen Kanäle durch eine individuelle Verzögerungszeit und Gewichtung
gekennzeichnet ist. Beim sendeseitigen Strahlformen überlagern sich die
ausgesandten Kugelwellen konstruktiv im Fokuspunkt. Beim empfangs-
seitigen Strahlformen summieren sich die von den einzelnen Wandlern
empfangenen Anteile der vom Fokuspunkt ausgehende Welle (grün)
konstruktiv zu einem Zeitpunkt im Ausgangssignal, während die Wellen
anderer Quellen (rot) nach der Summation zeitlich verteilt sind.
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zur Kompensation der Abweichung durch die unbekannten Ausbreitungseigenschaften
dienen kann, wird dieser Schritt im Folgenden als “Kalibrierung” (im weiteren Sinne)
bezeichnet. In einem zweiten Schritt wird das Wellenfeld nach einer Zeit 𝑇 zeitlich umge-
kehrt wieder abgespielt: 𝑝(𝑥, 𝑇 − 𝑡), was “Zeitumkehr” genannt wird. Dieses umgekehrte
Wellenfeld stellt aufgrund der zeitlichen Invarianz ebenso eine valide physikalische
Lösung der Wellengleichung dar, in deren Verlauf die erzeugte Welle die komplexen
Ausbreitungspfade zurück zum Leitstern läuft. Dabei werden alle linearen Effekte der
Wellenpropagation, also insbesondere Mehrwegeausbreitung, Mehrfachstreuung und
Modenkonversion zwischen Longitudinal- und Transversalwellen berücksichtigt.
Der Zeitumkehrspiegel (TRM, time reversal mirror) ist das aktive Element des TR-Verfah-
rens. Er dient dem Abtasten des Wellenfeldes 𝑝(𝑥, 𝑡) an den Orten 𝑥m und der Ausgabe
von 𝑝(𝑥, 𝑇 − 𝑡). Die typische Realisierung im Kontext des Ultraschalls ist ein Feld aus
Ultraschallwandlern, welche mit einem digitalen Speicher verbunden sind. Der TRM
sollte eine räumliche Quantisierung unter 𝜆min/2 und eine zeitliche Quantisierung kleiner
𝑇min/8 aufweisen [94]. Der Ablauf der Schritte der Zeitumkehr in einem digital realisierten
System ist dabei:
• Die Kalibrierung dient der Erfassung des Übertragungsverhaltens von einem Ort
zum TRM unter Nutzung eines Leitsterns, wie in Abbildung 2.2(a) dargestellt ist.
So kann beispielsweise mittels einer punktförmigen Schallquelle ein Dirac-Impuls
emittiert werden, welcher durch das komplexe Medium zum TRM propagiert. Dort
kann dann für jedes Element des TRM direkt die Impulsantwort der Übertragungs-
strecke erfasst werden. Aufgrund des Reziprozitätsprinzips kann die Kalibrierung
auch mittels eines Schallempfängers als Leitstern realisiert werden oder es kann
ein starker Streukörper genutzt werden [88].
• Die Zeitumkehr bezeichnet das verzögerte, zeitumgekehrte Ausgeben desWellen-
feldes am TRM, bei demdie ausgesandteWelle zurück auf den Leitstern propagiert,
wie in Abbildung 2.2(b) dargestellt ist. Der Anteil der durch den TRM erfassten
Signalenergie bestimmt die Güte der Fokussierung [95], hierbei kann eine Auf-
lösung bis zu 𝜆/2 erreicht werden [96]. Im Gegensatz zu chaotischen Prozessen,
wie die Ablenkung von fallenden Kugeln an einem Galtonbrett [97], ist das TR
als Wellenphänomen vergleichsweise robust gegenüber kleinen Variationen der
Anfangsbedingungen. So kann auch trotz Rauschens und eines nicht idealen TRM,
der eine Quantisierung der Amplitude, des Ortes oder der Zeit aufweist, eine
Fokussierung erreicht werden [95].
Somit kann das TR zur Schallfeldereglung in beliebigen Medien im vorwiegend linea-
ren Regime zum Einsatz kommen [72], unter der Voraussetzung, dass ein geeigneter
Leitstern eingebracht werden kann.
2.4 Ultraschall-Doppler-Velozimetrie
Ein Verfahren zur ortsaufgelösten Geschwindigkeitsmessung in Fluiden ist die Ultra-
schall-Doppler-Velozimetrie. Es setzt das Vorhandensein von Inhomogenitäten mit
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𝑥f
TRM
𝑥0
𝑥m
(b)
𝑥f
TRM
𝑥0
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Abbildung 2.2: Ablauf des TR in einem Medium mit komplexen, unbekannten Ausbrei-
tungseigenschaften (grau): Bei der Kalibrierung (a) werden die Über-
tragungsfunktionen vom Ort des Leitsterns 𝑥f hin zu den Elementen
des TRM 𝑥m bestimmt. Hier erfolgt dies durch Aussendung eines Dirac-
Impulses am Leitstern (Zeitsignal rechts) und dem Aufzeichnen der Im-
pulsantwort am TRM (exemplarische Zeitsignale links) . Bei der Zeitum-
kehr (b) wird das Sendesignal (Zeitsignal links) mit der zeitumgekehrten
Impulsantwort jedes Elementes (Zeitsignale in den Blöcken) gefaltet und
ausgesandt. Die Einzelwellen propagieren rückwärts entlang der Ausbrei-
tungspfade der Kalibrierung und überlagern sich konstruktiv am Punkt
𝑥f. Dabei ergibt sich eine Approximation des Sendesignals (Zeitsignal
rechts).
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abweichender akustischer Impedanz im Flüssigkeitsvolumen voraus. Diese reflektieren
nach Gl. (2.5) einen Anteil des Schalls, der durch die Flüssigkeit propagiert, und agieren
somit als Streukörper. Die dabei auftretende Dopplerverschiebung ist, wie im Folgenden
gezeigt, proportional zur Geschwindigkeit der Inhomogenitäten. Unter der Annahme,
dass diese dem Fluid ohne Schlupf folgen, kann damit auf die Strömungsgeschwindigkeit
geschlossen werden.
2.4.1 Dopplereffekt an einem bewegten Reflektor
Der akustische Dopplereffekt beschreibt die Frequenzverschiebung einer Welle auf-
grund einer Bewegung des Senders und/oder des Empfängers dieser Welle. Im Kontext
der Ultraschall-Strömungsmesstechnik ist besonders der Fall von statischem Sender
und Empfänger und einem bewegten Reflektor von Interesse. Hierbei wird der Dopp-
lereffekt zunächst vom statischen Sender zum bewegten Reflektor betrachtet und
anschließend der Reflektor als bewegter Sender modelliert und die Frequenzverschie-
bung zum Empfänger ermittelt. Die detektierte Frequenz am Empfänger 𝑓rx für eine
Sendefrequenz 𝑓tx, bei den Einheitsvektoren der Sende- und Empfangsrichtung 𝑒tx und
𝑒rx ist dann [98]
𝑓rx = 𝑓tx
1 − 𝑒tx𝑣𝑐
1 − 𝑒rx𝑣𝑐
, (2.19)
𝑓d = 𝑓rx − 𝑓tx, (2.20)
wobei sich der Reflektor mit dem Geschwindigkeitsvektor 𝑣 bewegt und die Dopplerfre-
quenzverschiebung 𝑓d ist. Eine Taylorreihenentwicklung bis zur ersten Ordnung liefert
die folgende Näherung:
𝑓rx ≈ 𝑓tx + 𝑓tx
𝑣 ⋅ (𝑒rx − 𝑒tx)
𝑐
, (2.21)
𝑓d ≈ 𝑓tx
𝑣 ⋅ (𝑒rx − 𝑒tx)
𝑐
. (2.22)
Mit diesem Zusammenhang kann bei bekannter Schallgeschwindigkeit 𝑐 und Sende-
frequenz 𝑓tx aus der Dopplerfrequenzverschiebung 𝑓d auf eine Komponente des Ge-
schwindigkeitsvektors 𝑣 geschlossen werden [98]. Die erfasste Richtung wird durch
𝑒d =
𝑒rx − 𝑒tx
2
(2.23)
gebildet und Empfindlichkeitsrichtung der Dopplermessung genannt. Damit ergibt sich,
aufgelöst nach der Geschwindigkeitskomponente 𝑣 in Empfindlichkeitsrichtung 𝑒d:
𝑣 = 𝑣 ⋅ 𝑒d = −
1
2
𝑓d
𝑓tx
𝑐. (2.24)
Diese Gleichung bildet die Grundlage der nachfolgend erörterten Methoden der Ge-
schwindigkeitsschätzung.
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2.4.2 Pulswellen-Doppler-Verfahren
Das Pulswellen-Doppler-Verfahren (PWD) ermöglicht eine linienhafte Messung der
axialen Geschwindigkeitskomponente 𝑣, ortsaufgelöst entlang der Schallausbreitung.
Dazu werden zeitlich begrenzte Wellenpakete emittiert, bei denen die Zeitdauer 𝑡f vom
Aussenden eines Paketes bis zum Empfang des Echosignals mit der Messtiefe 𝑑 (in
axialer Richtung) korrespondiert [99]:
𝑑 = 𝑡f
2
𝑐. (2.25)
Ein Intervall der Messtiefe 𝑑, welchem ein Geschwindigkeitswert zugeordnet wird, be-
zeichnet man dabei als Gate. Nach Gl. (2.24) werden zur Bestimmung der Geschwin-
digkeit 𝑣 die Größen Dopplerfrequenzverschiebung 𝑓d, Sendefrequenz 𝑓tx und die
Schallgeschwindigkeit 𝑐 benötigt.
Die Bestimmung der Dopplerfrequenzverschiebung 𝑓d könnte in der Theorie nach Gl. (2.20)
aus einem einzelnen Puls erfolgen, in dem die Differenz aus Sende- und Empfangsfre-
quenz gebildet wird. Allerdings ist dies für eine praktische Realisierung aus folgenden
Gründen nicht sinnvoll:
• Die Unsicherheit der Frequenzschätzung wird maßgeblich durch Abtastzeit und
-rate bestimmt [100]. Die beim Pulswellen-Doppler-Verfahren (PWD, pulse wave
Doppler) verwendeten Pulse sind typischerweise kurz, da dies mit einer hohen
axialen Auflösung (vgl. Abschnitt 2.4.5) einhergeht. Bei einer entsprechend kurzen
Abtastzeit wird die Frequenzunsicherheit groß gegenüber der Dopplerverschie-
bung (aus Gl. (2.24) mit 𝑐 ≫ 𝑣 folgt |𝑓d| ≪ 𝑓tx), was zu einer nicht akzeptablen
Messunsicherheit 𝜎𝑣 ≫ 𝑣 führt.
• Ein Ultraschall-Puls erfährt bei der Propagation durch ein Medium im Allgemeinen
eine frequenzabhängige Dämpfung über dessen Bandbreite. Dies verschiebt die
Mittenfrequenz des Pulses, was nach Gleichung (2.24) zu einer systematischen
Messabweichung bei der Geschwindigkeit führt. Jensen [46] zeigt am Beispiel
einer medizinischen Blutflussmessung, dass der Effekt der frequenzabhängigen
Dämpfung den Dopplereffekt um eine Vielfaches übersteigen kann: Es wird ein
Mediummit einer frequenzabhängigen Dämpfung von 0,5dB/(MHz cm) und eine
Eindringtiefe von 5 cm angenommen, was typische Werte für den medizinischen
Anwendungsfall darstellen. Nach einem Gesamtschallweg von 10 cm verschiebt
sich die Mittenfrequenz eines gaußförmigen Ultraschallpulses (Mittenfrequenz
3MHz, relative Bandbreite 0,08) um Δ𝑓 = 16 kHz. Dabei liegen typische Doppler-
verschiebungen bei der Blutflussmessung im Bereich 1 . . . 2 kHz und die direkte
Auswertung der absoluten Frequenzverschiebung würde zu einer systematischen
Messabweichung der Geschwindigkeit |Δ𝑣| ≫ |𝑣| führen.
Beim PWD werden daher mehrere Pulsfolgen mit einer Wiederholrate 𝑓PR ausgesandt
und zur Frequenzschätzung verwendet. Die Dopplerverschiebung wird nicht aus der
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Abbildung 2.3: Prinzip des PWD für einen Streukörper: Es werden aufeinanderfolgende
Wellenpakete mit einer Wiederholrate 𝑓PR ausgesandt, was die langsa-
me Zeitachse 𝑡s aufspannt. Die schnelle Zeitachse 𝑡f des Echosignals
korrespondiert mit der Distanz 𝑑 zum Streukörper. Für eine feste Zeit
𝑡f = 2𝑑/𝑐 ergibt sich eine von der Geschwindigkeit 𝑣 abhängige Phasen-
verschiebung der Echosignale verschiedener Wellenpakete.
Differenz von Sende- und Empfangsfrequenz, sondern vielmehr aus der Phasendiffe-
renz der Echos aufeinanderfolgender Pulsfolgen bestimmt. Für die weitere Betrachtung
ist es sinnvoll, die Echosignale als zweidimensionales Feld auf zwei Zeitachsen darzu-
stellen [101]. Dies ist in Abb. 2.3 exemplarisch für die Echosignale 𝑧(𝑡f, 𝑡s) für einen
einzelnen bewegten Streukörper dargestellt. Dabei spannt 𝑡f die sogenannte „schnelle
Zeitachse“ auf und die Abfolge der Wellenpakete 𝑡s die „langsame Zeitachse“ auf. Es gilt:
𝑡 = 𝑡f + 𝑡s. (2.26)
Die langsame Zeitachse 𝑡s wird mit jedem Puls 𝑛B abgetastet:
𝑡s =
𝑛B
𝑓PR
mit 𝑛B = 0, 1, … , 𝑁EPP. (2.27)
Bei einer digitalen Implementierung (vgl. Abschnitt 3.2) ist üblicherweise auch die schnel-
le Zeitachse 𝑡f mit einer Frequenz 𝑓s diskretisiert
𝑡f =
𝑘
𝑓s
mit 𝑘 = 0, 1, … , 𝐾samp. (2.28)
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Die Sendefrequenz 𝑓tx geht in die Geschwindigkeitsberechnung (nach Gl. (2.24)) als Ska-
lierungsfaktor ein ( 𝑣 ∝ 1/𝑓tx). Sie entspricht in erster Näherung der mittleren Frequenz
des ausgesandten Pulses
𝑓tx ≈ 𝑓0. (2.29)
Führt jedoch die Übertragungsfunktion des Gesamtsystems (insbesondere des Ultra-
schallwandlers und der frequenzabhängigen Dämpfung im Medium) zu einer Verschie-
bung der mittleren Frequenz des Pulses, so resultiert dies in einer systematischen
Messabweichung. Zur Reduktion des Einflusses der im Allgemeinen unbekannten und
ortsabhängigen Systemübertragungsfunktion kann die (effektive) Sendefrequenz 𝑓tx aus
der mittleren Frequenz 𝑓rx der Echosignale geschätzt werden. Bei vernachlässigbarer
Dopplerverschiebung 𝑓d ≪ 𝑓tx liefert Gl. (2.20)
𝑓tx ≈ 𝑓rx. (2.30)
2.4.3 Signalverarbeitung für das Pulswellen-Doppler-Verfahren
Für die Schätzung von 𝑓d aus Echosignalen existieren Signalverarbeitungsmethoden, die
sich nach dem verwendeten Ansatz in Breitband- und Schmalbandverfahren unterteilen
lassen [102]. Aufgrund der geringeren rechentechnischen Komplexität der Schmalband-
verfahren sind diese im Allgemeinen besser für eine onlinefähige Implementierung
geeignet [103, 104]. Im Folgenden werden daher die Grundlagen der Autokorrelati-
onsmethode nach Kasai et al. [105] und deren Erweiterung nach Loupas et al. [106]
vorgestellt, die zudem auch eine Schätzung für 𝑓tx liefert. Eine konkrete digitale, online-
fähige Umsetzung wird in Abschnitt 3.2 beschrieben.
Die Autokorrelationsmethode nach Kasai et al. [105] schätzt die Dopplerverschiebung 𝑓d
aus dem Schwerpunkt des Leistungsdichtespektrums 𝑃(𝜔) eines eindimensionalen
Schnittes der Echosignale 𝑧(𝑡f, 𝑡s) zu einer der Tiefe 𝑑 entsprechenden Zeit 𝑡f = 2𝑑/𝑐
𝑓d
1
2𝜋
≈
∫∞
−∞
𝜔𝑃(𝜔)d𝜔
∫∞
−∞
𝑃(𝜔)d𝜔
. (2.31)
Dazu wird ein analytisches Signal ℎ(𝑡f, 𝑡s) hinsichtlich der schnellen Zeitachse 𝑡f gebildet
ℎ(𝑡f, 𝑡s) = 𝑧(𝑡f, 𝑡s) + 𝑗 ̂𝑧(𝑡f, 𝑡s), (2.32)
mit der Hilbert-Transformierten ̂𝑧(𝑡f, 𝑡s) = ℋ {𝑧(𝑡f, 𝑡s)}. Mittels des Wiener-Khinchin-
Theorems kann das Leistungsdichtespektrum 𝑃(𝜔) auf die komplexe, eindimensionale
Autokorrelationsfunktion 𝑅𝑡f=2𝑑/𝑐
𝑅𝑡f=2𝑑/𝑐(𝜏s) = ∫
∞
−∞
ℎ(𝑡f, 𝑡s)ℎ∗(𝑡f, 𝑡s − 𝜏s)d𝑡s (2.33)
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zurückgeführt werden
𝑅𝑡f=2𝑑/𝑐(𝜏s) = ∫
∞
−∞
𝑃(𝜔)𝑒𝑗𝜔𝜏s d𝜔, (2.34)
wobei ℎ∗ das konjugiert-komplexe analytische Signal bezeichnet. Die Ableitung der
Autokorrelationsfunktion ?̇?(𝜏s) nach 𝜏s ergibt sich zu
?̇?(𝜏s) = 𝑗𝜔 ∫
∞
−∞
𝑃(𝜔)𝑒𝑗𝜔𝜏s d𝜔. (2.35)
Dies erlaubt es, Gl. (2.31) mit Gl. (2.33) und (2.35) durch die Autokorrelationsfunktion
und ihre Ableitung an der Stelle 𝜏s = 0 auszudrücken:
𝑓d ≈
1
2𝜋
?̇?(𝜏s = 0)
𝑗𝑅𝑡f=2𝑑/𝑐(𝜏s = 0)
. (2.36)
Eine weitere Approximation von Gl. (2.36) kann nach Jensen [46] und Kasai et al. [105]
mit der Polarform der komplexen Autokorrelationsfunktion
𝑅𝑡f=2𝑑/𝑐(𝜏s) = |𝑅𝑡f=2𝑑/𝑐(𝜏s)| ⋅ 𝑒
𝑗𝜑(𝜏s) (2.37)
erreicht werden, bei der die Differentiation nach der langsamen Zeitachse durch einen
Differenzenquotienten genähert wird:
𝑓d ≈
1
2𝜋
?̇?(𝜏f = 0, 𝜏s = 0) ≈
𝜑(𝜏f = 0, 𝜏s = 1/𝑓PR)
1/𝑓PR
,
≈ 1
2𝜋
𝑓PR 𝑎𝑟𝑔 (𝑅𝑡f=2𝑑/𝑐(𝜏s = 1/𝑓PR)) . (2.38)
Da das Kasai-Verfahren auf einer Schätzung der Phasenverschiebung basiert, ist der
Algorithmus inhärent durch die 2𝜋-Mehrdeutigkeit des Argumentoperators in Gl. (2.38)
beschränkt
𝑓d ∈ (−
1
2
𝑓PR,
1
2
𝑓PR]. (2.39)
Dies führt mit Gl. (2.24) dazu, dass lediglich Geschwindigkeiten in einem Bereich ±𝑣max
eindeutig bestimmbar sind [46]
𝑣 ∈ [±𝑣max]; 𝑣max =
𝑐𝑓PR
4𝑓0
. (2.40)
Weiterhin liefert der Kasai-Autokorrelator keine Schätzung der mittleren Frequenz der
empfangenen Echosignale, so dass die Bezugsfrequenz 𝑓0 nach Gl. (2.29) genutzt wird.
Es ergibt sich mit Gl. (2.24)
𝑣 = 𝑣 ⋅ 𝑒d = −
1
2
𝑓d
𝑓0
𝑐. (2.41)
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Die erweiterte Autokorrelation nach Loupas et al. [106] stellt eine Fortentwicklung der
Kasai-Autokorrelationsmethode hinsichtlich zweier Aspekte vor:
1. Die mittlere Frequenz der empfangenen Echosignale 𝑓rx wird geschätzt. Dies
erlaubt die Annahme nach Gl. (2.24), dass keine Verschiebung der mittleren Fre-
quenz der ausgesandten Pulse durch die Systemübertragungsfunktion erfolgt,
durch eine Abschätzung nach Gl. (2.30) zu ersetzen.
2. Durch Nutzung von mehr als einem Abtastpunkt auf der schnellen Zeitachse kann
die Messunsicherheit reduziert werden. Dabei werden die Informationen aus
einem größeren spektralen Bereich einbezogen.
Dazu erweitert die Methode nach Loupas et al. [106] die Dimensionalität der Autokor-
relation. Für die Geschwindigkeitsbestimmung eines Gates wird ein zweidimensionaler
Schnitt der Echosignale 𝑧(𝑡f, 𝑡s) herangezogen. Dabei wird typischerweise ein der axialen
Ortsauflösung entsprechender Bereich nach 𝑡f ∈ 2𝑑±Δ𝑑/𝑐 gewählt. Die zweidimensionale
Autokorrelationsfunktion des analytischen Signals bzw. dessen Näherung aus einem
finiten Signalabschnitt lautet:
𝑅(𝜏f, 𝜏s) = ∫
∞
−∞
∫
∞
−∞
ℎ(𝑡f, 𝑡s)ℎ∗(𝑡f − 𝜏f, 𝑡s − 𝜏s)d𝑡f d𝑡s,
≈ ∫
2𝑑+Δ𝑑/𝑐
2𝑑−Δ𝑑/𝑐
∫
𝑁EPP/𝑓PR
0
ℎ(𝑡f, 𝑡s)ℎ∗(𝑡f − 𝜏f, 𝑡s − 𝜏s)d𝑡f d𝑡s. (2.42)
Analog zu Gl. (2.38) kann nun eine Schätzung der Dopplerfrequenz 𝑓d durch die 2d-Au-
tokorrelationsfunktion unter Nutzung mehrerer Abtastpunkte der schnellen Zeitachse
ausgewertet werden:
𝑓d ≈
1
2𝜋
𝑓PR 𝑎𝑟𝑔 (𝑅(𝜏f = 0, 𝜏s = 1/𝑓PR)) . (2.43)
Weiterhin kann die mittlere Frequenz 𝑓rx der Echosignale nach
𝑓rx ≈
1
2𝜋
𝑓s 𝑎𝑟𝑔 (𝑅(𝜏f = 1/𝑓s, 𝜏s = 0)) , (2.44)
𝑓rx ∈ (−
1
2
𝑓s,
1
2
𝑓s], (2.45)
ermittelt werden und daher die Sendefrequenz 𝑓tx nach Gl. (2.30) geschätzt werden.
2.4.4 Cramér-Rao-Schranke der Messunsicherheit
Für die Charakterisierung der Güte von Signalverarbeitungsalgorithmen ist neben relati-
ven Aussagen insbesondere der Vergleich mit einer fundamentalen, von der konkreten
Implementierung unabhängigen, Grenze hilfreich. Dieser absolute Bezug kann mittels
der Schätztheorie durch die Cramér-Rao-Schranke (CRB, Cramér Rao bound) nach Rao
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[107] und Cramér [108] erlangt werden. Die CRB bestimmt aus einemModell des Signal-
und Rauschverhaltens die geringste Varianz, die ein erwartungstreuer Schätzer für ein
oder mehrere Parameter erlangen kann. Im Folgenden sollen Signalmodelle für ein
zeitdiskretes Echosignal sowie die resultierende CRB der Geschwindigkeitsschätzung
vorgestellt werden. Dabei wird ein Modell des PWD schrittweise realistischer gestaltet
und der Einfluss der jeweiligen Näherungen untersucht. Ausgehend von der Annahme
einer kontinuierlichen Aussendung und Reflexion an einem Streuzentrum, wird über
Pulse mit gaußförmiger Einhüllenden, hin zu einer Überlagerung der Signale mehrerer
Streuobjekte gegangen.
Das Signalmodell einer kontinuierlichen Aussendung, welche an einem bewegten Streu-
körper reflektiert wird, ist eine einfache Approximation des PWD-Verfahrens. Das Emp-
fangssignal
𝑥′(𝑘, 𝑛B, 𝜃, 𝜎𝑛2) = 𝑧′(𝑘, 𝑛B, 𝜃) + 𝑛′(𝜎𝑛2, 𝑘, 𝑛B) (2.46)
ist eine additive Überlagerung der sinusförmigen Echosignale 𝑧′(𝑘, 𝑛B, 𝜃) und weißem
Rauschen (AWGN) 𝑛′(𝑘, 𝑛B, 𝜎𝑛2). Es wird in der schnellen (𝑘) und langsamen Zeit (𝑛B)
abgetastet und hängt vom Parametervektor 𝜃 und der Varianz des Rauschens 𝜎𝑛2 ab.
Nimmt man einen Streukörper mit einer gleichförmigen axialen Geschwindigkeit 𝑣 und
einer Anfangsposition 𝑑0 an, so ergibt sich dessen momentane Position 𝑑(𝑡) zu
𝑑(𝑡) = 𝑣𝑡 + 𝑑0. (2.47)
Für eine kontinuierliche Aussendung von Schall kann folgendes Modell für die Echosi-
gnale aufgestellt werden
𝑧′(𝑘, 𝑛B, 𝜃) = 𝐴 𝑐𝑜𝑠(2𝜋𝑓tx (𝑡(𝑘, 𝑛B) − 2
𝑑(𝑘, 𝑛B)
𝑐
)), (2.48)
mit dem Vektor der unbekannten Parameter 𝜃 und der Echosignalamplitude 𝐴, sowie:
𝜃 = ⎛⎜
⎝
𝐴
𝑣
𝑑0
⎞⎟
⎠
, 𝑡(𝑘, 𝑛B) =
𝑛B
𝑓PR
+ 𝑘
𝑓s
.
Die Parameter 𝑓tx und 𝑐 werden als exakt bekannt vorausgesetzt.
Ein Signalmodell der überlagerten Echosignale mehrerer bewegter Streukörper, welche
jeweils eine Gauß’sche Hüllkurve aufweisen, ist eine realitätsnähere Approximation des
PWD-Verfahrens. Dabei bezeichnet 𝑤 die FWHM der Hüllkurve, welche zwischen den 𝑁
Streukörpern als bekannt und gleich angenommen wird (adaptiert von Albrecht [98]):
𝑧′(𝑘, 𝑛B, 𝜃) =
𝑁
∑
𝑛=1
𝐴𝑛 𝑒𝑥𝑝 (−4 𝑙𝑛(2)
(𝑡f − 2𝑑/𝑐)
2
𝑤2
) 𝑐𝑜𝑠(2𝜋𝑓tx (𝑡 −
2𝑑𝑛(𝑡)
𝑐
)). (2.49)
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Der Vektor der unbekannten Parameter umfasst dabei
𝜃 =
⎛⎜⎜⎜⎜⎜⎜
⎝
𝐴
𝑣
𝑑00
⋮
𝑑0𝑁
⎞⎟⎟⎟⎟⎟⎟
⎠
, (2.50)
für den Fall gleicher Amplituden der Streukörper 𝐴𝑛 = 𝐴/𝑁.
Die CRB liefert die untere Schranke der Varianz eines Schätzers ̂𝜃𝑖 der Parameter 𝜃 nach
der Ungleichung:
𝑉 𝑎𝑟( ̂𝜃𝑖) ≥ 𝐶𝑅𝐵( ̂𝜃𝑖) = [𝐼−1(𝜃)]𝑖𝑖 , (2.51)
wobei 𝐼(𝜃) die Fisher-Informationsmatrix ist:
[𝐼(𝜃)]𝑖𝑗 = −E [
𝛿2 𝑙𝑛(𝑝(𝑥, 𝜃))
𝛿𝜃𝑖𝛿𝜃𝑗
] , (2.52)
mit den Wahrscheinlichkeitsdichteverteilungen 𝑝(𝑥, 𝜃). Nach Kay [100] kann für den hier
vorliegenden Spezialfall, bei dem jeder Abtastwert durch unabhängiges, normalverteiltes
Rauschen der gleichen Varianz additiv überlagert ist, die Fisher-Information nach:
[𝐼(𝜃)]𝑖𝑗 =
1
𝜎𝑛2
∑
𝑘
∑
𝑛B
𝛿𝑧′(𝑘, 𝑛B, 𝜃)
𝛿𝜃𝑖
𝛿𝑧′(𝑘, 𝑛B, 𝜃)
𝛿𝜃𝑗
(2.53)
bestimmt werden. Die für die Anwendung der CRB nötigen Regularitätsbedingungen
sind dabei automatisch erfüllt. Die Unsicherheit der Geschwindigkeitsschätzung bezo-
gen auf die wahre Geschwindigkeit als Referenz 𝜎𝑣/𝑣ref ergibt sich zu:
𝜎𝑣/𝑣ref ≥
√𝐶𝑅𝐵( ̂𝑣)
𝑣ref
, (2.54)
mit 𝑣ref = 𝑣. Sowohl die Ableitung nach den Unbekannten als auch die Inversion der
Fisher-Informations-matrix erfolgen numerisch für die in Tabelle 2.1 gegebenen Para-
meter. Die resultierende CRB für verschiedene Signalmodelle als Funktion des SNR und
der 𝑁EPP sind in Abb. 2.4 und Tab. 2.2 dargestellt. Es zeigt unabhängig vom Signalmodell
im Verhalten bezüglich des SNR einen Anstieg von −20dB/Dekade, welcher konsistent
mit anderen Doppler-basierten Verfahren ist [109–111]. Dieses Verhalten rührt direkt
aus Gl. (2.53), nach der jedes Element der Fisher-Information mit 1/𝜎𝑛2 multipliziert
wird. Die Matrixinvertierung in Gl. (2.51) und das Ziehen der Quadratwurzel in Gl. (2.54)
führt zur Proportionalität 𝜎𝑣 ∝ 1/SNR2. Der niedrigste Wert der CRB bezogen auf die
Referenzgeschwindigkeit ergibt sich für ein kontinuierliches Sinussignal zu 0,208%, und
steigt dann mit der Anzahl der Streukörper auf 0,249% für 8 Streukörper.
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Abbildung 2.4: CRB der Geschwindigkeitsschätzung nach der PWD-Methode für das
Signalmodell der kontinuierlichen Aussendung und 𝑁 = 1 … 8 Streukör-
pern, aufgetragen gegenüber (a) dem SNR und (b) 𝑁EPP: Die minimale
Unsicherheit steigt mit geringeren SNR, geringerer 𝑁EPP und steigender
Anzahl der Streukörper 𝑁.
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Tabelle 2.1: Zur numerischen Berechnung der CRB verwendete Parameter.
Pulswiederholrate 𝑓PR = 900,1Hz
Sendefrequenz 𝑓tx = 8MHz
Anzahl der Wellenpakete zur Geschwindigkeitsschät-
zung
𝑁EPP = 50
Schallgeschwindigkeit 𝑐 = 1480m/s
Abtastrate auf der schnellen Zeitachse 𝑓s = 32MHz
Referenzgeschwindigkeit 𝑣ref = 10mm/s = 0,24 ⋅ 𝑣max
FWHM der Hüllkurve des Echosignals 𝑤 = 1μs
Signal-Rausch-Verhältnis SNR = 0dB
Tabelle 2.2: CRB der Geschwindigkeitsschätzung mit den Parametern nach 2.1.
Anzahl der Streukörper 𝑁 𝜎𝑣/𝑣ref
kontinuierlicher Sinus 2,079 × 10−3
1 2,166 × 10−3
2 2,189 × 10−3
4 2,420 × 10−3
8 2,486 × 10−3
2.4.5 Örtliche und zeitliche Auflösung
Die örtliche Auflösung bezeichnet den kleinsten Abstand, bei dem ein Messsystem zwei
Messorte noch voneinander trennen kann. Beim PWD-Verfahren wird eine Ortsauflö-
sung entlang der Schallausbreitung (axial) und quer dazu (lateral) durch fundamental
verschiedene Mechanismen erreicht. Die laterale Auflösung Δ𝑥 der ultrasound Doppler
velocimetry (UDV) bestimmt sich aus der Ausdehnung des Schallfeldes an der axialen
Messposition. Als Charakteristikum dafür wird die FWHM der Schallintensität verwendet.
Sie bezeichnet die Breite des Bereichs um das Maximum der Schallintensität, bei dem
diese über der Hälfte des Maximalwertes liegt. Zur Bestimmung des Schallfeldes eines
konkreten Aufbaus können numerische Berechnungen aus Abschnitt 2.2 genutzt wer-
den. Die axiale Auflösung Δ𝑑 ergibt sich aus der zeitlichen Dauer eines Wellenpaketes
𝑡burst nach [46]
Δ𝑑 = 𝑡burst
2
𝑐, (2.55)
wenn die Signale innerhalb eines Wellenpaketes ununterscheidbar sind.
Die temporale Auflösung bezeichnet den Abstand, bei dem zwei Ereignisse der zeitver-
änderlichen Messgröße noch getrennt erfasst werden können. Für die PWD ist dies die
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Abbildung 2.5: Schnitt im Abstand von 60𝜆 durch das Schallfeld eines Wandlers der akti-
ven Länge von 15𝜆, ermittelt aus dem Rayleigh-Sommerfeld-Integral [83].
Der Effektivwert des Schalldrucks 𝑝RMS ist dabei auf dessen Maximum
𝑝RMS,max normiert.
Zeitdauer, die zur Geschwindigkeitsschätzung herangezogen wird:
Δ𝑡 = 𝑁EPP
𝑓PR
. (2.56)
Eng verknüpft mit der zeitlichen Auflösung ist die Mess- bzw. Bildrate 𝑓frame. Sie bezeich-
net in einem bildgebenden System die Abtastrate der zeitveränderlichenMessgröße. Für
das PWD gilt, falls zur Geschwindigkeitsberechnung Signale aus nicht überlappenden
Bereichen herangezogen werden:
𝑓frame ≤
1
Δ𝑡
. (2.57)
Damit kann eine Bildrate bis zum Reziproken der Zeitauflösung erreicht werden oder
diese durch Pausen nach 𝑁EPP Pulsen reduziert werden.
2.5 Zusammenfassung
Dieses Kapitel legte die theoretischen Grundlagen der Ultraschallmesstechnik nach dem
UDV-Prinzip. Es wurde die Methoden der Geschwindigkeitsschätzung nach Kasai et al.
[105] und deren Erweiterung nach Loupas et al. [106] vorgestellt und eine fundamentale
Grenze der erreichbaren Unsicherheit, die CRB, ermittelt. Die bestimmenden Parameter
der Bildgebung, örtliche und zeitliche Auflösung, wurden für das PWD betrachtet. Da die
Ortsauflösung insbesondere vom Schallfeld bestimmt wird, wurden rechentechnische
Methoden zur Schallfeldberechnung und -beeinflussung vorgestellt.
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3 Modulares Ultraschall-Array-
Doppler-Velozimeter
Im folgenden Kapitel soll ein auf die Magnetohydrodynamik (MHD) zugeschnittenes
Strömungsmesssystem vorgestellt werden, dass eine Bildgebung basierend auf dem
Pulswellen-Doppler-Verfahren-Prinzip (PWD, pulse wave Doppler) und elektronisch tra-
versierten Sensorarrays erlaubt. Dazu sollen die Anforderungen an die Messtechnik
typischerMHD-Experimente exemplarisch aufgeführt und eine konkrete Realisierung für
eine generische Forschungsplattform, das ultrasound array Doppler velocimeter (UADV),
aufgezeigt werden. Die modulare Architektur des Systems, der erweiterbare Hardware-
aufbau sowie seine onlinefähige Signalverarbeitung sollen im folgenden Kapitel erörtert
werden. Anschließend wird die Funktionsfähigkeit des Systems an einem Referenz-
stand nachgewiesen, dessen Messergebnisse auf die SI-Einheiten zurückgeführt und
die Messunsicherheit für typische Fälle charakterisiert.
3.1 Systemarchitektur
Die allgemeinen Anforderungen an ein Messsystem für Modellexperimente in der MHD
werden anhand der in Kapitel 4 untersuchten Strömung abgeleitet und im Sinne eines
Lastenheftes in Tabelle 3.1 zusammengefasst. Weiterhin stellt sich die Anforderung an
das Messsystem, als generische Plattform im Bereich der MHD-Modellexperimente ein-
setzbar zu sein, und nicht als Spezialanfertigung auf lediglich ein Experiment beschränkt
zu sein.
Als Ansatz für bildgebende Strömungsmessung in MHD-Modellexperimenten nach den
Anforderungen aus Abschnitt 3.1 wird das PWD mit elektronisch traversierten Wandler-
arrays kombiniert. Das PWD-Prinzip erlaubt eine ortsaufgelöste, linienhafte Messung
einer Geschwindigkeitskomponente (1d-1c) in opaken Fluiden. Eine Traversierung in
lateraler Richtung erweitert dieses Prinzip zu einer flächigen Messung (2d-1c). Um dabei
die Anforderung hinsichtlich der Bildrate zu erfüllen, erfolgen weder eine mechanische
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Tabelle 3.1: Allgemeine Anforderungen an einMesssystem fürMHD-Modellexperimente
abgeleitet aus dem in Kapitel 4 vorgestellten Experiment.
Eigenschaften des Messobjektes Anforderungen an ein Messsystem
Strömung in einem opaken Fluid,
Querschnitt 𝐴 = 67,5mm ⋅ 67,5mm
Messung im Fluidvolumen, Eindringtiefe
im Zentimeterbereich
dreidimensionale Strömungsstrukturen,
miteinander interagierende Primär- und
Sekundärströmung
mehrkomponentige, mehrdimensionale
Bildgebung simultan in mehreren
Ebenen
Strömungsstrukturen 𝑥 < 15mm Ortsauflösung im Millimeterbereich
instationäre Strömung mit
𝑓osc = 0,05 … 0,1Hz
hohe Bildrate, Zeitauflösung im
Subsekundenbereich
nichtdeterministische Vorgänge auf
verschiedenen Zeitskalen: Oszillation bei
einer Periodendauer 𝑇osc < 10 s,
Einsetzen der Instabilität nach
𝑡onset > 400 s
Aufnahmedauer im Stundenbereich bei
hoher Bildrate
noch eine sequentielle elektronische Traversierung. Vielmehr werden lineare Wand-
lerarrays mit einer Kombination aus Zeitmultiplex (TDM, time division multiplex) und
Ortsmultiplex (SDM, spatial division multiplex) betrieben, was eine parallelisierte Abras-
terung der Messebene ermöglicht. Dies erlaubt für ein typisches Ansteuerungsschema
(Abtastung von 24 Messlinien in 6 Schaltschritten, vgl. Abschnitt 4.2) eine Erhöhung der
Bildrate um den Faktor 4. Durch den Einsatz mehrerer Wandlerarrays im TDM und einer
Fusion der Messdaten kann eine flächige, zweikomponentige Strömungsbildgebung
(2d-2c), oder eine Mehrebenenmessung (4× 2d-1c) durchgeführt werden. Abbildung 3.1
verdeutlicht beispielhaft die Möglichkeiten der Bildgebung. Um eine breite Anwendbar-
keit auf Modellexperimente in der MHD zu gewährleisten, muss die konkrete Umsetzung
folgende Anforderungen im Sinne eines Pflichtenheftes erfüllen:
• Flexibilität und Erweiterbarkeit hinsichtlich der Messgeometrie, Sensoranzahl,
-position und -orientierung
• Parametrisierbarkeit der Schallparameter (US-Frequenz und Signalform) und des
zeitlichen und örtlichen Multiplexschemas individuell für jedes Sensorarray
• parametrierbare Signalverarbeitung und Visualisierung
Die Anforderung nach einer langen Messdauer bei Bildgebung mit gleichzeitig hoher
Messrate macht eine onlinefähige Signalverarbeitung nötig.
Die Systemarchitektur des UADV als generische Plattform basierend auf dem PWD-Prinzip
ist in Abb. 3.2 dargestellt. Es nutzt einen modularen Aufbau, welcher aus den zentralen
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1d-1c 2d-1c 2d-2c 2×2d-2c 4×2d-1c
Abbildung 3.1: Beispielhafte Modi zur Bildgebung mit linearen Arrays.
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Abbildung 3.2: Übersicht der Systemarchitektur des UADV-Systems.
Komponenten für die Digitalisierung, Signalverarbeitung und Steuerung und aus bis
zu 9 modularen Einheiten besteht, die Signalgenerierung, -multiplex und -verstärkung
für jeweils 25 Wandlerelemente bereitstellen [112]. Die Elektronikkomponenten wer-
den dazu in einem 19-Zoll-Baugruppenträger mit Einschüben gefasst (Abb. 3.4). Die
Analog-Digitalumwandlung und Teile der Signalverarbeitung werden auf einem FlexRIO-
basierten System (National Instruments) realisiert, die Geschwindigkeitsschätzung und
-visualisierung auf einem Computer (PC, personal computer).
Eine individuell parametrierbare, modulare Einheit zur Ansteuerung von 25 Einzelwand-
lerelementen in einem linearen Array ist in Abb. 3.3 dargestellt. Sie umfasst einen Arbi-
trärfunktionsgenerator (AFG3022B, Tektronix Inc., Oregon, USA), welcher das analoge
Sendesignal generiert und hinsichtlich der Signalform, -frequenz und -dauer parame-
trierbar ist. Das Sendesignal wird anschließend in einem Leistungsverstärker auf eine
Spannungsamplitude bis zu ?̃? = 30V gebracht und dann über einen Sendemultiplexer
dem TDM-SDM-Schema entsprechenden Wandlerelementen zugeführt. Dabei verhin-
dert ein Sende-/Empfangsumschalter die Überlastung des Empfangszweiges durch die
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Abbildung 3.3: Darstellung einer modularen Einheit zur Ansteuerung von 25 Wandler-
elementen.
Abbildung 3.4: Baugruppenträger mit Steuer- und 9 Multiplexeinheiten [113].
Sendesignale, welche um mehrere Größenordnungen stärker sind. Die eintreffenden
Empfangssignale werden im Empfangszweig verstärkt. Die Echosignale im Medium
werden im Allgemeinen mit zunehmender Laufzeit exponentiell gedämpft. Um diesen
Effekt zu kompensieren, wird eine zeitabhängige Verstärkung (TGC, time gain control)
genutzt. Anschließend werden nach dem TDM-SDM-Schema die Signale mit einem
Empfangsmultiplexer den entsprechenden Digitalisierungskanälen zugeordnet. Aus
dem Zusammenspiel der individuell parametrierbaren, modularen Einheiten ergibt sich
ein flexibel einsetzbares Messsystem.
3.2 Onlinefähige Signalverarbeitung
Die digitalisierten Rohdaten werden im UADV durch einen Analog-Digital-Wandler (ADC,
analog-to-digital converter) mit 32 Kanälen und 12-Bit-Quantisierung (NI5752, National In-
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Tabelle 3.2: Eine typische Parametrierung des UADV zur zweikomponentigen Zweiebe-
nen-Messung aus Kapitel 4.
Parameter Wert
Abtastrate auf der schnellen Zeitachse 𝑓s = 32MHz
Bildrate 𝑓frame = 11,6Hz
Anzahl der Wellenpakete zur Geschwin-
digkeitsschätzung
𝑁EPP = 50
Anzahl der Wandlerarrays 𝑁array = 4
Anzahl der Schaltschritte 𝑁sw = 6
Anzahl der Digitalisierungskanäle 𝑁ch = 𝑁array ⋅ 4 = 16
Anzahl der Bytes pro Abtastwert 𝑁sampbytes = 2B
Anzahl der Abtastpunkte pro Gate 𝐾samp = 39
Anzahl der Gates 𝑁gates = 51
Faktor der Unterabtastung 𝑛sub = 13
struments) bereitgestellt. Dabei können Abtastraten im Bereich 32MHz ≤ 𝑓s ≤ 50MHz
genutzt werden. Die Datenrate der digitalisierten Rohsignale für das Gesamtsystem
𝑟ADC ergibt sich nach:
𝑟ADC = 𝑁ch ⋅ 𝑁sampbytes ⋅ 𝑓frame ⋅ 𝑁EPP ⋅ 𝑁sw ⋅ 𝑁array ⋅ 𝑁gates ⋅ 𝐾samp, (3.1)
wobei 𝑁ch die Anzahl der Digitalisierungskanäle, 𝑁sampbytes die Anzahl der Bytes pro
Abtastwert, 𝑓frame die Bildrate, 𝑁EPP die Zahl der Aussendungen, 𝑁sw Anzahl der Schalt-
schritte, 𝑁array die Anzahl der Wandlerarrays, 𝑁gates die Anzahl der Gates und 𝐾samp die
Anzahl der aufgenommenen Abtastwerte pro Gate ist. Für eine typische Konfiguration
des UADV, wie sie in Tab. 3.2 dargestellt ist, ergibt sich
𝑟ADC = 16 ⋅ 2B ⋅ 11,6Hz ⋅ 6 ⋅ 4 ⋅ 50 ⋅ 39 ⋅ 51
= 860MB/s.
Diese Datenrate können handelsübliche, persistente Datenspeicher, wie beispielsweise
Festplatten und Flashspeicher, derzeit nicht kontinuierlich speichern. Aus der Anforde-
rung nach einer Messdauer 𝑡meas > 1000 s folgt, dass eine Offline-Signalverarbeitung
nicht sinnvoll ist. Im Folgenden wird also eine Signalverarbeitungskette beschrieben,
die den erweiterten Autokorrelationsalgorithmus nach Loupas et al. [106] digital imple-
mentiert. Für eine Onlinefähigkeit wird eine Umsetzung mit geringer rechentechnischer
Komplexität erarbeitet und diese unter Nutzung der parallelen Verarbeitungsmöglich-
keiten eines field-programmable gate array (FPGA) realisiert.
35
𝑧′raw(
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Abbildung 3.5: Onlinefähige Signalverarbeitung zur Geschwindigkeitsschätzung nach
Loupas et al. [106] implementiert auf einem FPGA und einem PC.
Eine digitale Implementierung des erweiterten Autokorrelationsalgorithmus nach Loupas
et al. [106] ist in Abb. 3.5 dargestellt. Nach der Bandpassfilterung, der Bildung des
analytischen Signals sowie der Abtastung liegen I-Q-demodulierte Daten vor, die eine
Datenrate 𝑟IQ von
𝑟IQ = 𝑟ADC ⋅ 2 ⋅ 1/𝑛sub (3.2)
= 860MB/s ⋅ 2 ⋅ 1/13 = 132MB/s
aufweisen. Dabei ist 𝑛sub der Faktor der Unterabtastung bei der I-Q-Demodulation.
Durch die Reduktion der Datenrate um den Faktor 6,5 in dieser Parametrierung können
die I-Q-demodulierten Daten sowohl kontinuierlich auf einen persistenten Speicher
geschrieben werden, als auch onlinefähig weiterverarbeitet werden. Daher werden die
Bandpassfilterung und I-Q-Demodulation auf einem FPGA (NI PXIe-7965R, National
Instruments, Austin, USA) umgesetzt, die Filterung statischer Echos und die Geschwin-
digkeitsschätzung auf einem PC. Zur Reduktion der rechentechnischen Komplexität der
Algorithmen wird ein festes Verhältnis der Sende- zur Abtastfrequenz von 𝑓tx/𝑓s = 1/4
festgelegt, welches die Ausnutzung günstiger Spezialfälle bei der Bandpassfilterung und
Hilbert-Transformation erlaubt.
Die digitalisierten Rohdaten 𝑧′raw(𝑘, 𝑛B) des UADV liegen hinter dem ADC sowohl in der
langsamen also auch in der schnellen Zeit abgetastet vor (vgl. Gl. (2.27)):
𝑧′raw(𝑘, 𝑛B) = 𝑧(𝑡f = 𝑘/𝑓s, 𝑡s = 𝑛B/𝑓PR), 𝑘 = 0, 1, … 𝐾samp, 𝑛B = 0, 1, … 𝑁EPP. (3.3)
Im Folgenden wird nur ein Datensatz zur Berechnung eines Geschwindigkeitswertes
betrachtet, nicht jedoch die Parallelität der simultanen erfassten Messlinien nach dem
TDM-SDM-Schema, sowie mehrere axiale Messpunkte (Gates).
Eine Bandpassfilterung der Echosignale reduziert deren Rauschanteil, indem nur der
Teil des Spektrums betrachtet wird, der auch Nutzinformationen beinhalten kann.
Für Signale in additivem weißem Rauschen (AWGN) maximiert ein matched filter das
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SNR [114]. Dieser wird durch einen Filter mit endlicher Impulsantwort, bei dem die
Filterkoeffizienten nach dem zeitlich umgekehrten Sendesignal realisiert werden:
𝑧′(𝑘, 𝑛B) =
𝑁periods
∑
𝑛=0
𝑐𝑖 ⋅ 𝑧′raw(𝑘 − 𝑛, 𝑛B). (3.4)
Bei einem sinusförmigen Sendesignal der Frequenz 𝑓tx mit 𝑁periods Perioden unter
Annahme, dass 𝑓tx ≈ 𝑓rx und 𝑓tx/𝑓s = 1/4 gilt, ergeben sich nur triviale Filterkoeffizienten
𝑐𝑖 zu
𝑐𝑖 =
⎧{
⎨{⎩
1 𝑖 = 2 + 4𝑛
0 𝑖 = 1 + 4𝑛, 𝑖 = 3 + 4𝑛
−1 𝑖 = 4𝑛
; 𝑛 ∈ [0, 𝑁periods]. (3.5)
Damit kann die Filterung der Eingangssignale ohne Multiplikationsoperationen im FPGA
umgesetzt werden, lediglich Additionen und Vorzeichenwechsel sind nötig.
Die I-Q-Demodulation besteht aus der Bildung eines analytischen Signals (vgl. Gl. (2.32))
und einer anschließenden Unterabtastung mit dem Faktor 1/𝑛sub:
ℎ′unfilt(𝑘/𝑛sub, 𝑛B) = 𝑧′(𝑘, 𝑛B) + 𝑗 ⋅ ̂𝑧′(𝑘, 𝑛B), (3.6)
mit
𝑛B = 0, 1, … 𝑁EPP, 𝑘 = 0, 1, … 𝐾samp.
Dazu wird aus dem gefilterten, reellwertigen Signal 𝑧′(𝑘, 𝑛B) ein um −𝜋/2 phasenver-
schobenes Signal ̂𝑧′(𝑘, 𝑛B) gebildet. Die dazu durchzuführende Hilbert-Transformation
kannmit einer Zeitverschiebung von 1/4𝑓0 für eine Bezugsfrequenz 𝑓0 = 𝑓tx approximiert
werden. Dies entspricht bei 𝑓tx/𝑓s = 1/4 einer Verschiebung um einen Abtastwert. Es
ergibt sich
̂𝑧′(𝑘, 𝑛B) ≈ 𝑧′(𝑘 − 1, 𝑛B), (3.7)
womit die I-Q-Demodulation ohne arithmetische Operationen auf dem FPGA umsetzbar
ist.
Eine Filterung statischer Echos dient der Trennung von Signalanteilen, die nicht von Streu-
körpern sondern von Grenzflächen, wie beispielsweise durchschallte Gefäßwände, im
Ausbreitungspfad herrühren. Dabei liegt die Annahme zugrunde, dass die Streukörper
eine Geschwindigkeit |𝑣| > 𝑣cutoff, die Grenzflächen eine Geschwindigkeit |𝑣| < 𝑣cutoff
aufweisen. Für typische experimentelle Aufbauten der MHD kann dabei, im Gegen-
satz zu beispielsweise medizinischen Anwendungen, ein 𝑣cutoff → 0 gesetzt werden.
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Dies erlaubt einen besonders einfachen und effizienten Ansatz zur Unterdrückung der
statischen Echos, die Subtraktion des Gleichanteils in den I-Q-Daten nach:
ℎ′(𝑘/𝑛sub, 𝑛B) = ℎ′unfilt(𝑘/𝑛sub, 𝑛B) −
1
𝑁EPP
𝑁EPP−1
∑
𝑛B′=0
ℎ′unfilt(𝑘/𝑛sub, 𝑛B′). (3.8)
Dadurch wird eine schmalbandige Hochpassfilterung erreicht [46, 115–117]. Da Gl. (3.8)
einen nicht-kausalen Filter beschreibt, ist es für die Berechnung notwendig 𝑁EPP Signale
im Speicher vorzuhalten.
Die Geschwindigkeitsschätzung nach Loupas et al. [106] nutzt mehrere Abtastwerte
pro Gate und verwendet eine explizite Schätzung von 𝑓rx als Näherung für 𝑓rx. Dazu
wird die zeitkontinuierliche, zweidimensionale Autokorrelationsfunktion 𝑅(𝜏f, 𝜏s) nach
Gl. (2.42) durch eine zeitdiskrete Approximation 𝑅′(Δ𝑘, Δ𝑛B) unter Nutzung des I-Q-
Demodulationssignals ℎ′(𝑘/𝑛sub, 𝑛B) genähert:
𝑅′(Δ𝑘, Δ𝑛B) =
𝐾samp/𝑛sub−Δ𝑘−1
∑
𝑚=0
𝑁EPP−Δ𝑛B−1
∑
𝑛=0
ℎ′(𝑚, 𝑛) ⋅ ℎ′∗(𝑚 + Δ𝑘, 𝑛 + Δ𝑛B). (3.9)
Die Schätzung der Dopplerverschiebung 𝑓d erfolgt dabei analog zu Gl. (2.43) nach:
𝑓d ≈
1
2𝜋
𝑓PR 𝑎𝑟𝑔 𝑅′(0, 1), (3.10)
wobei die Grenzen aus Gl. (2.39) gelten. Die Empfangsfrequenz 𝑓rx kann analog zu
Gl. (2.45) geschätzt werden [106]:
𝑓rx ≈
1
2𝜋
𝑓s
𝑛sub
𝑎𝑟𝑔 𝑅′(1, 0), (3.11)
𝑓rx ∈ (±
1
2
𝑓s
𝑛sub
]. (3.12)
Allerdings kann die Unterabtastung mit dem Faktor 𝑛sub dazu führen, dass der Eindeu-
tigkeitsbereich verlassen wird. Unter der Annahme, dass das Signal schmalbandig um
die Bezugsfrequenz 𝑓0 ist, kann der Eindeutigkeitsbereich entsprechend verschoben
werden:
𝑓rx ≈
1
2𝜋
𝑓s
𝑛sub
(2𝜋⌊1/2 + 𝑛sub𝑓0/𝑓s⌋ + 𝑎𝑟𝑔 𝑅′(1, 0)) (3.13)
𝑓rx ∈ (
𝑓s
𝑛sub
⌊1/2 + 𝑛sub𝑓0/𝑓s⌋ ±
1
2
𝑓s
𝑛sub
]. (3.14)
Schlussendlich kann die Geschwindigkeit nach Gl. (2.24) mit I-Q-Daten unter Beibe-
haltung der geringen rechentechnischen Komplexität geschätzt werden. Damit wird
eine onlinefähige Datenverarbeitung im kontinuierlichen Betrieb für lange Messdauern
erreicht.
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Abbildung 3.6: Schema (a) und Foto (b) eines Aufbaus zur Rückführung auf die SI-
Einheiten. Der Kern einer Glasfaser (GF) wird mittels eines Linearver-
schiebetischs (LS) axial entlang der Schallkeule eines Ultraschallwandlers
(US) in einem Wasserbad bewegt. Dabei ermittelt ein Laservibrometer
(LV) dessen Referenzgeschwindigkeit (𝑣ref) und -position (𝑠ref).
3.3 Rückführung auf SI-Einheiten und
Messunsicherheitsabschätzung
Die Anforderungen an ein Messergebnis, die im wissenschaftlichen Kontext allgemein
gestellt werden, sind eine Rückführbarkeit auf die Einheiten des internationalen Ein-
heitensystems (SI) und die Angabe einer Messunsicherheit [118]. Beides soll für das
UADV durch eine Charakterisierung an einem Kalibrierstand erreicht werden, welcher
im Gegensatz zum Anwendungsfall der Strömungsmessung in opaken Fluiden ein stark
vereinfachtes Experiment darstellt. Dies ermöglicht eine Referenzmessung mit einem
als “Goldstandard” angesehenen Messverfahren, der Laserinterferometrie. Dadurch
können die Messergebnisse des UADV an das Referenzmesssystem gekoppelt werden,
welches wiederum mittelbar an die grundlegenden SI-Einheiten Meter und Sekunde
gekoppelt ist. Weiterhin ermöglicht der Kalibrierstand eine Unsicherheitsanalyse bei
variierten Parametern, insbesondere des SNR und CSR, was als Grundlage für die Mess-
unsicherheitsbetrachtung in den konkreten MHD-Experimenten (vgl. Kap. 4.2) genutzt
wird.
Der Kalibrierstand ist in Abb. 3.6 dargestellt: Ein einzelner Streukörper wird linear in
einem Wasserbad (𝜗 = 20 ∘C, 𝑐 = 1480m/s) im Messvolumen des UADV bewegt. Dazu
befindet sich ein Linearverschiebetisch (41.121.102E, OWIS, Staufen/Deutschland) über
einem Glasgefäß der Abmaße 212mm ⋅81mm ⋅135mm. Dieser bewegt den Kern einer
Glasfaser mit einer kugelförmigen Spitze (𝐷 = 0,6mm). Die Sollgeschwindigkeit beträgt
dabei 𝑣0 = 10mm/s. Das Ultraschallwandlerarray (Richter Sensor and Transducer
Technologie/Deutschland) ist auf der Gefäßvorderwand (𝑑 = 8mm) mit Ultraschallgel
angekoppelt und strahlt entlang der Achse des Linearverschiebetisches.
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Die Referenzmessung der Streukörpergeschwindigkeit erfolgt mittels eines Laservibrome-
ters (OFV503 von Polytech, Waldbronn/Deutschland, Wegdekoder DD-900, Geschwin-
digkeitsdekoder VD-09). Dazu ist eine Retroreflektionsfolie (3M Scotchlite) an der Streu-
körperaufhängung angebracht. Für den verwendeten Messbereich des Vibrometers von
±50mm/s ist die Wurzel der spektralen Rauschleistungsdichte zu 0,02μm/s/
√
Hz vom
Hersteller spezifiziert [119]. Damit ergibt sich eine Unsicherheit der Referenzmessung
im Frequenzbereich bis 100 kHz von 𝜎v,vibrometer,rel = 6 × 10−4. Die Geschwindigkeit des
Kalibrierobjektes konnte damit zu 𝑣ref = 9,991mm/s bestimmt werden. Die Geschwin-
digkeitsunsicherheit beträgt 𝜎v,ref = 0,0178mm/s bei einer Mittlung über 55,56ms,
was der Zeitauflösung Δ𝑡 der UADV-Messung entspricht.
Eine Messreihe mit 130 Wiederholungen unter Variation der Parameter SNR und CSR
wurde durchgeführt. Das CSR beschreibt dabei das Verhältnis von statischen Echos, wie
sie durch Mehrfachreflexionen an durchschallten Grenzflächen auftreten, zum Signal
der Streukörper. Zwei exemplarische CSR, CSR1 = −7,3dB und CSR2 = −19,0dB,
wurden durch Messungen an zwei Positionen des Streukörpers in Relation zumWandler
(𝑠1 = 46,8mm, 𝑠2 = 94,7mm) erreicht. Das SNR wurde numerisch durch Addition von
AWGN im Bereich SNR = −6, −3, … ,12dB variiert. Damit wurden vier exemplarische
Parametrierungen der Signalverarbeitung aus Abschnitt 3.2 untersucht. Diese sind nach
aufsteigender rechentechnischer Komplexität sortiert:
• bei (DEF) erfolgt Geschwindigkeitsschätzung analog zum1d-Autokorrelator nach Ka-
sai et al. [105] mit lediglich einem Abtastwert der schnellen Zeit (𝐾samp = 1),
weiterhin erfolgt keine Filterung statischer Echos
• (CRF) ist wie (DEF) parametriert, zusätzlich erfolgt die Filterung statischer Echos
• (CRF 2D) ist parametriert wie (CRF), nutzt jedoch die 2d-Autokorrelation nach Lou-
pas et al. [106] mit drei Abtastwerten der schnellen Zeit (𝐾samp = 3) ohne Schät-
zung der Empfangsfrequenz 𝑓rx
• (RF 2D RF) ist parametriert wie (CRF 2D) mit der Schätzung der Empfangsfrequenz
𝑓rx
Die Parameter des Experimentes und der Signalverarbeitung sind in Tabelle 3.3 zusam-
mengefasst. Abbildung 3.7 zeigt die ermittelte relative Abweichung zur Referenzmes-
sung und die relative Standardabweichung unter Variation des SNR und CSR für die
vier Parametrierungen der Signalverarbeitung.
Die systematische Messabweichung für eine wandferne Messung (CSR1 = −19,0dB)
bei einem hohen SNR (SNR = 12dB) für die Variante (DEF) beträgt −1,12%, welcher
sich durch die Filterung statischer Echos (CRF, CRF 2D) umkehrt. Dies wird durch die
Schätzung der Sendefrequenz kompensiert (CRF 2D RF) und es stellt sich eine Abwei-
chung von −0,40% ein. Diese Variante zeigt die betragsmäßig geringste Abweichung
für SNR >= 3dB. Für wandnahe Messungen (CSR2 = −7,3dB) ergibt die Variante ohne
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Tabelle 3.3: Übersicht der Parameter des Kalibrierexperiments.
Referenzmesssystem
Messbereich 𝑣vibrometer ∈ ±50mm/s
Geschwindigkeitsunsicherheit 𝜎v,vibrometer = 6,3μm/s [119]
Linearer Verschiebetisch
Geschwindigkeitssollwert 𝑣ref,0 = 10mm/s
Referenzgeschwindigkeit 𝑣ref = 9,991mm/s
Standardabweichung der Referenzge-
schwindigkeit
𝜎v,ref = 0,019mm/s
Anzahl der Wiederholungsmessungen 𝑁 = 130
Ultraschallparameter
Bezugsfrequenz 𝑓0 = 8MHz
Anzahl der Perioden in einem Wellenpa-
ket
𝑁periods = 8
Pulswiederholrate 𝑓PR = 900Hz
Anzahl der Wellenpakete zur Geschwin-
digkeitsschätzung
𝑁EPP = 50
Schallgeschwindigkeit 𝑐 = 1480m/s
Verhältnis von statischen Echos zum Si-
gnal
CSR1 = −19,0dB (wandfern)
CSR2 = −7,3dB (wandnah)
Abtastrate auf der schnellen Zeitachse 𝑓s = 32MHz
Signalverarbeitung
(DEF) 𝐾samp = 1, kein CRF, 𝑓tx ≈ 𝑓0
(CRF) 𝐾samp = 1, CRF 𝑓tx ≈ 𝑓0
(CRF 2D) 𝐾samp = 3, CRF, 𝑓tx ≈ 𝑓0
(CRF 2D RF) 𝐾samp = 3, CRF, 𝑓tx ≈ 𝑓rx
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Filterung statischer Echos (DEF) eine vergleichsweise große relative Abweichung von
Δ𝑣/𝑣𝑟𝑒𝑓 < −42%. Die Filterung wandelt dies in einen leicht positiven Bias von 0,64%,
welcher sich mit abnehmenden SNR verstärkt (CRF, CRF 2D). Die Schätzung der Sende-
frequenz verringert die systematische Abweichung weiter auf −0,35% und liefert die
betragsmäßig geringste Abweichung aller Varianten für SNR >= 0dB.
Die zufällige Messabweichung aller betrachteten Varianten bleibt hinter der Cramér-Rao-
Schranke (CRB, Cramér Rao bound) des gegebenen Signalmodells zurück. Dies wurde
für den Autokorrelator nach Kasai et al. [105] auch von Chan et al. [110] beschrieben.
Die geringsten Standardabweichungen werden von den Varianten (CRF 2D, CRF 2D
RF) mit 𝜎v/𝑣𝑟𝑒𝑓 = 0,21% durch die Nutzung mehrerer Abtastwerte der schnellen Zeit
zur Geschwindigkeitsschätzung erreicht. Damit kommen diese bis Faktor 3 an die CRB
heran. Zusammenfassend zeigt sich für die untersuchten Varianten eine Reduktion
der systematischen und zufälligen Abweichungen mit steigender rechentechnischer
Komplexität.
3.4 Zusammenfassung
Das UADV ist eine modulare Forschungsplattform für bildgebende Strömungsmessun-
gen nach dem PWD-Prinzip. Es ist flexibel und angepasst auf die typischen Anforderun-
gen von MHD-Experimenten, insbesondere auf eine lange Aufnahmedauer bei hohen
Bildraten. Dazu werden lineare Wandlerarrays mit einer Kombination aus Zeit- und
Ortsmultiplex zum parallelisierten Abrastern des Messbereichs betrieben, was eine
Steigerung der Bildrate um typischerweise Faktor 4 verglichen mit rein sequentiellen
Messungen erlaubt. Weiterhin ist eine hinsichtlich der rechentechnischen Komplexität
optimierte Signalverarbeitungskette basierend auf der 2d-Autokorrelationsmethode
nach Loupas et al. [106] implementiert. Diese beinhaltet einen vereinfachten CRF, wel-
cher Messungen in kleinerem Abstand zu Grenzflächen, beispielsweise den Gefäßwän-
den, erlaubt. Durch Datenvorverarbeitung auf einem FPGA wird eine Datenkompression
von typischerweise 6,5:1 erreicht, wodurch das UADV onlinefähig bei Bildraten > 11Hz
ist. Ein Vergleich mit der fundamentalen Grenze der Messunsicherheit (CRB), welche
in Abschnitt 2.4.4 hergeleitet wurde, ergibt eine um Faktor 3 höhere Unsicherheit der
Signalverarbeitung. Das gesamte Messsystem ist mittels eines Kalibrierstandes mit inter-
ferometrischer Referenzmessung für typische Parameter charakterisiert worden. Dabei
zeigt sich eine systematische Abweichung von −0,35% und eine zufällige Abweichung
bis hinab zu 0,21%. Die Untersuchung am Kalibrierstand bildet die Grundlage für die
Messunsicherheitsbilanz eines konkreten MHD-Modellexperiments.
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Abbildung 3.7: Relative systematische Abweichung (a,b) und relative Standardabwei-
chung (c,d) der Geschwindigkeitsschätzung gegenüber dem SNR für
wandferne (CSR1 = −19,0dB a,c) und wandnahe Messungen (CSR2 =
−7,3dB b,d); die relative systematische Abweichung von (DEF) in (b) ist
außerhalb des Diagramms: Δ𝑣/𝑣𝑟𝑒𝑓 < −42%; die Fehlerbalken kennzeich-
nen das 95-%-Konfidenzintervall, die gestrichelte Linie die Unsicherheit
der Referenzgeschwindigkeit.
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4 Strömungsbildgebung eines
RMF-getriebenen Würfels
Bei einer Vielzahl von industriellen Prozessen mit elektrisch leitfähigen Fluiden werden
maßgeschneiderte Magnetfelder zur Strömungsbeeinflussung eingesetzt. Beispielswei-
se ist bei der Herstellung polykristalliner Solarzellen in rechteckigen Geometrien der
Einfluss magnetischer Felder auf die Schmelzströmung signifikant [120]. Daher ist die
Optimierung der durch resistives Heizen bereits vorhandenen Magnetfelder bzw. deren
gezielte Bereitstellung mittels kombinierter Heizer-Magnet-Module hinsichtlich der Qua-
lität des Kristalls lohnenswert [10]. Es bedarf dazu eines umfassenden Verständnisses
der transienten Strömungsstrukturen insbesondere für rechteckige Geometrien und
magnetische Drehfelder (RMF).
Der Übergangsbereich steht zwischen zwei grundlegenden unterschiedlichen Strö-
mungsregimen, der laminaren Strömung, welche durch zeitlich gemittelte Größen
darstellbar ist, und der nur stochastisch beschreibbaren Turbulenz. Im Übergangsbe-
reich sind beide Eigenschaften durch nicht deterministisch einsetzende Instabilitäten
verknüpft, die durch infinitesimale Störungen ausgelöst werden können [121]. In der
Grundlagenforschung der Magnetohydrodynamik (MHD) wurden stationäre Strömungs-
phänomene bei wandernden (TMF) und rotierenden Magnetfeldern (RMF) in einfachen
Geometrien wie Kreiszylindern anhand numerischer Simulationen und Modellexperi-
menten untersucht [122, 123]. Auch die im Übergangsbereich auftretenden Instabili-
täten wurden linienhaft charakterisiert [124]. Eine kubische Geometrie ist hinsichtlich
eines RMF strömungsmechanisch komplexer als ein Kreiszylinder, da keine Rotations-
symmetrie und ein Einfluss der Ecken gegeben ist. Die resultierenden, stationären
Strömungsstrukturen in einem Würfel wurden numerisch von Frana und Stiller [125]
und experimentell von Franke et al. [126] untersucht.
Hinsichtlich der Stabilität von RMF-getriebenen Strömungen in kubischen Gefäßen
sagen numerische Simulationen von Galindo et al. [127] spontane, exponentiell an-
wachsende Oszillationen (𝑓 = 0,05 … 0,1Hz) im Übergangsbereich voraus. Diese sollen
nun erstmals experimentell nachgewiesen und bezüglich ihrer räumlichen Struktur
analysiert werden. Dazu wird eine Bildgebung komplexer Strömungsstrukturen über
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verschiedene Zeitskalen hinweg benötigt, mit ausreichender hoher Bildrate zur Auf-
lösung der Oszillationsvorgänge bei gleichzeitig langer Aufnahmedauer ( 𝑇 > 1000 s).
Dies erlaubt eine Identifikation kohärenter Strömungstrukturen und Quantifizierung
des Verhaltens bei nicht-deterministisch auftretenden Instabilitäten. Die Untersuchung
umfasst zudem eine Parameterstudie über verschiedene Stärken der magnetischen
Anregung, insbesondere im Übergangsbereich und im turbulenten Strömungsregime,
bei dem numerische Simulationen nur stark eingeschränkt möglich sind. Es werden da-
bei Strömungstrukturen und globale Strömungskenngrößen in der zeitlichen Evolution
nach einem Einschaltvorgang und im stationären Zustand betrachtet.
Das nachfolgende Kapitel erörtert die Untersuchung einer RMF-getriebenen Strömung
in einem Würfel. Dazu stellt Abschnitt 4.1 das Experiment am Helmholtz-Zentrum
Dresden-Rossendorf (HZDR) und die Ultraschallmesstechnik zur bildgebenden Langzeit-
messung vor und Abschnitt 4.2 analysiert die Unsicherheit der Geschwindigkeitsmes-
sung für dieses Experiment. In Abschnitt 4.3 werden die zeitlich gemittelten Strömungs-
strukturen im stationären Zustand betrachtet, welche prinzipiell auch mit kommerziell
verfügbarer, linienhafter Strömungsmesstechnik in Kombination mit mechanischem
Traversieren messbar wären. Anschließend werden die zeitlichen Verläufe globaler
Strömungskenngrößen (Abschnitt 4.4) sowie die zeitliche Entwicklung der Strömungs-
strukturen beim Einschaltvorgang (Abschnitt 4.5) vorgestellt. Abschnitt 4.6 betrachtetet
kohärente Strukturen in den Strömungsinstabilitäten und deren Anfachen. Abschnitt 4.7
fasst die Ergebnisse des Experiments zusammen und zieht Schlussfolgerungen für die
weitere Messsystementwicklung.
4.1 Experimenteller Aufbau
Das MHD-Experiment umfasst ein kubisches Gefäß der (inneren) Kantenlänge 𝐿cube =
67,5mm, das mit der bei Raumtemperatur flüssigen Legierung Gallium-Indium-Zinn
(GaInSn) (Schmelztemperatur 𝜗 = 10 ∘C [12]) befüllt ist. Die Gefäßwand besteht aus
Polymethylmethacrylat/Acrylglas (PMMA) und ist 3mm stark. Das Fluid enthält auf-
grund von Oxidation und Entmischungsprozessen Inhomogenitäten, die als akustische
Streupartikel fungieren. Für den Einsatz der ultrasound Doppler velocimetry (UDV) wird
angenommen, dass diese Partikel gleichmäßig im Flüssigkeitsvolumen verteilt vorliegen
und der Bewegung des Fluids ohne Schlupf folgen. Das Gefäß wird zentriert in das
multi purpose magnetic field (MULTIMAG) System positioniert, welches es ermöglicht
verschiedenartige, frei parametrierbare Magnetfeldtypen linear zu überlagern und zeit-
abhängig zu steuern [128]. Im konkreten Experiment wird ein zum Zeitpunkt 𝑡 = 0
abrupt eingeschaltetes horizontales RMF im Uhrzeigersinn mit einer Frequenz von
50Hz angewandt. Dieses wird durch eine radiale Anordnung von sechs Spulen, bei
der die gegenüberliegenden Spulen zu einem Polpaar zusammengefasst sind und die
mit einem dreiphasigen Drehstrom beaufschlagt werden (Abb. 4.1), erzeugt. Analog zu
einem Asynchronmotor führen die Lorentzkräfte dabei zu einer Rotation des Fluids in
der horizontalen Ebene (Primärströmung). Durch den Einfluss der oberen und unteren
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Abbildung 4.1: Experimenteller Aufbau: (a) Spulenanordnung zur Erzeugung eines RMF
im MULTIMAG mit Würfel (innere Kantenlänge 𝐿cube = 67,5mm, gefüllt
mit GaInSn) im Zentrum; (b) Foto in der Draufsicht.
Wände kommt es zudem zu einer Sekundärströmung in den vertikalen Ebenen (den
Meridionalebenen), wie in Abb. 4.2 exemplarisch zu sehen ist.
Die magnetische Taylor-Zahl Ta dient als dimensionslose Kennzahl zur Charakterisierung
der Stärke des magnetischen Feldes. Sie gibt, analog zur Reynoldszahl das Verhältnis
der treibenden zu den bremsenden Kräften an, in diesem Fall die Lorentzkraft zu der
viskosen Reibung. Die magnetische Taylorzahl in einem kubischen Gefäß ist definiert
als [125]
Ta = 𝜎𝜔rot𝐵0
2𝐿cube4
32𝜌𝜈2
, (4.1)
bei gegebener magnetischer Flussdichte 𝐵0, Rotationsrate des Magnetfelds 𝜔rot, einer
Dichte 𝜌, einer kinematischen Viskosität 𝜈, einer spezifischen elektrischen Leitfähigkeit
𝜎 des Mediums und einer Kantenlänge des Würfels von 𝐿cube. Anhand der Taylorzahl
kann das Strömungsregime von laminar über den Transitionsbereich hin zu turbulenten
Strömungen charakterisiert werden. In vorausgegangenen Untersuchungen an einem
zylindrischen Gefäß wurde eine kritische Taylorzahl Ta = 1,2 × 105 für den Übergang
von laminarer zu turbulenter Strömung identifiziert [129].
Die konkreten Anforderungen an die Messtechnik für das vorgestellte Experiment werden
aus Eigenschaften der erwarteten Strömung abgeleitet. Dazu werden die Daten der
numerischen Simulationen von Galindo et al. [127] herangezogen. Eine Übersicht der
Strömungseigenschaften und der messtechnischen Anforderungen sind in Tabelle 4.1
zusammengefasst.
Um eine flächige, vektorielle Geschwindigkeitsmessung durch zwei akustische Zugänge zu
erreichen, werden vier lineare Arrays (Richter Sensor and Transducer Technologie) mit
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Abbildung 4.2: Strömungsmesstechnik im MHD-Experiment: (a) die zentrale horizon-
tale und eine zentrale meridionale Ebene werden mit jeweils zwei US-
Wandlerarrays erfasst; (b) exemplarisches Geschwindigkeitsvektorfeld.
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Tabelle 4.1: Anforderungen an das Messsystem für das konkrete Experiment zur Unter-
suchung einer RMF-getriebenen Strömung im Übergangsbereich, abgeleitet
aus numerischen Simulationen [127].
Eigenschaften des Messobjektes Anforderung an ein Messsystem
Strömung in einem opaken Fluid,
Querschnitt 𝐴 = 67,5mm ⋅ 67,5mm
Messung im Fluidvolumen, flächenhafte
Messung mit 𝐴 > 40mm ⋅ 40mm
dreidimensionale Strömungsstrukturen,
miteinander interagierende Primär- und
Sekundärströmung
simultane zweikomponentige
Bildgebung in zwei Ebenen 2 × 2d-2c
typische Strukturgrößen der Strömung
𝑥 < 15mm
Ortsauflösung von Δ𝑥 ≤ 10mm
instationäre Strömung mit
𝑓osc = 0,05 … 0,1Hz
hohe Bildrate 𝑓frame > 10Hz
nichtdeterministische Vorgänge auf
verschiedenen Zeitskalen: Oszillation bei
einer Periodendauer 𝑇osc < 10 s,
Einsetzen der Instabilität nach
𝑡onset > 400 s
Aufnahmedauer 𝑇 > 1000 s bei hoher
Bildrate
jeweils 25 Elementen genutzt (Abb. 4.2). Als Koordinatenursprung des Strömungsfeldes
wird die untere, innere Ecke des Würfels gewählt. Die zentrale horizontale Messebe-
ne wird durch jeweils ein Wandlerarray zur Erfassung der 𝑥- und 𝑦-Komponente, die
zentrale vertikale Ebene durch jeweils ein Array in 𝑦- und 𝑧-Richtung aufgespannt. Die
Ausrichtung der Arrays einer Ebene zueinander muss für die Kombination ihrer Ge-
schwindigkeitsdaten bekannt sein. Daher wurde für beide Ebenen jeweils eine Kalibrie-
rungsmessung bei einer laminaren RMF-Strömung durchgeführt, bei der der zentrale
Strömungs-Nulldurchgang zur Bestimmung des Mittelpunktes des Würfels relativ zu
den Sensorpositionen dient. Tabelle 4.3 listet Positionen der Sensoren im Koordinaten-
system des Würfels.
4.2 Charakterisierung der Messeigenschaften
Das örtliche Auflösungsvermögen eines Messsystems ist einer der bedeutsamsten Para-
meter der Bildgebung. Die Auflösung des ultrasound array Doppler velocimeter (UADV)
lateral zur Schallausbreitungsrichtung hängt, wie in Abschnitt 2.4.5 beschrieben, von
der Ausdehnung des Schallfeldes ab. Die eingesetzten Wandlerarrays bestehen aus
Einzelelementen der Abmessungen 2,5mm ⋅ 5mm wie in Abb. 4.3 dargestellt. Bei paar-
weisem Betrieb ergibt sich eine aktive Sensorfläche von 5mm ⋅ 5mm und ein Schallfeld
in GaInSn entsprechend Abb. 4.5. Eine Übersicht der Strahl-FWHM in Abhängigkeit zur
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Messtiefe gibt Tabelle 4.2. Die Strahlbreite im natürlichen Fokuspunkt des Wandlers
beträgt rund 3mmund der Divergenzwinkel ist 4,8°. Es zeigt sich eine Verbreiterung des
Schallstrahls mit zunehmenden axialem Abstand zumWandler auf 9mm bei 𝑦 = 50mm.
Der Abstand der Messlinien beim elektronischen Abrastern des Messfeldes ergibt sich
aus der Elementbreite (2,5mm) und einem Spalt zwischen den Elementen von 0,2mm
zu Δ𝑥 = 2,7mm. Er ist damit an die erreichbare laterale Auflösung angepasst. Die
axiale örtliche Auflösung des Messsystems ergibt sich nach Gl. (2.55) aus der Dauer des
Wellenpakets, die bei der gewählten Signalform (8 Wellenzüge eines Sinussignals bei
𝑓0 = 8MHz) 𝑡burst = 1μs beträgt, zu Δ𝑑 = 1,4mm.
Die temporale Auflösung hängt beim Pulswellen-Doppler-Verfahren (PWD, pulse wave
Doppler) nach Gl. (2.56) von der Pulswiederholrate 𝑓PR und der Anzahl der Wellenpakete
zur Geschwindigkeitsschätzung 𝑁EPP ab. Das verwendete Ansteuerschema (Abb. 4.4)
arbeitet mit paarweise betriebenen Wandlern und nutzt eine Kombination aus Ortsmul-
tiplex (SDM, spatial division multiplex) und Zeitmultiplex (TDM, time division multiplex). Für
ein Wandlerarray erfolgt die Abtastung der Messfläche mit vier Messlinien gleichzeitig,
wodurch in 𝑛SW = 6 Schaltschritten alle 24 Messlinien erfasst werden. Das durch die
parallelisierte Abtastung resultierende Übersprechen wird durch einen räumlichen
Abstand von vier freien Wandlerelementen und einen zeitlichem Abstand von einem
freien Zeitschritt minimiert. Insgesamt ergibt sich verglichen mit einer rein sequentiellen
Abrasterung des Messbereichs eine Beschleunigung um den Faktor 4. Die 𝑁array = 4
Wandlerarrays weisen sich kreuzende Messbereiche auf, weshalb sie sequentiell betrie-
ben werden. Zur Vermeidung von Übersprechen ergibt sich folgende obere Grenze für
𝑓PR
𝑓PR <
1
𝑡decay𝑁sw𝑁array
, (4.2)
mit 𝑡decay als Zeitdauer bis zum Abklingen eines Ultraschallwellenpakets und der An-
zahl der Schaltschritte 𝑁sw. Im konkreten Experiment wird die Pulswiederholrate zu
𝑓PR = 551,9Hz gewählt, woraus eine zeitliche Auflösung Δ𝑡 = 89ms und eine Bildrate
𝑓frame = 11,2Hz im gegebenen Messaufbau resultieren (vgl. Gl. (2.57)). Eine Übersicht
der Messparameter ist in Tab. 4.3 gegeben.
Die Angabe einer Messunsicherheit ist für die weitere wissenschaftliche Interpretation von
Messergebnissen von großer Bedeutung. Daher wird für die konkrete Messaufgabe eine
Unsicherheitsbilanz entsprechend den Vorgaben des Leitfadens zur Angabe der Unsi-
cherheit beimMessen GUM [131, 132] erstellt, die nicht nur die Gesamtunsicherheit des
UADV quantifiziert, sondern auch gleichzeitig die größten Beiträge dazu identifiziert. Es
wird dazu basierend auf Gleichung (2.24) der Einfluss der Unsicherheiten der Größen 𝑓d,
𝑐 und 𝑓tx auf die Unsicherheit von 𝑣 bestimmt. Für die Frequenzschätzung werden die Er-
gebnisse der Referenzmessung aus Abschnitt 3.3 mit einem SNR = 5dB als Grundlage
der Unsicherheitsbestimmung genommen. Die Unsicherheit der Schallgeschwindigkeit
im Fluid (GaInSn) setzt sich aus dem der Literatur entnommenen Wert und dem Einfluss
der Fluidtemperatur zusammen. Weiterhin wird untersucht, inwieweit die räumliche
50
(a)
1 2 3 25
5
m
m
2,5mm 0,2mm
(b)
(c)
Abbildung 4.3: Lineares Ultraschallwandler-Array: (a) Elementanordnung (b) Foto der
Sensorfront (c) Röntgenbild des Sensors in der Draufsicht (mit freundli-
cher Unterstützung des Instituts für Aufbau- und Verbindungstechnik
der Elektronik).
Tabelle 4.2: Laterale Ortsauflösung in Abhängigkeit vom axialen Abstand zum Wandler
für 𝑓0 = 8MHz in GaInSn ermittelt aus dem Rayleigh-Sommerfeld-Integral
(vgl. Abb. 4.5) [83].
𝑦/mm FWHM/mm
10 3,05
20 4,56
30 5,96
40 7,46
50 8,96
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Tabelle 4.3: Spezifikationen des Modellexperimentes und der Strömungsmessung.
Experimenteller Aufbau
Fluid GaInSn [12] bei 𝜗 = 20 ∘C
𝑐GaInSn = 2740m/s [130]
𝜎 = 3,2906 × 106 S/m [12]
𝜌 = 6403,21 kg/m3 [12]
𝜈 = 3,40911 × 10−7m2/s [12]
Gefäß PMMA-Würfel
innere Kantenlänge 𝐿cube = 67,5mm
Wandstärke 3mm
Magnetfeld RMF
𝜔rot = 2𝜋50Hz
𝐵0 = 0,106 … 3,328 T
Ta = 1,0 × 104 … 1,0 × 107
Messparameter
Messmodus zweikomponentige Zweiebenenmessung
(2𝑑-2𝑐) mit vier linearen Wandlerarrays
Sendesignal sinusförmig, 8 Perioden
𝑓0 = 8MHz
𝑡burst = 1μs
Anzahl der Wellenpakete zur Ge-
schwindigkeitsschätzung
𝑁EPP = 50
pulse repetition frequency 𝑓PR = 551,9Hz
Bildrate 𝑓frame = 11,2Hz
Lineare Wandlerarrays
Elementanzahl 𝑛 = 25
Abstand der Elementmittelpunkte
(pitch)
Δ𝑥 = 2,7mm
Bezugsfrequenz 𝑓0 = 8MHz
Bandbreite (−6dB) 𝑓bw = 1,8MHz
akustische Impedanzanpassung PMMA, 𝑍 = 3,4MNs/m3
Messgeometrie
Wandler, Geschwindigkeitskompo-
nente
Mitte des ersten Wandlerelements
1, 𝑣𝑥 𝑃(70,5mm,0,5mm,34,0mm)
2, 𝑣𝑧 𝑃(34,0mm,67,8mm, −3,0mm)
3, 𝑣𝑦 𝑃(68,7mm, −3,0mm,34,0mm)
4, 𝑣𝑦 𝑃(34,0mm,70,5mm, −1,6mm)
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Abbildung 4.4: Schema zur Ansteuerung von 25 Wandlerelementen im TDM/SDM mit
𝑛SW = 6 Schaltschritten; zeitlicher Abstand von mindestens einem freien
Zeitschritt pro Wandler und einem räumlichen Abstand von vier freien
Wandlerelementen wird gewährleistet.
Auflösung des Messsystems zur Messunsicherheit in der gegebenen Strömung bei-
trägt. Dazu wird ein typischer Geschwindigkeitsgradient aus numerischen Simulationen
zur Abschätzung der unbekannten, systematischen Abweichung, resultierend aus der
räumlichen Mittelung des Messsystems, angenommen.
Tabelle 4.4 fasst die Unsicherheitsbilanz zusammen. Dabei zeigt sich, dass der größte
Beitrag mit 𝜎v,rel = 13,9% aus der räumlichen Auflösung des Messsystems resultiert,
was damit ein Ansatzpunkt für die weitere Optimierung des Messsystems hinsicht-
lich der MHD darstellt. Weiterhin bestätigt die Unsicherheitsbilanz die getroffenen
Näherungen bei der echtzeitfähigen Implementierung der Signalverarbeitung, da die
Frequenzschätzung nicht den begrenzenden Faktor darstellt.
4.3 Strömungsstruktur in Abhängigkeit der Taylorzahl
Die zeitlich gemittelte Strömung des Fluids in einem kubischenGefäß unter Einfluss eines
rotierenden Magnetfeldes ist in Abb. 4.6 für verschiedene Taylor-Zahlen dargestellt.
Dabei ist die grundlegende Struktur unabhängig von der Taylor-Zahl.
Die Primärströmung ist durch einen zentralen Wirbel mit dem Durchmesser entspre-
chend der Kantenlänge des Würfels in der mittleren, horizontalen Ebene gekennzeich-
net. Entsprechend einer Festkörperrotation steigt die tangentiale Strömungsgeschwin-
digkeit nach außen hin an bis sie kurz vor den Außenkanten ihr Maximum erreicht.
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Abbildung 4.5: Schallfeld eines Wandlerpaares mit einer aktiven Länge von 5mm bei
𝑓0 = 8MHz in GaInSn ermittelt aus dem Rayleigh-Sommerfeld-Inte-
gral [83].
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Tabelle 4.4: Messunsicherheitsbilanz für die Geschwindigkeitsmessung mit dem UADV
in einer RMF-getriebenen Strömung im Würfel.
Größe Unsicherheitsbeitrag Art der Schätzung
nach GUM
rel. Stan-
dardunsi-
cherheit
𝜎v,rel
𝑓d, 𝑓tx zufällige Abweichung der
Frequenzschätzungen
Typ-A-Schätzung aus Referenz-
messungen am Kalibrierstand
(Abbildung 3.7) bei einem
SNR = 5dB: Normalverteilung
mit 𝜎v,rel = 0,4%
0,4%
𝑓d, 𝑓tx unbekannte, systemati-
sche Messabweichung
der Frequenzschätzungen,
einschließlich frequenz-
abhängige Dämpfung im
Fluid, Drift der elektroni-
schen Taktgeber
Typ-B-Schätzung aus Referenz-
messungen am Kalibrierstand (Ab-
bildung 3.7) bei einem SNR =
5dB: Gleichverteilung im Intervall
Δ𝑣rel = ±0,08%
0,05%
𝑐 Schallgeschwindigkeit im
Fluid 𝑐GaInSn = 2740m/s
(von Morley et al. [130], oh-
ne Angabe einer Messunsi-
cherheit)
Typ-A-Schätzung [133]:
𝜎c,rel = 0,03%
0,03%
unbekannte, systemati-
sche Messabweichung
durch Änderung der Schall-
geschwindigkeit im Fluid
durch Temperaturände-
rungen
Typ-B-Abschätzung mit dem Tem-
peraturkoeffizienten der Schallge-
schwindigkeit bei flüssigem Galli-
um [133, 134]
𝑑𝑐
𝑑𝜗 = −0,3m/(s K)
bei Δ𝜗 = ±10K: Gleichverteilung
im Intervall
Δ𝑐rel = ±0,11%
0,06%
𝑣 Einfluss der räumlichen
Auflösung
Typ-B-Abschätzung mit ei-
ner Strahlbreite Δ𝑥 = 3mm
und einem Geschwindigkeits-
gradient aus numerischer
Simulation bei Ta = 1 × 105
𝑑𝑣
𝑑𝑥 = 0,16mm
−1 ⋅ 𝑣max [127];
Δ𝑣 = 1/2 ⋅ 𝑑𝑣𝑑𝑥 ⋅ 𝑏, Δ𝑣rel = ±24%
13,9%
gesamte Unsicherheit √∑𝑖 𝜎
2
v,rel,i = 13,9%
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Die darauf folgende Grenzschicht an der Gefäßwand mit einem Geschwindigkeitsabfall
auf Null kann vom Messsystem nicht aufgelöst werden [125]. Abbildung 4.7 zeigt die
Geschwindigkeitsprofile der 𝑣𝑥 und 𝑣𝑦-Komponente für eine Linie parallel zur 𝑦-Achse
exemplarisch für drei Taylorzahlen. Dabei repräsentiert Ta = 1 × 105 ein weitestgehend
laminares Strömungsregime, Ta = 2,6 × 105 den Übergangsbereich und Ta = 5 × 106
den turbulenten Fall. Zur besseren Vergleichbarkeit wurde eine Normierung der Ge-
schwindigkeit nach der Wurzel der Taylorzahl vorgenommen. In der Hauptströmungs-
richtung entlang 𝑣𝑦 ist für niedrige Taylorzahlen ein linearer Geschwindigkeitsverlauf mit
einemNulldurchgang in der Mitte des Gefäßes zu beobachten. Mit steigender Taylorzahl
erhöht sich der Geschwindigkeitsgradient nahe des Zentrums und an den Wänden,
wohingegen er im Rest des Fluidvolumens abflacht und der Geschwindigkeitsverlauf
insgesamt sigmoidal wird. In ähnlicher Weise zeigen auch turbulente Rohrströmungen
einen flacheren Geschwindigkeitsverlauf im Volumen verglichen mit dem laminaren
Fall [135].
Die Sekundärströmung in der vertikalen Ebene zeigt vier in den Ecken gelegene Wirbel,
die durch das sogenannte Ekman-Pumpen aus der Interaktion mit der oberen und unte-
ren Wandung entstehen [125]. Wie auch in der Primärströmung ist eine Erhöhung des
Geschwindigkeitsgradienten zu erkennen (siehe Abb. 4.7 c,d), jedoch kein qualitativer
Unterschied in der Struktur der stationären Strömung.
4.4 Charakterisierung globaler Strömungs- und
Turbulenzkenngrößen
Die flächenhafte, zweikomponentige Messung jeweils einer Ebene aus der Primär- und
Sekundärströmung erlaubt die Bestimmung stationärer, globaler Kenngrößen wie der
mittleren kinetischen Energie oder der mittleren Turbulenzintensität für verschiedene
Taylorzahlen. Damit kann der Einfluss der magnetischen Taylorzahl auf das Strömungs-
regime auch qualitativ aufgezeigt werden.
Die mittlere kinetischen Energie der Primärströmung ̄𝐸kin,pri und der Sekundärströmung
̄𝐸kin,sek (ausgedrückt als einheitenlose Kennzahl normiert auf 1(𝜈𝐿)2 ) wird berechnet
nach
̄𝐸kin,pri =
1
(𝜈𝐿)2
1
2𝑁xy𝑁t
∑
𝑥
∑
𝑦
∑
𝑡
(𝑣𝑥(𝑥, 𝑦2 + 𝑣𝑦(𝑥, 𝑦, 𝑡)2) , (4.3a)
̄𝐸kin,sec =
1
(𝜈𝐿)2
1
2𝑁yz𝑁t
∑
𝑦
∑
𝑧
∑
𝑡
(𝑣𝑦(𝑦, 𝑧, 𝑡)2 + 𝑣𝑧(𝑦, 𝑧, 𝑡)2) , (4.3b)
mit der Anzahl der zeitlichen Stützstellen 𝑁t und der Anzahl der Messpunkte in der
𝑥𝑦-Ebene 𝑁xy, bzw. in der 𝑦𝑧-Ebene 𝑁yz. In Abb. 4.8 werden beide gegen Ta aufgetragen.
Eine lineare Regression zwischen den dekadischen Logarithmen der mittleren kineti-
schen Energien und der Ta ergibt für die Primärströmung eine Steigung von 1,14 und
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Abbildung 4.6: Gemittelte Geschwindigkeitsvektorfelder der Primärströmung in der 𝑥𝑦-
Ebene (a,c,e) bzw. der Sekundärströmung in der 𝑦𝑧-Ebene (b,d,f) für die
magnetischen Taylorzahlen Ta = 1 × 105 (a,b), Ta = 2,6 × 105 (c,d) und
Ta = 1 × 106(e,f).
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Abbildung 4.7: Normierte gemittelte Geschwindigkeiten 𝑣𝑥 (a) bzw. 𝑣𝑦 (b) entlang der
Linie 𝑦 = 32,9mm in der Primärströmung und 𝑣𝑧 (c) bzw. 𝑣𝑦 (d) entlang
der Linie 𝑧 = 60,5mm in der Sekundärströmung. Die magnetischen Tay-
lorzahlen sind Ta = 1 × 105;2,6 × 105 und 1 × 107. Die Fehlerbalken
kennzeichnen die einfache Standardabweichung einer Einzelmessung.
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Primärströmung Regression: 𝑙𝑜𝑔10(?̄?kin) = 1,14 ⋅ 𝑙𝑜𝑔10(𝑇A) − 0,8
Sekundärströmung Regression: 𝑙𝑜𝑔10(?̄?kin) = 1,07 ⋅ 𝑙𝑜𝑔10(Ta) − 1,88
Abbildung 4.8: Mittlere kinetische Energie ̄𝐸kin der Primär- und Sekundärströmung in
Abhängigkeit von Ta.
für die Sekundärströmung in Höhe von 1,07. Damit zeigt sich näherungsweise eine
direkte Proportionalität dieser Größen.
Diemittlere Turbulenzintensität ̄𝐼 ermittelt sich aus demMittelwert der Turbulenzintensi-
täten aller Messpunkte, bei denen die mittlere Geschwindigkeit über einem Schwellwert
liegt:
̄𝐼 = 1
𝑁xyz
∑
𝑥
∑
𝑦
∑
𝑧
(𝜎𝑣(𝑥, 𝑦, 𝑧)
̄𝑣(𝑥, 𝑦, 𝑧)
) , (4.4)
̄𝑣(𝑥, 𝑦, 𝑧) = 1
𝑁t
∑
𝑡
𝑣(𝑥, 𝑦, 𝑧, 𝑡), (4.5)
für alle
̄𝑣(𝑥, 𝑦, 𝑧) > 0,5 ⋅ 𝑚𝑎𝑥( ̄𝑣(𝑥, 𝑦, 𝑧)).
In Abb. 4.9 wird die Abhängigkeit der mittleren Turbulenzintensität von der Ta dar-
gestellt. Dabei zeigt sich für den Bereich Ta = 1 × 105 … 2,6 × 105, der das laminare
Strömungsregime und den Übergangsbereich abdeckt, kein klarer Zusammenhang
beider Größen. Für Ta = 2,6 × 105 … 1 × 106 ist eine Proportionalität von ̄𝐼 zu Ta4/5 zu
erkennen. Das bedeutet, dass der fluktuierende Anteil der Strömungsgeschwindigkeit
im Verhältnis zum zeitlichen Mittelwert in Folge der Turbulenz ansteigt.
4.5 Zeitliche Entwicklung der Strömungsstrukturen beim
Einschaltvorgang
Der Einschaltvorgang eines RMF führt zu transienten Strömungsstrukturen, deren Ein-
fluss zeitlich hin zu einem stationären Strömungszustand (steady state) abklingt. Für die
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Regression: 𝑙𝑜𝑔10( ̄𝐼) = −0,18 ⋅ 𝑙𝑜𝑔10(Ta) − 0,55
Regression: 𝑙𝑜𝑔10( ̄𝐼) = 0,8 ⋅ 𝑙𝑜𝑔10(Ta) − 5,82
Abbildung 4.9: Mittlere Turbulenzintensität ̄𝐼 in Abhängigkeit von der magnetischen
Taylorzahl für Ta = 1 × 105 … 1 × 106; zur Berechnung herangezogen
wurden alle Punkte einer Messung mit ̄𝑣 > 0,5 ⋅ ̄𝑣max.
einfachere, rotationssymmetrische Geometrie eines Zylinders mit dem Aspektverhältnis
𝐻/𝐷 = 1 führte Nikrityuk et al. [136] numerische und Räbiger et al. [124] experimentelle
Untersuchungen durch. Zum Zeitpunkt des Einschaltens (𝑡 = 0) beginnt der anfäng-
liche Ausgleichsvorgang (initial adjustment), bei dem das Fluid durch das Einsetzen
der Lorentzkräfte in der horizontalen Ebene zu rotieren beginnt. Nicht ausgeglichene
Zentrifugalkräfte führen dabei zur Ausbildung einer Sekundärströmung in Form zweier
toridiodaler Wirbel in der meridionalen Ebene. Anschließend folgt die inertial phase,
die von Inertialwellen in Form von abklingenden sinusförmigen Oszillationen dominiert
wird. Danach stellt sich der steady state ein [124, 136].
Zur Charakterisierung des Einschaltvorgangs imWürfel des Aspektverhältnisses 𝐻/𝐷 = 1
wird die kinetische Energie 𝐸kin(𝑡) der Messebenen herangezogen, die sich nach
𝐸kin(𝑡) = 𝐸kin,pri(𝑡) + 𝐸kin,sec(𝑡), (4.6a)
mit 𝐸kin,pri(𝑡) =
1
(𝜈𝐿)2
1
2𝑁xy
∑
𝑥
∑
𝑦
(𝑣𝑥(𝑥, 𝑦, 𝑡)2 + 𝑣𝑦(𝑥, 𝑦, 𝑡)2) (4.6b)
und 𝐸kin,sec(𝑡) =
1
(𝜈𝐿)2
1
2𝑁yz
∑
𝑦
∑
𝑧
(𝑣𝑦(𝑦, 𝑧, 𝑡)2 + 𝑣𝑧(𝑦, 𝑧, 𝑡)2) , (4.6c)
bestimmt. Abbildung 4.10 stellt die kinetischen Energien 𝐸kin,pri und 𝐸kin,sec normiert auf
den jeweiligen zeitlichen Mittelwert ̄𝐸kin,pri und ̄𝐸kin,sec exemplarisch für 3 Taylorzahlen
dar. Im Folgenden wird die Zeit bis zum ersten Maximum der gesamten kinetischen
Energie 𝐸kin(𝑡) 𝑇ia genannt. Es zeigt sich analog zu den Vorgängen im Zylinder auch in
einem Würfel eine initial adjustment-Phase mit einem sprunghaftem Anstieg der kineti-
schen Energien der Primär- und Sekundärströmung. Die 𝑇ia dabei ist charakteristisch für
die Dauer des initial adjustment und reduziert sich mit steigender Ta. Abb. 4.11 stellt den
Zusammenhang für Messungen im Bereich Ta = 1 × 105 … 1 × 106 dar. Eine lineare
Regression der dekadischen Logarithmen von 𝑇ia und Ta ergibt einen Anstieg von −0,47,
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somit skaliert 𝑇ia näherungsweise umgekehrt proportional zur Wurzel Ta. Für 𝑡 > 𝑇ia
zeigt sich eine abklingende Oszillation sowohl der Primär- und Sekundärströmung durch
die Ausbildung von Inertialwellen in der inertial phase. Der steady state stellt den vollstän-
dig ausgebildeten Strömungszustand dar. Dieser ist im laminaren Strömungsregime
durch ein gleichförmiges, im Übergangsbereich durch ein oszillierendes Verhalten und
im turbulenten Regime durch starke Fluktuationen gekennzeichnet.
Die Zeitreihe der Strömungstrukturen beim Einschaltvorgang in beiden Messebenen
ist in Abb. 4.12 für die Ta = 2,6 × 105 dargestellt. Sie entsprechen dabei qualitativ
dem von Räbiger et al. [124] in einer Zylindergeometrie festgestellten Verhalten, bei
dem sich nach dem Einschaltzeitpunkt 𝑡 = 0 zunächst Rotation in der Primärströmung
aufbaut. Die dabei auftretenden Zentrifugalkräfte führen wie auch in einem Zylinder
zu einer Strömung auf die vertikalen Wände, die symmetrisch nach oben und unten
hin abgelenkt wird, was die Sekundärströmung hervorruft. Diese zeichnet sich in der
Meridionalebene als vier Wirbel, die jeweils einen Quadranten der Ebenen vollständig
erfassen, ab. In der inertial phase verschieben sich diese Wirbel durch die Interaktion mit
der Wandung jeweils nach oben bzw. unten. Ihre Intensität schwankt dabei periodisch
hin zu dem vollständig ausgebildeten Strömungszustand.
4.6 Zeitaufgelöste Langzeitmessung zur Aufklärung von
Strömungsinstabilitäten
Numerische Strömungssimulationen in einem RMF-getriebenen Würfel sagen im Über-
gangsbereich vom laminaren zu turbulenten Regime Instabilitäten voraus, welche nach
dem Erreichen eines vermeintlich stationären Zustandes spontan auftreten und ex-
ponentiell anwachsen [127]. Auslöser sind dabei vermutlich kleinste numerische Run-
dungsfehler, die in dem labilen Strömungzustand eine selbstverstärkende Oszillation
hervorrufen. Um dieses Phänomen auch experimentell nachzuweisen, benötigt es eine
zeitlich hochauflösende Strömungsmesstechnik, um die Oszillationen mit Perioden-
dauern von wenigen Sekunden zu erfassen, als auch eine ausreichende Messdauer,
um den nichtdeterministischen Zeitpunkt des Einsetzen der Instabilität aufzunehmen.
Unter diesen Voraussetzungen kann mit bildgebender Messtechnik die Änderung der
Strömungsstruktur im Bereich der Instabilität erfasst werden. Für eine strömungsme-
chanische Interpretation der dabei anfallenden, umfangreichen Datensätze ist es nötig,
kohärente Strömungsphänomene von zufälligen Fluktuationen zu trennen. Dies kann
über eine Nachverarbeitung der Geschwindigkeitsdaten mit einem Algorithmus zur
Merkmalsextraktion, wie der proper orthogonal decomposition (POD), erfolgen.
Die proper orthogonal decomposition ist eine Form der Hauptkomponentenanalyse, die
es erlaubt, aus einem hochdimensionalen Datensatz eine niedrigdimensionale Nähe-
rung zu erhalten [137]. Im Kontext der Strömungsmechanik wird diese insbesondere
zur Identifikation von grundlegenden Strömungsmoden in umfangreichen, mehrdi-
mensionalen Datensätzen eingesetzt [138]. Dazu wird das orts- und zeitabhängige
61
−20 0 20 40 60 80 100 120 140 160 180 200 220
0
1
2
𝑡 / s
𝐸
ki
n
(𝑡
) /𝐸
ki
n
(a)
Primärströmung Sekundärströmung
−20 0 20 40 60 80 100 120 140 160 180 200 220
0
1
2
𝑡 / s
𝐸
ki
n
(𝑡
) /𝐸
ki
n
(b)
−20 0 20 40 60 80 100 120 140 160 180 200 220
0
1
2
𝑡 / s
𝐸
ki
n
(𝑡
) /𝐸
ki
n
(c)
Abbildung 4.10: Mittlere kinetische Energie der Primär- und Sekundärströmung um
den Einschaltzeitpunkt 𝑡 = 0 bei (a) Ta = 1,0 × 105, (b) Ta = 2,6 × 105,
(c) Ta = 1,0 × 106; Mediangefiltert über jeweils 10 Zeitschritte. Die
gestrichelte Linie kennzeichnet 𝑇ia.
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Messwerte Regression: 𝑙𝑜𝑔10(𝑇ia/s) = −0,47 ⋅ 𝑙𝑜𝑔10 Ta + 3,9
Abbildung 4.11: 𝑇ia bestimmt aus der kinetischen Energie 𝐸kin in Abhängigkeit von Ta
für Ta = 1 × 105 … 1 × 106.
Vektorfeld in räumliche Moden und zeitabhängige Amplitudenkoeffizienten zerlegt. Ana-
log zur Reynolds-Zerlegung wird das in Ort und Zeit diskretisierte Geschwindigkeitsfeld
𝑣(𝑥𝑖, 𝑡𝑗), als Summe eines Gleichanteils 𝑣(𝑟𝑖) und eines fluktuierenden Anteils 𝑣∗(𝑥𝑖, 𝑡𝑗)
dargestellt als
𝑣(𝑥𝑖, 𝑡𝑗) = 𝑣(𝑟𝑖) + 𝑣∗(𝑥𝑖, 𝑡𝑗) mit 𝑖 = 1, ..., 𝑁𝑥 und 𝑗 = 1, ..., 𝑁𝑡. (4.7)
Der fluktuierende Anteil wird anschließend in eine Summe aus 𝑁𝑚 Basisfunktionen 𝜑𝑚,
multipliziert mit den dazugehörigen Amplitudenkoeffizienten 𝑎𝑚𝑗, zerlegt
𝑣∗(𝑥𝑖, 𝑡𝑗) ≈
𝑁𝑚
∑
𝑚=1
𝑎𝑚𝑗𝜑𝑚 , mit 𝑎𝑚𝑗 = 𝑎𝑚(𝑡𝑗) und 𝜑𝑖𝑚 = 𝜑𝑚(𝑥𝑖), (4.8)
wobei eine Datenreduktion erreicht wird, falls 𝑁𝑚 < 𝑁𝑡 gilt. Die Basisfunktionen sind
dabei hinsichtlich ihres inneren Produktes orthogonal
< 𝜑𝑚|𝜑𝑛 >=
𝑁𝑥
∑
𝑖=1
𝜑𝑖𝑚𝑊𝑖𝜑𝑖𝑛 = 𝛿𝑚𝑛 . (4.9)
Im Gegensatz zu beispielsweise einer Fourier-Zerlegung hängen die Basisfunktionen
vom Eingangsdatensatz ab, die POD ist also problemabhängig. Die Basisfunktionen
bestimmen sich aus der Lösung eines Eigenwertproblems nach der Schnappschuss-
methode [137]. Die Gewichtung 𝑊𝑖 wird im Folgenden mit 𝑊𝑖 = 1 angesetzt. Um den
Projektionsfehler in Gl. (4.8) zu minimieren, werden die Basisfunktionen hinsichtlich
ihrer Eigenwerte 𝜆𝑚
𝜆𝑚 = ∑
𝑗
𝑎2𝑚𝑗 (4.10)
sortiert, so dass gilt 𝜆1 > 𝜆2 > 𝜆3 > … und die ersten 𝑁𝑚 Moden zur Rekonstrukti-
on genutzt. Für die POD eines Geschwindigkeitsfeldes ist der Eigenwert einer Mode
äquivalent mit der kinetischen Energie des durch die Mode beschrieben Anteils der
Strömung [139].
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Abbildung 4.12: Zeitliche Evolution der Geschwindigkeitsvektorfelder eines Einschaltvor-
gangs in der 𝑥𝑦-Ebene (links) bzw. 𝑦𝑧-Ebene (rechts) bei Ta = 2,6 × 105;
gemittelt über 5 s.
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Im konkreten Experiment wird die POD auf zwei Strömungsmessungen (Messung A und
B) bei Ta = 2,6 × 105 angewandt. Für eine bessere Vergleichbarkeit beider Messungen
werden die Basisfunktionen der POD aus einem kombinierten Datensatz bestimmt
und die dazugehörigen Amplitudenkoeffizienten individuell für jede Messung errech-
net. Abbildung 4.13 stellt die erfasste kinetische Energie der Moden des kombinierten
Datensatzes dar, wobei nach der fünften Mode ein Sprung mit einem anschließend
nahezu konstanten Abfall erkennbar ist. Dies deutet darauf hin, dass die Moden 1 − 5
kohärente Strömungsstrukturen darstellen, wohingegen die nachfolgenden Moden
zufällige Fluktuation repräsentieren [137]. Daher werden im Folgenden die Moden 1 − 5
betrachtet, welche zusammen 76,4% der kinetischen Energie der Strömungsfluktua-
tionen beschreiben. Die Zeitverläufe der Amplitudenkoeffizienten sind in Abb. 4.14
dargestellt, die dazugehörigen räumlichen Moden in Abb. 4.15.
Die erste Mode beschreibt den größten Anteil (53,6%) der kinetischen Energie der
Strömungsfluktuationen. Sie bildet die Transition der ruhenden (𝑡 < 0) hin zur vollständig
ausgebildeten Strömung (𝑡 ≫ 0) ab. Für 𝑡 < 0 gilt 𝑣(𝑥𝑖, 𝑡𝑗) = 0 und nach Gl. (4.7) damit
auch 𝑣(𝑟𝑖) = −𝑣∗(𝑥𝑖, 𝑡𝑗). So entspricht die räumliche Struktur der ersten Mode qualitativ
der zeitlich gemittelten Strömung mit invertiertem Drehsinn (siehe Abb. 4.6) und der
Amplitudenkoeffizient 𝑎1 ist für 𝑡 < 0 positiv. Für 𝑡 > 0 beginnt mit dem Anlaufen der
Strömung ein Abfall des Amplitudenkoeffizientens 𝑎1 auf null. Der Einschaltvorgang
weist den Verlauf einer gedämpften Schwingung auf, was auf die Ausbreitung von
Inertialwellen hinweist, wobei sich die Zeit 𝑇ia (vgl. Abschnitt 4.5) als erster Sattelpunkt
abzeichnet.
Die zweite und dritte Mode stellen kohärente Strömungsstrukturen dar, die direkt mit
der auftretenden Instabilität verknüpft sind. Sie bilden ein Paar, das gemeinsam eine
harmonische Oszillation beschreibt [139]. Im Zeitverlauf zeigt sich ein An- und Abklin-
gen des Paares in Folge des Einschaltvorgangs um 𝑡 = 100 s. Nach 𝑡 = 400 s kommt
es zu einem spontanen Anwachsen der Oszillationsamplitude bis hin zur Sättigung
bei 𝑡 > 800 s. Die räumliche Struktur in der Primärströmung weist bei beiden Moden
nicht-rotationssymmetrisch angeordnete Einströmungen in Richtung des Zentrums
der Ebenen auf. Die Sekundärströmung zeigt in der zweiten Mode einen um die ganze
Ebene umlaufenden, in 𝑧-Richtung gestreckten Wirbel mit vier Eckwirbeln in entgegen-
gesetztem Drehsinn. Die dritte Mode besteht aus zwei rotationssymmetrisch entlang
der Seitenwand ausgedehnten, gegensinnig drehenden Wirbeln. Eine weiterführende
Analyse der harmonischen Schwingung anhand der Zeitverläufe der Moden zwei und
drei ist in Abb. 4.16 dargestellt. Mittels der Hilbert-Transformation wird die momentane
Amplitude, Phasenlage und Frequenz der Amplitudenkoeffizienten bestimmt. Es zeigt
sich für die Amplituden und Frequenzen der Moden zwei und drei ein stark gekoppelter
Verlauf im angeschwungenen Zustand. Der genaue Zeitpunkt des Anschwingens ist
nicht deterministisch, ein Amplitudenschwellwert von 0,005 wird für die Messung A
zum Zeitpunkt 𝑡 = 458 s und für die Messung B bei 𝑡 = 505 s überschritten. Die Os-
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Abbildung 4.13: Anteil der durch die 𝑚-te Mode beschriebene Energie 𝜆𝑚/Σ𝜆 (blaue
Kreuze, linke Achse) sowie der bis zur 𝑚-ten Mode kumulierten Energie
𝜆cum,m = Σ𝑛𝑚=𝑛𝜆𝑛 (blaue Linie, rechte Achse) für die POD der Kom-
bination der Messungen A und B bei Ta = 2,6 × 105. Die Moden bis
einschließlich der fünften beschreiben 76,4% der kinetischen Energie
der Strömung.
zillation schwingt im stationären Zustand bei einer Frequenz 𝑓 = 0,072Hz mit einer
Phasendifferenz beider Moden zueinander von Δ𝜙23 = −𝜋/2.
Die vierte Mode wird sowohl vom Einschaltvorgang als auch der Instabilität beeinflusst.
Sie weist einen Extremwert kurz nach 𝑡 = 𝑇ia auf und beginnt bei 𝑡 > 400 s zu oszillieren.
Die durch die Mode repräsentierte Strömungsstruktur umfasst in der Primärströmung
drei konzentrische Wirbel mit wechselnder Drehrichtung. In der meridionalen Ebene
sind vier jeweils in den Ecken konzentrierte Wirbel zu erkennen.
Die fünfte Mode repräsentiert hauptsächlich die durch Inertialwellen hervorgerufenen
Strömungsfluktuationen. Sie weist einen abrupten Anstieg um 𝑡 = 0 und einen Extrem-
wert bei 𝑡 = 𝑇ia auf. Danach zeigt sich eine gedämpfte Schwingung hin zur Amplitude
null. Die räumliche Strömungsstruktur der Mode fünf umfasst in der horizontalen Ebene
zwei konzentrische, entgegengesetzt drehende Wirbel in der Mitte und am Rand des
Querschnitts. In der Meridionalebene zeigen sich stark an die oberen bzw. unteren
Wandungen konzentrierte, symmetrische Wirbel.
4.7 Zusammenfassung
Für die Untersuchung von einer RMF-getriebenen Strömung im kubischen Gefäß wurde
mit dem UADV eine zweikomponentige Zweiebenen-Strömungsbildgebung mit vier
linearen US-Wandlerarrays in SDM/TDM und FPGA-basierter Online-Signalverarbeitung
aufgebaut. Damit konnten im Messaufbau eine Bildrate bis zu 𝑓frame = 11,2Hz und
eine Aufnahmedauer 𝑇 > 1000 s erreicht werden. Die laterale Ortsauflösung 𝑏 ist da-
bei abhängig vom Messort und beträgt 𝑏 = 3 … 5mm. Es wurde eine systematische
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Abbildung 4.14: Zeitverlauf für 𝑡 = 0 … 1000 s der Amplituden zu den Moden 1-5 für
zwei Messungen bei Ta = 2,6 × 105; die gestrichelte Linie kennzeichnet
𝑇ia.
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Abbildung 4.15: Strömungsmoden 1-5 der Messung A und B bei Ta = 2,6 × 105 in der
horizontalen (links) und in der meridionalen Ebene (rechts).
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Abbildung 4.16: Momentane Schwingungsamplitude (a) und Frequenz (b) der Moden 2
und 3 ermittelt aus einer Hilbert-Transformation, sowie momentane
Phasendifferenz der Moden 2 und 3 (c). Das Anschwingen der Os-
zillation erfolgt zum Zeitpunkt 𝑡 = 458 s für die Messung A und bei
𝑡 = 505 s für die Messung B. Die Frequenz der Oszillation konvergiert
zu 𝑓 = 0,072Hz im stationären Zustand, mit einer Phasendifferenz
beider Moden zueinander von Δ𝜙23 = −𝜋/2.
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Parameterstudie zum Verhalten im laminaren bis turbulenten Strömungsregime (Taylor-
zahlen Ta = 1 × 104 … 1 × 107) unter besonderer Betrachtung des Übergangsbereichs
(Ta = 1 × 105 … 2,8 × 105 ) durchgeführt. Dies ist bedeutsam, da insbesondere der
Übergangsbereich und das turbulente Strömungsregime schwer durch numerische
Simulationen abzubilden sind. In den Messungen konnten neben den stationären
Strömungsstrukturen die Transienten beim Einschaltvorgang simultan für Primär- und
Sekundärströmung erfasst werden. Diese zeigen einen sprunghaften Anstieg der Strö-
mungsgeschwindigkeit, deren charakteristische Zeit proportional zu 1/√Ta ist. Daran
anschließend folgt eine von Inertialwellen bestimmte Phase, die durch eine abklingende
Oszillation der Wirbel der meridionalen Ebene gekennzeichnet ist. Für die globalen Strö-
mungskenngrößen mittlere kinetische Energie und mittlere Turbulenzintensität konnte
der qualitative Zusammenhang zur magnetischen Taylorzahl bestimmt werden. Es zeigt
sich näherungsweise eine direkte Proportionalität der mittleren kinetischen Energie zur
magnetischen Taylorzahl und für den turbulenten Bereich Ta = 2,6 × 105 … 1 × 106
eine Proportionalität der mittleren Turbulenzintensität ̄𝐼 zu Ta4/5. Durch die Möglichkeit
der zeitaufgelösten Bildgebung mit hoher Bildrate und gleichzeitig langer Aufnahmedau-
er konnte die räumliche Struktur einer im Übergangsbereich (Ta = 2,6 × 105) spontan
auftretenden Instabilität aufgeklärt und deren oszillierendes Verhalten quantitativ be-
schrieben werden. Dazu wurde über eine Hauptkomponentenanalyse ein Paar an
Strömungsmoden identifiziert, welches gemeinsam eine harmonische Oszillation be-
schreibt, die zu einem nicht deterministischen Zeitpunkt anschwingt und eine Frequenz
𝑓 = 0,072Hz aufweist. Die relative Messunsicherheit für das gegebene Experiment
wurde mit 𝜎v,rel = 13,9% abgeschätzt; eine Messunsicherheitsbilanz ergab, dass diese
hauptsächlich durch die Ortsauflösung des Messsystems bedingt ist. Daher ist eine
Weiterentwicklung hinsichtlich eines höheren räumlichen Auflösungsvermögens loh-
nenswert.
70
5 Ansatz zur nichtinvasiven In-
Prozess-Strömungsbildgebung
in heißen Schmelzen
Eine nichtinvasive Struktur- und Strömungsbildgebung an heißen, undurchsichtigen Flu-
iden kann bei einer Vielzahl von industriellen Prozessen maßgeblich zur Verbesserung
der Qualität des Endproduktes und Verringerung des Energieeinsatzes beitragen. Diese
Messobjekte, wie beispielsweise flüssiger Stahl, sind jedoch mit klassischer Ultraschall-
messtechnik im Allgemeinen nicht zugänglich, da die Fluidtemperatur mit ≈ 1500 ∘C
weit oberhalb des Curie-Punktes typischer Piezokeramiken (z.B. Blei-Zirkonat-Titanat
𝜗P = 210 ∘C, vgl. Abschnitt 2.1) liegt. Piezoelektrische Materialien, die noch bei höheren
Temperaturen einsetzbar sind, wie GaPO4 bei > 900 ∘C, weisen typischerweise eine
deutlich geringere Sensitivität auf [140]. Zudem stehen die Korrosivität der Flüssigkeit
und die rauen industriellen Umgebungsbedingungen einem direkten Einsatz der Ultra-
schallmesstechnik entgegen. Ein Ansatz zur Lösung diese Problems ist die räumliche
Trennung der Wandler vom Messobjekt. Mittels eines Wellenleiters, der durch seinen
mechanischen Aufbau vorwiegend nur eine Ausbreitungsmode führt (Singlemode-Wel-
lenleiter), kann ein Temperaturgradient aufgebaut werden und die Sensortemperatur
reduziert werden. Eckert et al. [69] bestimmen so linienhaft die Strömungsgeschwindig-
keit in der bei 620 ∘C flüssigen Legierung Cu35Sn65. Ihara et al. [141] konnte weiterhin
die axiale Position eines Zirkoniumballs in einer Glasschmelze bei bis zu 1200 ∘C ver-
folgen. Allerdings ist bei Singlemode-Wellenleitern eine Bildgebung, beispielsweise
durch Bündelung zu einem Array, nicht praktikabel und zudem ist die mechanische
Komplexität und die Dämpfung aufgrund der Singlemodigkeit hoch. Durch Multimode-
Wellenleiter hingegen ist eine Abbildung möglich, wenn dessen komplexe Ausbreitungs-
eigenschaften berücksichtigt werden, wie beispielsweise von Čižmár und Dholakia [142]
in der Optik gezeigt wurde. Im folgenden Kapitel soll ein Ansatz zur bildgebenden Ul-
traschallmessung durch einen Multimode-Wellenleiter vorgestellt werden, bei dem die
Auswirkungen der komplexen Ausbreitungseigenschaften durch eine Schallfeldregelung
mittels Zeitumkehrverfahren (TR, time reversal) kompensiert werden. Für den Einsatz in
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der rauen Umgebung industrieller Prozesse ist eine Bildgebung insbesondere nur dann
praktikabel, wenn keine In-Situ-Kalibrierung nötig ist, da der Zugang zum Messvolumen
durch die Umgebungsbedingungen, wie hohe Temperaturen und Korrosivität, stark
erschwert ist. Für die TR-Bildgebung ist jedoch an jedem Bildpunkt ein Leitstern in
das spätere Messvolumen einzubringen, was insbesondere für eine hohe Anzahl von
Punkten im Messraster nicht durchführbar ist. Eine Ex-Situ-Kalibrierung kann erreicht
werden, in dem die Stabilität der Ausbreitungsmoden im Wellenleiter ausgenutzt wird
und somit statt einer Schallfeldregelung lediglich eine Schallfeldkalibrierung durchzu-
führen ist. Zudem wird ein neuartiges Konzept, das virtuelles Zeitumkehr-Wandlerarray
(TRVA, time reversal virtual array), eingeführt, das die Anzahl der Kalibrierpunkte für
eine flächenhafte Bildgebung stark reduzieren lässt und diese auf die Grenzfläche des
Wellenleiters legt. Damit kann der Wellenleiter ohne Zugang zum Messvolumen ex situ
kalibriert werden. Für die TRVA wird das aus der Nachrichtentechnik bekannte Prinzip
der Mehrantennentechnik (MIMO, multiple input multiple output) auf das vorliegende
Problem übertragen [143]. Abschließend erfolgt eine experimentelle Demonstration
der ex-situ-kalibrierten Strömungsbildgebung an einem Geschwindigkeitsnormal und
in einer Metallschmelze bei Raumtemperatur.
5.1 Modulares Ultraschall-Doppler-Messsystem mit
adaptivem Schallfeld
Die Messeigenschaften eines auf dem Prinzip der ultrasound Doppler velocimetry (UDV)
basierten Messsystems hängen maßgeblich von dessen Schallfeld ab. Mittels des in Ab-
schnitt 2.3.1 beschriebenen phased-array-Prinzips kann dieses elektronisch (und damit
trägheitsfrei) adaptiert und somit folgende Verbesserungen der Messeigenschaften
erreicht werden:
• eine Erhöhung der räumlichen Auflösung durch Fokussierung des Schallstrahls
und damit eine Verringerung der Messunsicherheit bei starken Strömungsgradi-
enten (vgl. Messunsicherheitsbilanz in Tab. 4.4)
• eine Erhöhung der zeitlichen Auflösung einer flächigen Messung durch emp-
fangsseitige Strahlformung, bei der aus einer einzelnen Emission durch geeignete
Signalverarbeitung mehrere flächig angeordnete Fokuspunkte extrahiert werden
können [43, 86]
• die flächige, zweikomponentige Messung von Geschwindigkeitsfeldern mit nur
einem akustischen Zugang durch Strahlschwenken und der Erfassung aus zwei
Richtungen [144, 145].
Das Prinzip des Zeitumkehrverfahrens (Abschnitt 2.3.2) ermöglicht zudem eine grundle-
gend neue Klasse von Messungen, die ohne erweiterte Signalverarbeitungsmethoden
nicht zugänglich wären. Ein Beispiel dafür ist die Strahlformung und Geschwindig-
keitsmessung durch Medien mit komplexen, unbekannten Ausbreitungseigenschaften
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wie ein Multimode-Wellenleiter. Dies motiviert den Aufbau eines Messsystems mit ad-
aptivem Schallfeld wofür eine geeignete Elektronik und Signalverarbeitung benötigt
wird. Diese soll analog zum ultrasound array Doppler velocimeter (UADV) als generi-
sche, modulare Forschungsplattform umgesetzt werden. Das folgende Kapitel stellt
die Anforderungen, die Systemarchitektur und die Umsetzung des phased array ultra-
sound Doppler velocimeter (PAUDV) vor. Anschließend wird exemplarisch die adaptive
Strahlformung demonstriert, charakterisiert und den Ergebnissen der numerischen
Schallfeldsimulationen gegenübergestellt.
5.1.1 Systemarchitektur
Die Anforderungen an die konkrete Umsetzung des PAUDV umfasst die breite Anwend-
barkeit auf Experimente der Magnetohydrodynamik (MHD). Dabei sollen grundlegend
mehrere Messmodalitäten unterstützt werden, um neben der Strömungsgeschwindig-
keitsmessung beispielsweise auch Strukturen wie Grenzflächen darzustellen. Weiterhin
wird ein modularer Aufbau und die Unterstützung der in Abschnitt 2.3 beschriebenen
Methoden phased array und TR gefordert.
Die Architektur der Hardware des PAUDV ist, wie in Abb. 5.1 dargestellt, in modulare Ein-
heiten, den Transceivermodulen, gegliedert. Davon können bis zu acht Stück in einem
19-Zoll-Baugruppenträger (siehe Abb. 5.2) aufgenommen werden, was eine Skalierbar-
keit auf 256 Kanäle ermöglicht. Jedes Modul beinhaltet die sende- und empfangsseitige
Ansteuerungs- und Signalkonditionierungselektronik (front end) für 32 individuell para-
metrierbare Kanäle, deren Spezifikationen in Tabelle 5.1 aufgelistet sind. Sendeseitig
können dreistufige Pulsmuster mit bis zu 9000 Abtastwerten, empfangsseitig kann ei-
ne statische Verstärkung und die zeitabhängige Verstärkung (TGC, time gain control)
konfiguriert werden. Eine austauschbare analoge back plane stellt die Verbindung zum
Ultraschallwandlerarray dar. Die zeitkritische Orchestrierung und Parametrierung der
Transceivermodule erfolgt über die control back plane von einer zentralen Steuereinheit.
Diese nutzt einen 32-Bit-Mikrocontroller (ATSAM4SA16C, Atmel, San Jose, USA) und
beinhaltet die zentrale Taktbasis für das PAUDV. Die Digitalisierung der verstärkten
Echosignale erfolgt in Signalverarbeitungsmodulen, die einen ADC (NI 5752) sowie
einen FPGA (NI PXIe 7965, National Instruments, USA) beinhalten und je 32 Kanäle
unterstützen.
Die Steuerungssoftware ist zweigeteilt auf dem Host-PC und auf dem Mikrocontroller
der Steuereinheit implementiert. Eine abstrakte Experimentplanung erfolgt auf dem
Computer (PC, personal computer) in der Hochsprache Python [147]: Das Experiment
wird durch einen experimentellen Aufbau (Anordnung der Wandler, Messmedium) und
einer hierarchischen Repräsentation des Ablaufs (z.B. sendeseitige Fokussierung auf die
Punkte in einem 5 × 5 Raster) beschrieben. Eine objektorientierte Darstellung erlaubt
es, ein breites Spektrum an Experimenten in einer strukturierten Weise abzubilden.
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Abbildung 5.1: Architektur des PAUDV-Systems: Bis zu 8 Transceivermodule und ei-
ne Steuereinheit werden in einem 19-Zoll-Baugruppenträger gehalten
und mit einer zentralen Steuer- und Signalverarbeitungseinheit verbun-
den [146].
74
Tabelle 5.1: Übersicht der Spezifikationen des PAUDV-Systems.
Sendepfad
maximale Anzahl individuell ansteu-
erbarer Kanäle
𝑁 = 256
Anregungsspannung 𝑈pp,max = 200V
Sendemuster 9000 Abtastwerte, dreistufige Quan-
tisierung, 𝑓s = 10MHz
maximale Pulswiederholrate 𝑓PR,max = 20 kHz
Empfangspfad
spezifizierter Frequenzbereich 1MHz < 𝑓 < 10MHz
konfigurierbare, statische Empfangs-
verstärkung
17 … 67dB
zeitabhängige Verstärkung −5 … 31dB
Parameter des ADC 32MHz ≤ 𝑓s ≤ 50MHz; 12 bit
Abbildung 5.2: Foto des PAUDV: 19-Zoll-Baugruppenträger mit der Steuereinheit (Mitte)
und acht Transceivermodulen.
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Daraus wird eine Repräsentation in Bytecode erzeugt, welche an die Steuereinheit wei-
tergereicht wird, die diese anwendungsspezifischen Instruktionen interpretiert. Somit
kann eine hohe Flexibilität des Experimentablaufs gewährleistet werden, ohne eine
experimentspezifische Firmware der Steuereinheit zu benötigen. Das streng determi-
nistische Timing des Bytcodes erlaubt zeitkritische Funktionen umzusetzen und die
Transceivermodule synchron zu parametrieren. Dies ist besonders beim Pulswellen-
Doppler-Verfahren (PWD) von Bedeutung, da Abweichungen der Pulswiederholrate
nach Gl. (2.38) direkt in die geschätzte Dopplerfrequenz eingehen.
Die Signalverarbeitung des PAUDV ist auf einem field-programmable gate array (FPGA)
und einem PC verteilt realisiert. Die digitalisierten Rohdaten werden über eine breit-
bandige Verbindung von den ADC direkt an die FPGA weitergereicht. Dort erfolgt eine
konfigurierbare Vorverarbeitung, die eine Segmentierung der Signale, einen matched
filter und eine Selektion der Abtastpunkte beinhaltet. Die weitere Signalverarbeitung
umfasst das empfangsseitige Strahlformen nach dem delay-and-sum-Algorithmus [86],
die Geschwindigkeitsschätzung nach Loupas et al. [106] (siehe Abb. 3.5) und eine
Visualisierung der Ergebnisse entsprechend dem spezifizierten Messablauf.
5.1.2 Demonstration und Charakterisierung des gesteuerten Schallfelds
Der Nachweis der sendeseitigen Steuerung des Schallfeldes nach dem Phased-Array-
Prinzip erfolgt in einem Wasserbad. Darin wird ein einzelner Streukörper, welcher als
punktförmig (𝑑 ≪ 𝜆) angenommen werden kann, traversiert. Ein Element des Wandler-
arrays empfängt den daran reflektierten Schall, dessen normierte mittlere Intensität
über die Streukörperposition aufgetragen wird. Die Resultate für zwei exemplarische Fo-
kuspunkte mit unterschiedlichem Schwenkwinkel bei der Parametrierung nach Tab. 5.2
sind in Abb. 5.3 und Tab. 5.3 dargestellt. Dabei wird eine analytische Abschätzung,
eine numerische Berechnung und die experimentelle Bestimmung gegenübergestellt,
wobei sich eine qualitative und quantitative Übereinstimmung zeigt. Dies weist die
Funktionsfähigkeit des PAUDV hinsichtlich des elektronisch adaptierbaren Schallfeldes
nach.
5.1.3 Zusammenfassung
Ein steuerbares Schallfeld eröffnet weitreichende Möglichkeiten zur Verbesserung der
Messeigenschaften eines auf dem UDV-Prinzip basierenden Messsystems. Zudem er-
laubt dies die Implementierung einer Schallfeldregelung, um vorher nicht zugängliche
Messobjekte, wie beispielsweise heiße Metallschmelzen hinter multimodigen Wellen-
leitern zu erreichen. Mit dem PAUDV steht eine modulare, multimodale Forschungs-
plattform mit adaptivem Schallfeld für Experimente im Bereich der MHD zur Verfügung.
Sie unterstützt bis zu 256 individuell parametrierbare Kanäle, die Pulsmuster mit bis zu
9000 Abtastpunkten aussenden können und empfangsseitig eine 12-Bit-Digitalisierung
bei bis zu 𝑓s = 50MHz erlauben. Die Funktionsfähigkeit des Systems wurde anhand
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Tabelle 5.2: Übersicht der Parameter der Schallfeldvermessung.
Schallfeldvermessung
Linearverschiebetische 2× LTM80 (OWIS, Staufen,
Deutschland)
Streukörper Kern einer Glasfaser (𝑑 = 70μm)
Wandlerarray
Typ SNX 140623 ME128-LMP10 (Sona-
xis SA, Besançon, Frankreich)
Kanalanzahl 𝑁 = 128
Elementabstand (pitch) Δ𝑥 = 0,5mm
Elementhöhe ℎ = 5mm
Mittenfrequenz 𝑓 = 3,1MHz
Bandbreite (−6dB) 𝑓bw = 1,4MHz
Ultraschallparameter
Bezugsfrequenz 𝑓0 = 1,8MHz
Schallgeschwindigkeit in Wasser 𝑐 = 1497m/s
Wellenlänge des Schalls 𝜆 = 0,83mm
aktive Apertur 𝐴 = 32Δ𝑥 = 16mm = 19.3𝜆
Tabelle 5.3: Ergebnisse der Schallfeldvermessung, FWHM eines sendeseitig geformten
Schallstrahls nach analytischer Abschätzung, numerischer Berechnung und
experimenteller Bestimmung.
Fokuspunkt FWHM
Beugungslimit
nach Gl. (2.6)
Simulation
nach dem
Rayleigh-
Sommerfeld-
Integral [83]
Experiment
𝑃1 = (−2,27mm,69,6mm)
= (−3𝜆, 84𝜆)
5,2mm = 6,3𝜆 4,8mm = 5,8𝜆 5,2mm = 6,3𝜆
𝑃2 = (−22,2mm,65,7mm)
= (−27𝜆, 79𝜆)
5,2mm = 6,3𝜆 4,9mm = 5,9𝜆 4,6mm = 5,5𝜆
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Abbildung 5.3: Schallfelder einer Apertur von 32 Elementen des Wandlerarrays
SNX 140623 ME128-LMP10 bei 𝑓0 = 1,8MHz in Wasser. Experimen-
telle Bestimmung (a,b), numerische Simulation (c,d) ermittelt aus dem
Rayleigh-Sommerfeld-Integral [83] und Gegenüberstellung beider (e,f)
für die Fokuspunkte 𝑃1 (a,c,e) und 𝑃2 (b,d,f).
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von elektronisch fokussierten und geschwenkten Schallstrahlen im Vergleich zu analyti-
schen Abschätzungen und numerischen Simulationen erbracht. Dabei zeigte sich eine
Abweichung kleiner als 12% zur theoretisch erreichbaren Halbwertsbreite.
5.2 Ex-situ-kalibrierte Bildgebung durch einen Multimode-
Wellenleiter
5.2.1 Strahlformung durch einen Multimode-Wellenleiter
Ein akustischer Multimode-Wellenleiter weist im Allgemeinen komplexe Schallausbrei-
tungseigenschaften auf. Bringt man am proximalen Ende eines Wellenleiters ein Wand-
lerarray an und erzeugt einen zeitlich und örtlich kurzen Impuls durch Anregung eines
einzelnen Elementes, so ergibt sich auf distaler Seite ein zeitlich und räumlich aus-
gedehntes Signal. Dieses Phänomen wird durch Mehrwegeausbreitung infolge der
Reflexion an den Begrenzungen des Wellenleiters hervorgerufen, wobei die zeitliche
Ausdehnung als Abklingzeit charakteristisch für den Wellenleiter ist. Abbildung 5.4(a)
zeigt dies für die numerische Schallfeldsimulation eines Borosilikatglas-Wellenleiters. Ein
Puls der Länge 0,33µs eines einzelnen Elementes der Breite 0,5mm wird auf distaler
Seite auf die komplette Breite (34mm) des Wellenleiters ausgedehnt und zeitlich auf
> 100µs gestreckt. Das TR-Prinzip (vgl. Abschnitt 2.3.2) erlaubt es trotzdem ein örtlich
begrenztes Signal mit vorgegebener Signalform am distalen Ende zu erzeugen, indem
das Wandlerarray an proximaler Seite als Zeitumkehrspiegel (TRM, time reversal mirror)
betrieben wird [148]. Dazu wird ein zeitlich und örtlich begrenztes und quantisiertes
Abbild des Wellenfeldes 𝑝(𝑥, 𝑡) aufgenommen, das von einem Leitstern ausgeht und
die Übertragungsfunktion des Wellenleiters widerspiegelt. Damit kann dann eine Strahl-
formung analog zum Phased-Array-Prinzip nach Abschnitt 2.3.1 sowohl sende- als auch
empfangsseitig erfolgen, wie im Folgenden beschrieben wird.
Die Übertragungsfunktion des Schalls der Frequenz 𝜔 vom 𝑗-ten Element des Wandler-
arrays zu einem Punkt 𝑥 wird mit 𝑘𝑗(𝜔, 𝑥) bezeichnet
𝑝𝑗(𝜔) = 𝑘𝑗(𝜔, 𝑥) 𝑞(𝜔, 𝑥), (5.1)
bzw. im Zeitbereich
𝑝𝑗(𝑡) = 𝑘𝑗(𝑡, 𝑥) ∗ 𝑞(𝑡, 𝑥), (5.2)
mit dem Signal 𝑝𝑗(𝜔) am 𝑗-ten Element des TRM und 𝑞(𝜔, 𝑥) dem Signal am Ort 𝑥. Sie gilt
wegen der Reziprozität der Wellengleichung (Gl. (2.2)) genauso für den umgekehrten
Weg. Die Übertragungsfunktion kann durch die Impulsantwort 𝑘𝑗(𝑡, 𝑥) auf einen Dirac-
Impuls am Ort 𝑥 als Leitstern bestimmt werden. Für 𝑞(𝜔, 𝑥) = 1(𝜔) gilt nach Gl. (5.1) im
Bildbereich
𝑘𝑗(𝜔, 𝑥) = 𝑝𝑗(𝜔), (5.3)
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sowie im Zeitbereich
𝑘𝑗(𝑡, 𝑥) = 𝑝𝑗(𝑡). (5.4)
Weiterhin kann die Impulsantwort auch durch eine Anregungmit unkorreliertemweißem
Rauschen 𝑞(𝑡, 𝑥) = 𝑛(𝑡) bestimmt werden:
𝑘𝑗(𝑡, 𝑥) = 𝑝𝑗(𝑡) ∗ 𝑛(𝑡). (5.5)
Dies ist insbesondere aufgrund der geringeren Anforderungen an die Signalerzeugung-
und aufnahme praktikabler [149].
Eine sendeseitige Implementierung der Strahlformung nach dem TR-Prinzip hat das Ziel,
das Signal 𝑞(𝜔, 𝑥) am Ort 𝑥 durch 𝑞SP(𝜔, 𝑥) aufzuprägen. Dazu wird eine Aussendung
von
𝑝𝑗(𝜔) = 𝑘∗𝑗(𝜔, 𝑥) 𝑞SP(𝜔, 𝑥), (5.6)
wobei 𝑘∗𝑗(𝜔, 𝑥) die konjugiert-komplexe Übertragungsfunktion darstellt, vorgenommen.
Im Zeitbereich wird die zeitlich umgekehrte Impulsantwort 𝑘𝑗(−𝑡, 𝑥), welche auch als
TR-Muster bezeichnet wird, mit dem Sendesignal gefaltet:
𝑝𝑗(𝑡) = 𝑘𝑗(−𝑡, 𝑥) ∗ 𝑞SP(𝑡, 𝑥). (5.7)
Nach der Aussendung der Signale 𝑝𝑗(𝑡) für alle Elemente des TRM ergibt sich mit Gl. (5.2)
ein Signal 𝑞(𝑡, 𝑥) an der Stelle 𝑥:
𝑞(𝑡, 𝑥) = ∑
𝑗
𝑘𝑗(𝑡, 𝑥) ∗ 𝑘𝑗(−𝑡, 𝑥)⏟⏟⏟⏟⏟⏟⏟
𝑅𝑘,𝑗(𝑡,𝑥)
∗ 𝑞SP(𝑡, 𝑥). (5.8)
Die Autokorrelationsfunktionen 𝑅𝑘,𝑗(𝑡, 𝑥) erreichen dabei alle bei 𝑡 = 0 ein Maximum
und führen so zu einer konstruktiven Interferenz am Ort 𝑥. Nähert man daher die
Autokorrelationsfunktion mit einem Dirac-Impuls 𝑅𝑘,𝑗(𝑡, 𝑥) ≈ 𝛿(𝑡), so gilt
𝑞(𝑡) ≈ 𝐶 𝑞SP(𝑡, 𝑥), (5.9)
mit einer Konstante 𝐶 ∈ ℝ. Die komplexen Ausbreitungseigenschaften des Wellenleiters
können damit also teilweise oder vollständig kompensiert und so durch denWellenleiter
am Ort 𝑥 ein Signal eingeprägt werden.
Eine empfangsseitige Implementierung der Strahlformung nach dem TR-Prinzip hat das
Ziel, das Signal 𝑞(𝜔, 𝑥) am Ort 𝑥 durch eine Schätzung 𝑞est(𝜔, 𝑥) zu nähern. Dazu werden
die Empfangssignale 𝑝𝑗(𝜔) am TRMmit der konjugiert-komplexen Übertragungsfunktion
multipliziert
𝑞est(𝜔, 𝑥) = ∑
𝑗
𝑝𝑗(𝜔) 𝑘∗𝑗(𝜔, 𝑥), (5.10)
80
bzw. im Zeitbereich damit gefalten:
𝑞est(𝑡, 𝑥) = ∑
𝑗
𝑝𝑗(𝑡) ∗ 𝑘𝑗(−𝑡, 𝑥). (5.11)
Mit der Übertragungsfunktion des Wellenleiters nach Gl. (5.2) ergibt sich
𝑞est(𝑡, 𝑥) = ∑
𝑗
𝑘𝑗(𝑡, 𝑥) ∗ 𝑘𝑗(−𝑡, 𝑥)⏟⏟⏟⏟⏟⏟⏟
𝑅𝑘,𝑗(𝑡,𝑥)
∗ 𝑞(𝑡, 𝑥). (5.12)
Nähert man die Autokorrelation der Übertragungsfunktion des Wellenleiters mit einem
Dirac-Impuls 𝑅𝑘,𝑗(𝑡, 𝑥) ≈ 𝛿(𝑡), so gilt
𝑞est(𝑡, 𝑥) ≈ 𝐶 𝑞(𝑡, 𝑥), (5.13)
mit einer Konstante 𝐶 ∈ ℝ. Es kann also aus den Signalen am proximalen Ende des
Wellenleiters auf die Signale am distalen Ende geschlussfolgert werden.
5.2.2 Stabilitätsuntersuchung der Übertragungsfunktion
Eine Ex-Situ-Kalibrierung setzt die Toleranz desMessverfahrens gegenüber den Änderun-
gen der Umgebungsbedingungen zwischen ex situ und in situ voraus. Die Strahlformung
nach dem TR-Prinzip ist als Wellenphänomen robust gegenüber kleineren Variationen
der Randbedingungen (vgl. Abschnitt 2.3.2). Für die konkrete Problemstellung der Bild-
gebung in heißen Schmelzen durch einen Wellenleiter stellen die thermischen Effekte
sicherlich den größten Einfluss dar. Um diese zu untersuchen wird ein vereinfachtes
Simulationsexperiment durchgeführt, welches die Abhängigkeit der Schallgeschwindig-
keit und -impedanz von der Temperatur, sowie die Änderungen der geometrischen
Form durch thermische Ausdehnung berücksichtigt:
1. Der TR-Kalibrierungsschritt wird an einem Wellenleiter mit Rechteckgeometrie
nach Tab. 5.5 mittels der elastodynamischen Finite-Integrationsmethode (EFIT)
simuliert. Dabei wird jeweils ein Leitstern an den Punkten 𝑃1 = (0mm,34mm)
und 𝑃2 = (17mm,34mm) platziert. Der Koordinatenursprung befindet sich im
Zentrum des distalen Endes des Wellenleiters, wobei die positive 𝑦-Richtung in
das Messvolumen zeigt.
2. Der Zeitumkehrschritt wird an einem Wellenleiter durchgeführt, der am distalen
Ende um Δ𝑇max gegenüber der Umgebungstemperatur erwärmt ist. Dabei stellt
sich ein exponentiell ansteigendes Temperaturprofil ein, wenn man einen Quader
mit konstanter Wärmeleitfähikeit und konstantem Wärmeübergangskoeffizient an
der Mantelfläche annimmt, sowie ein thermisch isoliertes proximales Ende [150]:
Δ𝑇(𝑦) = Δ𝑇max
𝑐𝑜𝑠ℎ(𝑚(𝐿 + 𝑦))
𝑐𝑜𝑠ℎ(𝑚𝐿)
, (5.14)
81
0 20 40 60 80 100 120
−10
0
10
𝑡 / s
𝑦
/
m
m
(a)
0
0,2
0,4
0,6
0,8
𝑝 R
M
S /𝑝
R
M
S
,m
a
x
0 20 40 60 80 100 120
−10
0
10
𝑡 / s
𝑦
/
m
m
(b)
0
0,2
0,4
0,6
0,8
𝑝 R
M
S /𝑝
R
M
S
,m
a
x
Abbildung 5.4: Ausbreitungseigenschaften einesWellenleiters und Kompensation durch
TR aus einer numerischen Simulation mittels EFIT ohne Berücksichtigung
von Dämpfung: normierte Schalldruckamplituden auf einer Linie entlang
des distalen Endes eines Wellenleiters nach Tab. 5.5 bei Anregung auf
proximaler Seite bei 𝑡 = 0 durch (a) eine 0,5mm breite Impulsquelle bzw.
durch (b) ein TR-Muster.
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Abbildung 5.5: Temperaturverläufe in einem Wellenleiter nach Tab. 5.4 mit einem um
Δ𝑇max gegenüber der Umgebungstemperatur erhitzten distalen Ende.
mit
𝑚 = √2(𝐻 + 𝑊)𝛼heattransfer
𝜅𝐻𝑊
, (5.15)
und dem Wärmeübergangskoeffizient 𝛼heattransfer, der Wärmeleitfähigkeit 𝜅, der
Höhe des Wellenleiters 𝐻, der Länge des Wellenleiters 𝐿, der Breite des Wellen-
leiters 𝑊 und der axialen Position 𝑦. Beispielhafte Temperaturverläufe sind dazu
in Abb. 5.5 dargestellt. Aus der Temperaturänderung wird numerisch die Ände-
rung des Elastizitätsmoduls für Borosilikatglas nach Marx und Sivertsen [151] und
der Dichte bestimmt und damit der Temperaturabhängigkeit der longitudinalen
und transversalen Schallgeschwindigkeiten und der spezifischen Impedanz des
Wellenleiters Rechnung getragen. Weiterhin wird numerisch dessen thermische
Ausdehnung entsprechend des Wärmeausdehnungskoeffizienten ermittelt [152].
3. Es wird ein lateraler Schnitt durch die resultierenden Schallfelder bestimmt (siehe
Abb. 5.6) und daraus die PBR und die FWHM ermittelt (siehe Abb. 5.7).
Die Simulationsparameter sind in Tab. 5.4 zusammengefasst. Mit steigender Erwär-
mung Δ𝑇max zeigt Abb. 5.6) eine Verbreiterung der Hauptkeule und ein Anwachsen
der Nebenkeulen. Dies spiegelt sich in einer einer graduelle Verschlechterung der Fo-
kusbreite sowie des PBR wieder, wie sie in Abb. 5.7 zu sehen ist. Dies zeigt, dass das
TR als Wellenphänomen vergleichsweise robust gegenüber kleinen Variationen der
Anfangsbedingungen ist. Für den Fokuspunkt 𝑃1 bei Δ𝑇max = 300K steigt die FWHM
um 39% und das PBR sinkt auf 73% des Ausgangswertes. Daher ist in der gegebenen
Konfiguration des Wellenleiters eine Kalibrierung ex situ prinzipiell aussichtsreich, kann
aber durch geeignete Wahl eines Materials mit einem geringen thermischen Ausdeh-
nungskoeffizienten, wie beispielsweise Zerodur (𝛼 = 0,05 × 10−6/K [153]) verbessert
werden.
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Abbildung 5.6: Schnitt durch das Schallfeld nach Fokussierung durch den Wellenlei-
ter (vgl. Tab. 5.5) mit TR für die Punkte 𝑃1 = (0mm,34mm) (a) und
𝑃2 = (17mm,34mm) (b). Δ𝑦 gibt dabei den lateralen Abstand zu die-
sen Punkten an. Aus numerischer Simulation mittels EFIT.
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Abbildung 5.7: Stabilitätsanalyse der Fokussierungmit TR: Halbwertsbreite FWHM (blau),
sowie die PBR (rot) der Fokuspunkte bei 𝑃1 = (0mm,34mm) (a) und
𝑃2 = (17mm,34mm) (b) für einen umΔ𝑇max amdistalen Ende erhitzten
Wellenleiter (vgl. Tab. 5.5). Numerische Simulation mittels EFIT.
85
Tabelle 5.4: Parameter für die numerische Simulation mittels EFIT. Soweit nicht anders
angegeben gelten die Werte bei Umgebungstemperatur.
Wellenleiter
Material Borosilikatglas
Länge 𝐿 = 136mm
Breite 𝑊 = 34mm
Höhe 𝐻 = 20mm
longitudinale Schallgeschwindigkeit 𝑐 = 6050m/s [154]
transversale Schallgeschwindigkeit 𝑐t = 3690m/s [154]
Dichte 𝜌 = 13,5 kg/m3 [154]
spezifische akustische Impedanz 𝑍 = 13,5MPa s/m [154]
Wärmeausdehnungskoeffizient 𝛼 = 3,25 × 10−6/K (bei 𝜗 =
20 … 300 ∘C) [152]
Wärmeleitfähigkeit 𝜅 = 1,2W/(mK) [152]
Wärmeübergangskoeffizient zu Luft 𝛼heattransfer = 11,6W/m2/K [152]
Temperaturkoeffizient des E-Moduls 𝛼𝐸 = 5 × 10−5/K [151]
Messobjekt
Material Zinn
Schallgeschwindigkeit 𝑐 = 2740m/s [130]
spezifische akustische Impedanz 𝑍 = 17,4MPa s/m [130]
Ultraschallparameter
Anregungssignal bei der Kalibrierung Rechteckimpuls, 𝑓0 = 3MHz
zeitliche Auflösung Δ𝑡 = 0,128 s
Thermische Randbedingungen
Umgebungstemperatur 𝜗0 = 25 ∘C
Simulationsparameter
Gittergröße 15104 × 4096
Gitterweite Δ𝑥sim = 12,4μm
zeitliche Schrittweite Δ𝑡sim = 1,44ns
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5.2.3 Virtuelles Zeitumkehr-Wandlerarray
Eine Ex-Situ-Kalibrierung setzt neben der Stabilität der Übertragungsfunktion auch die
Unabhängigkeit des Kalibrierprozesses vom Messmedium voraus. Für eine effiziente
Kalibrierung und einen reduzierten Speicherplatzbedarf ist es weiterhin wünschenswert,
die Anzahl der Kalibrierpunkte gering zu halten. Beides kann durch das Konzept des
TRVA realisiert werden.
Ein virtuelles Zeitumkehr-Wandlerarray (TRVA) basiert auf dem Ansatz, dass ein fokussier-
ter Schallstrahl sich näherungsweise wie eine virtuelle Punktquelle am Ort des Fokus
verhält, die zum Zeitpunkt des Zusammenlaufens aktiviert wird [155]. Diese Erkenntnis
nutzten Passmann und Ermert [156] zur medizinischen Bildgebung mit stark fokussie-
renden Wandlern hinter deren fokaler Ebene. Da TR in der Lage ist, örtlich und zeitlich
eng begrenzte Schallfelder in unbekannten Medien mit komplexen Ausbreitungseigen-
schaften zu erzeugen (vgl. Abb. 5.4), konnten Robert und Fink [155] virtuelle Quellen
auch hinter einer zufälligen Phasenmaske realisieren. Auch die Möglichkeit der emp-
fangsseitigen Strahlformung wurde dabei erwähnt. Walker et al. [157] demonstrierten
sendeseitige Strahlformung in einem ozeanischen Wellenleiter im Flachwasser. Das
TRVA stellt ein vereinheitlichtes Konzept virtueller Wandler dar, bei dem gleichermaßen
sende- und empfangsseitige Strahlformung betrieben werden kann. Dabei unterteilt
es den Strahlformungsprozess in Medien mit potentiell unbekannten, komplexen Aus-
breitungseigenschaften (wie beispielsweise einem Multimode-Wellenleiter) und Medien
mit bekannten Ausbreitungseigenschaften (wie einem homogenen Fluid), welche durch
ein virtuelles Array separiert werden. Die Medien mit komplexen Ausbreitungseigen-
schaften werden durch die im Abschnitt 5.2.1 beschriebene Methodik kompensiert und
das virtuelle Array anschließend nach dem Phased-Array-Prinzip aus Abschnitt 2.3.1
angesteuert. Abbildung 5.8 stellt das Konzept der Bildgebung gegenüber der direkten
Strahlformung durch TR dar.
Die komplexe, unbekannte Ausbreitung zwischen realem Array und virtuellem Array wird
in Analogie zur Nachrichtentechnik als MIMO-System mit frequenzselektiven, zeit-
invarianten Kanälen [143] betrachtet. Es sei ein (reales) Wandlerarray mit den Ele-
mentindices 𝑗 ∈ [1, 𝑁RA] vorhanden und ein an den Orten 𝑥𝑙 aufgespanntes virtu-
elles Array mit 𝑙 ∈ [1, 𝑁VA]. Zwischen den Signalen der Elemente des realen Arrays
𝑃(𝜔) = [𝑝1(𝜔) … 𝑝𝑁RA(𝜔)]
𝑇 und denen des virtuellen Arrays 𝑄(𝜔) = [𝑞1(𝜔) … 𝑞𝑁VA(𝜔)]
𝑇
mit 𝑞𝑙(𝜔) = 𝑞(𝜔, 𝑥𝑙) besteht der Zusammenhang
𝑃(𝜔) = 𝐾(𝜔) 𝑄(𝜔). (5.16)
Dabei kann die Übertragungsmatrix
𝐾(𝜔) = ⎡⎢
⎣
𝑘1,1(𝜔) 𝑘1,2(𝜔) …
𝑘2,1(𝜔) … …
… … 𝑘𝑁RA,𝑁VA(𝜔)
⎤
⎥
⎦
, (5.17)
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mit nach Gleichung (5.4) elementweise bestimmt werden. Anschließend kann mittels
Gl. (5.7) sendeseitige Strahlformung betrieben werden und so durch Aussendung eines
geeigneten 𝑃(𝜔) am realen Array ein 𝑄(𝜔) auf die Elemente des virtuellen Arrays aufge-
prägt werden. Weiterhin können mittels empfangsseitiger Strahlformung nach Gl. (5.11)
aus den empfangenen Signalen am (realen) Array 𝑃(𝜔) die Signale am virtuellen Array
𝑄(𝜔) geschätzt werden. Damit ist das virtuelle Array weitgehend transparent für die
nachfolgenden Algorithmen ansteuerbar.
Die Ausbreitungseigenschaften zwischen virtuellem Array und Messort werden als be-
kannt angenommen. Die virtuellen Wandler können dann mittels des Phased-Array-
Prinzips nach Abschnitt 2.3.1 gesteuert werden. Für ein homogenes Medium bekann-
ter Schallgeschwindigkeit kann beispielsweise der delay-and-sum-Algorithmus nach
Gl. (2.18) angewandt werden. Somit kann ohne eine separate Kalibrierung für jeden
Bildpunkt eine flächige oder räumliche Bildgebung erreicht werden.
5.3 Experimentelle Demonstration
Der experimentelle Aufbau zur Geschwindigkeitsbildgebung durch einen Multimode-
Wellenleiter besteht aus einem Borosilikatglas-Stab mit dem Aspektverhältnis von 4 ∶ 1
an dessen proximaler Seite ein 128-elementiges Wandlerarray befestigt ist. Die Kenn-
zahlen des Wellenleiters sind in Tabelle 5.5 zusammengefasst. Eine Ex-Situ-Kalibrierung
des Wellenleiters erfolgt durch ein vorübergehend distal angebrachtes Wandlerar-
ray, welches elementweise Rechteckimpulse aussendet. Mit den so aufgenommenen
TR-Mustern kann distal ein TRVA aufgespannt werden, welches im Weiteren für die
Schallfeldvermessung in einem Wasserbad und für die Strömungsbildgebung in einer
Metallschmelze eingesetzt wird.
Zur Demonstration der Strahlformung in einer Ebene mittels TRVA wird der Wellenleiter
am distalen Ende in ein Wasserbad getaucht, in dem ein Nadel-Hydrophon traver-
siert wird. Beim Übergang von Wasser zu Borosilikatglas liegt ein kritischer Winkel der
Totalreflexion
𝜃c = 𝑠𝑖𝑛−1 (
𝑐1
𝑐2
) , (5.18)
von 𝜃c = 14,3° vor. Dadurch reduziert sich die effektive Apertur des Wellenleiters
gegenüber dessen geometrischer Apertur 𝐴 auf
𝐴eff = 𝑚𝑖𝑛 (𝐴, 2𝐷 ⋅ 𝑡𝑎𝑛(𝜃c)), (5.19)
für einen Punkt zentral im Abstand 𝐷 vor der Stirnfläche. Das TRVA wird entsprechend
einer sendeseitigen Fokussierung in Wasser auf einen beispielhaften Punkt 𝐷 = 34mm
angesteuert. Tab. 5.6 listet die Konfiguration dieses Experiments. Das resultierende
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(a)
𝑥f
(b)
𝑥f
komplexe, unbekannte
Ausbreitung
bekannte
Ausbreitung
Abbildung 5.8: Vergleich einer flächigen Bildgebung mit TR (a) und TRVA (b). Das graue
Rechteck stellt ein Medium mit komplexen Ausbreitungseigenschaften
dar, beispielsweise einen Multimode-Wellenleiter, das blaue Rechteck
das gewünschte Messvolumen. Die Sterne zeigen die Punkte (Leitsterne)
an denen eine Kalibrierung durchgeführt wird.
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Tabelle 5.5: Übersicht der Parameter des Multimode-Wellenleiters, bei dem auf proxi-
maler Seite ein reales Wandlerarray angebracht ist und auf distaler Seite
durch Kalibrierung ein virtuelles Array aufgespannt wird.
Wellenleiter
Material Borosilikatglas
Länge 𝐿 = 136mm
Breite 𝑊 = 34mm
Schallgeschwindigkeit 𝑐 = 6050m/s [154]
Wandlerarray
Typ SNX 140623 ME128-LMP10 (Sona-
xis SA, Besançon, Frankreich)
Elementanzahl 𝑁 = 128
Elementabstand (pitch) Δ𝑥 = 0,5mm
Elementhöhe ℎ = 5mm
Mittenfrequenz 𝑓 = 3,1MHz
Bandbreite (−6dB) 𝑓bw = 1,4MHz
Kalibrierungsarray
Typ 12561-1001 (IMASONIC SAS, Be-
sançon, Frankreich)
Elementanzahl 𝑁 = 128
Elementabstand (pitch) Δ𝑥 = 0,3mm
Elementhöhe ℎ = 2,9mm
Mittenfrequenz 𝑓 = 4MHz
Bandbreite (−6dB) 𝑓bw > 2,2MHz
Ultraschallparameter
Anregungssignal bei der Kalibrierung Rechteckimpuls, 𝑓0 = 3MHz
zeitliche Auflösung Δ𝑡 = 0,128 s
Anzahl der Wiederholungen für die Kali-
brierung
𝑁cal = 30
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Tabelle 5.6: Übersicht der Parameter der Schallfeldvermessung.
Messvolumen
Medium Wasser
Schallgeschwindigkeit 𝑐 = 1497m/s [154]
spezifische akustische Impedanz 𝑍 = 1,5MPa s/m [154]
Hydrophon
Typ Needle Probe (Müller-Platte, Oberur-
sel, Deutschland)
aktiver Durchmesser 𝑑 = 0,5mm
Positionierung durch Linearverschie-
betische
2× LTM80 (OWIS, Staufen, Deutsch-
land)
Ultraschallparameter
Wellenlänge des Schalls 𝜆 = 0,5mm
Fokuspunkt 𝑃 = (0mm,34mm)
= (0𝜆, 68𝜆)
Schallfeld ist in Abb. 5.9 dargestellt. Es zeigt sich eine Überhöhung der Schalldruckampli-
tude im Maximum gegenüber der mittleren Intensität um den Faktor 27 und eine Halb-
wertsbreite von FWHM = 2,55mm = 5.1𝜆. Die effektive Apertur nach Gl. (5.19) beträgt
𝐴eff = 17,37mm und das Beugungslimit nach Gl. (2.6) FWHMtheo = 1,40mm = 2.8𝜆.
Somit ist die erreichte Fokusbreite für einen exemplarischen Punkt um Faktor 1.8 über
dem Beugungsslimit.
Eine Geschwindigkeitsbildgebung mit einer hohen Bildrate wird mittels Aussendung
einer ebenen Welle und empfangsseitiger Strahlformung am TRVA analog zu Montaldo
et al. [43] und Ramm und Thurstone [86] erreicht. Die Geschwindigkeitsauswertung
erfolgt dann planar und einkomponentig (2d-1c) nach Abschnitt 3.2. Es wird dabei die
axiale Geschwindigkeitskomponente erfasst, welche nahe der Achse näherungsweise
der 𝑦-Komponente entspricht.
Eine Validierung des Messprinzips und Abschätzung der Messunsicherheit erfolgt an ei-
nem Geschwindigkeitsnormal. Dazu wird eine optische Faser mit dem Durchmesser
𝑑 = 0,25mm als in der Messebene punktförmiger Streukörper durch ein Wasserbad
traversiert. Die Bewegung erfolgt dabei linear entlang der verlängerten Achse des
Wellenleiters mit 𝑣ref = 3,125mm/s. Aus den in Tab. 5.7 zusammengefassten Ergebnis-
sen kann die Unsicherheit nach Leitfaden zur Angabe der Unsicherheit beim Messen
(GUM, guide to the expression of uncertainty in measurement) einer Einzelmessung zu
𝜎𝑣/𝑣ref = 0,8% bestimmt werden.
Eine flächige Strömungsbildgebung in einer Metallschmelze in einem Laboraufbau bei
Raumtemperatur soll die prinzipielle Machbarkeit eine In-Prozess-Messung an industri-
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Abbildung 5.9: Schallfeld eines sendeseitig mittels TRVA auf den Punkt 𝑃 =
(0mm,34mm) fokussierten Strahls (a) und lateraler Schnitt durch den
Fokuspunkt mit einer Halbwertsbreite von FWHM = 2,55mm = 5.1𝜆.
Tabelle 5.7: Ergebnisse der Geschwindigkeitsmessung an einem traversierten, punkt-
förmigen Streukörper.
Referenz Mittelwert Standardabwei-
chung
Anzahl der Wieder-
holungen
𝑣ref = 3,125mm/s ̄𝑣 = 3,121mm/s 𝑠𝑣 = 0,025mm/s 𝑁 = 20
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ellen Prozessen untermauern. Dazu wird der zentrale Aspekt der Messung durch einen
ex-situ-kalibrierten Multimode-Wellenleiter demonstriert, während Schwierigkeiten, wie
der Umgangmit heißen Schmelzen oder die akustische Ankopplung, zunächst außen vor
gelassen werden können. Zudem ist eine einfache Referenzmessung der unbekannten
Strömung ohne Wellenleiter möglich. Das Messobjekt ist eine durch ein magnetisches
Drehfeld getriebene Strömung in Gallium-Indium-Zinn (GaInSn). Die Schmelze ist in
einem Polymethylmethacrylat/Acrylglas-Würfel (PMMA) mit den Innenabmessungen
(70mm)3 und der Wandstärke 6mm gefasst. In der zentralen Mittelebene sollte sich
eine rotierende Strömung ausbilden, welche näherungsweise konstant über 𝑧 ist und
keine Strömungskomponente 𝑣𝑧 aufweist. Daran werden drei verschiedene Messungen
bei 𝑁 = 250 Wiederholungen vorgenommen:
• als Referenz wird das Wandlerarray SNX 140623 ME128-LMP10 direkt am Gefäß
angebracht und die Geschwindigkeitsauswertung durchgeführt. Dies fungiert als
“Goldstandard” zur Erfassung der unbekannten Strömungsstruktur mit einem
weitreichend bekannten und erprobten Verfahren.
• eine unkorrigierte Messung durch denMultimode-Wellenleiter erfolgt ohne Kom-
pensation der komplexen Ausbreitungseigenschaften (abgesehen von der Laufzeit
des Wellenleiters), wodurch deren Einfluss auf eine Bildgebung gezeigt werden
soll. Für diese und die folgende Messung wird der Wellenleiter mit der distalen
Seite an die PMMA-Wandung des Würfels angekoppelt, wie in Abb. 5.10 zu sehen
ist.
• eine Messung mittels TRVA durch den Wellenleiter erfolgt nach vorangegangener
Ex-Situ-Kalibrierung
Das Messraster umfasst in allen drei Fällen 63 × 41 = 2583 Punkte und erstreckt sich
lateral über 40mm und axial über 62mm. Durch Nutzung des TRVA reduziert sich der
Kalibrieraufwand verglichen zu einer hypothetischen Bildgebung mit TR um den Faktor
20:1 (von 2583 auf 128 Kalibrierpunkte).
Die Ergebnisse der Strömungsmessung sind in Abb. 5.11 für einen qualitativen Vergleich
dargestellt. Der Referenzfall zeigt die RMF-typische Strömung, die durch einen zentralen,
entgegen des Uhrzeigersinns drehenden Wirbel gekennzeichnet ist. Im linken Teil des
Messrasters bewegt sich das Fluid auf den Wandler zu und im rechten Teil davon weg.
Für die unkorrigierte Messung durch den Wellenleiter zeigt sich eine starke qualitative
Abweichung im Vergleich zur Referenz. Insbesondere werden Artefakte in Form weiterer
Wirbel gemessen und der Betrag der Geschwindigkeit wird stark unterschätzt. Daher
zeigt sich, dass die Bildgebung durch einen Multimode-Wellenleiter ohne Kompensation
der komplexen Ausbreitungseigenschaften nicht sinnvoll ist. Die Messung mit TRVA
bildet die Strömungsstruktur der Referenzmessung weitestgehend ab. Lediglich in den
Randbereichen, welche mit einem großen Schwenkwinkel des Schallstrahls einherge-
hen, ist eine signifikante Abweichung zu erkennen. Für qualitative Aussagen wird ein
Schnitt bei 𝑦 = 40mm herangezogen und in Abb. 5.12 dargestellt. Die unkorrigierte
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Messung berührt das Referenzprofil nur, wohingegen die TRVA-Messung überwiegend
innerhalb eines Bandes von ±10% verläuft. Die maximale Abweichung beträgt 23% bei
𝑥 = −15mm. Damit zeigt sich, dass das TRVA-Prinzip für eine bildgebende Strömungs-
messung durch einen Multimode-Wellenleiter geeignet ist.
Eine Betrachtung der Unsicherheit der Strömungsmessung wird nach GUM aus der Kombi-
nation einer Typ-A-Schätzung der zufälligenMessabweichung und einer Typ-B-Schätzung
der unbekannten, systematischen Abweichung ermittelt. Die Unsicherheit 𝜎 ̄𝑣(𝑥, 𝑦) der
gemittelten Geschwindigkeitsprofile ̄𝑣(𝑥, 𝑦) ergibt sich zu
𝜎 ̄𝑣 = √(
̄𝑣(𝑥, 𝑦) − ̄𝑣ref(𝑥, 𝑦)√
3
)
2
+ (𝑠𝑣(𝑥, 𝑦)√
𝑁
)
2
, (5.20)
mit dem Referenzwert ̄𝑣ref(𝑥, 𝑦), der empirischen Standardabweichung der Geschwindig-
keitsmesswerte 𝑠𝑣(𝑥, 𝑦) und den Anzahl der Wiederholungen𝑁. Das Messunsicherheits-
band mit dem Erweiterungsfaktor 𝑘p = 1 ist in Abb. 5.12 dargestellt. Qualitativ ist eine
Verbreiterung hin zum Rand desMessbereichs zu erkennen, was auf einen vergrößerten
Schwenkwinkel des Schallstrahls zurückzuführen ist. Als Bezugsgeschwindigkeit für die
folgenden prozentualen Angaben wird der mittlere Geschwindigkeitsbetrag |𝑣ref(𝑥, 𝑦)|
der Referenz gewählt. Während die Unsicherheit der unkorrigierte Messung nach GUM
im Bereich 𝑥 ∈ [±15mm] über 150% beträgt, bleibt die korrigierte Messung unter 30%.
Für einen typischen Messbereich von 𝑥 ∈ [±10mm] liegt die Unsicherheit der TRVA-
Ergebnisse unter 15%. Es kann somit durch das TRVA-Verfahren die Unsicherheit bei
der Messung durch einen Wellenleiter stark (um den Faktor 5) reduziert und dabei eine
quantitative und qualitative Interpretation der erhaltenen Strömungsfelder ermöglicht
werden.
5.4 Zusammenfassung
Es konnte ein Ansatz demonstriert werden, welcher durch die Kombination der UDV
mit einem Multimode-Wellenleiter eine nichtinvasive In-Prozess-Bildgebung erlaubt
und prinzipiell an heißen Fluiden oberhalb des Curie-Punktes der Ultraschallwandler
eingesetzt werden kann. Das TRVA-Prinzip erlaubt es die komplexen, unbekannten
Ausbreitungseigenschaften des Wellenleiters zu kompensieren ohne jedoch direkten
Zugang zum Messvolumen zu haben. Dazu wird eine Ex-Situ-Kalibrierung mittels TR
unter Nutzung der Stabilität der Ausbreitungseigenschaften durchgeführt und so ein
virtuelles Wandlerarray aufgespannt. Dieses kann zur sende- und empfangsseitigen
Strahlformung nach Abschnitt 2.3.1 genutzt und damit eine Bildgebung erreicht werden,
wobei lediglich eine reduzierte Anzahl von Kalibrierpunkten außerhalb des Messvolu-
mens benötigt wird. Ein Experiment an einem Kalibrierobjekt in Wasser validiert die
sendeseitige Strahlformung und Geschwindigkeitsmessung mittels des TRVA-Prinzips.
Zur Demonstration des Prinzips einer nichtinvasiven In-Prozess-Bildgebung ist eine Mes-
sung durch einen ex-situ-kalibrierten Multimode-Wellenleiter an einer Metallschmelze
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Tabelle 5.8: Übersicht der Parameter der Geschwindigkeitsbildgebung durch den Multi-
mode-Wellenleiter nach Tabelle 5.5.
Messobjekt
Fluid GaInSn
Schallgeschwindigkeit 𝑐 = 2740m/s [130]
spezifische akustische Impedanz 𝑍 = 17,4MPa s/m [130]
Strömungsantrieb magnetisches Drehfeld
Gefäß
inneren Kantenlänge des Würfels 𝐿cube = 67,5mm
Wandstärke 𝑑 = 6mm
Material PMMA
Schallgeschwindigkeit 𝑐 = 2650m/s [158]
spezifische akustische Impedanz 𝑍 = 3,1MPa s/m [158]
Messparameter
Pulswiederholrate 𝑓PR = 200Hz
Anzahl der Wellenpakete zur Geschwin-
digkeitsschätzung
𝑁EPP = 32
zeitliche Auflösung Δ𝑡 = 0,128 s
Wiederholungsmessungen 𝑁 = 250
Messraster 63 × 41 = 2583 Punkte
𝑥 ∈ [±20mm]
𝑦 ∈ [10mm,70mm]
(a) (b)
𝜔
?⃗?
𝑥
𝑦𝑧
Abbildung 5.10: Experimenteller Aufbau zur Geschwindigkeitsbildgebung in einer Me-
tallschmelze: (a) Schema (b) Foto.
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Abbildung 5.11: Ergebnisse der planaren, einkomponentigen (2d-1c) Strömungsbildge-
bung einer RMF-getriebenen Schmelze gemittelt aus 𝑁 = 250 Wieder-
holungen: (a) Referenz (b) unkorrigierte Messung durch den Wellenlei-
ter (c) TRVA-Messung.
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Abbildung 5.12: Geschwindigkeitsprofile der Referenz, der unkorrigierten Messung und
der TRVA-Messung durch einen Wellenleiter entlang einer Linie bei
𝑦 = 40mm. Jeweils farblich hinterlegt sind die Messunsicherheiten
nach GUM aus Gl. (5.20) mit einem Erweiterungsfaktor 𝑘p = 1 (das
Unsicherheitsband umfasst somit ±𝜎𝑣).
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bei Raumtemperatur gezeigt worden. Aus dem Vergleich mit einer Referenzmessung
kann eine typische Messunsicherheit nach GUM von unter 15% abgeschätzt werden.
Damit sind die prinzipiellen Voraussetzungen für eine Strömungsbildgebung auch an
heißen Fluiden mit Temperaturen oberhalb des Curie-Punktes der Ultraschallwandler
geschaffen.
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6 Zusammenfassung und Ausblick
6.1 Zusammenfassung
Eine gezielte Beeinflussung des Stoff- und Energietransportes flüssiger Metalle oder Halb-
leiter kann bei einer Reihe bedeutsamer industrieller Prozesse zur Steigerung der
Qualität der Endprodukte und zur Einsparung von Ressourcen führen und so mittelbar
zum Umweltschutz beitragen. Ein Verständnis der komplexen Wechselwirkung von
leitfähigen Fluiden mit elektromagnetischen Feldern wird durch Magnetohydrodynamik-
Forschung (MHD) erlangt. Die dazu nötigen experimentellen Untersuchungen erfordern
eine nichtinvasive Struktur- und Strömungsbildgebung für opake Medien an Modell-
experimenten im Labormaßstab mit niedrigschmelzenden Metallen (𝜗 ≈ 20 ∘C) und
an industriellen Prozessen mit heißen Metallschmelzen (𝜗 > 300 ∘C). Kommerziell für
die MHD erhältliche Messtechnik ist hinsichtlich einer Bildgebung und des Einsatzbe-
reiches stark eingeschränkt, so kann beispielsweise lediglich sequentiell-linienhaft bei
Raumtemperatur gemessen werden [6]. Daher erfolgt im Rahmen dieser Arbeit eine
Messtechnikentwicklung basierend auf der Ultraschall-Doppler-Velozimetrie. Durch
die Kombination bekannter Prinzipien, beispielsweise aus der Nachrichtentechnik, und
Adaption auf die Anforderungen der MHD wird mit dem ultrasound array Doppler ve-
locimeter (UADV) eine angepasste Messtechnik für experimentelle Untersuchungen
bei Raumtemperatur geschaffen und auf wissenschaftliche Fragestellungen an einer
magnetfeldgetriebenen Strömung im Übergangsbereich laminar/turbulent angewandt.
Eine grundlegende Erweiterung des Messsystems um die Möglichkeit der elektroni-
schen oder rechentechnischen Beeinflussung des Schallfeldes wird mit dem phased
array ultrasound Doppler velocimeter (PAUDV) vorgestellt. Damit kann neben einer quan-
titativen Verbesserung der Messeigenschaften, insbesondere hinsichtlich der Orts- und
Zeitauflösung, auch ein qualitativer Sprung des Anwendungsbereichs von Laborex-
perimenten hin zu industriellen Prozessen erreicht werden. Die Tragfähigkeit dieses
Konzeptes wird anhand eines Experimentes demonstriert und kann zukünftig auf heiße
Schmelzen angewandt werden.
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Mit dem UADV wurde ein modulares Messsystem zur Instrumentierung von MHD-Ex-
perimenten bei Raumtemperatur aufgebaut. Es ermöglicht eine mehrkomponentige,
mehrdimensionale Strömungs- und Strukturbildgebung durch Sensordatenfusion von
bis zu 9 linearen Ultraschallarrays. Dabei wird durch kombiniertes Orts- und Zeitmul-
tiplex die Bildrate gegenüber einer sequentiellen Abrasterung des Messbereichs ty-
pischerweise um den Faktor 4 gesteigert. Eine vollständig digitale Implementierung
der Signalverarbeitung mit reduzierter rechentechnischer Komplexität konnte basie-
rend auf einer 2d-Autokorrelation umgesetzt werden, welche bis auf einen Faktor 3
an die fundamentale Messunsicherheitsgrenze (CRB) heranreicht. Durch die Filterung
statischer Echos reduziert sich die Unsicherheit bei Messungen in Wandnähe. Eine
auf einem field-programmable gate array (FPGA) implementierte Datenkompression
um typischerweise Faktor 6,5:1 erlaubt es, Datenraten von 860MB/s kontinuierlich zu
verarbeiten. Damit erhöht sich gegenüber dem diskontinuierlichem Betrieb die Mess-
zeit von wenigen Sekunden auf mehrere Stunden. Das UADV ist somit ein geeignetes
Werkzeug für die Instrumentierung eines breiten Spektrums an Modellexperimenten in
der MHD und stellt einen signifikanten Fortschritt gegenüber kommerziell verfügbarer
Messtechnik dar.
Das Verhalten magnetfeldgetriebener Strömung im Übergangsbereich von laminar zu tur-
bulent ist in der Grundlagenforschung der MHD von hohem Interesse. In einer für die
Herstellung von Photovoltaiksilizium relevanten Rechteckgeometrie unter Einfluss eines
magnetischen Drehfelds (RMF) zeigten numerische Daten nicht-deterministisch einset-
zende Instabilitäten, die durch infinitesimale Störungen ausgelöst werden. Da insbeson-
dere das turbulente Strömungsregime schwer durch numerische Simulationen abzubil-
den ist wurden experimentell Untersuchungen über die Mechanismen des Umschlags
von laminar zu turbulent in Zusammenarbeit mit dem Helmholtz-Zentrum Dresden-
Rossendorf (HZDR) durchführt. Dazu wurde das UADV-System mit insgesamt 100 Wand-
lerelementen in vier linearen Arrays zur zweikomponentigen Zwei-Ebenenmessung an
einer magnetisches Drehfeld-getriebenen (RMF, rotating magnetic field) Strömung in
einemWürfel appliziert. Dies erlaubt die simultane Erfassung der Primär- und Sekundär-
strömung mit hoher örtlicher (3 . . . 5mm) und zeitlicher Auflösung (Bildrate 11,2Hz) bei
gleichzeitig langer Aufnahmedauer (> 1000 s). Eine Charakterisierung der relativenMess-
unsicherheit für das gegebene Experiment ergab 𝜎v,rel = 13,9%. Eine systematische
Parameterstudie der magnetischen Taylorzahlen Ta = 1 × 104 … 1 × 107 zeigt das
qualitative Verhalten der stationären und transienten Strömungsstrukturen sowie die
quantitativen Zusammenhänge mit charakteristischen Strömungskenngrößen. Damit
konnte eine nicht-deterministisch einsetzende Instabilität im Übergangsbereich bei
einer magnetischen Taylorzahl Ta = 2,6 × 105 identifiziert werden. Zur quantitativen Be-
schreibung des komplexen Verhaltens wurde eine Methode der Dimensionsreduktion
auf die Messdaten des vierdimensionalen Strömungsfelds angewandt. Dadurch wurde
ein für die Instabilität maßgebliches Paar von Strömungsmoden herausgestellt, welches
eine harmonische Oszillation mit der Frequenz 𝑓 = 0,072Hz beschreibt. Diese setzt zu
einem nicht deterministischen Zeitpunkt ein und schwingt sich bis zur Sättigung auf. Die
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räumliche Struktur ist durch komplexe Wirbel in der meridionalen Ebene geprägt. Mit
der experimentellen Untersuchung konnten erstmals numerische Vorhersagen zu den
Instabilitäten im Übergangsbereich einer RMF-getriebenen Strömung in einer Recht-
eckgeometrie experimentell bestätigt werden. Die gewonnen Erkenntnisse können als
Datenbasis für einen Vergleich mit numerischen Berechnungen verwendet werden
und potentiell zur Optimierung des Photovoltaik-Kristallzuchtprozesses beitragen. Ein
aus den konkreten experimentellen Gegebenheiten (SNR, Geschwindigkeitsgradient)
aufgestellte Messunsicherheitsbilanz ergab eine hauptsächlich durch die Ortsauflö-
sung herrührende Unsicherheit, was eine Weiterentwicklung der Messtechnik in diese
Richtung motiviert.
Mit dem PAUDV wurde ein modulares Messsystem mit adaptiven Schallfeld entwickelt,
das sende- und empfangsseitige Strahlformung unterstützt und so grundlegende Mess-
eigenschaften der Bildgebung beeinflussen kann: Eine Fokussierung des Schallfeldes
kann die örtliche Auflösung erhöhen, eine digitale empfangsseitige Strahlformung kann
gegenüber mechanischem oder elektronischem Abrastern des Messbereichs die zeitli-
che Auflösung steigern und ein Strahlschwenken ermöglicht zweikomponentige Mes-
sungen mit nur einem akustischen Zugang. Zudem kann mittels neuartiger Signalverar-
beitung eine Regelung des Schallfeldes durchgeführt werden, was beispielsweise die
Messung durch Medien mit komplexen Ausbreitungseigenschaften erlaubt. Daher wur-
demit dem PAUDV einemodulare, multimodale Forschungsplattform entwickelt, welche
für die Phased-Array- und Zeitumkehrverfahren-Verfahren (TR, time reversal) geeignet ist
und bis zu 256 individuell parametrierbare Kanäle unterstützt. Die Funktionsfähigkeit
des Systems wurde durch die Schallfeldvermessung bei elektronisch fokussierten und
geschwenkten Strahlen gezeigt, wobei die laterale Halbwertbreite mit einer Abweichung
von unter 12%mit dem Beugungslimit und numerischen Simulationen übereinstimmen.
Eine nichtinvasive In-Prozess-Bildgebung für heiße Schmelzen eröffnet weitreichende
Möglichkeiten für Forschung und Industrie: So können Untersuchungen an MHD-Phäno-
menen direkt, ohne einen Umweg über die Modellierung imModellexperiment oder der
numerischen Simulation, erfolgen. Weiterhin ermöglicht eine In-Prozess-Messtechnik
eine Regelung von relevanten Prozessgrößen basierend auf der momentanen Schmelz-
strömung und der Grenzflächenposition und kann damit zu „intelligenten Fabriken“ mit
höherer Ressourcen- und Kosteneffizienz beitragen. Um dieses Ziel mittels Ultraschall-
messtechnik zu erreichen, muss die bei piezokeramischen Wandlern fundamentale
Beschränkung auf Temperaturen unterhalb des Curie-Punktes umgangen werden. Dies
kann durch eine räumliche Trennung des Wandlers und der heißen Schmelze durch
einen akustischen Wellenleiter erfolgen, welche bisher immer mit einem Verlust der
Bildgebung einher ging. Im Rahmen dieser Arbeit wurde ein Weg aufgezeigt, der mit den
Mitteln der Systemidentifikation eine weitestgehend transparente Bildgebung durch
einen Multimode-Wellenleiter ermöglicht. Mit dem virtuellen Zeitumkehr-Wandlerarray-
Prinzip (TRVA) kann nach einer Kalibrierung ohne Zugang zum Messvolumen ein virtuel-
les Array am distalen Ende des Wellenleiters aufgespannt werden, mit dem dann nach
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dem Phased-Array-Prinzip der Messbereich abgebildet werden kann. Eine Demonstrati-
on der Strömungsbildgebung durch einen ex-situ-kalibrierten Multimode-Wellenleiter
erfolgte an einer RMF-getriebenen Metallschmelze bei Raumtemperatur. Anhand einer
Referenzmessung ohne Wellenleiter konnte die Messunsicherheit des Verfahrens zu
typischerweise unter 15% abgeschätzt werden. Eine numerische Untersuchung der Ro-
bustheit des Verfahrens zeigt eine Das virtuelles Zeitumkehr-Wandlerarray (TRVA, time
reversal virtual array) ermöglicht einen qualitativen Sprung in der Strömungsmesstechnik
industrieller und technischer Prozesse.
6.2 Ausblick auf anknüpfende Arbeiten
Eine weitere Anwendung des UADV als generisches Messsystem auf Modellexperimente
in der MHD kann zum Erkentnissgewinn in diesem Feld beitragen:
• Der Prozess der gerichteten Erstarrung von Silizium wird in der Photovoltaik-
Industrie zur Herstellung polykristalliner Solarzellen genutzt. Eine Optimierung ist
über eine magnetische Beeinflussung der Schmelzströmung beim Erstarren mög-
lich, was den Wirkungsgrad der Solarzelle steigern und die Kosten senken kann.
Für Modellexperimente, die einen Erstarrungsvorgang mit niedrigschmelzenden
Metallen (z.B. Gallium, 𝜗s = 29,8 ∘C) abbilden [159], ist neben einer hochauflö-
senden Strömungsmessung auch eine Bildgebung der Fest-Flüssig-Grenzfläche
wünschenswert. Das UADV wird derzeit im Rahmen der Projektes DFG-Cz55-31
„Flüssigmetall-Strömungsuntersuchungen für die Kristallzüchtung unter Einfluss
eines magnetischen Wanderfelds mit einem Zweiebenen-Ultraschallmesssystem“
und vormalig im Projekt ENOWA II „Entwicklung hoch- und kosteneffizienter PV-Si-
Wafer“ des Bundesministeriums für Wirtschaft und Energie angewandt.
Eine Anwendung der PAUDV-Plattform auf Experimente, die von den verbesserten
Messeigenschaften durch das adaptive Schallfeld profitieren können:
• Im Zuge der Energiewende wird es nötig, einen kostengünstigen, umweltfreundli-
chen Speicher hoher Kapazität zur Angleichung der immer stärker fluktuierenden
Erzeugungs- und Verbrauchsmengen für Elektroenergie zu entwickeln. Dies kann
zukünftig durch durchströmte Zink-Slurry-Batterien erreicht werden [160]. Der
Energieträger ist dabei eine Suspension aus mikroskopischen Zinkpartikeln und
einem wässrigen Elektrolyt, welche bei Bedarf aus Lagertanks in eine elektro-
chemische Zelle gepumpt werden kann. Damit sind Leistung und Energiemen-
ge des Speichers unabhängig voneinander skalierbar. Zur Optimierung dieses
technischen Prozesses sind die Strömungsphänomene des Zink-Slurries als nicht-
newtonisches Fluid in relevanten Zellgeometrien zu untersuchen. Das PAUDV
kann durch die Möglichkeiten des adaptiven Schallfeldes zur Strömungsbildge-
bung hochbeladener Suspensionen mit hoher örtlicher Auflösung beitragen. Dazu
wird derzeit im Rahmen des IGF-Vorhabens 19108 BG „Entwicklung eines Ultra-
schallsensors und Erarbeitung von Simulationsmodellen zur Untersuchung von
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hochbeladenen Mehrphasenströmungen am Beispiel von magnetohydraulischen
Zink-Slurry-Batterien“ geforscht.
• Für die Grundlagenforschung der MHD sind insbesondere experimentelle Un-
tersuchungen im turbulenten Regime relevant, da dies numerisch schwer zu
modellieren ist. Für die auftretenden komplexen, kleinskaligen Strömungsstruk-
turen mit hoher zeitlicher Dynamik ist eine Bildgebung mit adaptiven Schallfeld
nötig, die zudem die Bestimmung weiterer Messmodalitäten wie der Zweipunkt-
Korrelationsfunktion erlaubt. Das PAUDV wird dazu gegenwärtig im Rahmen des
Projektes DFG-BU2241 „Ultraschall-Messsystem mit adaptivem Schallfeld für Tur-
bulenzuntersuchungen in Flüssigmetallströmungen“ eingesetzt.
• Ein weiteres mögliches Anwendungsfeld für das PAUDV ist die Untersuchung
von Schäumen, welche in einer Vielzahl von industriellen Prozessen anzutreffen
sind. Schaum als opakes, zweiphasiges Fluid ist optisch nur nahe der Oberfläche
messbar, was eine umfassende Strömungsmessung verhindert [161]. Ultraschall
kann in Schäume in der Regel tiefer Eindringen, so dass damit auch Aussagen
über das Verhalten im Schaumvolumen getroffen werden können. Im Rahmen
einer Voruntersuchung konnte mit dem PAUDV eine Bildgebung im Volumen einer
Schaumströmung gezeigt werden [162].
Eine Weiterentwicklung des TRVA-Prinzips kann die Eigenschaften der Bildgebung durch
Medien mit komplexen Ausbreitungseigenschaften verbessern. So kann beispielsweise
ein flächiges, virtuelles Array aufgespannt werden und damit eine 3d-Bildgebung erreicht
werden. Zudem sind weitere Untersuchungen der Ausbreitungseigenschaften in akusti-
schen Multimode-Wellenleitern nötig: Eine experimentelle Stabilitätsuntersuchung ist
für eine Anwendung in der In-Prozessmesstechnik sinnvoll. Hierbei kann herausgear-
beitet werden, ob eine Ex-Situ-Kalibrierung für die konkrete Anwendung ausreichend
(ggf. unter Nutzung von Wellenleitermaterialien mit geringer thermischer Ausdehnung)
oder ob die technisch aufwendiger zu realisierende In-Situ-Kalibrierung nötig ist. Dabei
sind zwischen Kalibrierung und Messung eingebrachte Störungen, wie Änderungen
der Schallgeschwindigkeit und Geometrie durch Temperaturgradienten, Änderung der
Geometrie des distalen Endes durch Korrosion oder Anlagerungen und mechanische
Beanspruchungen zu betrachten. Zudem können Strategien entwickelt werden, um
eine Reglung des Schallfeldes ohne Zugang zum Messvolumen bei langsamen Ände-
rungen der Ausbreitungseigenschaften umzusetzen. So könnte beispielsweise von der
Reflexion der distalen Grenzfläche auf eine Korrosion des Wellenleiters geschlossen
werden und die Übertragungsfunktionen des TRVA nachgeführt werden.
Eine Anwendung des TRVA-Prinzips an heißen Metallschmelzen, deren Temperatur nahe
oder oberhalb des Curie-Punktes der eingesetzten Piezokeramiken (z.B. Blei-Zirkonat-
Titanat, 𝜗P = 210 ∘C) liegt, ist der nächste Schritt auf dem Weg zur industriellen Prozess-
messtechnik. Denkbar ist beispielsweise der Einsatz an der LIMMCAST-Anlage (Liquid
Metal Model for Continuous Casting) des HZDR. Diese nutzt die Legierung Sn60Bi40 für
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Experimente im Temperaturbereich 200 . . . 400 ∘C, an der bereits Messungen mit Sin-
glemode-Wellenleitern vorgenommen wurden [163]. Dazu ist eine Anpassung auf die
Gegebenheiten durch eine Untersuchungen geeigneter Wellenleitergeometrien und
eine umfassende Evaluation möglicher Materialien hinsichtlich der Schallausbreitung,
Wärmeleitung und Benetzungsfähigkeit nötig. Letztendlich kann so der in dieser Arbeit
entwickelte Ansatz zu einem qualitativen Fortschritt in der Prozessmesstechnik führen.
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