In this paper we consider finite hybrid point sets that are the digital analogs to finite hybrid point sets introduced by Kritzer. Kritzer considered hybrid point sets that are a combination of lattice point sets and Hammersley point sets constructed using the ring of integers and the field of rational numbers. In this paper we consider finite hybrid point sets whose components stem from Halton-type Hammersley point sets and lattice point sets which are constructed using the arithmetic of the ring of polynomials and the field of rational functions over a finite field. We present existence results for such finite hybrid point sets with low discrepancy.
Introduction and preliminaries
This work is motivated by applications of the theory of uniform distribution modulo one to numerical integration that is based on the Koksma-Hlawka inequality. This inequality states an upper bound for the integration error for a probably very high dimensional function f : [0, 1] s → R when using a simple, equally weighted quadrature rule with N nodes z 0 , z 1 , . . . , z N −1 . More exactly,
Here V (f ) denotes the variation of f in the sense of Hardy and Krause and D * N (z n ) denotes the star discrepancy of the node set z 0 , z 1 , . . . , z N −1 which is defined in the following.
The star discrepancy D * N of a point set P = (z n ) n=0,1,...,N −1 in [0, 1) s is given by
We define Log(x) := max(1, log(x)) for real numbers x > 0. Furthermore we use the Landau symbol h(N) = O(H(N)) to express |h(N)| ≤ CH(N) for all N ∈ N with some positive constant C independent of N and a function H : N → R + . If the implied constant C depends on some parameters, then these parameters will appear as a subscript in the Landau symbol. A symbol O without a subscript indicates, if nothing else is written, an absolute implied constant.
So far the best known upper bounds for the star discrepancy of concrete examples of point sets (z n ) 0≤n<N are of the form
where the implied constant might depend on some parameters but is independent of N. Examples of such low-discrepancy point sets are Hammersley point sets and (t, m, s)-nets.
A slightly weaker discrepancy bound, i.e. ND * N (z n ) = O(Log s N), holds for good lattice point sets and good polynomial lattice point sets.
Numerical integration based on low-discrepancy point sets, is well established as quasiMonte Carlo (qMC) method. The stochastic counterparts of quasi-Monte Carlo methods, namely Monte Carlo (MC) methods, work with sequences of pseudorandom numbers. For more details on qMC and MC integration and low-discrepancy point sets we refer to [1] and [27] .
The potency of qMC methods and MC methods for multidimensional numerical integration depends on the nature and the dimensionality of the integrand. As a general rule of thumb, qMC methods are more effective in low dimensions and Monte Carlo methods work reasonably well in arbitrarily high dimensions. This has led to the idea, first suggested and applied by Spanier [32] , of melding the advantages of qMC methods and MC methods by using so-called hybrid sequences. The principle here is to sample a relatively small number of dominating variables of the integrand by low-discrepancy sequences and the remaining variables by pseudorandom sequences. Application of hybrid sequences to challenging computational problems can be found in the literature (see e.g. [2, 30, 31, 32] ).
In view of the Koksma-Hlawka inequality the analysis of numerical integration methods based on hybrid sequences requires the study of their discrepancy. There are probabilistic results on the discrepancy of hybrid sequences, e.g., in [4, 29] . Niederreiter [22] was the first one who established nontrivial deterministic discrepancy bounds for hybrid sequences, where the qMC components are Halton sequences or Kronecker sequences. Those results where improved, extended, and unified in a series of papers [5, 23, 24, 25, 26, 28] . In these and in several other papers, see e.g. [3, 8, 10, 13, 14, 15, 16, 17, 19, 20] , also hybrid sequences and hybrid point sets made by combining different qMC sequences were treated. The motivation is here to combine the advantages of different qMC point sets and sequences. The challenge is to handle the different structures of the qMC point sets and sequences when studying the discrepancy of such hybrid point sets and hybrid sequences.
In this paper we mention results of Kritzer [19] on hybrid point sets where the components stem from Hammersley point sets on the one hand, and lattice point sets in the sense of Hlawka [9] and Korobov [18] on the other hand.
For the definition of Hammersley point sets we need the radical inverse function ϕ b : N 0 → [0, 1) where b is a natural number greater or equal to 2. To compute ϕ b (n) represent n in base b of the form n = n 0 + n 1 b + n 2 b 2 + · · · with n i ∈ {0, 1, . . . , b − 1} and set
For an s-dimensional Halton sequence (x n ) n≥0 (introduced in [6]) we choose s pairwise coprime bases b 1 , . . . , b s ≥ 2 and set
Now for an (s + 1)-dimensional Hammersley point set we choose in addition a natural number N and define the point set (y n ) 0≤n<N by
For a t-dimensional lattice point set (y n ) 0≤n<N choose first a positive integer N and t integers g 1 , . . . , g t . Then set
. . , g s ) are of the specific form (g, . . . , g t ) then we speak of a lattice point set of Korobov type.
Kritzer ensured existence of lattice point sets and lattice point sets of Korobov type as well, such that they can be combined with Hammersley point sets, and the obtained hybrid point sets satisfy low discrepancy bounds.
. . , p s be distinct prime numbers and let N be a prime number that is different from p 1 , . . . , p s . Let (x n ) n≥0 be the Halton sequence in bases p 1 , . . . , p s . Then there exist generating g 1 , . . . , g t ∈ {1, . . . , N − 1} such that the point set
with an implied constant independent of N. 
with an implied constant independent of N.
Kritzer used a slightly different lattice point set of Korobov type by setting (g 1 , . . . , g t ) = (g, . . . , g t ) instead of (1, g, . . . , g t−1 ). Note that g 1 = 1 won't mix well with the first component n/N.
In the next section we will define the analogs to Hammersley point sets and lattice point sets that are using the arithmetics in the ring of polynomials and the field of rational functions over a finite field instead of the arithmetic in the ring of integers and the field of rational numbers, before we state two theorems that represent analogs to the two theorems of Kritzer.
2 Halton-type Hammersley point sets, polynomial lattice point sets, and results on the star discrepancy of their hybrid point sets
Let p be a prime number. Let F p be the finite field with p elements. Let F p [X] be the ring of polynomials over F p , F p (X) the field of rational functions over F p , and F p ((X −1 )) the field of formal Laurent series over F p .
Let s ∈ N, and let b 1 (X) . . . , b s (X) be distinct monic pairwise coprime nonconstant polynomials over F p with degrees e 1 , . . . , e s . We define the Halton type sequence (x n ) n≥0 in bases (b 1 (X), . . . , b s (X)) by
Here ϕ b(X) (n(X)) is the radical inverse function in the ring F p [X] defined as follows. Expand n in base p, n = n 0 + n 1 p + n 2 p 2 + · · · with n i ∈ {0, 1, . . . , p − 1} and associate the polynomial n(X) = n 0 X 0 +n 1 X +n 2 X 2 +· · · where we do not distinguish between the set F p and the set {0, 1, . . . , p − 1}. Now expand n(X) in base b(X) with deg(b(X)) = e ≥ 1 as
and set
To avoid technical effort we restrict to bijections σ that are mapping 0 to 0. Let m ∈ N. Using the Halton type sequence in bases b 1 (X) . . . , b s (X) we can define a (s + 1)-dimensional Halton-type Hammersley point set of N = p m points by using the nth point of the form n N , x n and letting n range in {0, 1, . . . , N − 1}. For the definition of polynomial lattice point sets we identify F p again with the set
be irreducible, monic, and with degree m. Furthermore, let q(X) = (q 1 (X), . . . , q t (X)) ∈ F n of the nth point y n is computed as follows. Expand {n(X)q i (X)/p(X)} in its formal Laurent series
and evaluate it by exchanging X with p and summing up to the index m. Hence
We can also compute the ith component y
n of the nth point y n by using the base p representation of n = ∞ j=0 n j p j and a generating matrix
be the formal Laurent series of
. Define
Finally letting n range in the set {0, 1, . . . , p m − 1} we obtain the polynomial lattice point set P(q(X), p(X)) = {y 0 , y 1 , . . . ,
, we will speak of a polynomial lattice point set of Korobov type abbreviated to K(t, g(X), p(X)).
In the following two theorems we ensure existence of polynomial lattice point sets as well as polynomial lattice point sets of Korobov type, such that they can be combined with a Halton-type Hammersley point set and result in hybrid point sets satisfying low discrepancy bounds. Theorem 3 represents an analog to [19, Theorem 1] and Theorem 4 is the pendant to [19, Theorem 3] . Theorem 3 Let s, t ∈ N and p ∈ P, let b 1 (X), . . . , b s (X) be monic pairwise coprime nonconstant polynomials in F p [X] and (x n ) n≥0 be a Halton type sequence in bases (b 1 (X), . . . , b s (X)). Furthermore, let p(X) be a monic, irreducible polynomial in F p [X] of degree m, coprime with all base polynomials of the Halton-type sequence, and set N = p m . Then there exists a t-tuple of polynomials q(X) ∈ F t p (X) with degrees < m such that the star discrepancy
Here {y 0 , y 1 , . . . , y p m −1 } is the polynomial lattice point set P(q(X), p(X)).
and (x n ) n≥0 be a Halton type sequence in bases (b 1 (X), . . . , b s (X)). Furthermore, let p(X) be a monic, irreducible polynomial in F p [X] of degree m, coprime with all base polynomials of the Halton-type sequence, and set N = p m . Then there exists a polynomial g(X) over F p with degree < m such that the star discrepancy D *
Here {y 0 , y 1 , . . . , y p m −1 } is the polynomial lattice point set of Korobov type K(t, g(X), p(X)).
The rest of the paper is organized as follows. Section 3 collects auxiliary results needed for the proofs of Theorem 3 and Theorem 4, which are formulated in Section 4 and Section 5.
Auxiliary results
From the construction of the Halton-type sequence we immediately obtain the following lemma.
Lemma 1 Let (x n ) n≥0 be a Halton type sequence in pairwise coprime bases b 1 (X), . . . , b s (X) with degrees e 1 , . . . , e s , and let
where the R(X) depends on the a i and deg(R(X)) < s i=1 e i l i . Furthermore there is a one-to-one correspondence between all possible choices for a 1 , . . . , a s and R(X).
Let e(x) := exp(2π √ −1x) for x ∈ R. We define the kth Walsh function wal k in base p on [0, 1) t as follows. Let Φ 0 : {0, 1, . . . , p − 1} → {z ∈ C : |z| = 1}, a → e(a/p). Note that for a given b ∈ {0, 1 . . . , p − 1} we have that The kth Walsh function wal k , for k ≥ 0, to the base p is defined by
t with y n of the form y n = {w n /M}, w n ∈ Z t . Suppose that M = p m , where m is positive integer. Then the following estimate holds:
, and
, where k g is the gth digit of k in the base p expansion of k. For the statement of the next auxiliary result we define the following magnitudes:
and we set ν(0) = −∞. 
Lemma 4 Let p(X) be a monic irreducible polynomial in

Lemma 5 ([12, Lemma 1])
Let e ∈ N 0 , B(X), R(X) ∈ F p [X] with deg(R(X)) < deg(B(X)) = e, and let B(X) be monic. Furthermore, let u ∈ N and K ∈ N 0 . Let n = Kp u+e , Kp u+e + 1, . . . , (K + 1)p u+e − 1. We regard all associated polynomials n(X) that satisfy n(X) ≡ R(X) (mod B(X)). Then they are of the form
with a fixed C(X) ∈ F p [X] and r(X) ranges over all polynomials of degree < u. 
Proof of Theorem 3
In this section we investigate the distribution of the point set (z n ) 0≤n<p m ∈ [0, 1) 1+s+t with m, s, t ∈ N and z n := (n/p m , x n , y n )
where (y n ) 0≤n<p m is a polynomial lattice point set P(q(X), p(X)) in [0, 1) t with p(X) monic, irreducible, and with degree m and where (x n ) n≥0 is a Halton-type sequence in bases (b 1 (X), . . . , b s (X) ), all monic, pairwise coprime, coprime with p(X), and with degrees e 1 , . . . , e s .
We set N = p m . Using a well-known result in discrepancy theory (see, e.g. [27, Lemma 3.7]), we have
LetÑ ∈ {1, . . . , N} be fixed. We expandÑ in base p,Ñ = N 0 + N 1 p + · · · + N r p r with N i ∈ {0, 1, . . . , p − 1} and r ≤ m. For u = 0, . . . , r and v = 1, . . . , N u we define the point set
is obtained by the disjoint union
of at most pm = p log p N sets. We apply Lemma 6, which results in one log N factor in Theorem 3 with a constant depending on p. Then we have have to estimate
The first aim in the proof is to compute or estimate the counting function A(J, p u ) relative to the pointset w u,v , where J ⊆ [0, 1) s+t is an interval of the form
with v 1 , . . . , v s ∈ Z, 1 ≤ v i ≤ p e i f i for 1 ≤ i ≤ s, and 0 < β j ≤ 1 for 1 ≤ j ≤ t. The crucial step is to exploit special properties of the Halton-type sequence. By Lemma 1, for any integer n ≥ 0 we have
Each R k is a residue class in F p [X], and R 1 , . . . , R M are (pairwise) disjoint. The moduli B k (X) of the residue classes R k are of the form b 1 (X) only on b 1 (X), . . . , b s (X), v 1 , . . . , v s , f 1 , . . . , f s and are thus independent of n. Furthermore, one can easily prove for the Lebesgue measure of
by applying the uniform distribution of the Halton type sequence and the disjointness of R 1 , . . . , R M . Now we split up the counting function A(J, p u ) into M parts as follows:
and
This summation over k then results in s log N factors in Theorem 3 with a constant depending in p, b 1 (X), . . . , b s (X).
We fix k with 1 ≤ k ≤ M for the moment. Note that if p u < p deg(B k (X)) , then S k = 0 or 1, and so in this case δ k ≤ 1.
We define the set
Then by Lemma 5, we know
We define the point set
We summarize
with 0 < α i ≤ 1 for 1 ≤ i ≤ s and 0 < β j ≤ 1 for 1 ≤ j ≤ t can be approximated from below and above by an interval J of the form (1), by taking the nearest fraction to the left and to the right, respectively, of α i of the form v i q −e i f i with v i ∈ Z. We easily get
The core of the proof is the study of the average 1
after exchanging the order of summation. Note that B k (X) is monic and coprime with p(X), and deg(B k (X)) ≤ u. In the following we set d := u − deg(B k (X)) and we will omit the index k.
First we compute the subset P of the polynomial lattice point set P(q(X), p(X)) using the corresponding n(X) ≡ R(X) (mod B(X)) and bearing in mind Lemma 5.
Choose
j X −j be the formal Laurent series of
be the Laurent series of
. . .
Finally, letting l range between 0 and p d − 1. We define
We apply Lemma 2 to LD * L (P) and obtain
We concentrate on
where we expanded
We abbreviate the jth row of C i,d to c (i) j and remember that y
Here k i denotes the m-dimensional column vector (k
T built up by the base p digits of the ith component of k.
Now a crucial point is that
is equivalent to
Note that (4) denotes
Following the argumentations of [1, Proof of Lemma 10.6] we end up with
and its subset
Using the above considerations we obtain for
Altogether we have to compute for k ∈ ∆ * m the number
Now as q t 0 (X) runs through G p,m \ {a(X)},
runs through all polynomials in G * p,m . As B(X) and p(X) were assumed coprime we have that B(X)k
runs through all polynomials in G * p,m . Hence So we can summarize 
Proof of Theorem 4
The proof follows the same steps as the proof of Theorem 3, until we have to compute the average 1
We show again that it is of the form O p,t (log t N). The easy part is again to estimate K 1 , which is ≤ t, since
has at most t solutions for Y modulo p(X).
In the following we show that K 2 ≤ t(p m−d − 1). We know that for each a(X) ∈ G * p,m the congruence
has at most t solutions for Y modulo p(X). As B(X) and p(X) are coprime Remark 1 Note that bounding K 2 in the proof of Theorem 4 would not work if we consider generating tuples of the form (1, g(X) , . . . , g t−1 (X)) instead of (g(X), g 2 (X), . . . , g t (X)). This is the reason why we defined Korobov polynomial lattice point sets in this way. Furthermore, mixing a polynomial point set P(1, p(X)) with the first component (n/p m ) n=0,1,...,p m −1 won't result in good discrepancy bounds.
