Enhancing industrial robotics education
with open-source software 1 
Abstract
As industrial robotics continues to revolutionize manufacturing, there is increasing demand for affordable tools which support robotics education. We describe a new, open-source robotics simulation software package that is nearing completion. This free software is targeted for educators and students at the high school, community college, and university level. We expect that the software will be particularly useful for two-or four-year Electrical Engineering Technology degree programs. Our software allows students to learn how to operate robot even when access to a real robot is impossible, expensive, or limited. Similar to expensive proprietary robot simulation software, our simulator focuses on providing the basics of operating a robot, setting up and using coordinate frames, programming effector paths, and allows the robot to interact with objects in the environment. The software also simulates a teach pendant which the student uses to control the robot. A preliminary version of this work was presented at ASEE 2016 and this paper describes the significant improvements made to the software in the past year. Recent improvements include a revamped inverse kinematics system which provides smoother and more realistic robot movement, collision detection, and significantly improved teach pendant menus. Programming capabilities have also been expanded to include register expressions, conditional statements, and new instructions. Finally, our software now includes scenarios which creates predefined situations aimed at teaching specific robotics skills while also allowing students to create their own scenarios with an interactive menu system. A beta version of the software has been publicly released and we are excited to collect feedback from those in the robotics education community. This project is supported by the National Science Foundation and is a result of a multidisciplinary collaboration between Michigan Technological University and Bay de Noc Community College.
Background & Introduction
Increased industrial automation has increased the demand for people who are familiar with using and programming robotics systems. Workers displaced by automation may then wish to learn new skills so that they can work on designing, maintaining, and improving industrial robotics systems. However, in order to develop these new skills, people need hands-on experience with robotics systems as well as educational programs which can teach robotics, programming, and problem-solving techniques. One obstacle for learning these new systems is that, unlike computers which are widely Figure 1 : An screenshot of our RobotRun software illustrating primilary support for two robots, red objects, end effectors, and the teach pendant (left).
available and reasonably affordable, industrial robotics are expensive and inaccessible. In addition, universities, community colleges, and high schools may also not have the funds to purchase numerous robots which would provide students with abundant time using the robots and gaining hands-on experience.
One way to avoid the expense of purchasing robots is to use a computer simulation of the robot without the need to purchase real hardware. This software can benefit all students-even those who have access to real robots through a school or university-because they can practice their skills at home and reduce demand and contention for the real robot hardware. Computer simulation of robots is not uncommon and there are proprietary software packages which are available. Examples include RoboLogix (Logic Design Inc.), 1 ROBOGUIDE (FANUC), 2 and RobotStudio (ABB). 3 These packages are often too expensive for individuals or educational institutions to purchase. Free robotics software packages are also available 4-9 but have significant limitations for industrial robotics education. For example, most of the free packages focus on non-industrial applications such as personal and mobile robotics.
Our goal is to provide a free, open source simulator with support for basic joint control and programming functionality. We hope that the software, called RobotRun, will be an affordable and accessible option for students and educators to teach robotics without real robots or to supplement education programs where robots are available. A screenshot of the software is shown in Figure 1 . A preliminary version of this software was presented in an earlier paper. 10 In this paper, we describe the significant new features and enhancements that have been added to the software over the past year. These improvements include: significant improvements to inverse kinematics; extensive expansion of the programming interface and instruction set; revamped user interface; object placement; end-effector interactions with objects; and significant improvements to frames.
The RobotRun software has been under development in the Computer Science department for the past two years by undergraduate and graduate students at Michigan Tech under the direction of a faculty member. In addition, students and faculty from the university's School of Technology have tested, provided feedback, and prioritized the features that were developed. Most of the development has occurred during the summers. During the first summer, we developed an initial prototype of the software which included a teach pendant, an industrial robot arm, basic robot movement controls, and a very limited programming interface. In the second summer, we made extensive improvements to the software so that it is now fully capable of being used in educational settings. In the future, our goal is to identify and fix bugs as well as add new features. We plan fully support two simultaneous robots in the software and make it run better on a variety of different devices. More information about planned future work is in Section 4.
RobotRun Overview
The RobotRun software was originally written in the Processing programming language. Processing is a Java-like language. As project grew, however, we transitioned the project to Java but still use some of the Processing libraries. The source code for the package is publicly available at https:// github.com/skuhl/RobotRun. The project website http://www.cs.mtu.edu/~kuhl/robotics/ provides additional information about software.
User Interface
A teach pendant is a physical, typically hand-held device used to control industrial robots. These teach pendants come in a variety of designs and button layouts, but they generally consist of an LCD screen and a set of buttons that provide the operator with functions for moving and programming the robot. Our software's user interface ( Figure 2 ) was designed be consistent with teach pendants used with real industrial robots. Of the many functions supported by pendants used in industry applications, our application provides four of these functions that we feel are the most vital to introducing users to the basics of robotic programming: program navigation, instruction navigation, register navigation, and frame navigation. Each of these functions is associated with a menu and/ or a set of sub-menus which display relevant information to the user via the pendant's LCD screen. The user can then interact with and modify the information shown on each menu by using the arrow buttons, function buttons, and number pad found below the screen.
In the program navigation menu, the user can view, add to, and delete from the list of programs currently stored by the software. Programs are listed in alphabetical order; two programs with the same name will be displayed in an arbitrary order. By pressing Enter while a given program is selected, the user will be taken to the instruction navigation menu, where the selected program's instruction list will be displayed. The user can then edit existing instruction parameters by moving their cursor over an instruction subfield and pressing the appropriate FUNCTION button(s). Users can also quickly create basic movement instructions by toggling the pendant's Shift button to on and pressing F1, which will add a new motion instruction referencing the end effector's current position, inserting it immediately after the currently selected instruction. An additional pair of sub-menus allow the user to add other types of instructions (see Section 3.5 for a complete list) and perform batch modifications to the program (such as copying/ pasting and deleting one or more instructions), respectively. Finally, a user can execute the program by ensuring that Shift is toggled on and pressing the Forward button (for top-to-bottom execution) or Backward button (for bottom-to-top execution). Execution will begin from the currently selected instruction and end when the program reaches either the last or first instruction in the program, depending on the direction of execution. If the Step button is toggled on, only the currently selected instruction will be executed, after which the cursor will advance to the next instruction. The register menus allow the user to view and edit data stored in either the floating point data registers or the global position registers. Floating point data registers store floating point values that the robot uses to perform arithmetic and as part of program control flow and can be set either directly via user input or during the course of a program's execution. Position registers store globally accessible position data, enabling multiple programs to reference the same position, and again can be set via direct input or as a result of program execution.
In the frame navigation menus, the user can view and edit the coordinate frames associated with the robot. In short, frames are used to set the origin and axes of either the global coordinate system (user frame) or the coordinate system with respect to the end effector (tool frame). Separate menus are provided for both tool frames and user frames, and each can be set and modified using a number of methods. We will discuss the distinction between tool and user frames and the methods with which the user can specify them in detail Section 3.3.
Robot Joint Control
A set of buttons on the bottom left of the pendant shown the previous section control the robot's motion. The twelve jog buttons (-X/J1, +X/J1, -Y/J2, +Y/J2, -Z/J3, +Z/J3, -XR/J4, +XR/J4, -YR/J5, +YR/J5, -ZR/J6, +ZR/J6) determine what direction the robot moves based on the current frame. Additionally, the speed buttons (+%, -%) change the speed of the robot's motion and the Hold button stops it entirely.
There are four frames, which define the coordinate system, in which the robot moves. The two default frames are the joint and world frames. In the joint frame, the jog button correspond directly to the robot's joints. Figure 4 shows the locations of the six joints on the robot. Whereas in the world frame, or a tool or user frame, the jog buttons correspond to translational and rotational motion along and around the three coordinate axes: X, Y, and Z.
Each horizontal pair of jog buttons, on the pendant, correspond to a specific joint's motion in the joint frame. Thus, buttons +X/J1 and -X/J1, initiate the movement of joint 1 of the robot in either the positive or negative direction, respectively. Likewise, +Y/J2 and -Y/J2 correspond to the positive and negative movement of joint 2 of the robot and so on. The pairs of jog buttons also correspond to a translational or rotational motion in the world frame. For instance, the +Y/J2 and -Y/J2 buttons correspond to translational motion of the robot along the y-axis of the world frame. Furthermore, the +ZR/J6 and -ZR/J6 buttons correspond to the rotational motion around the z-axis in the world frame. Also, for each pair of jog buttons, at most one can be active at a time, since the Robot can move in at most one direction along or around an axis at a time. However, buttons in separate pairs can be active at the same time. And a jog button stays active until it is pressed again, so that a button does not need to be held for the robot to move. Although, if the other button in the button's pair is pressed or the robot is halted, then the button will become inactive.
User Defined Frames
The user has the ability to teach up to ten user and ten tool frames for a robot. A tool frame can be taught with the tool 3-point and 6-point teaching methods. Similarly, a user frame can be taught with the user 3-point and 4-point methods. In the case of the tool frame's 3-point method, the position and orientation of the robot are used to create the tooltip offset. Figure 5 illustrates the 3-point teaching method. The gray dots, are the taught points and the pink dot is the robot's end effector point (EEP). The new end effector, created from the previously taught points, is shown in Figure 6 . The tool 3-point method is most accurate when the taught points are orthogonal to each other. Furthermore, the accuracy of the tooltip offset drops dramatically when the points are non-orthogonal. In some cases, a set of taught points will produce an invalid result as well.
On the other hand, the user 3-point method defines both the axes offsets and origin of a custom coordinate frame. The default or world frame is the traditional right-hand axes, whose origin lies near the robots' second joint as shown in Figure 7 .
The 3-point method consists of the orient origin point, the x-direction point, and the y-direction point. The orient origin defines the origin the for user frame. The x-direction point defines the xaxis vector, which begins at the orient origin and extends to the x-direction point. The same is true for the y-direction point except that the vector may not be the true y-axis. For example, Figure 8 shows the points taught for a user 3-point method and the user frame created as a result.
The y-axis of the user frame does not exactly line up with the y-direction point taught in the 3-point method, because the vectors extending from the orient origin to the x-direction and y-direction points, respectively, are not completely orthogonal. So, the x-axis is treated as the true x-axis and the y-axis is adjusted to become orthogonal to the x and z-axis of the user frame. If the y-direction point and the orient origin formed a vector that was orthogonal the vector formed by the x-direction point and the orient origin, then it would line up with the y-axis of the user frame.
The 4-point method is an extension of the user 3-point method, where the 4th point defines the origin position of the coordinate system instead of the orient origin point. Moreover, the 6-point method for creating a tool frame combines the tool 3-point method, which specifies the robot's end effector offset with the user 3-point method, which defines the axes of the coordinate system, in which the robot moves. Either frame can be created with a direct entry as well, where the user specifies the origin (or end effector offset in the case of a tool frame) (X, Y, Z) and axes offset (W, P, R) values explicitly.
When a tool or user frame is active, the active robot will move with respect to the active frame. Additionally, the axes of the active frame are displayed instead of the axes of the world frame. When a user frame is active, the axes are displayed at the origin position of the user frame, whereas when a tool frame is active, the axes are centered at the robot's end effector position.
Inverse Kinematics
Typically, when one of the robot's joint motors is actuated, the resulting motion causes the end effector to move along an arc. To produce linear motion, the software must be able to calculate changes to multiple joint angles to keep the end effector moving along a straight line while maintaining the correct orientation. To accomplish this, we employ a process called inverse kinematics to calculate the joint angles necessary to move the end effector to a given position, then instruct the software to repeatedly move the end effector to new locations along a straight line.
We implemented a well-known algorithm 11 to perform our inverse kinematic calculations. First, we compute a matrix of the partial derivatives of the robot's joint angles with respect to the end effector position, called the Jacobian matrix. In other words, each row of the Jacobian matrix is associated with one of the robot's joints; the data in each column of a given row then corresponds with the components of the vector tangent to that joint's arc of motion at the current location of the end effector. To compute this matrix, rather than performing the computationally expensive calculations to obtain the exact partial derivatives for each joint angle, we approximate these vectors by using our forward kinematic equations to calculate hypothetical end effector positions at small individual offsets to our current joint angles (+/-1 degree). When we multiply a change in joint angles by the Jacobian matrix, the result is the change in the end effector position. For inverse kinematics, we wish to solve the problem in reverse: We know how we want to change the end effector position and want to know how to change the angles for each joint. By inverting the Jacobian, we can therefore calculate the joint angles from the change in end effector position. Since the Jacobian is often not invertible, we instead compute the pseudoinverse of it. Then, we can multiply the target position by the Jacobian pseudoinverse to obtain the approximate joint angles necessary to reach our target position. To obtain the pseudoinverse of our Jacobian matrix, we use an implementation of Singular Value Decomposition (SVD) provided by the Apache Commons Math library. 12 If the first iteration of this process does not produce a sufficiently accurate result (<1% error from position/ orientation target), we can perform these calculations again from the resulting position in an attempt to improve our positional accuracy. If the algorithm does not produce an acceptable result within a set number of iterations, we determine that the target position cannot be reached and halt the robot without updating its joint angles.
Robot Programming and Instruction Set
In order to allow the user to create easily repeated patterns of motion for the robot to follow, we have created a simple set of control and logic instructions that can be used to program the robotic arm. The simulator's programming language is similar to the Karel programming language used in FANUC robots. Instructions include:
• Motion type instructions allow the user to save a position or series of positions that will, when executed, cause the robot to move its end effector to each position in the order that they appear in the program. These instructions can be modified to produce joint-rotational movement, linear movement, or circular movement. Circular movement allows movement along an arbitrary arc specified by the robot's current position and two distinct, user-defined points. Additionally, the user can specify the speed at which the movement will be performed and whether or not the robot should apply any smoothing between points.
• Register type instructions allow the user to modify position or data registers by providing an arithmetic expression, the result of which will be stored in the given register once the expression is evaluated.
• Frame type instructions set the current user or tool frame index.
• Label instructions are unique tags that identify a specific location within the program. While they do not perform any operation in and of themselves, they can be used by jump instructions to alter the order of execution in a program (see below). Labels are identified by a numeric ID and, crucially, no two labels within the same program may have the same ID.
• Jump instructions allow the program to execute in an order other than top-to-bottom or bottom-to-top. A jump may skip certain instructions, or may return to a previously executed instruction to repeat certain operations. Jumps can be conditional (as in if and select statements), or they can be unconditional. After jumping to a given label, execution continues from either the instruction immediately below or immediately above that label, depending on the direction of execution.
• Call instructions allow a program to transfer execution to another program. When a program is called via a call instruction, the robot will begin executing the called program starting with the first instruction in that program. Once the callee program has finished executing, the caller program will continue its own execution from the instruction immediately below or immediately above the call instruction, depending on the direction of execution.
• If statements provide basic control flow, allowing the user to define a boolean expression for the program to evaluate; if the expression evaluates to true, the program will then execute some user defined action (either a jump or a call operation), otherwise execution falls through to the next instruction.
• Select statements, like if statements, provide a system of control flow that allows the user to specify an action and a condition under which that action will be performed. However, rather than providing an entire expression to determine whether or not the given action will be performed, a select statement simply takes a register (position or data) and compares the value of that register to the value assigned to each case. A case is a single value/ action pair; the robot will perform the action associated with the first case whose value matches that of the specified register (again, this action can be either a jump or call operation). This simplified decision system allows the user to create many cases within the same statement, making it easy for the user to specify several different operations that are contingent on a single register value. World objects exist as entities in the program, with which the robots can interact. Each world object has a local coordinate system, which defines the object's position and orientation. By default, the local coordinate system of a world object is with reference to the world frame. Furthermore, a world object can be classified as either a part or a fixture. A part has a bounding box, which detects collisions with other bounding boxes. In addition, parts can reference a fixture as its parent coordinate system as opposed to the world frame. Therefore, the user can define the position and orientation of a part in terms of a world object or the world frame.
World Objects and Scenarios
The shape of a world object fits into one of three categories: box, cylinder, and complex. Examples of these shapes are shown in Figure 9 . A box object simply has the length, width, and height dimensions and a cylinder object has a radius and height dimension. Complex objects are imported into the program from STL files which can be created by many CAD and 3D modeling packages. These objects also have a scale dimension which changes the overall size of the object. All objects also have colors associated with them as well. Users can add objects to the world and set the object's parameters with the user interface shown in Figure 10 .
Each screenshot is of the same base interface, which changes based on the defined shape of the object in order to accommodate the dimensions of different world object shapes. The local coordinate system of a world object is not defined upon the creation of the object, instead a world object is initially placed at a position next to one of the robots on the positive end of the x-axis. The position and orientation of a world object can be edited along with the dimensions of the object after they have been created.
World objects are associated with a scenario defined by the user. A scenario is simply a way to group world objects together as opposed to simply grouping all world objects into a single default scenario. Scenarios are independent the robots and are defined in a separate interface much like the creation of world objects. Each scenario is given a unique name amongst all scenarios when it is created and only one scenario can be active at one time. Also, any world objects created are automatically associated with the active scenario.
Collision Detection
Figure 11: Bounding boxes are shown as wireframe boxes around objects with the end effector colliding with an object. Green boxes indicate that there is no collision; red boxes indicate a collision with another box.
In order for the robots to interact with the world, the simulation must detect when a robot collides or touches objects in the virtual world. Since objects and the robotic arm is a complex shape, we approximated the shape of the robot with a series of bounding boxes. Bounding boxes, illustrated in Figure 11 , simplify the collision detection process. Collision detection is used to detect when the end effector is intersecting with an object in the virtual world. This collision detection support is rudimentary, however. For example, when collisions occur, we can detect them but we do not always prevent objects from intersecting with each other. Specifically, we do not implement physics (object's don't fall or bounce) and do not allow the robot to push objects in the world. Instead, collision detection is primarily used to detect if the end effector is overlapping with an object in the world. If they overlap, then activating the end effector can then pick up the object. Although our implementation is sufficient to give people experience with end effectors, it does not provide a perfectly realistic simulation. For example, a grabber end effector will close completely even though this is physically impossible when there is an object within the end effector.
We implemented collision detection by using applying the separating axis theorem to oriented bounding boxes. 13 Each bounding box has a coordinate frame associated with it, whose origin is at the center of the box. The separating axis theorem essentially projects the dimensions of each bounding box to planes, which are perpendicular to each axis of one of each of the bounding box's coordinate frames to determine if there is overlap between the bounding boxes. The bounding boxes themselves are drawn in the program's user interface as either a green or red wireframe box to represent a box that has no collisions or has a collision, respectively.
