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FUNCTIONS WITH INTEGRAL DIVIDED DIFFERENCES
ANDREW O’DESKY
Abstract. Let s(0), s(1), s(2), . . . be a sequence of integers whose mth divided difference δms is integer-
valued. We prove that s(n) is given by a polynomial in n if there exists a positive number θ such that
s(n)≪ θn and θ < eHm − 1 where Hm is the mth harmonic number.
1. Introduction
In 1971, Hall and Ruzsa independently discovered an elegant characterization of polynomial functions
among congruence-preserving functions.
Theorem (Hall-Ruzsa). Let s : N→ Z. Suppose that
(i) s(n+ k) ≡ s(n) (mod k) for all n, k ∈ N, and
(ii) |s(n)| ≪ θn for some1 0 < θ < e− 1.
Then s(n) is a polynomial in n.
Ruzsa conjectured that the second condition could be improved by replacing e − 1 with e. By using
arithmetic G-functions, Zannier [15] proved it is sufficient to require θ < 2.117, extending earlier work of
Zannier [14], and Perelli and Zannier [10]. A recent preprint of Bell and Nguyen [2] considers a function-field
analogue.
We will consider generalizations of the first condition. Congruence-preservation is equivalent to requiring
that the first divided difference of s,
δ1s(n,m) :=
s(n)− s(m)
n−m (n 6= m),
is integer-valued. This reformulation suggests a natural generalization to the higher divided differences of s.
We recall that the mth divided difference of s is the symmetric function defined by
δms(n0, . . . , nm) :=
m∑
i=0
{∏
j 6=i
(ni − nj)−1
}
s(ni) (ni distinct).
The higher divided differences are a classical construction of fundamental importance in interpolation theory
and non-Archimedean analysis (see [9], [13]).
In this article we prove the generalization of the Hall-Ruzsa theorem to higher divided differences. Let K
be an algebraic number field of degree d with ring of integers O.
Theorem 1. Let s : N→ K. Suppose that
(i) δms is O-valued, and
(ii) for each embedding σ : K → C, |σs(n)| ≪ θnσ for some positive number θσ and∏
σ:K→C
(1 + θσ) < e
d
(
1+
1
2+···+
1
m
)
.
Then s(n) is a polynomial in n.
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In §4 we will prove Theorem 1 as a very special case of Theorem 2. The more general statement also recovers
the main result of work of Hilliker and Straus [6] as a special case.
We mention that divided differences have also appeared in work of Bhargava [3] in connection with the
problem of finding regular bases for rings of integer-valued polynomials and orthonormal bases for certain
p-adic Banach spaces. As our interest is in arbitrary functions rather than polynomial functions, there does
not appear to be a close connection with the work presented here. In particular, the notion of a P -ordering
does not appear in this article and we do not make use of any of the results in [3]. While it seems plausible
to the author that some of our results may be interpreted in the context of P -orderings and Bhargava’s
generalization of the factorial function, we have not explored this here.
This article begins with a local analysis of δms to obtain a local criterion on s for the p-integrality of
δms. This approach is justified on the basis that integrality is a condition which can be checked locally,
i.e. a rational number is integral if and only if it is p-integral for every prime p. Since we are interested in
integer-valued functions rather than integers, it will be helpful to adopt a more analytic approach. The
natural domain of definition of the mth divided difference of s is the complement in Nm+1 of the diagonal
hyperplanes,
Xm := {(n0, . . . , nm) ∈ Nm+1 : ni all distinct}.
The set of all bounded Cp-valued functions on Xm forms a p-adic Banach space ℓ
∞
p (Xm) which, by p-
integrality, contains δms in its unit ball.
Our first new result is a formula for the semi-norm s 7→ ‖δms‖p in terms of the finite differences of s.
Recall that the finite differences of s are defined by
c(n) :=
n∑
k=0
(
n
k
)
(−1)n−ks(k) (n ∈ N).
We will show that
(1) ‖δms‖p = sup
n≥m
|c(n)|ppτm,p(n)
where τm,p(n) is the largest possible p-adic valuation of a product of m distinct positive integers ≤ n, i.e.
τm,p(n) := max
S⊂{1,...,n},
#S=m
wp
{∏
s∈S
s
}
.
Formula (1) shows that p-integrality of δms is equivalent to sufficiently rapid p-adic decay of finite differences,
and so integrality of δms implies local decay of c(n) at all (finite) primes.
Our next step is to make use of the constraint provided by the product formula. This guarantees that the
local norms of a nonzero algebraic number are not independent. So long as s is not polynomial, there exists
a subsequence c(ni) such that c(ni) 6= 0 for every i ≥ 0 (this follows from Newton’s interpolation formula).
Applying the product formula to such a non-vanishing subsequence c(ni) allows us to combine local decay
at all primes to obtain Archimedean growth for c as a necessary condition for the integrality of δms and
non-polynomiality of s. In order to combine local decay rates over all primes it is necessary to study the
asymptotic behavior of
∏
p prime p
τm,p(n). Our second new result is that
(2)
∏
p prime
pτm,p(n) = e
(
1+
1
2+···+
1
m
)
n+O(n exp{−α(logn)1/2} logn)
for some positive constant α. Combining (1) with (2) forms the basis for Theorem 1.
1.1. Outline of the proof. We proceed to explain the proofs of (1) and (2) in greater detail and provide
some contextual background. Let Cp be the metric completion of an algebraic closure of the p-adic field
Qp. The use of finite differences in non-Archimedean analysis goes back to a classical result of Mahler [8].
He proved that s : N → Cp is the restriction of a continuous function f : Zp → Cp if and only if the finite
differences of s converge to zero p-adically. He also showed that when this is the case, the supremum of f
(or s) is equal to the supremum of the finite differences:
(3) ‖s‖p = ‖c‖p .
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It is well-known that there are many other Mahler-type characterizations (cf. e.g. [13], §53). For instance,
s is the restriction of a Lipschitz continuous function f : Zp → Cp if and only if |c(n)|pp[logp n] is bounded,2
and the supremum of |c(n)|pp[logp n] is equal to the optimal p-adic Lipschitz constant of s (loc. cit.):
(4) ‖δ1s‖p = sup
n≥1
|c(n)|pp[logp n].
Our formula (1) is an extension of (4) to all higher divided differences. In §2 we work out the precise
Mahler-type criterion obtained from the integrality of higher divided differences (Proposition 3): If δm+1s is p-
integral, then s extends to an element of Cm(Zp,Cp), the Banach space ofm-times continuously differentiable
functions, and f (m) is Lipschitz continuous with constant |m!|p.
For the proof of (1) we make use of the Mahler series formula for δms due to Schikhof. Before we may
use this formula, however, we must resolve a technical difficulty which is the fact that δms (after a minor
change of variables to avoid the diagonal hyperplanes) inhabits the larger of the two Banach spaces
C(Zm+1p ,Cp) ⊂ ℓ∞p (Nm+1).
Schikhof stated this formula as a convergent Mahler series for δms under the assumption that δms is contin-
uous, and while it still gives a sensible expression when δms is only bounded, it is a divergent series for the
topology of ℓ∞p (N
m+1). Computing the norm of this divergent series requires some care. A related difficulty
is the fact that there is no canonical orthonormal basis of ℓ∞p (N
m+1), not even when m = 0.
Let (Cj)j∈Nm+1 be a bounded Cp-valued function. The divergent series we will consider are of the form
(5)
∑
j∈Nm+1
Cj
(
x
j
)
(x ∈ Zm+1p ).
We can formally interpret any such series as a definition for the function F : Nm+1 → Cp whose value at n
is given by
∑
Cj
(
n
j
)
as this reduces to a finite sum. We will show that in fact any element of ℓ∞p (N
m+1) can
be uniquely expressed as a divergent series of the form (5). Furthermore, the mapping
ℓ∞p (N
m+1)→ ℓ∞p (Nm+1)(6)
F 7→ (Cj)j∈Nm+1
so obtained is an isometry (Proposition 2). Taken together, these two statements may be regarded as a
generalization of the second part of Mahler’s classical result (3) to p-adically bounded functions. The fact
that (6) is an isometry means that the norm of bounded functions F : Nm+1 → Cp given by divergent series
of the form (5) can be calculated as though the multivariate binomial polynomials did form an orthonormal
basis of ℓ∞p (N
m+1) despite the fact that they do not. This work-around lets us circumvent the absence of a
canonical orthonormal basis and prove (1) using Schikhof’s formula.
In §4 we return to the global setting by combining the local decay of the finite differences over all primes.
For this discussion we will consider a function s valued in Q rather than K for simplicity. If δms is integral
then δms is p-integral for all primes p, so using (1) shows that∏
p prime
|c(n)|p ≤
∏
p prime
p−τm,p(n) (n ∈ N).
Note that both products have only a finite number of terms that differ from unity. By using the product
formula we obtain an Archimedean growth condition for non-vanishing finite differences c(n):
(7) |c(n)| ≥
∏
p prime
pτm,p(n) (c(n) 6= 0).
It is well-known that s is polynomial if and only if c is eventually zero. It follows that s is not polynomial if
and only if there exists a subsequence ni such that c(ni) is non-vanishing, in which case we may apply (7)
to see that
(8) lim sup
n→∞
|c(n)|1/n ≥ sup
i<∞
|c(ni)|1/ni ≥ lim
n→∞
∏
p prime
p
τm,p(n)
n
2This is typically stated in terms of the boundedness of |c(n)|pn, however the exact formula for the optimal Lipschitz
constant justifies the use of the semi-norm s 7→ sup
n≥1
|c(n)|pp
[logp n] over s 7→ sup
n≥1
|c(n)|pn.
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whenever δms is integer-valued but s is not polynomial.
In §3 we calculate the asymptotic behavior of ∏p pτm,p(n) (cf. (2), Proposition 4). We find that
(9) lim
n→∞
∏
p prime
p
τm,p(n)
n = e1+
1
2+···+
1
m .
The proof uses the Chebyshev function ϑ(x) =
∑
p≤n log x. It is well-known that ϑ(x) = x + o(x) but we
will require a smaller error term. For this purpose we employ a useful result of Rosser and Schoenfeld [11]
(cf. (24)). In the final section, §4, we use the inequality (8) to obtain a growth condition on s which together
with (9) leads to the two conditions of Theorem 1.
1.2. Interpreting the integrality of divided differences. Divided differences and the Hall-Ruzsa the-
orem are connected because the condition of congruence-preserving is equivalent to the integrality of δ1s.
This interpretation generalizes to the integrality of higher divided differences as we now explain.
Roughly speaking, a function whose mth divided difference is integral is “locally” approximated to mth
order by polynomials. “Locally” is in reference to the topology on N inherited from the ring of adeles, N ⊂ A.
In this topology the neighborhoods are infinite arithmetic progressions and small neighborhoods are infinite
arithmetic progressions with highly divisible periods.
Suppose that s : N → Q is a function whose mth divided difference is integral. Then there is a positive
integer N such that Nδis is integral for every i = 0, . . . ,m (this is not obvious but it follows from Proposi-
tion 2, cf. Remark 1). We make use of a classical interpolation formula due to Newton. Let {x0, x1, . . .} ⊂ Q
be a denumerable subset and let s : {x0, x1, . . .} → Q be a function. For all x ∈ {x0, x1, . . .},
(10) s(x) = s(x0) +
∞∑
k=1
δks(x0, x1, . . . , xk)
k−1∏
j=0
(x − xj).
This formula is to be interpreted in the following sense: for each x ∈ {x0, x1, . . .} the sum (10) is finite and
equal to s(x).
We consider the restriction of s to a small neighborhood U = n0 + Nε, where ε is a nonzero integer and
n0 is arbitrary. Let x0, . . . , xm be chosen from U , where we consider x0, . . . , xm−1 as fixed and x := xm as
variable. From (10) we obtain that3
(11) s(x) = P (x) +O(εm) for all x ∈ U
where P (x) is a polynomial in x of degree < m whose coefficients are rational numbers with denominators
dividing N . When δms contains arbitrarily large denominators in its values, the implied constant in the
asymptotic notation cannot generally be chosen independently of x.
We can interpret the integrality of δ1s in light of the above discussion as follows. On any neighborhood
U ⊂ N of order ε the function s is approximated to first order in ε by the constant polynomial P (x) = s(x0).
Moreover, the implied constant in the asymptotic notation may be chosen to be unity. We see that s(x)−s(x0)
is divisible by ε for any x, x0 ∈ U .
In §2 we will prove a second interpretation of the integrality of δms: If a function s : N→ Q has Z-valued
mth divided difference, then for every prime p the function s extends to a p-adic m-times continuously
differentiable function fp : Zp → Qp and f (m)p is Lipschitz continuous with constant |m!|p.
Notation. We make use of some standard terminology. A place v of K is an equivalence class of isometric
embeddings σ : K → Cp with p ∈ {2, 3, 5, . . . ,∞} where Cp is the completion of an algebraic closure of the
p-adic field Qp and C∞ := C. MK denotes the set of all places of K. dv denotes the local degree at v.
|x|v := |σ(x)|p is the norm corresponding to a place v and a representative embedding σ, and wp is the
(additive) p-adic valuation. [ · ] denotes the floor function and Hm = 1 + 12 + · · · + 1m is the mth harmonic
number, H0 := 0. ϑ(n) :=
∑
p≤n log p is the Chebyshev function and π(n) equals the number of rational
primes ≤ n.
3The asymptotic notation is to be interpreted in the following sense: there exists a positive integer M such that for any x
in U , M(s(x)− P (x)) is integral and divisible by εm. If δms is integer-valued then M may be chosen to be unity.
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2. Divided differences
In this section p always denotes a finite rational prime. The results of this section are in the local setting
so we omit the subscript p from norms for brevity. The goal of this section is the following formula for the
p-adic supremum of the higher divided differences of a sequence s : N→ Cp:
(12) ‖δms‖p = sup
n≥m
|c(n)|ppτm,p(n).
τm,p(n) is the maximal p-adic valuation of a product of m distinct positive integers ≤ n — i.e.
τm,p(n) := max
S⊂{1,...,n},
#S=m
wp
{ ∏
k∈S
k
}
.
In §4 we will combine the local estimates (12) using the product formula to obtain a condition for the
Archimedean growth of the finite differences of a sequence whose mth divided difference is integral.
Let us briefly recall some necessary background from difference calculus. Let s : N → K be a sequence
and let m be a non-negative integer. The mth divided difference of s is the function δms : Xm → K given by
(13) δms(n0, . . . , nm) :=
m∑
i=0
{∏
j 6=i
(ni − nj)−1
}
s(ni)
where
Xm := {(n0, . . . , nm) ∈ Nm+1 : ni all distinct}.
We mention without proof that the sequence s can be reconstructed using values of its divided differences
by means of Newton’s interpolation formula (cf. [9], §1). The nth finite difference of s is defined by4
(14) c(n) :=
n∑
k=0
(
n
k
)
(−1)n−ks(k).
Recall the following classical result of difference calculus. We only sketch a proof.
Lemma 1. Let s : N → K be a sequence and let c : N → K be its sequence of finite differences. Then s is
polynomial if and only if c is eventually zero.
Proof. Let S be the forward shift operator on sequences defined by (Ss)(n) := s(n+ 1) for all non-negative
integers n. Then for any non-negative integer ℓ,
{(S − id)ns}(ℓ) =
n∑
k=0
(
n
k
)
(−1)n−ks(ℓ + k),
and in particular, {(S − id)ns}(0) = c(n). We have that (S − id)(nd) = dnd−1 + O(nd−2), and so the
restriction of S − id to the space of polynomial sequences is nilpotent. This shows that c is eventually zero
if s is polynomial.
Conversely, assume that c is eventually zero. It is easy to verify that the inverse relation of (14) is given
by
(15) s(n) =
n∑
k=0
(
n
k
)
c(k),
and this shows that s is given by a polynomial of degree ≤ N if c(n) = 0 for n > N .

Let m be a non-negative integer and p a prime. Let E be a non-Archimedean Banach space over Cp and
let ℓ∞p (N
m+1, E) denote the Banach space of bounded functions F : Nm+1 → E equipped with the norm
given by
‖F‖ := sup
n∈Nm+1
‖F (n)‖ .
4Strictly speaking, this is the sequence obtained by evaluating the finite differences of s at zero. We will not have use for
the usual finite differences, so we refer to the sequence defined by (14) as the finite differences of s for the sake of brevity.
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Define x = (x0, . . . , xm), j = (j0, . . . , jm), and(
x
j
)
:=
(
x0
j0
)(
x1
j1
)
· · ·
(
xm
jm
)
∈ Z[x0, . . . , xm].
The following proposition generalizes Mahler’s theorem to bounded functions (cf. (3)).
Proposition 1. Let F : Nm+1 → E. There exist unique Cj ∈ E such that for all n ∈ Nm+1
(16) F (n) =
∑
j∈Nm+1
Cj
(
n
j
)
(finite sum).
The Mahler coefficients C have the properties that
(i) F is bounded if and only if C is bounded,
(ii) the mapping F 7→ C is a self-isometry of ℓ∞p (Nm+1, E), and
(iii) F extends to a continuous function Zm+1p → E if and only if C goes to zero.5
Note that the proposition does not imply that the
(
n
j
)
form an orthonormal basis for ℓ∞p (N
m+1, E) as the
sum
∑
j∈Nm+1 Cj
(
x
j
)
does not necessarily converge.
Proof. We proceed by induction on m. If m = 0 then we take Cn to be the nth finite difference of F given
by Cn :=
∑n
k=0
(
n
k
)
(−1)n−kF (k). The inverse relation is given by (15) which proves existence for (16), and
uniqueness follows from bijectivity of this mapping. If F is bounded then C is bounded by the ultrametric
inequality and vice versa. To see that F 7→ C is an isometry when F is bounded it suffices to observe that
the relation (14) and its inverse (15) are both defined over Z and to apply the ultrametric inequality. The
third property is Mahler’s theorem [8].
Now suppose m is a positive integer. Fix a natural number nm and define the function
Gnm : N
m → E
(n0, . . . , nm−1) 7→ F (n0, . . . , nm−1, nm).
By the inductive hypothesis there are uniquely defined coefficients Di = Di(nm) ∈ E for i ∈ Nm such that
for all (n0, . . . , nm−1) ∈ Nm
F (n0, . . . , nm−1, nm) =
∑
i∈Nm
Di(nm)
(
n0
i0
)(
n1
i1
)
· · ·
(
nm−1
im−1
)
.
We may also express Di(nm) as a function of nm in terms of its finite differences, cn(i) ∈ E, to obtain
(17) F (n0, . . . , nm−1, nm) =
∑
i∈Nm
∑
k≥0
ck(i)
(
nm
k
)(
n0
i0
)(
n1
i1
)
· · ·
(
nm−1
im−1
)
.
Setting Cj0,...,jm := cjm(j0, . . . , jm−1) proves (16), and uniqueness follows from that of ck(i) and Di(nm).
If F is bounded then Gnm is bounded for all nm ∈ N, and by the inductive hypothesis ‖Gnm‖ = ‖D(nm)‖.
Similarly, supnm∈N |Di(nm)| = supnm∈N |ck(i)| for all i ∈ Nm. This proves that C is bounded. If C is
bounded then, by means of the ultrametric inequality, (16) shows that F is bounded.
If F is bounded we observe that
‖F‖ = sup
nm∈N
sup
i∈Nm
|F (n0, . . . , nm−1, nm)| = sup
nm∈N
‖Gnm‖ = sup
nm∈N
‖D(nm)‖
= sup
i∈Nm
sup
nm∈N
|Di(nm)|
= sup
i∈Nm
sup
nm∈N
|ck(i)| = ‖C‖ .
This proves that F 7→ C is a self-isometry of ℓ∞p (Nm+1, E). If F extends to a continuous function Zm+1p → E
then by Corollaire 1, §2.7, [1], the coefficients C go to zero.

5i.e., lim
N→∞
sup
j0+···+jm>N
∥
∥
∥Cj
∥
∥
∥ = 0.
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We can now prove that the p-adic supremum of higher divided differences is given by the p-adic supremum
of the finite differences relative to p−τm,p(n). As before, let
τm,p(n) := max
0<i1<···<im≤n
(wp(i1) + · · ·+ wp(im)).
We recall that the finite differences of a function s are defined by
c(n) :=
n∑
k=0
(
n
k
)
(−1)n−ks(k) (n ∈ N).
Proposition 2. Let s : N→ Cp. Then
(18) ‖δms‖p = sup
n≥m
|c(n)|ppτm,p(n).
In particular, if δms(n) is integral for all n ∈ Xm then |c(n)|p ≤ p−τm,p(n) for all n ≥ m.
We will show that (18) holds even if ‖δms‖p is infinite.
Remark 1. The proposition together with the fact that τm,p(n) is monotonically increasing in m implies the
bound (m ≥ 1):
‖δm−1s‖p ≤ max
{|c(m− 1)|p|(m− 1)!|−1p , ‖δms‖p }.
This shows that if δms is Z-valued then there is a positive integer N such that Nδks is Z-valued for all
k ≤ m.
Proof. The claim is clearly true when m = 0 so suppose m ≥ 1. Let (n0, . . . , nm) ∈ Xm and set ℓ =
(ni0 , ni1 , . . . , nim) where the indices have been reindexed so that ni0 > ni1 > · · · > nim . Now set ℓ =
(x1 + · · ·+ xm + y, x1 + · · ·+ xm−1 + y, . . . , x1 + x2 + y, x1 + y, y) where the x1, . . . , xm are positive integers
as the integers n0, . . . , nm are all distinct. We make use of the formula for the Mahler series for the mth
divided difference due to Schikhof, [13], Theorem 54.1:
(19) δms(n) =
∑
j≥0
∑
k1,...,km≥1
c(j + k1 + · · ·+ km)
km(km + km−1) · · · (km + · · ·+ k1)
(
y
j
) m∏
i=1
(
xi − 1
ki − 1
)
.
Note that (19) is always a finite sum.
The dependence of the x1, x2, . . . , xm, y on the entries of ℓ is clearly invertible, and as the x1, x2, . . . , xm
vary over all positive integers, and y varies over all non-negative integers, the corresponding ℓ will vary over all
strictly decreasing tuples in Xm. As δms is a symmetric function, the right-hand side of (19) will therefore
achieve all values of δms as x1, . . . , xm vary over all positive integers and y varies over all non-negative
integers. Now setting (x1, x2, . . . , xm, y) = (a1 + 1, a2 + 1, . . . , am + 1, am+1), a := (a1, a2, . . . , am, am+1),
and letting na be the corresponding element of Xm, we see the right-hand side of (19) gives a well-defined
function
F : Nm+1 → Cp
(a1, . . . , am+1) 7→ δms(na),
and that moreover ‖F‖p = ‖δms‖p.
By reindexing with i1 = km, i2 = km + km−1, . . . , im = km + km−1 + · · ·+ k1 and n = j + k1 + · · ·+ km,
we get that
sup
j≥0,k1,...,km≥1
∣∣∣∣ c(j + k1 + . . .+ km)km(km + km−1) · · · (km + · · ·+ k1)
∣∣∣∣
p
(20)
= sup
0<i1<···<im≤n
∣∣∣∣ c(n)i1i2 · · · im
∣∣∣∣
p
= sup
n≥m
|c(n)|ppτm,p(n)
where τm,p(n) := max0<i1<···<im≤n(wp(i1) + · · ·+ wp(im)).
If ‖F‖p is infinite, then (19) and (20) show that
sup
j≥0,k1,...,km≥1
∣∣∣∣ c(j + k1 + . . .+ km)km(km + km−1) · · · (km + · · ·+ k1)
∣∣∣∣
p
= sup
n≥m
|c(n)|ppτm,p(n) =∞,
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for if this were finite then the second part of Proposition 1 would imply that F ∈ ℓ∞p (Nm+1).
If ‖F‖p is finite, then it follows from (19), (20), and Proposition 1 that
‖F‖p = ‖δms(n)‖p = sup
n≥m
|c(n)|ppτm,p(n).
This concludes the proof.

We have already remarked that congruence-preservation is equivalent to integrality of δ1s and now we
offer a third interpretation. Integrality of δ1s implies that for all primes p and integers m,n ∈ N,
|s(m)− s(n)|p ≤ |m− n|p.
In other words, δ1s is Z-valued if and only if s is simultaneously Lipschitz continuous with Lipschitz constant
1 for every p-adic metric on N. It is natural to ask for a similar interpretation for the integrality of higher
divided differences. The next proposition provides such an interpretation though we will not have use for it.
Proposition 3. Let s : N→ Cp and let m be a positive integer. Suppose that ‖δms‖p ≤M . Then s extends
to an element f of Cm−1(Zp,Cp) and f (m−1) is Lipschitz continuous with Lipschitz constant M |(m− 1)!|p.
Proof. By the recursive definition of divided differences (cf. [9], §1),
(21) |δm−1s(x0, · · · , xm−1)− δm−1s(x1, · · · , xm)| ≤M |x0 − xm|
for all x = (x0, · · · , xm) ∈ Xm. Since δms is a symmetric function, from (21) we obtain the inequalities
(22) |δm−1s(xi; yij)− δm−1s(xj ; yij)| ≤M |xi − xj |
where 0 ≤ i < j ≤ m and yij := (x0, . . . , x̂i, . . . , x̂j , . . . , xm) ∈ Xm−2.
We equip Zmp with the metric given by
dm(x, y) := max
1≤i≤m
|xi − yi|p,
and will show that δm−1s is Lipschitz continuous for this metric on the dense subset Xm−1 ⊂ Zmp . By a
limiting argument, it suffices to show the Lipschitz condition for δm−1s on elements x = (x1, . . . , xm) and
y = (y1, . . . , ym) in Xm−1 such that {x1, . . . , xm} ∩ {y1, . . . , ym} = ∅. Let z0 = x, zm = y, and
zi := (x1, x2, . . . , xm−i, ym−i+1, . . . , ym) for 0 < i < m.
Then dm(zi, zi+1) = |xm−i − ym−i|p for 0 ≤ i < m. Because zi and zi+1 differ by only one coordinate,
and since we assumed none of the xi coincided with any of the yj , we may apply (22). We conclude that
|δm−1s(zi)− δm−1s(zi+1)|p ≤M |xm−i − ym−i|p =Mdm(zi, zi+1) for 0 ≤ i < m. Using
δm−1s(z0)− δm−1s(zm) =
m−1∑
i=0
(δm−1s(zi)− δm−1s(zi+1))
together with the ultrametric inequality shows that
|δm−1s(x)− δm−1s(y)|p ≤M max
0≤i<m
|δm−1s(zi)− δm−1s(zi+1)|p
≤M max
0≤i<m
|xm−i − ym−i|p
=Mdm(x, y).
We have shown that δm−1s is Lipschitz continuous on a dense subset of Zmp so we may extend its domain
from Xm−1 to Zmp to obtain a Lipschitz continuous extension δˆm−1s : Z
m
p → Cp of δm−1s. It follows that
s extends to a (m − 1)-times continuously differentiable function f : Zp → Cp and that f (m−1)(a) = (m −
1)!δˆm−1s(xa) where xa := (a, a, . . . , a) (cf. [13], §29). By Lipschitz continuity of δˆm−1s we get that
|f (m−1)(a)− f (m−1)(b)| ≤M |(m− 1)!|pdm(xa, yb) = M |(m− 1)!|p|a− b|p.

Corollary. Let s : N→ Q and suppose that δm+1s is Z-valued. Then for every prime p, the function s extends
to a p-adic m-times continuously differentiable function fp : Zp → Qp and f (m)p is Lipschitz continuous with
constant |m!|p.
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The corollary extends in the obvious way to functions valued in number fields. We now derive an explicit
formula for τm,p(n) which will be needed in the next section. Recall that for n ≥ m we define
τm,p(n) := max
0<i1<···<im≤n
(wp(i1) + · · ·+ wp(im)).
Lemma 2. Let m be a non-negative integer, p a prime ≥ m, n an integer ≥ m, and ap(n) := [np−[logp n]].
Then
(23) τm,p(n) =
{
m[logp n] if ap(n) > m,
m[logp n] + ap(n)−m if ap(n) ≤ m.
The formula generally fails if p < m, e.g. τp+1,p(p
2) = p+ 1 whereas (23) gives p+ 2.
Proof. If m is zero the formula clearly holds so suppose that m is positive. Let t := [logp n], and suppose
n = a0 + a1p+ a2p
2 + · · ·+ atpt
where 0 ≤ ai < p for 0 ≤ i ≤ t and at 6= 0. We will calculate a set of integers 1 ≤ i1 ≤ · · · ≤ im ≤ n that
realize the maximum p-adic valuation.
If m < at then we take im = atp
t, im−1 = (at − 1)pt, . . . , i1 = (at −m+ 1)pt. Adding up the valuations
we get that τm,p(n) = mt. If m ≥ at, then we can take im = atpt, im−1 = (at − 1)pt, . . . , im−at+1 = pt.
Subsequently, we may take im−at = p
t − pt−1, im−at−1 = pt − 2pt−1, . . . , i1 = pt − (m− at)pt−1. As p ≥ m
by hypothesis, m − at ≤ p − 1 so that the valuation of pt − (m − at)pt−1 is precisely t − 1. Putting the
valuations together we get that
τm,p(n) = tat + (t− 1)(m− at) = mt+ at −m.
This finishes the proof of (23).

3. Asymptotic behavior of certain sums over primes
The previous section established a local estimate for the finite differences c of an arbitrary sequence s
with integral mth divided difference: for any s : N→ Cp and any finite prime v of K,
δms v-integral =⇒ |c(n)|v ≤ p−τm,p(n).
To combine this local estimate over all primes we will need to calculate the asymptotic behavior of∑
p≤n
τm,p(n) log p.
The goal of this section is to prove that this is nHm + o(n) (Proposition 4). The standard bound for the
Chebyshev function coming from the prime number theorem, ϑ(x) = x+ o(x), or even ϑ(x) = x+O( xlog x ),
is not strong enough to establish the estimates needed for the proof. Instead we will employ the following
useful estimate due to Rosser and Schoenfeld, [11], (2.29):
(24) ϑ(x) = x+O(x exp{−α(log x)1/2})
for some positive constant α.
First we prove a simple lemma. Let [ · ] : R→ Z denote the floor function.
Lemma 3. ∑
p≤n
[logp n] log p = n+O(n exp{−α(logn)1/2})
for some positive constant α.
Proof. For any prime p in the sum we have that r := [logp n] must be positive. We then have that
[logp n] = r ⇐⇒
logn
r + 1
< log p ≤ logn
r
⇐⇒ n 1r+1 < p ≤ n 1r .
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Then
0 ≤
∑
p≤n
[logp n] log p =
∞∑
r=1
∑
n
1
r+1<p≤n 1r
r log p
≤
∑
√
n<p≤n
log p
= ϑ(n)− ϑ(√n).
The last term is n+O(n exp{−α(logn)1/2}) by (24).

Let m be a non-negative integer, p a prime, n any integer ≥ m. As before we set
τm,p(n) := max
0<i1<···<im≤n
(wp(i1) + · · ·+ wp(im)).
Let Hm be the mth harmonic number and set H0 = 0.
Proposition 4. ∑
p≤n
τm,p(n) log p = nHm +O(n exp{−α(logn)1/2} logn)
for some positive constant α.
Proof. This is clear if m is zero as τ0,p(n) ≡ 0, so we suppose m is positive. Suppose n = c0+ c1p+ · · ·+ ctpt
where 0 ≤ ci < p and ct 6= 0. Let ap(n) := ct. When n, p ≥ m, Lemma 2 gives the formula:
(25) τm,p(n) =
{
m[logp n] if ap(n) > m,
m[logp n] + ap(n)−m if ap(n) ≤ m.
The asymptotic contribution to
∑
p≤n τm,p(n) log p from the logarithmic term in τm,p is given by Lemma 3:
(26)
∑
p≤n
m[logp n] log p = mn+O(n exp{−α(logn)1/2}).
The asymptotic contribution from m[logp n] − τm,p(n) is more difficult to establish. We will show that for
some positive constant α
(27)
∑
p≤n
(
m[logp n]− τm,p(n)
)
log p = (m−Hm)n+O(n exp{−α(logn)1/2} logn).
Combining (25), (26), and (27) immediately proves the claim so we now establish (27). Let t ≥ 1, a ≥
1, n > 1 be integers and let p be a prime. Then we have the following equivalences,
a = [np−t] ⇐⇒ a ≤ np−t < a+ 1
⇐⇒ an−1 ≤ p−t < (a+ 1)n−1
⇐⇒ (na−1)
1
t ≥ p > (n(a+ 1)−1)
1
t .(28)
If a = [np−t] then we also claim that
(29) 1 ≤ a < p ⇐⇒ t = [logp n], a = ap(n).
To see this, let n = b0 + b1p+ · · ·+ bsps with 0 ≤ bi < p for 0 ≤ i ≤ s, and s chosen to be ≥ t. Then
[np−t] = [(b0 + · · ·+ bt−1pt−1)p−t + bt + bt+1p+ · · ·+ bsps−t].
As 0 ≤ (b0 + · · ·+ bt−1pt−1)p−t < 1, we have that a = [np−t] = bt + bt+1p+ · · ·+ bsps−t. If 1 ≤ a < p then
we must have t = [logp n], bt+1 = · · · = bs = 0, and a = bt = ap(n). The converse of (29) is clear by the
definition of ap(n). This proves the equivalence (29), and by putting (28) and (29) together we get that for
any integers t ≥ 1, a ≥ 1, n > 1, and prime p,
(30) a = ap(n), t = [logp n] ⇐⇒ (n(a+ 1)−1)
1
t < p ≤ (na−1)1t , 1 ≤ a < p.
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We will use (30) to sum over triples of integers t, a, p such that p is prime, a = ap(n), and t = [logp n].
For integers a ≥ 1, n > 1, define
Pa,n := {p prime : (n(a+ 1)−1)
1
t < p ≤ (na−1)
1
t for some integer 1 ≤ t ≤ [log2 n]},
and consider the sum
G(n) :=
m−1∑
a=1
∑
p∈Pa,n
(m− a) log p.
Using (30) shows that
G(n) =
∑
p≤n,ap(n)≤m
(m− ap(n)) log p.
From (25), ∑
p≤n
(
m[logp n]− τm,p(n)
)
log p = O(1) +
∑
p≤n,ap(n)≤m
(m− ap(n)) log p,
where the implied constant comes from the primes ≤ m, and so we have that
(31)
∑
p≤n
(
m[logp n]− τm,p(n)
)
log p = G(n) +O(1).
In view of (31) it will suffice to prove (27) for G(n). Observe that
G(n) =
[log2 n]∑
t=1
m−1∑
a=1
(m− a){ϑ((na−1)1t )− ϑ((n(a+ 1)−1)1t )}.
Let Gt(n) denote the inner sum for 1 ≤ t ≤ [log2 n]. Then
(32) Gt(n) = mϑ{(n1 )1/t} − ϑ{(n1 )1/t} − ϑ{(n2 )1/t} − · · · − ϑ{( nm )1/t}.
By (24) there is a positive constant α such that
ϑ{(na )1/t} = (na )1/t +O(n exp{−α(logn)1/2}).
With the help of (32) we get that
(33) Gt(n) = {mn
1
t − n 1t − (n/2)1t − · · · − (n/m)1t }+O(n exp{−α(logn)1/2}).
Let La(n) :=
∑[log2 n]
t=1 (
n
a )
1
t for 1 ≤ a ≤ m. By summing up (33) we get
(34) G(n) = mL1(n)− L1(n)− L2(n)− · · · − Lm(n) +O(n exp{−α(logn)1/2} logn).
Once n ≥ a we have that
(n/a) ≤ La(n) = (n/a) + (n/a)
1
2
{
1 + (n/a)
1
3−
1
2 + · · ·+ (n/a)
1
[log2 n]
− 12}
< (n/a) + (n/a)
1
2 (log2 n),
and so La(n) = (n/a) +O(
√
n logn). Finally, from (34) we get that
G(n) = mn− (n/1)− (n/2)− · · · − (n/m) +O(n exp{−α(logn)1/2} logn)
which proves (27) in view of (31).

Remark. If the Riemann hypothesis is true then the error terms in Lemma 3 and Proposition 4 improve
significantly: for any ε > 0,∑
p≤n
[logp n] log p = n+O(n
1/2+ε),
∑
p≤n
τm,p(n) log p = nHm +O(n
1/2+ε logn).
We will not need these stronger error terms for the applications in §4.
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4. Proof of Theorem 2
In §2 we established a local estimate for the finite differences c of a sequence s with integral mth divided
difference. The calculations in §3 show that
lim
n→∞
∏
p prime
p
τm,p(n)
n = e1+
1
2+···+
1
m .
By combining the local estimates for δms with this calculation we will obtain a characterization of polynomial
sequences in terms of the Archimedean growth of their finite differences. Let K be an algebraic number field
of degree d with ring of integers O. For the sake of generality, we work with an arbitrary finite set S of
places of K that contains the Archimedean places. Recall that the finite differences of s are defined by
c(n) :=
n∑
k=0
(
n
k
)
(−1)n−ks(k) (n ∈ N).
Proposition 5. Let s : N→ K and let S ⊂MK be a finite set containing the Archimedean places. Suppose
that
(i) δms is O-valued, and
(ii) for each v in S there is a positive number ρv such that |c(n)|v ≪ ρnv .
If
(35)
∏
v∈S
ρdvv < e
d
(
1+
1
2+···+
1
m
)
then s(n) is a polynomial in n.
Proof. By Lemma 1 the conclusion is equivalent to c being eventually zero, so for the sake of contradiction
suppose that (35) holds and that c has infinitely many non-zero terms.
Let v be a place of K not in S, pv the rational prime v lies over, σv a representative embedding for v,
and dv the local degree of v. The finite differences (14) of the sequence σvs : N → Cp are clearly given by
σvc(n). We may apply Proposition 2 to see that |c(n)|v = |σvc(n)|pv ≤ p−τm,pv (n)v for n ≥ m, and so
(36)
∏
v 6∈S
|c(n)|dvv ≤
∏
v 6∈S
p
−dvτm,pv (n)
v .
Note that both sides amount to finite products (τm,pv (n) = 0 if pv > n).
By the definition of τm,p(n),
τm,p(n) ≤ max
1≤i1≤···≤im≤n
(wp(i1) + · · ·+ wp(im)) = m max
1≤i≤n
wp(i) = m[logp(n)],
and in particular τm,p(n) = O(log n). Then, once n is larger than any prime lying under a prime of S, we
have that ∑
v 6∈S
dvτm,pv (n) log pv =
∑
pv≤n
dvτm,pv(n) log pv −
∑
v∈S
dvτm,pv (n) log pv
= d
∑
p≤n
τm,p(n) log p+O(log n).
With the help of Proposition 4 we see that∑
v 6∈S
dvτm,pv (n) log pv = dnHm + o(n).
By putting this together with (36) we obtain∏
v 6∈S
|c(n)|dvv ≤ e−ndHm+o(n).
Now let ni be chosen so that c(ni) 6= 0 for all non-negative integers i. With the help of the product
formula we obtain ∏
v∈S
ρ−dvv ≤ lim inf
i→∞
(∏
v∈S
|c(ni)|−dv/niv
)
≤ e−dHm .
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This contradicts (35) and concludes the proof. 
We now prove a generalization of Theorem 1. In addition to the integrality of higher divided differences
we will consider the possibility of p-adic analytic interpolation — i.e., the existence of a power series F (x) ∈
Cp[[x]] which converges for all x ∈ D<Rp := {x ∈ Cp : |x|p < R} such that R > 1 and F (n) = σvs(n) for all
n ≥ 0. It is known that p-adic analytic interpolation corresponds to p-adic decay of finite differences (cf. e.g.
[13], §54). By combining this decay with the decay coming from the integrality of δms, we obtain a common
generalization of the Hall-Ruzsa and Hilliker-Straus theorems, [5], [12], [6], as well as one of the main results
from Dwork’s work on the rationality of the zeta function over a finite field (cf. Remark 2).
Theorem 2. Let s : N → K, let S ⊂ MK be a finite set containing the Archimedean places M∞K , and let
F ⊂MK be another finite set disjoint from S. Suppose that
(i) δms is O-valued,
(ii) for each v in S there is a positive number θv such that |s(n)|v ≪ θnv , and
(iii) for each v in F there is a number Rv > 1 such that σvs extends to a p-adic analytic function
D<Rvpv → Cpv .
If
(37)
∏
v∈M∞K
(1 + θv)
dv
∏
v∈S\M∞K
max{1, θv}dv
∏
v∈F
(p
1
pv−1
v Rv)
−dv < ed
(
1+
1
2+···+
1
m
)
then s(n) is a polynomial in n.
Proof of Theorem 1. Take S = M∞K , F = ∅ and apply Theorem 2, noting that there are two isometric
embeddings for every complex place. 
Proof of Theorem 2. By Proposition 5 we see that s is polynomial if for each v ∈ S ∪ F there are positive
constants Dv and ρv such that
(38) |c(n)|v ≤ Dvρnv for all n ≥ 0
and
(39)
∏
v∈S∪F
ρdvv < e
dHm .
Suppose that v is an Archimedean place in S. Then |c(n)|v ≤ max0≤k≤n |s(k)|v by the ultrametric
inequality. As |s(n)|v ≪ θnv by hypothesis, there is a positive constant Dv such that
|c(n)|v ≤ max
0≤k≤n
Cθkv =
{
Dv if θv < 1,
Dvθ
n
v if θv ≥ 1.
Hence in either case we may take ρv = max{1, θv}. Now suppose v is a non-Archimedean place in S. We
have that
|c(n)|v ≤
∑
0≤k≤n
(
n
k
)
|s(k)|v.
Therefore for some positive constant Dv we have that |c(n)|v ≤ Dv(1 + θv)n, and here we take ρv = 1 + θv.
Then for every v in S (38) is satisfied.
Now we consider the places v in F . By hypothesis, for any place v in F there exists an analytic function
fv(x) defined on the closed disk of Cpv of radius Rv, Rv > 1, containing zero such that σvs(n) = fv(n) for
all n ≥ 0. Without loss of generality, we may assume that fv is analytic on a disk of radius strictly larger
than Rv for all v ∈ F since the inequality (37) remains valid even if Rv is replaced with a sufficiently close
but smaller quantity. Furthermore, by taking a sufficiently small ε > 0 we may assume that for all v in F ,
fv is analytic on a disk of radius strictly larger than Rv + ε. Now we make use of a theorem of Iwasawa, [7],
Theorem 3, to see that
(40) lim
n→∞
|c(n)|vr−n = 0
for any real number r such that
(41) p
−1
pv−1
v (Rv + ε)
−1 < r.
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On the other hand, (40) implies that |c(n)|1/nv > r for only finitely many n, or that lim supn |c(n)|1/nv ≤ r.
Hence there are positive constants Dv, ρv satisfying (38) and ρv ≤ r for all v ∈ F . As r was arbitrary subject
to (41) this shows that r may be taken to be ≤ p
−1
pv−1
v R−1v . Therefore the constants Dv, ρv may be chosen to
satisfy (38) as well as
(42)
∏
v∈F
ρdvv ≤
∏
v∈F
(p
1
pv−1
v Rv)
−dv .
Putting (42) together with the choices of ρv for v in S shows that∏
v∈S∪F
ρdvv ≤
∏
v∈M∞K
(1 + θv)
dv
∏
v∈S\M∞K
max{1, θv}dv
∏
v∈F
(p
1
pv−1
v Rv)
−dv .
This inequality shows that (37) implies (39) and concludes the proof. 
Remark 2. It is well-known that a power series
∑
n≥0 anX
n is the expansion of a rational function if and
only if there exists an integer N such that
(43) c(n) := det(an+i+j)
N
i,j=0
is zero for all sufficiently large n. Theorem 2 may be applied to the sequence s whose finite differences are
given by (43) to obtain a generalization of Dwork’s Theorems 2 and 3 from his article proving the rationality
of the zeta function of a variety over a finite field [4]. We have not emphasized this application however as
hypotheses (1) and (3) of Theorem 2 do not appear to be natural conditions on power series.
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