Introduction
An interconnection network connects the processors of parallel computers. Its architecture can be represented as a graph in which the vertices correspond to processors and the edges correspond to connections. Hence, we use graphs and networks interchangeably. There are many mutually conflicting requirements in designing the topology for computer the number of vertices in P i is 2k i + 1 for some integer k i . There are k i − 1 vertices of P i in V 1 other than u and v, and k i vertices of P i in V 2 . As a consequence, |V 1 | = k i=1 (k i −1)+2 and |V 2 | = k i=1 k i . Therefore, any bipartite graph G with (G) 3 is not k * -connected for any 3 k (G). For this reason, a bipartite graph is k * -laceable if there exists a k * -container between any two vertices from different partite sets. Obviously, any bipartite k * -laceable graph with k 2 has the equal size of bipartition. A 1 * -laceable graph is also known as hamiltonian laceable graph. Moreover, a graph G is 2 * -laceable if and only if it is hamiltonian. All 1 * -laceable graphs except that K 1 and K 2 are 2 * -laceable. A bipartite graph G is super laceable if G is i * -laceable for all 1 i (G). In this paper, we will prove that the star graph S n is super laceable if and only if n = 3.
In the following section, we give the definition of the pancake graphs and discuss some of their properties. In Section 3, we prove that the pancake graph P n is super connected if and only if n = 3. The definition of the star graphs and some of their properties are presented in Section 4. In Section 5, we prove that the star graph S n is super laceable if and only if n = 3. In the final section, we discuss further research.
The pancake graphs
Let n be a positive integer. We use n to denote the set {1, 2, . . . , n}. The n-dimensional pancake graph, denoted by P n , is a graph with the vertex set V (P n ) = {u 1 u 2 . . . u n | u i ∈ n and u i = u j for i = j }. The adjacency is defined as follows: u 1 u 2 . . . u i . . . u n is adjacent to v 1 v 2 . . . v i . . . v n through an edge of dimension i with 2 i n if v j = u i−j +1 for all 1 j i and v j = u j for all i < j n. We will use bold face to denote a vertex of P n . Hence, u 1 , u 2 , . . . , u n denote a sequence of vertices in P n . In particular, e denotes the vertex 12 . . . n. By definition, P n is an (n − 1)-regular graph with n! vertices.
Let u = u 1 u 2 . . . u n be any vertex of P n . We use (u) i to denote the ith component u i of u, and use P {i} n to denote the ith subgraph of P n induced by those vertices u with (u) n = i. Obviously, P n can be decomposed into n vertex disjoint subgraphs P {i} n for every i ∈ n such that each P {i} n is isomorphic to P n−1 . Thus, the pancake graph can be constructed recursively. Let H ⊆ n , we use P H n to denote the subgraph of P n induced by ∪ i∈H V (P {i} n ). By definition, there is exactly one neighbor v of u such that u and v are adjacent through an i-dimensional edge with 2 i n. For this reason, we use (u) i to denote the unique i-neighbor of u. We have ((u) 
. For 1 i, j n and i = j , we use E i,j to denote the set of edges between P {i} n and P {j } n . The pancake graphs P 2 , P 3 , and P 4 are shown in Fig. 1 for illustration.
The following theorem is proved by Hung et al. [14] .
Theorem 1 (Hung et al. [14] ). P n is 1 * -connected if n = 3, and P n is 2 * -connected if n 3.
Lemma 1.
Assume that n 3. |E i,j | = (n − 2)! for any 1 i, j n with i = j . 
Lemma 2. Let u and v be any two distinct vertices of
Lemma 3. Let n 5 and H = {i 1 , i 2 , . . . , i m } be any nonempty subset of n . There is a hamiltonian path of P H n joining any vertex u ∈ P
Proof. Note that P {i j } n is isomorphic to P n−1 for every 1 j m. We set x 1 = u and y m = v. By Theorem 1, this theorem holds for m = 1. Assume that m 2. By Lemma 1, we choose (y j , x j+1 ) ∈ E i j ,i j +1 with y j = x j and y m = x m for every 1 j m − 1. By Theorem 1, there is a hamiltonian path Q j of P {i j } n joining x j to y j for every 1 j m. The path x 1 , Q 1 , y 1 , x 2 , Q 2 , y 2 , . . . , x m , Q m , y m forms a desired path.
The super connectivity of the pancake graphs
Lemma 4. Let n 5. Let u and v be any two distinct vertices in P {t} n for some t ∈ n . If P n−1 is k * -connected, then there is a (k + 1) * -container of P n between u and v.
Proof. Since P {t} n is isomorphic to P n−1 , there is a k * -container {Q 1 , Q 2 , . . . , Q k } of P {t} n joining u to v. We need to find a (k + 1) * -container of P n joining u to v. We set p = (u) 1 and q = (v) 1 .
Case 1: p = q. Thus, (u) n and (v) n are in P {p} n . By Lemma 3, there is a hamiltonian path Q of P {p} n joining (u) n to (v) n . We write Q as (u) n , Q , y, z, (v) n . By Lemma 2, (y) 1 = (z) 1 , (y) 1 = t, and (z) 1 = t. By Lemma 3, there is a hamiltonian path R of P n −{t,p} n joining (y) n to (z) n . We set Q k+1 as u, (u) Fig. 2b for illustration.
Thus, the theorem is proved.
Lemma 5.
Let n 5 and k be any positive integer with 3 k n − 1. Let u be any vertex in P {s} n and v be any vertex in P {t} n such that s = t. Suppose that P n−1 is k * -connected. Then there is a k * -container of P n between u and v not using the edge
Proof. Since |E s,t | = (n − 2)! 6, we can choose a vertex y in P {s} n − {u} and a vertex z in P {t} n − {v} with (y, z) ∈ E s,t . Note that P {s} n and P {t} n are both isomorphic to P n−1 . Let {R 1 , R 2 , . . . , R k } be a k * -container of P {s} n joining u to y, and {H 1 , H 2 , . . . , H k } be a k * -container of P 
and there is a hamiltonian path
It is easy to check that {Q 1 , Q 2 , . . . , Q k } forms a k * -container of P n joining u to v not using the edge 
Theorem 2. P n is
Proof. It is easy to see that P 2 is 1 * -connected and P 3 is 2 * -connected. Since the P 4 is vertex transitive, we claim that P 4 is 3 * -connected by listing all 3 * -containers from 1234 to any vertex as follows: (1234) Assume that P k is (k − 1) * -connected for every 4 k n − 1. Let u and v be any two distinct vertices of P n with u ∈ P {s} n and v ∈ P {t} n . We need to find an (n − 1) * -container between u and v of P n . Suppose that s = t. By Lemma 4, there is an (n − 1) * -container of P n joining u to v. Thus, we assume that s = t. We set p = (u) 1 and q = (v) 1 .
, (2134), (4312) (1234), (3214), (4123), (2143), (3412), (4312) (1234), (4321), (2341), (1432), (4132), (2314), (1324), (3124), (4213), (1243), (3421), (2431), (4231), (3241), (1423), (2413), (3142), (1342), (4312) (1234), (2134), (3124), (1324), (4231), (2431), (1342) (1234), (3214), (2314), (4132), (1432), (2341), (3241), (1423), (4123), (2143), (3412), (4312), (1342) (1234), (4321), (3421), (1243), (4213), (2413), (3142), (1342) (1234), (2134), (3124), (4213), (2413), (1423), (3241), (2341), (1432), (3412), (4312), (1342), (3142), (4132), (2314), (1324), (4231), (2431), (3421) (1234), (3214), (4123), (2143), (1243), (3421) (1234), (4321), (3421) (1234), (2134), (3124), (1324), (4231), (2431), (3421), (4321) (1234), (3214), (2314), (4132), (1432), (3412), (4312), (1342), (3142), (2413), (4213), (1243), (2143), (4123), (1423), (3241), (2341), (4321) (1234), (4321) (1234), (2134), (3124), (1324), (4231), (2431) (1234), (3214), (2314), (4132), (3142), (2413), (4213), (1243), (2143), (4123), (1423), (3241), (2341), (1432), (3412), (4312), (1342), (2431) (1234), (4321), (3421), (2431) (1234), (2134), (3124), (4213), (1243), (2143), (3412), (4312), (1342), (3142), (2413), (1423) (1234), (3214), (4123), (1423) (1234), (4321), (3421), (2431), (4231), (1324), (2314), (4132), (1432), (2341), (3241), (1423)
Case 1: p = t and q = s. Thus, (u) n ∈ P {t} n and (v) n ∈ P {s} n . Subcase 1.1: u = (v) n . Thus, (u, v) ∈ E(P n ). By Lemma 5, there is an (n−2) * -container {Q 1 , Q 2 , . . . , Q n−2 } of P n joining u to v not using the edge (u, v). We set Q n−1 as u, v . Then {Q 1 , Q 2 , . . . , Q n−1 } forms an (n − 1) * -container of P n joining u to v. Subcase 1.2: u = (v) n . We set y = (v) n and z = (u) n . Let {R 1 , R 2 , . . . , R n−2 } be an (n − 2) * -container of P {s} n joining u to y, and let {H 1 , H 2 , . . . , H n−2 } be an (n − 2) * -container of P n − {s, t}. Similarly, J = n − {s, t}. We have I = J . Without loss of generality, we assume that (y i ) 1 = (z i ) 1 for every 1 i n − 2. By Lemma 3, there is a hamiltonian path T i of P {(y i ) 1 } n joining (y i ) n to (z i ) n for every 1 i n − 4, and there is a hamiltonian path T n−3 of P {(y n−3 ) 1 ,(y n−2 ) 1 } n joining (y n−3 ) n to (z n−2 ) n . We set
Q n−2 = u, z, z n−3 , H n−3 , v , and Q n−1 = u, R n−2 , y n−2 , y, v .
Then {Q 1 , Q 2 , . . . , Q n−1 } forms an (n − 1) * -container of P n joining u to v. See Fig. 4a for illustration. Case 2: p = t and q ∈ n − {s, t}. Since |E s,q | = (n − 2)! 6, we can choose a vertex y in P {s} n − {u} with (y) n ∈ P {q} n . We set z = (u) n ∈ P {t} n . Let {R 1 , R 2 , . . . , R n−2 } be an (n − 2) * -container of P {s} n joining u to y, and {H 1 , H 2 , . . . , H n−2 } be an (n − 2) * -container of P {t} n joining z to v. We write R i = u, R i , y i , y and
Without loss of generality, we assume that (y i ) 1 = (z i ) 1 for every 1 i n − 3, (y n−2 ) 1 = t, and (z n−2 ) 1 = q. By Lemma 3, there is a hamiltonian path T i of P {(y i ) 1 } n joining (y i ) n to (z i ) n for every 1 i n − 3, and there is a hamiltonian path T n−2 of P {q} n joining (y) n to (v) n . We set
Q n−2 = u, R n−2 , y n−2 , y, (y) n , T n−2 , (v) n , v , and
Then {Q 1 , Q 2 , . . . , Q n−1 } forms an (n − 1) * -container of P n joining u to v. See Fig. 4b for illustration. Case 3: p, q ∈ n − {s, t}. Since |E s,t | = (n − 2)! 6, there exists an edge (y, z) in E s,t with y ∈ P {s} n − {u} and z ∈ P {t} n − {v}. Let {R 1 , R 2 , . . . , R n−2 } be an (n − 2) * -container of P {s} n joining u to y, and let {H 1 , H 2 , . . . , H n−2 } be an (n − 2) * -container of P joining (y i ) n to (z i ) n for every i ∈ n − 3 , and there is a hamiltonian path T n−2 in P {p} n joining (u) n to (v) n . We set
Q n−2 = u, R n−2 , y n−2 , y, z, z n−2 , H n−2 , v , and
Then {Q 1 , Q 2 , . . . , Q n−1 } forms an (n − 1) * -container of P n joining u and v. See Fig. 4c for illustration. Subcase 3.2: p = q. Without loss of generality, we assume that (y n−3 ) 1 = q. By Theorem 1, there is a hamiltonian path T i of P {(y i ) 1 } n joining (y i ) n to (z i ) n for every 1 i n − 4, there is a hamiltonian path T n−3 of P {q} n joining (y n−3 ) n to (v) n , and there is a hamiltonian path T n−2 of P {p} n joining (u) n to (z n−2 ) n . We set
It is easy to check that {Q 1 , Q 2 , . . . , Q n−1 } is an (n − 1) * -container of P n from u to v. See Fig. 4d for illustration.
Theorem 3. P n is super connected if and only if n = 3.
Proof. We prove this theorem by induction. Obviously, this theorem is true for P 1 and P 2 . Since P 3 is isomorphic to a cycle with six vertices, P 3 is not 1 * -connected. Thus, P 3 is not super connected. By Theorems 1 and 2, this theorem holds on P 4 . Assume that P k is super connected for every 4 k n − 1. By Theorems 1 and 2, P n is k * -connected for any k ∈ {1, 2, n − 1}. Thus, we still need to construct a k * -container of P n between any two distinct vertices u ∈ P {s} n and v ∈ P {t} n for every 3 k n − 2. Suppose that s = t. By induction, P n−1 is (k − 1) * -connected. By Lemma 4, there is a k * -container of P n joining u to v. Suppose that s = t. By induction, P n−1 is k * -connected. By Lemma 5, there is a k * -container of P n joining u to v.
Hence, the theorem is proved.
The star graphs
The n-dimensional star graph, denoted by S n , is a graph with the vertex set V (S n ) = {u 1 u 2 . . . u n | u i ∈ n and u i = u j for i = j }. The adjacency is defined as follows:
, and v i = u 1 . Again, we use bold face to denote a vertex of S n . Hence, u 1 , u 2 , . . . , u n denote a sequence of vertices of S n . In particular, e denotes the vertex 12 . . . n. By definition, S n is an (n − 1)-regular graph with n! vertices.
It is known that S n is a bipartite graph with one partite set containing all odd permutations and the other partite set containing all even permutations. For convenience, we refer an even permutation as a white vertex, and refer an odd permutation as a black vertex. Let u = u 1 u 2 . . . u n be any vertex of S n . We use (u) i to denote the ith component u i of u and S {i} n to denote the ith subgraph of S n induced by those vertices u with (u) n = i. Obviously, S n can be decomposed into n vertex disjoint subgraphs S {i} n for 1 i n, such that each S {i} n is isomorphic to S n−1 . Thus, the star graph can be constructed recursively. Let H ⊆ n . We use S H n to denote the subgraph of S n induced by ∪ i∈H V (S The following theorem is proved by Hsieh et al. [12] .
Theorem 4 (Hsieh et al. [12] ). S n is 1 * -laceable if n = 3, and S n is 2 * -connected if n 3. 
Lemma 7. Let u and v be any two distinct vertices of S n with
d(u, v) 2. Then (u) 1 = (v) 1 . Moreover, {((u) i ) 1 | 2 i n − 1} = n − {(u) 1 , (u) n } if n 3.
The super laceability of the star graphs
In this section, we are going to prove that S n is super laceable if and only if n = 3. As you will observe, the proof is very similar to the proof that P n is super connected if and only if n = 3.
Lemma 9.
Let n 5 and k be any positive integer with 3 k n − 1. Let u be any white vertex and v be any black vertex of S n . Suppose that S n−1 is k * -laceable. Then there is a k * -container of S n between u and v not using the edge
Proof. Since S n is edge transitive, we may assume that u ∈ S It is easy to check that {Q 1 , Q 2 , . . . , Q k } forms a k * -container of S n joining u to v not using the edge (u, v) if (u, v) ∈ E(S n ).
Theorem 5. S n is (n − 1) * -laceable if n 2.
Proof. It is easy to see that S 2 is 1 * -laceable and S 3 is 2 * -laceable. Since the S 4 is vertex transitive, we claim that S 4 is 3 * -laceable by listing all 3 * -containers from the white vertex 1234 to any black vertex as follows:
construct a k * -container of S n between any white vertex u and any black vertex v for every 3 k n − 2. By induction, S n−1 is k * -laceable. By Lemma 9, there is a k * -container of S n joining u to v.
Further study
In this paper, we prove that the pancake graph P n is super connected for n = 3 and the star graphs S n is super laceable for n = 3. We believe that there are other super connected and super laceable graphs. It would be very interesting to classify such graphs.
We may also study the fault tolerant k * -connectivity for any super connected graph. For example, let F ⊂ V (P n ) ∪ E(P n ) with |F | = f n − 3. Obviously, P n − F is (n − 1 − f ) connected. However, we believe that P n − F is (n − 1 − f ) * -connected. Similarly, we can study the fault tolerant k * -laceability for any super laceable graph. For example, let F ⊂ E(S n ) with |F | = f n − 3. Obviously, S n − F is (n − 1 − f ) connected. However, we believe that S n − F is (n − 1 − f ) * -connected.
Assume that G is k * -connected. We may also define the k * -connected distance between any two vertices u and v, denoted by d s k (u, v) , which is the minimum length among all k * -containers between u and v. 
