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Abstract 
Epilepsy is a neurological disorder characterized by recurrent seizures that shows the 
clinical signs of an excessive and hyper synchronous neuronal activity in the brain. Three to five 
pei- cent of the world populations have a seizure sometime in their life and half to one per cent of 
the population have active epilepsy. As electroencephalogram (liEG) is the main diagnostic tool 
for detecting seizures, monitoring the patient's EEG for several days is often needed for 
diagnosis and analysis of epileptic seizures. But this process is tedious and time-consuming. The 
situation becomes particularly critical when patients have intra cerebral electrodes and EEG has 
100 or more channels. Occasionally, seizures may be limited to a very small number of channels; 
at times even to a single electrode. Therefore it is necessary to observe all channels. Thus, a 
reliable automatic seizure detection system would easily facilitate long-term monitoring and 
treatment of seizures. 
The earlier assumption regarding the seizure was that of an abrupt phenomenon that 
switches between normal and seizure (ictal) states. But later studies suggested of a preictal 
period indicative of an upcoming seizure preceding actual ictal period. Hence, researches on 
predicting epileptic seizures using these precursors have been in place for some time. 
This thesis presents methods of automatic epileptic seizure detection using features which 
not only give high classification accuracy but also have low computational complexity. The 
utility of mean absolute deviation (MAD), inter quartile range (IQR) and variance as effective 
feamres in discriminating different EEG classes for seizure detection was demonstrated in this 
wo]"k. When tested with publicly available and widely used Bonn University EEG dataset, 
different combination of these 3 features yielded 100% accuracy in discriminating 2-class, 3-
class and 5-class EEGs. Feature dimension reduction was accomplished either through 
computing mean, minimum, maximum and standard deviation of the features across each frame 
or through the significant DCT coefficients taken from each frame. The methods described in 
this thesis found to exhibit better performance in terms of specificity, sensitivity and overall 
accuracy over the other published works based on the same database. 
The thesis also describes algorithms developed for epileptic seizure prediction using 
approximate entropy, wavelet entropy, mean absolute deviation (MAD2) and IQR 
independently. Mean absolute deviation (MAD2) and IQR were found to yield better results in 
tenns of sensitivity, prediction time and false prediction rate (FPR) when tested with widely used 
Freiburg University EEG dataset. When the combination of MAD2 and IQR was used to 
improve the results further, it found to predict all 73 seizures under study well in advance with 
much low FPR. These results exhibited marked improvement over the previous results obtained 
on the same database. 
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CHAPTER 1 
INTRODUCTION 
The demand for more economical and efficient clinical services is increasing day by day. 
Hence there is an urgent need for new methods and techniques that can ease the diagnosis, 
observation and treatment of human ailments. In the past few years, attempts for the 
development of new modalities and equipments that facilitate the timely and effective healthcare 
have resulted in the growth of biomedical engineering [1]. 
Biosignals or biomedical signals provide plethora of information regarding the complex 
processes taking place in human body [2]. Signals like electrocardiogram (ECG), 
electroencephalogram (EEG), electromyogram (EMG) etc are some of the major biomedical 
signals that have been used for diagnosis. If these signals were processed properly, they have the 
potential to give indications regarding the normal/abnormal behavior of the systems under study. 
In today's world, most of such processing are digital and recent progresses in digital signal 
processing has found one of their major applications in biomedical signal processing. 
Advancements in information and communication technologies and computing power have given 
fiirther momentum to the development of this area through making the storage, processing and 
communication of the huge biomedical databases possible. 
Due to the cost and fatigue attached to the continuous monitoring of long term biomedical 
signals like EEG for detecting abnormalities, development of automatic detection methods by 
analyzing these biomedical signals has been one of the major areas of study in biomedical signal 
processing. In tune to this trend, many research works have been reported in recent years in 
diverse areas like arrhythmia detection, heart rate variability' analysis, sleep disorders, 
Alzheimer's disease, epileptic seizures, dementia, studies on depth of anesthesia etc. 
Brain is an important organ which controls the entire functioning of human body. Any 
abnonnal behavior of brain will result into some health disorders. The brain activity can be 
monitored by EEG, magnetic resonance imaging (MRI), functional MRI etc. Epilepsy is one of 
the rnost common neurological disorders for which EEG is used as a tool for diagnosis. 
1.1 EPILEPTIC SEIZURES AND ITS DIAGNOSIS 
Epilepsy is characterized by sudden and recurrent seizures caused by the rhythmic firing of 
large group of neurons in the brain [3]. Epilepsies can be divided into partial and generalized 
classes, depending on the extent of involvement of brain areas during the seizure. Generalized 
seizures begin simultaneously in both hemispheres of the brain while partial (or focal) seizures 
originate from a localized region of the brain, with single or multiple epileptic foci, and remain 
restricted to it. 
Since the discovery of the human electroencephalographic (EEG) signals by Hans Berger in 
1923, the EEG has been the most commonly used tool for clinical assessment of brain dynamics. 
The electrical signals were generated from the neural activity of the human brain from the early 
stages of prenatal development onwards [4]. This electrical activity that can be observed through 
the EEG recordings represented not only the brain function but also the status of the whole body. 
Hence analyzing EEG by applying signal processing techniques has been used for detecting 
brain disorders. Consequently, the automatic detection of neurological disorders using EEG has 
evolved as a major area of research in past so many years. 
EEG recordings from the epileptic brain shows that the neuronal discharges may begin 
locally in portions of the cerebral hemispheres (partial/focal seizures, with a single or multiple 
foci) or begin simultaneously in both cerebral hemispheres (generalized seizures). EEG mostly 
measures the currents that flow during synaptic excitations of the dendrites of many pyramidal 
neurons in the cerebral cortex. EEGs are divided into different frequency ranges or brain 
rhythms. In healthy adults itself, the amplitude and frequencies of such rhythms will change from 
one mental state to another, such as wakefulness to sleep or relaxed to active thinking. These 
frequency bands are designated as delta (0.5-4 Hz), theta (4-8 Hz), alpha (8-13 Hz) and beta (13-
26 Hz). An example of EEG data recorded and its brain maps for different frequency ranges are 
shown in Fig. 1.1. The brain map provides the energy distribution in different frequency bands of 
EEG. 
The EEG signals may easily be contaminated by the spurious unwanted signals called 
artifacts that happen due to ocular movements, muscular movements, line frequency interference 
etc. As these signals may adversely affect the conclusions made through EEG analysis, it is 
necessary to eliminate these without altering original EEGs. Hence artifact removal foniis a 
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Fig. 1.1: Plot of EEG data and its brain maps for relaxed state 
major part of the EEG signal processing. At certain occasions, depending on the frequency range 
of interest, we may have to apply filtering operations to EEG signals. For example, as EEG 
mostly contains neuronal information below 100 Hz, frequencies above this can be removed by 
employing a simple low pass filter. Notch filters at 50 Hz are used to remove line interference. 
Detailed discussion regarding EEG, various brain rhythms and utility of EEG as a tool of 
epileptic seizure detection are given in Section 2.5. 
Recent advances like fMRl have radically changed the neuroimaging scenario and it might 
have diminished the role of EEG as the optimal, noninvasive method of clinical investigations of 
brain disorders. But as epilepsy is a disorder of brain function rather than of brain structure, EEG 
remains to be the main tool for seizure investigation [5]. Localization of epileptogenic zones 
becomes an integral part of epilepsy treatment in which resective surgery is the option. In such 
casies if scalp EEG yields ambiguous results, then invasive intracranial electrodes can be used to 
improve diagnostic or prognostic accuracy [6]. 
1.2 SIGNIFICANCE OF AUTOMATIC SEIZURE DETECTION 
AND PREDICTION 
Initially, long term monitoring of EEG for seizures were done in in-patient settings of 
hospitals. Due to the presence of specialized staff, the manual monitoring of EEG was done with 
much ease in such envirormients. Anti-seizure medications were prescribed for out-patients 
based on a patient's account of number and extent of seizures they experienced between visits. 
But majority of the patients present inaccurate count of seizures [7] which may prompt a 
physician to prescribe incorrect dose of medication. Overdoses invite toxic side effects whereas 
underdose will negate the purpose of medication and will result in continuation of frequent 
sei:iures. Since the advent of ambulatory EEG recording systems, the out-patient EEG recording 
has become common. It has the advantage that patients were monitored in their normal 
emironment without the reduction in seizure frequency usually occurring during in-patient 
sessions [8]. But out-patients using ambulatory recorders couldn't be observed during the 
recording period. Clinical staff later on reviewed the EEG and gathered information regarding 
number, frequency, duration and time of day of the seizures that might have occurred during the 
monitoring session [9]. However, review of a continuous EEG recording lasting several days can 
be a time-consuming process. In practice, the patient can indicate that a seizure occurs through 
the use of an alarm button, so that only the EEG around the use of the button needs to be 
analyzed. Unfortunately, Studies have shown that up to 30% of patients may not be aware of 
their own seizures [10]. 
Monitoring the patient's EEG for several days is often needed for diagnosis and analysis of 
the epileptic seizures. This process is tiresome, time-consuming and expensive. The situation is 
pandcularly critical when patients have intra cerebral electrodes, when their EEG has 100 or 
more channels. Seizures can be limited to a very small number of channels; sometimes to a 
single electrode. Therefore it is necessary to observe all channels. Thus, a reliable automatic 
seizure detection system would easily facilitate long-term monitoring and treatment of seizures 
[11 ]. Moreover, if the partial seizure is detected at the initial steps of its development, its primary 
focus could be localized based on the clinical symptoms and the EEG patterns. This will be 
helpful in presurgical evaluations. 
One of the most disturbing characteristics of epilepsy is the seemingly unpredictable nature 
of seizures. Till few years back, the assumption regarding the seizure was that of an abrupt 
phenomenon that switches between normal and seizure (ictal) states. But recent studies give 
indications to some changes in intracranial EEG indicative of an upcoming seizure and thereby 
give credence to the idea of a preictal period preceding actual ictal period. If these precursors 
could be utilized for predicting epileptic seizures, it will be helpful in developing new treatment 
strategies [12]. Epileptologists have long been aware of physiological changes happening prior to 
sei.zure onset. These include increase in oxygen availability and blood oxygen levels, changes in 
heart rate etc. [13-16]. But these clinical findings do not tell how long before a seizure the first 
preseizure changes occur or by what method a seizure might be predicted. 
The anticipation of epileptic seizures well in advance to their actual onset may lead to the 
design of more effective drugs for the disruption of the brain's preparedness for an oncoming 
sei;aire. The new therapies based upon seizure prediction will help many individuals whose 
epilepsy cannot be controlled by medications, or who are not in a position to undergo epilepsy 
surgery. If the medications could be replaced by electrical stimulation or drug infusion activated 
only during the pre-seizure period, the side effects of administering antiepileptic drugs might be 
reduced. Together with other prevention techniques, this would greatly improve the quality of 
Ufe for epilepsy patients [17,18]. 
1.3 MOTIVATION 
Epilepsy accounts for 1% of the global burden of disease, determined by the number of 
productive life years lost due to disability or premature death. 80% of the burden of epilepsy is in 
the developing nations, where in some areas 80-90% of people with epilepsy receive no 
treatment at all [19]. About 40% of all individuals with epilepsy are suffering from medically 
intractable seizures, a condition in which seizures cannot be completely controlled by medical 
therapy. These seizures put curbs on the independence and mobility of an individual and can 
result in social exclusion and financial hardship. Daily life for these patients is greatly marred by 
the difficulties they face in different fronts; education, employment, games and even 
transportation can become difficult endeavors. Throughout the world, the social consequences of 
epilepsy are often more difficult to overcome than the seizures themselves. Prejudice, fear, 
misconceptions and the resulting social stigma and discrimination surrounding epilepsy often 
push people with this disorder into margins. Hence there exist need of technological 
interventions that may improve therapeutic possibilities and thereby help both the patient and 
their family to manage seizures [20]. 
As the epileptic seizure was one of the most common neurological disorders affecting brain 
[4], active worldwide research has been in place to automatically detect and predict the said 
abnormality for past few years. Though different algorithms have been introduced for this 
pui-pose, most of them were making use of computationally intensive feature extraction 
techniques and classifiers requiring rigorous training. Hence there still exist the need of new 
seizure detection and prediction algorithms which provide high accuracy by making use of 
features require less computation and simple linear classifiers. This is the backdrop at which the 
present work on developing methods for epileptic seizure detection and prediction was taken up. 
1.4 ORIGINAL CONTRIBUTION 
The major outcomes of the work are: 
• The work yielded 100% accuracy in 2-class, 3-class and 5-class cases using median 
absolute deviation (MAD), inter quartile range (IQR) and variance as discriminatory 
features and thereby showed the effectiveness of these features in detecting epileptic 
seizures. 
• Efficacy of discrete cosine transform (DCT) as a feature dimension reduction technique 
for analyzing EEG has been introduced in this work. 
• The detection method developed in this work using the above mentioned features and 
linear classifier found to exhibit better performance in terms of specificity, sensitivity and 
overall accuracy over the other reported works based on the same database. 
• Seizure prediction algorithms were developed using approximate entropy, wavelet 
entropy, mean absolute deviation (MAD2) and IQR independently. Among these, mean 
absolute deviation (MAD2) which is a mean based measure of dispersion and IQR were 
found to yield good results in terms of sensitivity, prediction time and false prediction 
rate (FPR) when tested with widely used Freiburg University EEG dataset [21]. Then in 
order to improve the obtained resuhs, a combination of MAD2 and IQR was used. The 
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results were found to predict all seizures tested well in advance with low FPR. These 
results showed marked improvement over the previous results obtained on the same 
database. 
1.5 THESIS OUTLINE 
This thesis describes the works carried out to develop methods of automatic seizure 
det(2ction and prediction through analyzing EEG. Utility of several features were investigated 
and ranldng of these features were done to know theh significance for the analysis of EEG to 
propose a seizure detection algorithm. As this analysis involves larger data of hours-long 
duration, feature dimension reductions were done to lessen the computational complexity. In 
order to test the seizure detection algorithms developed, publicly available and widely used Bonn 
Uriiversity EEG database [22] described in [23] has been used. The performance was evaluated 
in terms of specificity, sensitivity and accuracy. 
Banking upon the indications that the electrophysiological changes develop minutes to hours 
before the actual onset of epileptic seizures, approximate entropy, wavelet entropy, mean 
absolute deviation (MAD2) and IQR have been extracted for "preictal" and "interictal" EEGs. 
This was done to know whether there exist observable differences between the features extracted 
for two classes so that they can be used for predicting oncoming seizures. This was tested with 
Freiburg University EEG dataset [21]. Results were described in terms of sensitivity, prediction 
time and false positive rate (FPR). 
The thesis is organized as follows: Chapter 2 provides description on different types of 
epileptic seizures in detail and different methods of epilepsy diagnosis including EEG. Different 
EEG recording techniques, EEG artifacts and EEG preprocessing are also explained in this 
cha]3ter. Chapter 3 reviews several different methods proposed for automatic seizure detection 
and seizure prediction till date. Chapter 4 discusses algorithms developed for automatic seizure 
det£;ction in this work. Here the seizure detection has been approached as 2-class, 3-class and 5-
class classification problems depending on the number of different classes of EEGs involved. 
The chapter includes descriptions on EEG database, features extracted and classifier used in the 
work. The performance evaluations of the proposed methods in comparison with other works 
tested on the same database also form part of the chapter. Chapter 5 presents detailed 
illustrations regarding the methods developed for seizure prediction. Prediction algorithms using 
different combination of features are discussed in the chapter. Results obtained through different 
methods were compared in terms of prediction time, sensitivity and rates of false predictions. 
Th(; thesis ends in chapter 6 with a review of the major results and suggestion for future work. 
CHAPTER 2 
EPILEPTIC SEIZURES 
2.1 BRAIN 
From the anatomical point of view, the brain can be divided into three sections: cerebrum, 
cenjbellum, and brain stem (Fig 2.1). The cerebrum consists of left and right hemispheres with 
higlily convoluted surface layer called cerebral cortex. The cortex is a dominant part of the 
central nervous system. The cerebrum contains centers for movement initiation, conscious 
aw£ireness of sensation, complex analysis, and expression of emotions and behavior. The 
cerebellum coordinates voluntary movements of muscles and balance maintaining. The brain 
stern controls respiration, heart regulation, biorhythms and hormone secretion, etc. [24]. The 
highest influence to EEG comes from electric activity of cerebral cortex due to its surface 
position. 
2.2 EPILEPSY 
The word epilepsy derived from Greek word epilambanein meaning to be seized, to be 
overwhelmed by surprise [25]. Epilepsy is a chronic noncommunicable neurological disorder 
thai; affected 50 million people worldwide [26]. It is characterized by recurrent and unpredictable 
interruptions of normal brain fimction, called epileptic seizures. The seizures are transient signs 
Parietal Lobe 
Occipital 
Lobe 
Frontal Lobe , *iu .. 
Left Hemisphere 
> Cerebrum 
Temporal Lobe 
Fig. 2.1: Major parts of brain [24] 
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and/or symptoms of abnormal, excessive or synchronous neuronal activity in the brain. The 
manifestations of seizures may vary from frequent brief lapses of consciousness to short periods 
of a:utomatic subconscious behavior or convulsions of the whole body that make the person fall 
over and lose consciousness completely. Intervals between seizures may vary from less than an 
hour to one or two years. The seizures occur when recurrent episodes of brain dysfunction lead 
to alterations in sensory, motor or other activity [27]. 
Epilepsy is a condition which can affect anyone, at any time of their life. Some of the 
epilepsies are confined to particular age groups. Some suffer from it their whole lives and others 
only for a few years. Aetiologically, the epilepsies are grouped into idiopathic, symptomatic, 
cry]5togenic and progressive classes [28]. The idiopathic epilepsies are the ones whose precise 
mo(ie of inheritance is still unknown. Symptomatic epilepsies are acquired conditions and may 
develop after a particular identifiable event (e.g., asphyxia, head injury, meningitis). Epilepsy is 
called cryptogenic when no clear abnormality is identified for epileptic condition. The term 
progressive epilepsy is used when epilepsy is associated with an evolving neurological condition. 
2.3 SEIZURES 
Epilepsy is normally defined as a medical condition having a tendency to recurrent seizures. 
The generally recognized phases of seizures are prodromal phase, aura, seizure (ictus) and post-
ictal phase [29]. Prodromal phase begins a few hours or even days before the actual seizure 
whose symptoms include headache, bad temper and increased activity. An aura occurs 
immedicitely prior to seizure. It is the beginning of the seizure and signals its focal onset. The 
patient remembers the aura very well, and although he will not always be able to recount it. The 
patient can affirm the aura, as it happens before consciousness is lost. The ictal phase is the 
duration of the actual seizure activity. In most seizures there is a loss of consciousness with ictus 
and the patient is therefore not able to give any information about it. In the post-ictal phase, 
usually there will be a deep sleep and waking up with headache and confiision. 
2.4 CLASSIFICATION OF SEIZURES 
Classification of epileptic seizures is proposed by the Commission on Classificafion and 
Terminology of the International League against Epilepsy (ILAE) and approved in September 
1981 [30]. The major division is into partial seizures and generalized seizures. In the partial 
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Primary nrotoi cortex, 
Frontal Lobe 
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Fig. 2.2: Cerebral lobes and motor and sensory centers of brain [31] 
seizures the abnormal electrical discharges start in a localized area of the brain like sensory 
cortex or motor cortex (Fig. 2.2). The symptoms are dependent on which part of the brain is 
affected. These discharges may remain localized, or they may spread to other parts of the brain 
and then the seizures become generalized (secondary generalized seizures). In generalized 
seizures, on the other hand, the seizure is generalized from the onset (i.e., primary generalized 
seizures), starting in both hemispheres of the brain simultaneously. 
2.4.1 PARTIAL SEIZURES 
The partial seizures (Fig. 2.3 and Fig. 2.4) are first divided into two groups: simple partial 
Fig. 2.3: Partial seizure: discharge remains localized [29] 
and complex partial. As the partial seizures are generally confined to certain regions of brain, the 
changes in EEG due to partial seizures will be evident only in those electrodes corresponding to 
the affected brain regions. In the partial seizure EEG depicted in Fig. 2.4, spikes due to seizure 
are more observable in FP1-F7, FP2-F8, F8-T4, T4-T6, F3-C3, FP2-F4, F4-C4 and C4-P4. 
In simple partial seizures, the patient does not lose consciousness and what happens during 
seizure is dependent on the location of the affected area. These are usually recognized as 
epileptic seizures only when they develop into generalized seizures. Motor seizures (focus is in 
the primary motor cortex), sensory seizures (focus in the primary sensory cortex) and autonomic 
seizures (focus in the temporal lobe) are different types of simple partial seizures. 
In complex partial seizure, the patient has impaired consciousness. Though he will be 
slightly aware of what is going on, he cannot respond to anything. There is an aura and deja vu (a 
sensation of things having happened before). Sometimes the seizure occurs with psychomotor 
symi)toms such as automatic movements. There is a slow recovery after a complex partial 
seizure, with a period of confusion. After the attack there is complete amnesia of it. These 
seizures were earlier called psychomotor seizures, and as the localization of the abnormal 
discharge is often in the temporal lobe, the epilepsy is often called temporal lobe epilepsy [30]. 
1 sec 
Fig. 2.4: Partial seizure EEG waveforms [32] 
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Fig. 2.5: Secondary generalized seizure [291 
PARTIAL SEIZURES SECONDARY GENERALIZED 
Both the simple partial seizures and the complex partial seizures may become generalized 
tonic-clonic seizures. As shown in Fig 2.5, the epileptic discharge will be initially localized and 
then spreads to trigger a generalized seizure. Hence, the beginning is as described in the previous 
section, but they end alike the primary generalized tonic-clonic seizures. 
2.4.2 GENERALIZED SEIZURES 
fn primary generalized seizures, the epileptic discharge affects both hemispheres (Fig. 2.6). 
These are characterized by a complete loss of consciousness and the absence of an aura. They 
consist of six different seizure types, of which the primary generalized tonic-clonic seizure 
(GTCS) is the most common [33, 34]. 
Fig. 2.6: Primary generalized seizure [29] 
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In tonic-clonic seizures, the patient loses consciousness, falls down, and develops a 
generalized stiffness (the tonic phase). After a while, this tonic phase is followed by the clonic 
phase, when the muscles alternately contract and relax, resulting in clonic movements. This 
phase may last several minutes. Generalized tonic-clonic seizures can occur in generalized 
epilepsies and in partial epilepsies. To distinguish the two they are called primary or secondary 
generalized. Primary GTCS occur without any warning, i.e., they are not preceded by an aura or 
other partial seizure. Secondary GTCS occur in partial epilepsies and are always preceded by an 
aura or other partial seizure; however, the generalization may be so rapid that the preceding 
seizures are not noticed. This is reflected as large amplitude in the EEG recording as shown in 
Fig. 2.7. 
2.5 EPILEPSY AND ELECTROENCEPHALOGRAM (EEG) 
A number of different methods have been developed to determine whether a person has 
epilepsy and, if so, the type of seizure. Major diagnostic tools include EEG, magneto 
encephalogram (EMG), computer assisted tomography (CT), magnetic resonance imaging 
(MRI), fiinctional MRI (fMRI) and positron emission tomography (PET). Among these, EEG is 
the most v/idely used and cost effective modality for the study of epilepsy. 
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Fig. 2.7: EEG waveforms showing primary generalized seizures [32] 
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In order to detect the electrical activity in the human brain, Hans Berger developed the 
electroencephalogram (EEG) in 1924. One of its important applications from the 1930s onwards 
was in the field of epilepsy. The EEG revealed the presence of electrical discharges in the brain 
and showed different patterns of brainwave discharges associated with different seizure types. 
Fig. 2.8 shows the presence of seizure activity observed in different EEG channels. The EEG 
also helped to locate the site of seizure discharges and expanded the possibilities of neurosurgical 
treatmients. 
ITie scalp EEG gives a measure of electrical activity generated by brain structures recorded 
from the scalp surface after being picked up by metal electrodes and conductive media. Scalp 
EEG recording is a non-invasive procedure that can be applied repeatedly to patients with 
virtually no risk or side effects [35]. 
Local current flows are produced in the brain due to neuronal activation. EEG measures 
mostly the currents that flow during synaptic excitations of the dendrites of neurons in the 
cerebral cortex. Differences of electrical potentials are caused by summed postsynaptic graded 
Fpi2-FB" 
F M « 
T4-T6 
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Fii». 2.8: EEG waveforms show the spread of seizure activity indicated by large amplitudes in different channels 
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potentials from cells that create electrical dipoles between the body of neuron and its branches. 
These (;lect]ical current consists mostly of Na+, K+, Ca++, and CI- ions that are pumped through 
neuron membranes in the direction governed by membrane potential [36]. Only large populations 
of active neurons can generate electrical activity recordable on the head surface. Between 
electrode and neuronal layers current penetrates through skin, skull and several other layers. 
Weak electrical signals detected by the scalp electrodes are massively amplified, and then 
displa)'ed on paper or stored to computer memory. Rather than recording the activity of single 
neuron, EEG records the gross electrical activity between the electrodes placed on the scalp [35]. 
Due to capability to reflect both the normal and abnormal electrical activity of the brain, EEG 
has been found to be a powerful tool in the field of neurology and clinical neurophysiology. 
2.5.1 BRAIN RHYTHMS 
Fi-equency is a key characteristic used to define normal and abnormal EEG. Waveform 
frequencies are linked with the age of the patient, state of alertness or sleep and location on the 
scalp. For example, EEG signals of 8 Hz or higher frequencies are considered as normal in an 
awake adult and frequencies of 7 Hz or less are considered as abnormal in them. At the same 
time, frequencies of 7 Hz or less can normally be seen in children and sleeping adults. In certain 
occasions, EEG frequencies appropriate for age and state of alertness are considered abnormal 
due to their occurrence in an inappropriate scalp location [37]. 
EEG mainly contains following five different frequency ranges of interest [36]: 
• Delta 
• Theta 
• Alpha 
• Beta 
• Gamma 
Delta waves lie within the range of 0.5^ Hz. They occur during deep sleep, during infancy 
and in serious organic brain disease. They are found mostly in the parietal lobes. 
Theta waves have a frequency range between 4 to 8 Hz. They occur mainly in the parietal 
and temporal regions in sleep and also in children when awake, and during emotional stress in 
some adults, particularly during disappointment and frustration. If they occur in excess in an 
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awake iidult, it will be considered as an abnormality. Theta and delta waves are collectively 
called as slow waves. 
Alpha waves are generally observed in all age groups but most common in adults. They 
appear in the posterior half of the head and are usually found over the occipital region of the 
brain. The frequency of alpha waves lies within the range of 8-13 Hz. It has been thought to 
indicate both a relaxed awareness without any attention or concentration and normally disappears 
with ati:ention. 
A beta wave is the electrical activity of the brain varying within the range of 13-26 Hz. It 
may go up to 30 Hz. It is the usual waking rhythm of the brain associated with active thinking 
and is found in normal adults. They have their maximum amplitude (less than 20 |aV) on the 
parietal and frontal regions of the scalp. Four dominant brain rhythms described above are shown 
in Fig. 2.9. 
The frequencies above 30 Hz (mainly up to 45 Hz) correspond to the gamma range 
(sometimes called the fast beta wave). Although the amplitudes of these rhythms are very low 
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Fig. 2.9: Four typical dominant brain rhythms 
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and thijir occurrence is rare, detection of these rhythms can be used for confirmation of certain 
brain diseases. 
2.5.2 SCALP EEG RECORDING 
The "10-20" system, shown in Fig. 2.10 is an internationally recognized method to describe 
the placing of scalp electrodes for recording EEG. The system is based on the relationship 
between the location of an electrode and the underlying area of cerebral cortex. The "10" and 
"20" refer to the fact that the actual distances between adjacent electrodes are either 10% or 20% 
of the total front-back or right-left distance of the skull. 
Each electrode site has a letter to identify the lobe along with a number or another letter to 
identify the hemisphere location. The letters F, T, C, P and O stand for Frontal, Temporal, 
Central, Parietal and Occipital respectively. Even though, there exists no central lobe, the "C" 
letter is used for identification purposes only. A "z" (zero) refers to an electrode placed on the 
midline. Even numbers (2, 4, 6, and 8) refer to electrode positions on the right hemisphere, 
whereas odd numbers (1, 3, 5, and 7) refer to those on the left hemisphere. Two landmarks of 
head a.re used for the essential positioning of the EEG electrodes: first, the nasion which is the 
point between the forehead and the nose; second, the inion which is the lowest point of the skull 
from the back of the head and is normally indicated by a prominent bump [38]. 
WTien recording a more detailed EEG with more electrodes, extra electrodes are added 
utiliziiag the spaces in-between the existing 10-20 system. The Modified Combinatorial 
Nasion 
••A2 
Inion 
Fig. 2.10; 10-20 system for recording EEG measurement 
Nomenclature (MCN) used to refer this electrode placement, uses 1, 3, 5, 7, 9 for the left 
hemisphere which represents 10%, 20%, 30%, 40%, 50%) of the inion-to-nasion distance 
respectively. Naming of extra electrode sites will be done through introducing extra letters. But 
these new letters do not necessarily refer to an area on the underlying cerebral cortex. 
2.5.3 INTRACRANIAL EEG 
When the scalp EEG becomes insufficient, recording of EEG can be done through 
intracerebral multiple contact strip, grid or depth electrodes (Fig. 2.11) placed under the dura 
mater. The recording of these signals is referred to as electrocorticography (ECoG), subdural 
TBb 
(c) 
Fig. 2.11: (a) Strip (b) Grid and (c) Depth electrodes used for intracranial EEG [21] 
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EEG (s(lEEG) or intracranial EEG (icEEG). The presurgical evaluation of patients with 
intractable epilepsy requires the picture of epileptic brain activity with a resolution greater than 
what is provided by scalp EEG to localize the epileptic focus [39]. Both scalp and intracranial 
EEGs provide real time information about brain electrical activity. Scalp electrodes provide the 
global information, whereas the intracranial one provides the local information from the brain 
structure [40]. High frequency components that cannot be seen easily in scalp EEG can be seen 
clearly in icEEG. 
2.6 PROCESSING OF EEG DATA 
Biomedical information processing involves the analysis of physiological measurements to 
provide useful information upon which clinician can take decisions. The main steps of a typical 
biomedical measurement and processing system are shown in Fig. 2.12 [41]. 
The first step is to identify the relevant physical properties of the biomedical system that can 
be measured using suitable sensors. Once a biomedical signal (in this case EEG) is recorded by a 
sensor, it has to be preprocessed and filtered. This is important because the measured signal 
might be contaminated by some spurious signals or noise. The usual sources of noise or artifacts 
include the activities of other biological systems that interfere with the desired signal and the 
variations caused by sensor defects. 
Different types of artifacts affecting EEG can be divided into external and internal artifacts. 
External artifacts are caused by outer actions and internal artifacts are related to the actions made 
by subject itself Major one among external artifacts is the line frequency interference which may 
cause an artifact by appearing as a 50 Hz component in EEG signal. Hence EEG amplifiers are 
usually provided with a 50 Hz notch filter that suppresses signals in a narrow band around the 
mains frequency. The internal artifacts mainly include ocular artifacts, muscular artifacts and 
Biological 
System 
< 
Sensors —• Preprocessing Feature Extraction —> 
Classification 
- • Diagnostics 
Fig, 2.12; Block diagram of a typical biomedical signal processing system [41] 
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movement artifacts. Ocular artifacts happen due to the eye bhnks and eye movements. Though 
the frequency content of the blink artifacts is negligible in the alpha band, their amplitude is 
quite large so that time domain analyses can be strongly influenced by their presence. Comparing 
to the eye blink artifacts, the frequency of eye movement artifacts is lower and amplitudes tend 
to be larger. Muscular artifacts are mainly caused by jaw and facial movements such as those 
associated with chewing, talking and smiling. Patient movement during EEG recording may 
cause pulling and tension in electrodes which results in change in potential. The other internal 
artifacts include the pulse artifacts due to cardiac activity and change in potential due to skin 
resistance [42]. Paroxysmal activity such as sleep spindles which consists of 12-14 Hz are 
seizure like normal rhythms considered as artifacts in analysis of EEG for seizure detection. 
The next step is to process the filtered signal and extract features that represent or describe 
the status and conditions of the system under study. A feature is a characteristic measurement 
extracted from a pattern while a feature vector is composed of the set of all features used to 
describe the pattern. This feature vector reduces the dimensional space needed to represent the 
pattern. The feature extraction is the process of discarding the irrelevant information to the extent 
possible and representing relevant data in a compact and meaningful form [43]. Numerous 
methods can be used for feature extraction so that several diverse features can be extracted from 
the same raw data. Such features are expected to distinguish between normal and abnormal 
patterns. 
Different time, frequency and wavelet domain approaches to the extraction of quantitative 
features from EEG signal have been introduced during past so many years. These approaches 
include those based on change in amplitude, rhythmic activity, spike and sharp wave detection, 
EEG flattening, spectral or wavelet features. Chaotic features such as Lyapunov exponents, 
correlation dimension and entropy also have been proposed to characterize EEG signals. 
Combination of complexity measures and wavelet analysis has been introduced in recent times. 
Detailed discussion regarding the use of various features in context of automatic seizure 
detection can be seen in Chapter 3. 
The subsequent step is the classification. In this step, all the extracted features of pattern are 
submitted to a classifier that distinguishes among different classes of samples, for example, 
normal and abnormal pattern. Basically, a pattern classifier assigns an event or object to one of 
several predefined classes. Feature is the unique aspect or characteristic of a pattern by which it 
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can be discriminated against other patterns. Hence, when the analysis of EEG signal has been 
used as a mode of detection of a particular neurological disorder, it has been modeled as a 
classification problem between the normal and abnormal EEGs. 
Various types of linear and nonlinear classifiers have been used to discriminate between 
different EEG classes. A linear classifier is one which decides the class membership by 
comparing a linear combination of features to a threshold. If we consider the linear classifiers for 
a 2-class problem, the decision boundary will be lines as shown in Fig. 2.13. 
Though linear classifiers are simple and computationally efficient, they might lead to very 
inaccurate decisions for nonlinearly separable features. In Fig. 2.14, there is no good linear 
separator between the two distributions because of the circular region at the upper left part of the 
graph. A linear classifier will misclassify the circular region; whereas a nonlinear separator can 
discriminate between two correctly [44]. 
Discrimination between normal and abnormal EEG will be done based on the classifier 
outputs and it helps the clinician to diagnose the problem correctly. 
2.7 SUMMARY 
The chapter discussed epileptic seizures and their classification into partial and generalized 
Fig. 2.13: Lines that separates two linearly separable 
classes [44] 
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ones in detail. EEG has been introduced as a major diagnostic tool of brain dynamics in tlie 
chapter. Measurement of EEG using scalp and intracranial EEGs and their utility in detecting 
abnormalities in the brain function are described. Various EEG frequency bands with their 
significance and artifacts affecting EEG were also elaborated. The chapter ends with a discussion 
on a typical biomedical system in which preprocessing, feature extraction and classification 
forms the major parts. 
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CHAPTER 3 
SEIZURE DETECTION AND PREDICTION 
ALGORITHMS 
Research in automatic analysis of EEG for supporting the diagnosis of epileptic seizures 
took pace in the 1970s. Prior et al [45] suggested the use of a device called cerebral function 
monitor to demarcate generalized tonic-clonic seizures. These could be identified as a large 
increase in EEG amplitude followed by an observable decrease and by large EMG activity. 
Method described by Ives et al [46] involved filtering of 16 channel EEG and amplitude 
discrimination. Though, it could detect large seizure discharge it was not sensitive to smaller 
discharges. Babb et al [47] introduced an electronic circuit that could recognize a seizure through 
a rapid succession of large amplitude spikes. 
From these beginnings, the analysis of EEG has developed in two main directions: 
* Seizure Detection 
• Seizure Prediction 
3.1 SEIZURE DETECTION 
3.1.1 BACKGROUND 
To accurately characterize a complex seizure problem that can involve multiple seizure 
types, or to analyze the impact of antiepileptic medication, it is sometimes necessary to 
continuously monitor a patient upto 1 to 3 weeks. Continuous monitoring of EEG for several 
days or weeks is enormous and expensive task requiring considerable personnel for observation 
and equipment for recording [48]. Automatic seizure detection was developed to make the 
review of the huge continuous EEG recording less tedious and less expensive. It can also assists 
in the localization of epileptic foci for surgical removal. 
Active worldwide research is going on to develop clinically usable automatic seizure 
detection methods. Various techniques have been proposed to meet this end. However, the 
general block diagram of a seizure detection system can be depicted as shown in Fig. 3.1. The 
major components of the system are preprocessing, feature extraction and classification. 
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In order to clean the EEG data from various internal and external interferences, it is 
necessary to preprocess the data. Physiological and technical artifacts are to be removed or 
reduced for automatic EEG analysis [49]. Muscle potentials, eye blinks and eye movements are 
the important causes for physiological artifacts. Fig. 3.2 shows EEG waveforms in which eye 
blinks p]-oduce large amplitude variations. These artifacts can create transient nonstationarities 
that are similar to epileptiform events. Technical artifacts include the interference from line 
frequency and ECG. The EEG data used for analysis should be cleansed from the contamination 
of various artifacts prior to feature extraction. Fig. 3.3 shows the spectrum of an EEG before and 
after removing the line frequency interference. Sometimes we may be interested in certain EEG 
frequency bands only. Then filtering out of unnecessary frequency bands also forms the part of 
H:. EEG ; PREPROCESSING FEATURE EXTRACTION CLASSIFICATION 
Fig. 3.1: Block diagram of a seizure detection system using EEG 
Fig. 3.2: EEG waveform showing eye blink 
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preprocessing. 
Numerous methods are used for feature extraction so that several diverse features can be 
extracted from the same raw data. Such features are expected to distinguish between healthy and 
devi ating cases. The performance of any automatic seizure detection method using EEG depends 
to a large extent on the extraction of the features that are being used to characterize the raw data. 
As explained in Section 2.6, the extracted features of EEG signal are finally submitted to a 
classifier that will discriminate between normal and seizure EEG classes. 
3.1.2 RELATED WORKS 
Some of the earlier works attempted to detect epileptic seizures based on behavioural 
manifestations. For example, mechanical sensors were used to detect the strong rhythmic 
movement of tonic-clonic seizures [50]. But this method found to be less useful as many seizures 
do not include strong movements. So the attention was turned toward EEG analysis. There may 
be some seizures which do not have electrographic signatures. There are also seizures that have 
mild nonspecific EEG changes which make their differentiation from the normal EEG difficult. 
But these are not of grave concern because most of seizures have clear and relatively specific 
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EEG changes. 
Besides the detection from simple calculations of amplitude, a significant method of seizure 
detection was proposed by Gotman [51] (1982) which was later modified in 1990 [52]. 
Observations of several seizures led to the conclusion that during their development most of the 
seizures include rhythmic paroxysmal activity compared to the background which sustained for 
several seconds. This method was subjected to independent evaluations which indicated the 
detei:tion of 70% to 80% of seizures and the false detection rate was one to three per hour of 
monitoring. 
Spiking was a common observable abnormality with epileptic patients. Fig. 3.4 depicts 
seizure EEG that shows the presence of high amplitude spikes in most of the channels except few 
like Fp2-F4, F4-C4, C4-P4 and P4-02. Studies show that only 1% of non-epileptic EEG shows 
spikes, whereas 60-90% of patients with epilepsy show spiking tendencies [53]. Harding [54] 
presented an exclusive method for the detection of a recurring spiking pattern as well as of 
possible flattening at seizure onset based on intracerebral EEG. This has achieved a detection 
accuracy of 86%. 
Qu and Gotman [55] presented a patient specific technique of seizure onset detection based 
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on template matching that could be used for designing a warning system. When first seizure 
happens with a patient, it will be stored as the template seizure. During EEG monitoring 
subsequent to the recording of the first seizure, the EEG is scanned for a good match with the 
stored one (template) and hence the name template matching. The method used time and 
frequency domain features like average wave amplitude and dominant frequency. When the 
method was evaluated with 12 patients using nearest-neighbor classifier, the system could detect 
the onset of all seizures with an average delay of 9.35 seconds after onset in patient specific case. 
The major limitation of this method was that it could detect only those seizures resemble with 
template seizures. Roessgen et al [56] proposed a detection technique which used a seizure EEG 
model (SEM). It was based on a previously developed local EEG model (LEM) with an added 
seizure waveform component. Though this method could detect 92.65% of seizure occurrences, 
the false detection was as high as 38.09%. 
In the initial attempts of seizure detection described above, the accuracy was not as high as 
requi]-ed for applications in real life situations. Though some methods exhibited high detection 
accuracies, their false detection was found to be high for practical applications. 
Recent years have witnessed an active worldwide research for developing a sophisticated 
meth(3d of automatic seizure detection method that can be used in clinical settings or 
environment. Different methods based on time domain, frequency domain, time-frequency 
domain and nonlinear features have been introduced using different classifiers. A hybrid 
automated identification system that combined Welch (FFT) method for feature extraction, 
principal component analysis (PCA) for dimensionality reduction and artificial immune 
recognition system with fuzzy resource allocation for classification was introduced by Polat and 
Gunes [57]. Though this method achieved 100% accuracy in identifying normal and seizure 
EEGs, it had high computational cost. Ubeyli [58] proposed an algorithm in which three Eigen 
vector methods (Pisarenko, multiple signal classification and minimum-norm) were used to 
generate the power spectral density (PSD) estimates. Using multiclass support vector machine 
(SVM) with the error correcting output codes, it yielded an average accuracy of 993% when 
tested with EEG database provided by Andrzejak et al [23]. A feature set consisting of Shanon 
entropy, spectral entropy, spectral edge frequency, nonlinear energy, line length, wavelet energy 
and root mean square EEG amplitude were used to study the epilepsy detection with 411 
neonatal seizures by Greene et al [59]. Linear, quadratic and regularized discriminant classifiers 
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models were used in the method. Among these, better performance was found with the one 
employing a regularized discriminant classifier model, which gave a correct detection of 81.03% 
with a false detection rate of 3.82%. Tzallas et al [60] described a time-frequency analysis 
method of seizure detection in which short-time Fourier transform (STFT) and 12 time-
frequency distributions were used. The power spectral density obtained through this is used to 
extract features corresponding to the fractional energy of the windows defmed on the time-
frequency plane. When the method was applied to the EEG dataset described in [22], it yielded 
100%, 100% and 89% respectively for 2 class, 3 class and 5 class problems. 
The characteristic nonlinear and nonstationary behavior of biological signals paved way for 
analysi s of EEG signals using nonlinear and wavelet domain features in recent times. One of the 
earlier studies on the feasibility of wavelet transform for classifying EEG signals were carried 
out by Hazarika et al [61]. When the wavelet coefficients obtained through sub-band coding 
were given to artificial neural netwok (ANN), it could successfully classify 66% normal and 
71% abnormal EEGs in this work. Adeli et al [62] examined the utility of wavelet transform to 
detect absence seizures (petit mal) which is normally diagnosed by the presence of 3 Hz spike 
and wave complex. Harmonic and Daubechies order 4 wavelets were found to be more 
appropriate for wavelet analysis of spike and wave EEG signals. Khan and Gotman [63] 
developed a wavelet based method for seizure detection, examining how different frequency 
ranges fluctuate compared to the background. Detection sensitivity reported was close to 90% 
and the false detections were found to be 0.5 per hour. When STFT and wavelet transform 
methods were compared in their effectiveness to determine the epileptic seizure, the former was 
found to have lesser process time, whereas the latter was found to yield good resolution and high 
performance for the visualization of epileptic activity [64]. The wavelet decomposition was done 
using Daubechies order 2 wavelets in adaptive neuro-fuzzy inference system (ANFIS) model 
suggested in [65]. An accuracy of 98.68% has been reported in this method by combining the 
adaptive capabilities of neural networks and fUzzy logic approaches. The wavelet coefficients 
provide a compact representation of the energy distribution of the EEG signal in time and 
frequency. Therefore, certain statistical features based on the coefficients in each sub-bands were 
used as input to a modular neural network called mixture of experts [66]. It could achieve an 
accuracy of 94.5% in classifying normal and seizure EEGs. Wavelet coefficients of different 
29 
EEG sub-bands and their statistical properties were used in different seizure detection 
methodologies along with different types of classifiers in recent times [67, 68]. 
A generic, online and real-time automatic detection of multi-morphologic ictal patterns in 
the long term EEG was done by Meier et al [69]. The validation was done using continuous EEG 
recordings from 57 patients. 91 seizures representing six most common ictal morphologies 
(alpha, beta, theta and delta-rhythmic activity, amplitude depression and polyspikes) were 
analyzed during the course of work. It was observed that the seizure morphology plays a decisive 
role in making the detection performance of the system better and this work reported a detection 
rate of 96%. In a scheme based on discrete wavelet transform (DWT) followed by probabilistic 
neural network (PNN) [70], the detection accuracy was found to be 99.33%. There the EEG data 
were subjected to six level decomposition and energy values of the wavelet coefficients were 
used as the feature vector to characterize the epileptic activity. Four time-frequency and time-
scale methods were studied by Nijsen et al [71] to know their usability in detecting myoclonic 
seizures. The methods used were: STFT, Wigner distribution, continuous wavelet transform 
(CWT) and matched wavelet transform (MOD) based on the accelerometry output measured on 
the arm of the patient during myoclonic seizures. Using data from 15 patients for training and 21 
patients for testing, this work showed that both CWT and MOD are more powerful in detecting 
myoclonic seizures with an accuracy of 80% in both. Wang et al [72] proposed a hierarchical 
EEG classification system for seizure detection. The method used wavelet packet transform 
(WPT) coefficients and k-nearest neighbor classifier and achieved an accuracy of 99.45% in 
classifying normal and ictal EEGs. 
As the complexity measures are important in quantifying brain wave dynamics [73], a 
number of studies have been carried out using these features. Srinivasan et al [74] proposed a 
method that uses approximate entropy (ApEn) which is a statistical parameter formulated to 
quantify the regularity of the time series of physiological signals. It could classify normal and 
seizure EEGs with 100% accuracy when used with Elman network classifier. The nonlinear 
dynamics of EEG were quantified in tenns of correlation dimension (CD) and largest Lyapunov 
expoi:ient (LLE) in a wavelet-chaos methodology of EEG analysis in [75]. In an attempt to 
differentiate between normal, interictal and ictal classes, CD was found to be a good 
discriminating feature in beta and gamma sub-bands. Also, LLE emerged as suitable for low 
frequency alpha sub-band. Guler and Ubeyli [76] demonstrated the efficacy of wavelet 
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coeffi(nents and Lyapunov exponents as features to classify EEG signals. The multiclass SVM 
and Pl!^ were used which gave accuracies of 99.28% and 98.05% respectively when fed with 
these features. Chua et al used higher order spectral parameters like bicoherence patterns and 
entropies to investigate normal, background and epileptic EEG signals. Analysis of variance 
(ANOVA) test is used to check if the mean values are different for the different classes. This test 
could distinguish epileptic EEG from normal and background EEG with high confidence level, 
p-value less than 0.05 [77]. 
Praveen Kumar et al [78] used wavelet, spectral and sample entropies along with two neural 
network models, namely recurrent Elman network (REN) and radial basis network (RBN) for 
seizure detection. Among the different entropy features used, they found the best performance 
with wavelet entropy features using REN. It showed a classification accuracy of 99.75% in 
normal vs. epileptic and 94.5% in normal vs. interictal cases. Liang et al [79] used a time 
frequency and approximate entropy analysis for feature extraction to yield an accuracy of 85.9%. 
This method used PCA for feature reduction and radial basis function SVM for classification. 
The study of seizure detection using correlation sum [80], an important basis of chaotic 
dynamics of biological systems, gave an accuracy of 91.84%. The study presented a way for 
seizure detection based on aggregating the correlation sum of all electrodes into one single 
measure. Then this measure was projected into a two-dimensional plane where nonlinear 
decision functions segregate seizure EEG from non-seizure ones. When the ApEn values of 
wavelet coefficients were used as features, it could achieve an accuracy of 96% [81]. In a study 
that combined wavelet sub-band nonlinear parameters and genetic algorithm, Hsu and Yu [82] 
have obtained a sensitivity of 95.8%. The nonlinear features used in the work were time lag, 
embedding dimension, CD and LLE. The permutation entropy, a measure for time series based 
on comparing neighboring values, was used as a discriminating feature between seizure and 
nonseizure EEGs in [83]. The average sensitivity of 94.38% and average specificity of 93.23% is 
obtained in this case. An epileptic seizure detector based on a support vector machine assembly 
(SVMA) classifier was proposed by Tang and Durand [84]. The SVMA consisted of a group of 
SVMs each trained with a different set of weights between the ictal and non-ictal data. Median 
Teager energy, signal power and Lempel-Ziv complexity of the physiological sub-bands were 
the f(;atures used in the work. The proposed SVMA detector achieved the total accuracy of 
98.72%. 
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\''arious methods proposed for the detection of epileptic seizure were being discussed in 
preceding paragraphs. These methods have used different combination of features belong to 
time, frequency and wavelet domains. Also they make use of different datasets whose lengths 
vary Ixom few minutes to long hours. A number of different classifiers were also experimented 
with to yield good discrimination between different classes involved. But, majority of the 
methods discussed above fail to detect all the seizure instances under their test. The promising 
tendencies showed by some were marred by the computational complexities involved due to 
large number of features or classifiers requiring rigorous training. Hence there still exists a need 
for a simpler automatic seizure detection method that can detect all seizures with less 
complexitj^ 
3.2 SEIZURE PREDICTION 
One of the puzzling aspects of epilepsy is its seemingly unpredictable nature. The major 
motivation behind the works to develop seizure prediction algorithms was its usefulness in 
designing new therapeutic possibilities in preventing or at least controlling seizures. Analyses of 
scalp and intracranial EEG using linear and nonlinear methods have provided ample evidence to 
dynamical changes in EEG prior to the beginning of seizure. These changes have been observed 
minutes to several hours in advance of seizure onset [85-87]. 
3.2.1 INITIAL WORKS 
Research on epileptic seizure prediction began in 1970s by Viglion and Walsh [88]. 
Investigations on predictability of seizures have developed from initial descriptions on seizure 
preciusors to controlled studies applying prediction algorithms to day long EEG recordings in 
past 40 years [89]. Salant et al [90] reported preictal changes in the autoregressive modeling 
parameters within 6 s before seizure onset. Using the nonlinear approaches of analyzing systems, 
lasemidis et al [91] estimated the LLE as an indicator for chaotic behavior of intracranial EEG. 
This work observed a decrease in chaotic behavior in the minutes before an epileptic seizure. 
Analyzing 3 to 14 day intracranial EEG recordings from 5 patients with mesial temporal lobe 
epilepsy, Litt et al [92] observed localized quantitative EEG changes well in advance. The 
changes identifying prolonged bursts of complex epileptiform discharges became more evident 7 
hours before seizures and manifestations of highly localized subclinical seizure-like activity 
appeared 2 hours prior to seizure onset. Based on these observations, they concluded that 
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epileptic seizures may begin as a cascade of electrophysiological events that evolve over hours. 
Also the measures of preictal electrical activity could possibly be used to predict seizures far in 
advance of clinical onset. Le Van Quyen et al reported a preictal decrease in dynamic similarity 
index, a measure of spatiotemporal complexity, in both scalp [93] and interictal [94] EEGs. 
One common drawback of all the methods described above is that their focus of interest was 
entirely limited to the preictal period. They did not include an evaluation of the seizure-free 
interval and thus neglected the issue of false prediction rate. This act as a constraint in telling 
conclusive remarks investigated measures' suitability for seizure prediction. 
3.2.2 EMERGING SCENARIO 
Optimism regarding seizure prediction algorithms that can be used in clinical settings was at 
its peak in the turn of millennium. Numerous algorithms based on EEG analysis of single or 
multiple electrodes to solve the problem of seizure prediction have been reviewed in [95]. With 
examples of five of their patients, Navarro et al [96] demonstrated that occurrence of drops in the 
similarity measure was more frequent during preictal period than the inter-ictal EEG. Chavez et 
al [97] used phase synchronization analysis after band pass filtering of the EEG and reported that 
preictal changes occur predominantly in the beta band. 
Jerger et al [98] compared results of various linear and nonlinear methods in detecting the 
earliest dynamical changes preceding seizures. These methods include analysis of power spectra, 
cross-correlation, principal components, phase, wavelets and correlation integral. All the 
methods were successful in detecting the changes between one and two minutes before the first 
changes noted by the neurologist. An adaptive seizure prediction algorithm (ASPA) was 
developed by lasemidis et al [86], based on the convergence and divergence of short-term 
maximum Lyapunov exponents (STLmax) among critical electrode sites selected adaptively. 
This system was designed to predict epileptic seizures only when the occurrence of the first 
seizure is known. The ASPA predicted 82% of seizures with a false prediction rate of 0.16/h. 
Seizure wamings were given an average of 71.7 min before ictal onset. For optimizing seizure 
prediction, D' Alessandro et al proposed an algorithm [99] which made use of genetic based 
multi channel, multi feature univariate selection process. In order to predict seizures within 10 
minute of its occurrence, a PNN was tuned. Initial interictal and seizure data used for training 
and the remaining EEG data for testing. Validation over 2 patients demonstrated a sensitivity of 
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100% and l.l false positives per hour for one patient and failure of the method for the other 
patient. 
Developments in theory of nonlinear dynamical systems have introduced new analysis 
techniqui;s to characterize the apparent irregular behavior of EEG. Univariate nonlinear measures 
like Lyapunov exponent, entropies, dimensions or bivariate approaches characterizing 
similarities, interdependencies, or synchronization were found to describe different states of 
normal and abnormal EEGs [100]. As the seizure generation is closely associated with an 
abnormal synchronization of neurons, phase synchronization between different parts of brain 
using intracranial EEG was investigated in [101]. Initial indications of preictal drop in 
synchronization led to exploring the usability of synchronization as a specific criterion to 
characterize the preictal state and to distinguish it from the interictal period. Experiments with 
176 hours of epileptic EEG showed a decrease in synchronization prior to 26 out of 32 seizures 
involved. The duration of this preictal state is found to vary from several minutes to few hours. 
Based on the study that involved 30 different univariate and bivariate measures, F. Mormann et 
al [87] concluded that the most suitable approach for forthcoming seizure anticipation could be a 
combination of univariate and bivariate measures. Univariate measures that include CD and LLE 
showed statistically significant performance only in a channel wise seizure analysis using an 
adaptive baseline. The bivariate measures comprised of the mean phase coherence, the indices 
based on conditional probability and Shannon entropy etc. exhibited high performance values. 
Preictal c;hanges for the former occurred 5-30 min before seizures, while it was at least 240 min 
before for latter case. Linear measures were found to perform similar to or better than non-linear 
measures. 
The method proposed by Liu et al [102] was based on the initial assumption that the EEG 
measurements from epileptic patients can be described as a stochastic process and has a certain 
probability distribution. Calculating the energy of the frequency band of 4-12 Hz by wavelet 
transform, they developed a dynamic model where a hidden variable having the property of 
second order Markov chain was included. This method could predict 15 out of 16 seizures and 
the average prediction time was 38.5 minutes. The sensitivity reported was about 93.75% and 
specificity (false prediction rate) was approximately 0.09 FP/h. Two problems with this method 
were the requirement for a low noise EEG data and the need for an additional step to detect the 
channel in the brain regions where the seizure happens. 
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In order to detect and predict seizures, Schad et al [103] investigated two multivariate 
techniques based on simulated leaky integrate-and-fire neurons, which was introduced in [104]. 
While both algorithms have been applied to scalp recordings, this study investigated the 
feasibility of successfully using these with intracranial EEG and done a performance comparison 
between scalp and intracranial EEGs. Both methods were applied and assessed on 423 hours of 
recording and 26 seizures in total, recorded simultaneously from the scalp and intracranial EEG 
taken from six patients. The data comprised long interictal periods which were necessary for 
assessing a high specificity. This work predicted up to 59% of all seizures from scalp EEG and 
50% of seizures from intracranial EEG, giving a maximum number of 0.15 false predictions per 
hour. 
Ouyang et al [105] proposed a method of seizure prediction that combined wavelet 
techniques and nonlinear dynamics. Through the study based on 16 adult rats and four human 
subjects, they found that the method can obtain the best performance of seizure prediction at the 
beta frequency band. EEG signal was divided into segments of 10 seconds and the nonlinear 
similarity index was computed. The analysis was carried out for human EEG data at the B3 (16-
32 Hz), B4 (8-16 Hz) and B5 (4-8 Hz) bands corresponding to wavelet resolution levels 3,4 and 
5, respectively. The similarity indices found to gradually decrease during the preictal phase. The 
results of seizure prediction for four patients showed that wavelet based nonlinear similarity 
index can successfully detect the preictal phase. Rajdev et al [106] suggested Wiener prediction 
algorithm which could predict seizures about 6.7 seconds before their clinical onset, when 
implemented on a real time digital signal processor. The sensitivity reported was 92% and FPR 
was 0.08 per minute. In a method that investigated the possible improvements in seizure 
prediction by combining the mean phase coherence and dynamic similarity index [107], the 
mean sensitivity improved from about 25% for the individual methods to 43.2%). Xu et al [108] 
proposed an algorithm based on morphological filter Kolmogorov complexity. A morphological 
filter with optimized structure elements was proposed to eliminate the ocular artifact. Results 
using scalp EEG recording of 5 epilepsy patients showed that Kohnogorov complexity of 
electrodes near the epileptogenic focus reduces significantly during preseizure period. 
In recent years different prediction methods were proposed using the 21 patient Freiburg 
EEG dataset [21]. Aschenbrenner-Scheibe et al [109] investigated the sensitivity and specificity 
of the prediction method using dimension drops. It showed that for an FPR of less than 0.1/h the 
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sensitivity varied from 8.3% to 38.3% depending on the prediction window length. Maiwald et al 
[110] compared the performance of three nonlinear prediction methods viz effective correlation 
dimension, dynamic similarity index and increments of accumulated energy on the same dataset. 
With a rate of 1-3.6 false predictions per day the dynamic similarity index yielded the best result 
among the three: sensitivity between 21% and 42%. The major problem with dynamic similarity 
index discussed in [110] was to determine a radius value, which was applied for the normalized 
cross-correlation integral to calculate the dynamic similarity index, and the length of the 
windowed EEG recordings. In order to circumvent this, an improved dynamic similarity measure 
was proposed to predict seizures by Li and Ouyang [111]. The test results with the EEG 
recording of rats showed that the new dynamic similarity index was insensitive to the selection 
of radius value of the Gaussian fiinction and the size of segmented EEG recordings. Also, 
comparing with the dynamic similarity index in [94], the improved dynamic similarity index is 
found better to predict epileptic seizures. The dynamic similarity index and mean phase 
coherence were assessed for seizure prediction by Schelter et al [112]. When the maximum FPR 
was fixed at 0.5/h, an average sensitivity of 82% and 89% were obtained for dynamic similarity 
index and mean phase coherence respectively. 
Mirowski et al [113] applied 16 different seizure prediction methods on 21 patients. The 
feature extraction techniques adopted were based on maximal cross-correlation, nonlinear 
interdependence, difference of Lyapunov exponents and three measures of wavelet analysis 
based synchrony: phase-locking value, entropy of phase difference and coherence. The 
classifications were done using LI-regularized logistic regression, convolutional networks and 
SVM. In their work, at least one method predicted all seizures for each patient on average 60 
minutes before the onset, with no false alarm. Chisci et al. [114] used auto regressive (AR) 
model based features along with SVM classifier. Trials done on the subset of Freiburg dataset by 
them predicted all seizures with 100% sensitivity and low FPR that ranges between 0 and 0.6 per 
hour. When the seizure prediction was done with spectral power of time/space-differential EEG 
signals [115], it yielded 86.25% average sensitivity and FPR of 0.1281. Williamson et al [116] 
proposed a prediction algorithm that used space-delay correlation and covariance matrices at 
several delay scales to extract the spatiotemporal correlation structure from multichannel ECoG 
signals. Evaluation of this method on Freiburg EEG database produced a sensitivity of 90.8% 
and FPR of 0.094. 
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Brown et al [117] suggested a method in which power spectral density measures were 
extracted using Welch's method. Feature reduction is achieved through the divergence 
measurement method proposed by Henze and Penrose [118]. For all 18 patients tested, the 
average sensitivity is 83% and false positive rate is 0.38/h. An adaptive seizure prediction 
algorithm put forwarded in [119] made use of 31 different features based on time, frequency and 
wavelet domains along with a multilayer perceptron (MLP) classifier. Average of sensitivity and 
FPR obtained for all patients were 99.52% and 0.1417 per hour, respectively. 
Though there are some studies that analyzed scalp EEG, most of the prediction algorithms 
discussed above have been carried out using intracranial recordings. Intracranial EEG has the 
advantage of getting recording directly from ictal region. Also they have higher signal to noise 
ratio, better spatial resolution and the benefit of being mostly artifact fi-ee [120]. If seizure 
prediction algorithms proved to be successful, they would most likely be implemented in an 
implantable warning or intervention system. The technical feasibility of intracranial intervention 
systems has already been proven that are currently being tested in clinical trials for their ability 
to reduce seizure frequency [121]. Therefore researchers regard the usefulness of scalp EEG 
recordings for studies on seizure prediction as rather limited compared with intracranial 
recordings. 
Many prediction algorithms listed above were based on shorter EEG recordings. 
Performance of a prediction algorithm should be tested on continuous long term recordings 
covering the full spectrum of physiological and pathophysiological states for individual patients 
[89]. Also the prediction time obtained in each case was not high enough to initiate some 
preventive measures against an oncoming seizure. Though, in most of the works reported so far, 
specificity was described in terms of false predictions per hour, some computed false prediction 
rates by dividing the number of all false positives by the total duration of the analyzed recording 
[86]. This definition ignores the existence of a preictal period associated with each seizure 
contained in the recording during which every alarm is counted as a true prediction. Therefore, if 
false prediction rates are reported, it is essential to report it only for the seizure-free inter-ictal 
period [89]. None of the methods of seizure predictions described above could yield 100% 
sensitivity by predicting all seizures tested using same set of features and classifiers. So there lies 
enough scope for exploring new set of features and classifiers which can provide a better 
prediction of epilepfic seizures. 
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3.3 SUMMARY 
The chapter discussed various methods proposed so far for the epileptic seizure detection 
and prediction. Though researches on seizure detection are underway for past 40 years, works on 
prediction got momentum only by late nineties of previous century. Different methods based on 
time-, frequency- and wavelet domain features were introduced for both prediction and detection. 
Many of the works exhibited improvements over the previous works in terms of detection 
accuracy, sensitivity and false prediction rate. But for clinical usability, the method should be 
able to detect all the seizures with no false detections. No method could classify different types 
of EEG classes involved in seizure detection problems to its respective classes with 100% 
accuracy in a computationally efficient way. Hence, the search for some efficient features that 
can discriminate between different EEG classes with maximum possible accuracy will contribute 
to the ongoing research for an efficient seizure detection mechanism that can be used in clinical 
settings. On the prediction front, the search should be aimed at developing new methods that 
provide better prediction time, sensitivity and FPR. 
CHAPTER 4 
AUTOMATIC SEIZURE DETECTION 
In previous chapter, many seizure detection techniques have been discussed which although 
gave high accuracy but had high computational complexity. In order to overcome this problem, 
simpler feature extraction and classification techniques are to be used. This chapter discusses the 
methods of automatic epileptic seizure detection using statistical features derived from the time 
domain EEG which reduces computation. In order to test the algorithm, widely used and publicly 
available Bonn University EEG dataset [22] has been used. The detailed description of EEG data 
used is given in section 4.1, which contains 5 sets of EEG recordings: 2 normal, 2 interictal and 1 
ictal. The chapter presents the results based on the classification of EEG into 2 classes (normal 
and seizure), 3 classes (normal, interictal and seizure) and 5 classes (normal eyes open, normal 
eyes closed, interictal taken from epileptogenic zone, interictal taken from opposite hemisphere 
and seizure). Results obtained in each case have been evaluated in terms of sensitivity, 
specificity and total accuracy. Comparison of these results with previously published results on 
the same database is also included in this chapter. 
4.1 DESCRIPTION OF DATA 
The complete data set consisted of five sets (denoted A-E) each containing 100 single 
channel EEG segments. These segments were taken from continuous multi-channel EEG 
recordings after visual inspection for muscular or ocular artifacts. Sets A and B consisted of 
segments taken from surface EEG recordings that were carried out using a standardized 10-20 
electrode placement scheme, shown in Fig. 2.10. Set A was recorded in an awakened state with 
eyes open and Set B was taken in the same state with eyes closed. Sets C, D, and E were from 
EEG archive of presurgical diagnosis. EEGs from five patients were selected, all of whom had 
achieved complete seizure control after resection of one of the hippocampal formafions, which 
was therefore correctly diagnosed to be the epileptogenic zone. Segments in Set D were recorded 
from within the epileptogenic zone, and those in Set C from the hippocampal formation of the 
opposite hemisphere of the brain. Sets C and D contained activity measured during seizure free 
intervals only and were taken from all contacts of the respective depth electrodes implanted 
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symmetrically to hippocampal formations [Fig. 4.1]. Strip electrodes were implanted onto the 
lateral and basal regions of the neocortex. Set E was taken from all depicted electrodes and 
(a) (b) 
Fig. 4.1: Intracranial electrodes implanted for presurgical evaluation of epilepsy patients. Sets C and D were 
taken from all contacts of the respective depth electrodes implanted symmetrically to hippocampal formations in 
(a). Strip electrodes implanted onto the lateral and base regions of neocortex are shown in (b) and (c). Set E were 
taken from contacts of all shown electrodes [23] 
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Fig. 4.2: Plot of EEG data for the first channel of (a) Set A (normal eyes open), (b) Set B (normal 
eyes closed), (c) Set C (interictal from opposite hemisphere of epileptogenic zone), (d) Set D 
(interictal from epileptogenic zone) and (e) Set E (ictal) EEGs 
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contained seizure activity only. The EEG signals corresponding to each of the five classes are 
shown in Fig. 4.2. 
All the five sets of EEG data were cut out from continuous multicharmel EEG recordings 
after visual inspection for artifacts due to muscle activity or eye movement. All EEG signals 
were recorded with the same 128-channel amplifier system, using an average common reference. 
The data were sampled at 173.61 samples per second and digitized using 12 bit resolution. A 
band pass filter having a pass band of 0.53-40 Hz (12 dB/oct) was used to select the EEG signal 
of desired band [23]. 
Using the dataset, the following three classification problems were implemented: 
i. In the first classification problem, only normal and ictal classes were to be identified. 
The normal class included only the Set A (eyes open) and ictal class was represented 
by Set E. 
ii. In the second classification three classes viz. normal, interictal and ictal classes were 
considered. These were represented by Set A, Set D and Set E respectively, 
iii. Third classification problem involved identifying all the five categories in EEG 
datasets. 
4.2 CLASSIFICATION OF NORMAL AND ICTAL EEG 
4.2.1 SEIZURE DETECTION USING HIGHER ORDER MOMENTS AND 
ENTROPY 
Initial work done was on the classification of 2 EEG datasets corresponding to normal and 
ictal (seizure) categories [122]. Set A (normal eye open) and set E (ictal) were selected for the 
purpose. Each of the 100 channel EEG data was grouped in frames of 256 data points. 
FEA TURE EXTRACTION 
As described in Chapter 2, feature is the distinctive aspect or characteristic of a pattern by 
which it can be discriminated against other patterns. The combination of ^  features is represented 
as a fi'-dimensional vector called feature vector. The quality of a feature vector is related to its 
ability to discriminate between different classes [123]. 
41 
The probability distribution function is an important characteristic which gives significant 
time domain information regarding the signal and a histogram is a simple way to show it. 
Plotting this for different classes of signals will help to highlight their differences. Hence the 
histograms of the two classes were compared to gather the statistical characteristics 
corresponding to signal amplitude. The histograms corresponding to the first channel of normal 
and ictal EEG are shown in Fig. 4.3 (a) and Fig. 4.4 (a). Exemplary plots for set A and set E are 
shown in Fig. 4.3 (b) and 4.4 (b), respectively. 
Following observations can be made from the histograms: 
> The deviation from the mean value is large for the seizure case. 
> The distribution for seizure is highly skewed. 
> The dynamic range of the EEG signal amplitudes corresponding to seizure is many 
folds greater than that of the normal. 
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From the above observations it is logical to use variance, skewness and kurtosis as three 
features for detection of seizure. 
It is well known that during seizure the EEG signal will exhibit some rhythmicity [124]. 
This is also evident from the plot shown in Fig. 4.4 (b). So the lower degree of randomness is 
expected for the seizure data than the normal. Thus the use of entropy in the feature list will help 
to Jiurther distinguish between the two classes. 
The variance of a random variable or sample is a measure of statistical dispersion. The mean 
or expected value is a way to describe the location of a distribution; the variance is a way to 
capture its scale or degree of being spread out. The variance of a real-valued random variable is 
its second central moment. 
If a random variable Xhas expected value or mean// = £'(X), then variance of X, 
Var(X) is expressed as 
Var(X) = E[(X-^)f (4.1) 
Skewness and kurtosis are the third and fourth moments respectively of a distribution 
function about the mean. Skewness gives a measure of asymmetry. Higher kurtosis means more 
of the variance is due to infrequent large deviations, as opposed to frequent modestly-sized 
deviations. Skewness yjis defined as 
Y,=-^i (4.2) 
a 
where [.ijis the third moment about the mean and a is the standard deviation. 
Kurtosis, 72 is defined as 
72 ^ -''i (4.3) 
a 
where 1.I4 is the fourth moment about the mean. 
The frames belonging to normal and seizure EEG classes were found to exhibit different 
characteristics when the higher order moments and entropy were analyzed. Average values of the 
features extracted for 2 EEG classes are given in Table 4.1. 
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TABLE 4.1: AVERAGE VALUES OF THE EXTRACTED FEATURES 
Data 
Set 
Set A 
SetE 
Features 
Variance 
1642.01 
115624 
Skewness 
-0.0172 
-0.0749 
Kurtosis 
2.9744 
3.2506 
Entropy 
3.0845 
2.6089 
The large dynamic range of the EEG signal corresponding to seizure (set E) segment in 
comparison with the normal one (set A) is evident from Fig. 4.4 (b) as well as the histogram in 
Fig. 4.4 (a). This accounts for the greater variance of set E data. The remarkable difference exists 
in the skewness of seizure and normal data was visible from the histogram. Higher peak values 
of amplitude occur with seizure distribution accounts for the higher values of kurtosis [125], 
These statistical parameters were evaluated for the two datasets and the exemplary values shown 
in Table 4.1 substantiate this fact. Entropy values indicated in the table justify the higher 
rhythmicity of seizure EEG, which has already been reported, and the subsequent lower amount 
of randomness. The selected features are then applied to a linear classifier. 
CLASSIFICATION 
A pattern classifier assigns an event or object to one of several predefined categories or 
classes. The pattern classifier can be represented in terms of a set of discriminant 
functions g^ (x),/ = 1,2,....c. The classifier is said to assign a feature vector x to class CD. if 
g,(x)>g,(x) \/j^i (4.4) 
Thus, the classifier is viewed as a machine that computes c discriminant functions and 
sekicts the category corresponding to the largest discriminant. This representation of a classifier 
is depicted in Fig. 4.5. 
A discriminant function that is a linear combination of the components of x can be 
expressed as 
^ ( x ) - w ' x + Wo (4.5) 
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Class Assignment 
Discriminant Functions 
Features 
Fig. 4.5: A multiclass pattern classifier [126] 
wh(;re w is called weight vector and w^ is the threshold weight. A two category linear classifier 
implements the following decision rule: Decide «, if g(x) > 0 and a>2 if g(x) < 0. Thus, x is 
assigned to co^ if the inner product w'xexceeds the threshold -Wo[127]. 
One method to develop multi category classifiers employing linear discriminant functions 
is to reduce the problem to c -1 two-class problems, where the /th problem is solved by a linear 
discriminant function that separates points assigned to o). from those not assigned to co,. Another 
approach is to use c(c-l)/2 linear discriminants. Then each function discriminates between 
each pair of classes. But these multi class discriminant functions may lead to regions where the 
classification is undefined. This problem can be avoided using c discriminant functions and 
picking the maximum. Defining c linear discriminant functions 
g,.(x) = w;x + w,„ / = l,2,...,c (4.6) 
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Assign X to &>, if g, (x) > gj (x) for all j ^i; in case of ties, the classification is left 
undefined. The resulting classifier, called a linear machine, divides the feature space into c 
decision regions9?,,?{2 ^ c with g,(x) being the largest discriminant if x is in decision 
region??,.. So the task of a classifier is to partition the feature space into class-labeled decision 
regions and assign the feature vector x to its respective class. 
PERFORMANCE EVAL UA TION 
Each of the 100 channels was divided into 16 frames. Variance, skewness, kurtosis and 
entropy were calculated for each frame. This results into a feature set consisting of 100 feature 
vectors of dimension 4 each, corresponding to each frame. In order to ensure that 60% of the 
featare vector elements have been used for training, the training set was formed by choosing 
features from the first 10 frames. The rest 6 frames were used for testing. Both training and test 
sets were mutually exclusive. 
Classification was performed using a linear classifier in which the classification decision is 
based on the value of the linear combination of features. The performance of the classifiers can 
be determined by the computation of specificity, sensitivity and total classification accuracy 
which can be defined as given below: 
Sensitivity = TP/ (TP+FN) (4.7) 
Specificity = TN/ (TN+FP) (4.8) 
Accuracy = (Sensitivity+ Specificity)/2 (4.9) 
where TP (True Positive) is the seizure instances detected correctly as seizure, FP (False 
Positive) is the normal instances marked as seizure, TN (True Negative) is the normal instances 
detected correctly as normal and FN (False Negative) is the seizure instances marked normal. 
Specificity, sensitivity and total classificafion accuracy obtained in the present case are given in 
the Table 4.2. 
Getting an accuracy of 97.75% with lesser computation for feature extraction as well as the 
use of less complex linear classifier for classification is the significant contribufion of the 
proposed method. Though this method has showed an improvement in accuracy over many other 
works [66, 81 and 128] based on the same datasets, some earlier works had reported better 
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TABLE 4.2: TEST RESULTS OBTAINED WITH THE CLASSIFICATION OF 
NORMAL A N D SEIZURE EEGS 
Parameter 
Specificity 
Sensitivity 
Accuracy 
Values (%) 
99.83 
95.67 
97.75 
accuracy than 97.75% [129, 130 and 131]. So in order to improve the classification accuracy, 
new features were explored in the next step. 
4.2.2 SEIZURE DETECTION USING MEDIAN ABSOLUTE DEVIATION 
(MAD) AND VARIANCE 
Based on the larger deviations observed with seizure distribution in the histogram plotted in 
Fig. 4.4 (a), two measures of statistical dispersion [median absolute deviation (MAD) and 
coefficient of variation (CoV)] were included in the feature list. MAD is much more resilient to 
outliers which are the samples those lie distinctly far from the rest of the samples in the data set. 
As large deviations are possible during seizures, a median based measure of dispersion will 
naturally be a good and robust choice. 
For a data set X™ =Xi,X2,....xj^, MAD is defined as the median of the absolute deviations 
from the data's median. 
MAD";^ = median(X'^ -median[x';i 1) (4.10) 
where m is the frame number, n is the channel number and k is the number of data points in 
each frame. MAD is a variation of the absolute deviation that is even less affected by extremes in 
the tail because the data in the tails have less influence on the calculation of the median than they 
do on the mean. CoV is the ratio of standard deviation to mean. Variance, skewness, kurtosis and 
entropy are the remaining features considered here. 
Among the features cited above variance, skewness, kurtosis, CoV and entropy were used as 
features for EEG analysis in previous works [132, 133], whereas the MAD is a new feature in 
this set. 
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TABLE 4.3: SIGNIFICANCE OF EACH FEATURE OBTAINED 
WITH T-TEST CLASS SEPARABILITY CRITERION 
Feature 
MAD 
Variance 
Entropy 
Kurtosis 
Skewness 
CoV 
t-test value 
69.82 
43.17 
19.26 
7.87 
2.69 
1.35 
To select the best set of features, t-test class separability criterion for binary classification 
[127, 134] was used [Appendix A]. Table 4.3 shows the significance of each feature for 
separating the two groups in terms of the absolute value of the criterion. Out of the 6 features 
considered MAD and variance were found to be better than others. Hence the two features were 
selected. 
The average values of selected features are given in Table 4.4. The increased dispersion of 
sei:aire data in comparison with the normal EEG explains the high values of MAD and variance 
for Set E. 
As in the previous case, classification was done with linear classifier. Each of the 100 
channels was divided into 16 frames. MAD and variance were calculated for each frame. This 
results into a feature set consisting of 100 feature vectors of 2 dimensions each. The training set 
was formed by choosing features from the 10 frames. The rest 6 frames were used for testing. 
TABLE 4.4: AVERAGE VALUES OF EXTRACTED MAD AND VARIANCE 
Data Set 
Set A 
SetE 
Features 
MAD 
26.19 
177.47 
Variance 
1642.01 
115624 
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Both training and test sets were mutually exclusive. The classifier correctly classified all seizure 
and. normal EEGs into their respective classes and thus yielded 100% sensitivity, 100% 
specificity and 100% accuracy. As MAD is a median based measure of dispersion, its use 
nullified the effect of the outliers evident fi-om Fig. 4.4 (a) and thereby helped to achieve these 
results. 
Comparison with the earlier reported researches (Table 4.5) which were done based on the 
same data sets shows the advantages of the proposed method. This method gives better accuracy 
TABLE 4.5: COMPARISON OF THE RESULTS OBTAINED FOR 2-CLASS SEIZURE 
DETECTION PROBLEM IN THIS WORK WITH THOSE OBTAINED IN OTHER METHODS 
Author(s) 
Kannathal et al. [128] 
(2005) 
Srinivasan et al. [129] 
(2005) 
Polatetal. [130], 2007 
Subasi [66] (2007) 
Ocak[81](2009) 
Subasi [131] (2010) 
This Work 
This work 
Method 
Entropy measures, ANFIS 
Time & frequency domain 
features, EN 
Fast Fourier transform 
(FFT), decision tree (DT) 
Discrete wavelet transform 
(DWT), mixture of expert 
model 
DWT, Approximate 
entropy, ANN 
DWT, Statistical features, 
LDA, SVM 
Higher order statistical 
features, Linear Classifier 
MAD, variance, Linear 
Classifier 
Accuracy 
(%) 
92.25 
99.6 
98.72 
95 
96 
100 
97.75 
100 
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than all the methods, except one, enlisted in Table 4.5. The method showed the same accuracy as 
the proposed one that use transform based features and neural networks. At the same time, the 
method proposed here make use of time domain statistical features and use simple linear 
classifier to achieve 100% accuracy. 
Among the methods listed in Table 4.5, Kannanthal et al [128] made use of spectral, 
Renyi's, Kolmogorov and approximate entropy along with adaptive neurofuzzy inference system 
classifier. 60 entropy measures each from normal and seizure EEGs were used for training here. 
Number of entropy measures used for testing was 43 and 47 from normal and seizure 
respectively. The accuracy reported was 92.25%. Srinivasan et al [129] used 3 frequency domain 
feaoires (dominant frequency, average power, normalized spectral entropy) and 2 time domain 
feaures (spike rhythmicity and spike amplitude). In the Elman network (EN) used for 
claijsification, 1200 feature elements each from normal and seizure were used for training and 
500 elements from both the classes were used for testing. Accuracy obtained in this case was 
99.6%. Welch method of power spectrum estimation was applied on EEG data for feature 
extraction in [130]. 3200 feature vectors were used for testing and training. Using 10-fold cross 
validation with decision tree the method showed an accuracy of 98.72%). Subasi [66] used mean, 
average power, standard deviation and ratio of absolute mean values calculated over the wavelet 
coefficients obtained through the 5-level wavelet decomposition as features. Out of the total 
1600 feature samples, 1000 feature samples were used for training and 600 samples were used 
for testing with the mixture of expert model (ME) classifier used. The accuracy obtained was 
95%o. Ocak [81] introduced a method to classify normal and seizure EEGs by computing 
approximate entropy over decomposed wavelet coefficients. This achieved an accuracy of 96%. 
In Table 4.5, only one method shows result at par with that obtained in this work [131]. In the 
said method, Subasi and Gursoy proposed the method of seizure detection by using the detail and 
approximation wavelet coefficients obtained through the 5-level wavelet decomposition as basic 
feamres. Then feature reductions were done in two levels. Initially by calculafing the mean, 
average power, standard deviation and ratio of absolute mean values over the wavelet 
coefficients and then using one method among PCA, ICA and LDA. The method achieved 
98.75%, 99.5% and 100% with PCA, ICA and LDA respectively. At the classification phase, 800 
samples were taken for training and 800 samples were taken for testing. Comparing to this 
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computationally rigorous method, the method proposed in this work make use of time domain 
statistical features and linear classifier to achieve the same result. 
4.3 THREE CLASS PROBLEM 
4.3.1 SEIZURE DETECTION USING MAD 
Motivated by the high accuracy achieved with MAD and variance combination in 
classifying normal and seizure EEGs, the problem of detecting ictal tendencies from epileptic 
subjects during seizure free intervals was taken up. Even after resection of hippocampal 
formation causing epilepsy, it is possible to detect the presence of epileptiform activities from 
the EEG data taken from the epileptogenic zone during seizure free interval (Fig. 4.6). Since this 
third class has also got some similarity with normal EEG, powerfiil features are to be explored 
for classifying the three EEG classes. 
During this phase of the work, the following three classes were considered for designing the 
seiioire detection algorithm: a) Healthy EEG (set A normal EEG), b) epileptic EEG during a 
seiiiure-free interval (set D interictal EEG), and c) epileptic EEG during a seizure (set E ictal 
200 
fiwHifH^kf^^ 
20 
Time (Sec) 
Fig. 4.6: Plot of EEG at one channel of (a) Noraial (b) Interictal and (c) ictal EEGs. 
Interictal EEG in (b) shows epileptiform spikes 
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EECr) [135]. The exemplary waveforms for each class are also shown in Fig. 4.2 (a), (d) and (e) 
respectively. 
FEATURE EXTRACTION AND CLASSIFICATION 
Table 4.5 shows the better separability obtained with MAD in the classification of normal 
and ictal EEGs. Therefore, histograms of the three EEG classes were plotted (Fig. 4.7) to explore 
the feasibility of using MAD as a discriminatory measure in this case also. By analyzing the 
histograms, it can be inferred that the seizure has larger mean value and higher sample 
amplitudes in comparison with normal and interictal distributions. Further, it has a long tail; it is 
highly skewed and has large deviation from the mean value. Also the larger deviations in the 
distributions shown indicate the presence of outliers. 
Based on these observations, as in the 2-cIass case, MAD, CoV, variance, skevmess, kurtosis 
and entropy were selected as features. To select the best set of features, t-test class separability 
criterion for binary classification is being used with both two class cases, [one involves sets A 
(normal) and E (seizure); the other involves sets D (interictal) and E (seizure)]. Table 4.6 shows 
the .'significance of each feature for separating the two groups in terms of the absolute value of 
the criterion. Out of the 6 features considered MAD and variance were found to be ahead of 
others. Hence the two features were selected. 
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TABLE 4.6: SIGNIFICANCE OF FEATURES EXTRACTED FOR FIRST 3-CLASS SEIZURE 
DETECTION METHOD (OBTAINED WITH T-TEST CLASS SEPARABO-ITY CRITERION) 
Normal and Ictal 
Feature 
MAD 
Variance 
Entropy 
Kurtosis 
Skewness 
CoV 
t-test value 
69.82 
43.17 
19.26 
7.87 
2.69 
1.35 
Interictal and Ictal 
Feature 
MAD 
Variance 
Entropy 
Skewness 
Kurtosis 
CoV 
t-test value 
61.03 
40.05 
22.22 
4.49 
3.01 
1.20 
A general schematic of the method adopted for classifying the three groups is shown in Fig. 
4.8. Each of the 'N' channels of EEG signals is divided into 'M' frames of 256 samples length. 
The; two top statistical features viz MAD and variance, were extracted for each frame. On certain 
occasions seizure may be confined to few channels. In such situations computing statistical 
characteristics like mean, standard deviation etc across frame will help to reach decision by 
considering the changes happening in each channel. Also, computation will be reduced by 
calculating these characteristics. Hence, the size of the feature vector is reduced by selecting 
minimum, maximum, mean and standard deviation of MAD and variance across the frame. 
Based on these parameters the linear classifier classifies the EEG data into any of the above three 
classes. 
1 2 M 
•^'l^ 
A-v 
•A\, 
Feature 
Extraction 
MAD(lxN) 
Var(IxN) 
Mean, 
Max, 
Min, 
Std. 
1X4 
1X4 
• 
Output 
0=Normal 
l=lnterictal 
2=ictal 
Fig. 4.8: Schematic of the detection method using nomial, interictal and ictal EEGs. 
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The average values of selected features are given in Table 4.7. The increased dispersion of 
seizure data in comparison with the normal and interictal ones explains the high values of MAD 
and variance for Set E. 
The classification is achieved in this work using a linear classifier in which a decision is 
made based on the value of the linear combination of the features. 
PERFORMANCE EVALUA TION 
Each of the 100 channels is divided into 16 frames and 2 different features per channel 
are computed for each frame. This results into a feature set consisting of 100 feature vectors of 2 
dimensions, corresponding to each frame. In order to reduce the dimension and computational 
complexity mean, minimum, maximum and standard deviation of each extracted feature were 
evaluated. This results in 4 feature vectors of 2 dimensions in each frame. Here the training set 
was formed by choosing features from the 10 frames and the rest 6 frames used for testing. Both 
training and test sets were mutually exclusive. 
As explained in Section 4.2.1, the classifier performance was determined in terms of 
sensitivit)', specificity and total accuracy. Sensitivity tells whether any of the actual seizure cases 
(true positive) is misclassified as normal (false negative) and specificity means whether any of 
the actual normal cases (true negative) is misclassified as a seizure case (false positive). In this 
work: no misclassification occurs either in the seizure case or in the non seizure case. Hence we 
get both sensitivity and specificity as 100%. This naturally leads to 100% accuracy as it gives the 
measure of overall correct classification. 
TABLE 4.7: AVERAGE VALUES OF FEATURES EXTRACTED FOR FIRST 3-CLASS 
SEIZURE DETECTION METHOD 
Data Set 
Set A 
SetD 
SetE 
Features 
MAD 
26.19 
36.76 
177.47 
Variance 
1642.01 
7321.26 
115624 
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UnivcTV 
4.3.2 INTER QUARTLE RANGE (IQR) AS A DISCRIMINATING 
FEATURE 
BACKGROUND 
The highest accuracy obtained with MAD in the classification of normal, interictal and 
ictal EEGs lead to the exploration of other statistical dispersion features which can provide 
similar performance. As the case of histogram, box plot is a method that gives significant time 
domain information regarding the signal. It provides a good visual summary of many important 
aspects of probability distribution of signals. Hence the box plots of three EEG classes were 
plotted as shown in Fig. 4.9. 
Box plot is a graphical method of displaying the following: the median, the upper and 
lower quartiles, and the minimum and maximum data values. The line in the box indicates the 
median in the data. As the upper edge of the box indicates 75th percentile (upper quartile) of the 
data set and lower edge indicates the 25th percentile (lower quartile), the spacing between the top 
and bottom of the box gives the inter quartile range (IQR), which is an important median based 
statistical feature. The "whiskers" of the box plot are the vertical lines extending from the box. 
The end points of these whiskers indicate the minimum and maximum values in the dataset. If 
there are "outliers" in the data, the whiskers extend to a maximum of 1.5 times the IQR [136]. 
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The following inferences can be derived from the box plots given in Fig. 4.9: 
> There is a marked difference in the IQR in the three plots given. 
> The outliers present (shown as 'a' beyond the maximum and minimum values) stand 
witness to the larger deviations in the distribution. 
> The position of median line in the distribution of ictal case, given in Fig. 4.9, shows the 
skewed character of the data. 
> The peak value of the distribution for seizure is many folds higher than that of the other 
two. 
The IQR, which is also known as the midspread or middle fifty will be more immune to the 
impact of outliers as it is being equal to the difference between the third and first quartiles. So 
the inclusion of this as a discriminating feature for seizure detection will be helpful to nullify the 
effect of outliers that may be present due to large deviations in the EEG signals. Hence IQR has 
been used as the discriminating feature by replacing MAD and retaining all other features 
initially used in the previous section. 
As done in the previous case, the t-test class separability criterion for binary classification is 
being used with both two class cases, [one involves Set A (normal) and Set E (seizure); the other 
involves Set D (interictal) and Set E (seizure)] for evaluating the relative usefulness of the 
features in classification problem at hand. The results given in Table 4.8 show that among the 6 
TABLE 4,8: SIGNIFICANCE OF FEATURES EXTRACTED FOR SECOND 3-CLASS SEIZURE 
DETECTION METHOD (OBTAINED WITH T-TEST CLASS SEPARABILITY CRITERION) 
Normal and Ictal 
Feature 
IQR 
Variance 
Entropy 
Kurtosis 
Skewness 
CoV 
t-test value 
66.56 
43.17 
19.26 
7.87 
2.69 
1.35 
Interictal and Ictal 
Feature 
IQR 
Variance 
Entropy 
Skewness 
Kurtosis 
CoV 
t-test value 
59.75 
40.05 
22.22 
4.49 
3.01 
1.20 
56 
features; considered, IQR and variance were more significant. Therefore, these two features were 
selected. 
The average values of extracted feature are given in Table 4.9. The increased dispersion of 
amplitude in the seizure data in comparison with the normal and interictal ones explains the high 
values of IQR of Set E. 
RESULTS AND DISCUSSION 
The processing steps involved are similar to one shown in Fig. 4.8 except that MAD was 
replaced by IQR [137]. Here, the number of EEG channels was 100 and each chaimel was 
divided into 16 frames (i.e., in Fig. 4.8, N=100 and M=16). IQR and variance were computed for 
each frame. This has resulted in a feature set consisting of 100 feature vectors of 2 dimensions 
each, c;orresponding to each frame. The evaluation of mean, minimum, maximum and standard 
deviation over these feature vectors resulted in 4 vectors of 2 dimensions each. Then the size of 
the feature set for each frame reduces to 8 values as shown in Fig. 4.8. About 60% of the data 
was usied for training and both training and test sets were kept mutually exclusive. This resulted 
into having 10 frames for training and 6 for testing. 
The percentage sensitivity, specificity and total accuracy obtained were 100, 100 and 100 
respectively. These results and those got in Section 4.3.1 show the efficacy of MAD and IQR as 
featunjs in discriminating various classes of EEG. As median based measures of dispersion, both 
annul the effect of outliers present largely in seizure EEG data and thereby paved way for good 
results. The table in Appendix B shows the outliers present with normal, interictal and ictal 
EEGs and it can be observed that maximum number of outliers is present with seizure EEG data. 
The samples lay below 1.5 times IQR of the lower quartile and above 1.5 times IQR of the upper 
TABLE 4.9: AVERAGE VALUES OF FEATURES EXTRACTED FOR SECOND 3-
CLASS SEIZURE DETECTION METHOD 
Data Set 
Set A 
SetD 
SetE 
Features 
IQR 
52.94 
76.16 
392.48 
Variance 
1642.01 
7321.26 
115624 
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quartile are considered as outliers. Hence the results here are not affected by the extreme 
deviations. 
The results obtained in this work, in comparison with the works based on the same data sets, 
are given in Table 4.10. These results demonstrate the better performance of the two proposed 
TABLE 4.10: COMPARISON OF RESULTS OBTAINED IN 3-CLASS SEIZURE DETECTION PROBLEM IN THIS WORK WITH 
THOSE OBTAINED IN OTHER PUBLISHED WORKS 
Author(s) 
Guleretal. [138], 2005 
Samanwoy et al [139], 
2007 
Tzallas etal[140], 
2007 
Ubeyli [68], 2009 
Chua et al. [141], 2009 
Tzallas et al. [146], 
2009 
Naghsh-Nilchi and 
Aghashahi[142],2010 
Song and Lio [143], 
2010 
Acharya et al. [144], 
2011 
Acharya et al. [145], 
2012 
This work 
This work 
Method 
Lyapunov exponents, 
RNN 
Mixed band wavelet-
chaos-NN 
methodology 
Time Frequency 
analysis, ANN 
DWT, Combined 
NN 
HOS features, GMM 
RI,ANN 
Sub-band and time 
domain features, 
MLPNN 
Sample entropy, 
ELM 
Entropy features, 
FSC 
HOS, ANOVA, FSC 
MAD, variance, 
Linear classifier 
IQR, variance. 
Linear classifier 
Results (%) 
Accuracy-96.79, Specificity-97.38 
Sensitivity-96.88 
Accuracy-96.7 
Accuracy-99.28, Specificity-98.60 
Sensitivity-99.20 
Accuracy-94.83, Specificity-96.00 
Sensitivity-94.50 
Accuracy-93.11 
Accuracy-100, Specificity-100 
Sensitivity-100 
Accuracy-97.50, Specificity-98.75 
Sensitivity-97.50 
Accuracy-95.67, Specificity-98.77 
Sensitivity-97.26 
Accuracy-98,10, Specificity-100 
Sensitivity-99.40 
Accuracy-99.7 
Accuracy-100.00, Specificity-100.00 
Sensitivity-100.00 
Accuracy-100.00, Specificity-100.00 
Sensitivity-100.00 
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seizure detection methods using MAD and IQR respectively. They exhibit improvement in 
accuracy over the other methods, except one, given Table 4.10. 
Guler et al [138] evaluated the accuracy of the recurrent neural network (RNN) employing 
Lyapunov Exponent (LE) trained with Levenberg-Marquardt algorithm for the detection of 
seizures. 128 Lyapunov Exponents per frame were given as input to RNN, which achieved 
higher accuracy rates than that of the feed forward neural network models. This work reported a 
sensitivity of 96.88%, specificity of 97.38% and overall accuracy of 96.79%. Wavelet-chaos-
neural network was used [139] for classifying three EEG classes using standard deviation, 
correlation dimension (CD) and largest Lyapunov exponent (LLE) computed over different EEG 
sub-bands as features. This work showed that a particular mixed-band feature space consisting of 
nine parameters and Levenberg-Marquardt back propagation neural network (LMBPNN) 
resulted in the classification accuracy of 96.7%. In the time - frequency analysis method [140], 
features measuring the fractional energy of specific time-frequency windows were calculated 
using several partitions on the time and frequency axes. Then these features were used as inputs 
in artificial neural network and the accuracy was found to be 99.28%. In [68], the maximum, 
minimum, mean and standard deviations were calculated in decomposed wavelet sub-bands. A 
combined neural network model was used and the classification accuracy was found to be 
94.83%. 
Chua et al [141] studied higher order spectrum (HOS) features like mean spectral magnitude 
and entropy to differentiate between normal, interictal and ictal EEGs. The features were used to 
train both Gaussian mixture model (GMM) and SVM classifier. The results showed that the 
classifiers were able to achieve 93.11% and 92.67%o classification accuracy, respectively. 
Naghsh-Nilchi et al [142] have used a feature vector formed by combining frequency sub-band 
features (maximum, entropy, average, standard deviation and mobility) and time domain features 
(standard deviation and complexity measure) for classifying the three classes of EEG signals. 
When these features were used along with multiple layer perceptron neural networks (MLPNN), 
an average accuracy of 97.5%) has been obtained. In another study, based on sample entropy and 
extreme learning machine (ELM) [143], the accuracy obtained was 95.61%. 
Acharya et al [144] have extracted four entropy features namely approximate entropy, 
sample entropy and two phase entropies for differentiating the three EEG classes. On feeding 
these features to seven different classifiers, the Fuzzy Sugeno classifier (FSC) was found to 
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classify the three classes with a high accuracy of 98.1%. The specificity and sensitivity obtained 
in this work were 100% and 99.4% respectively. In a subsequent study ApEn, SampEn, fractal 
dimension and Hurst exponents were used as features in [145]. Significant features were selected 
using ANOVA test. After evaluating the performance of six different classifiers using a 
combination of selected features, it was found that the FSC resulted in maximum classification 
accuracy of 99.7%. 
Among the 10 methods shown in Table 4.10, only the one reported in [146] showed results 
at par with the proposed method. Though it registers an accuracy of 100%, the method makes use 
of 12 different time frequency distributions in addition to STFT, to obtain the power spectrum 
density. This is due to the crucial role the time frequency distribution is having in determining 
the efficiency of the method. Then features measuring the fractional energy of specific time-
frequency windows are calculated using several partitions on the time and frequency axes. The 
features were tested with 5 different classifiers. The reported accuracy has been obtained with 
only one (reduced interference (RI)) among the 13 distributions used. Also, this result was 
produced with ANN, which presented the highest computational complexity and training time 
among the 5 classifiers used [146]. Hence comparing with the time-frequency approach, the 
methods proposed in this work use simple statistical features along with the linear classifier to 
yield the same results. 
A common trait of the methods listed in Table 4.10 is the complex ways of feature 
extraction and classification. On the contrary, simple statistical features along with the linear 
classifier have been used in the proposed work. This reduces the computational complexity and 
hence results in a faster detection of seizure. Thus, the results demonstrate the efficacy of MAD 
and IQR as good discriminating features in epileptic seizure detection. 
4.4 FIVE CLASS PROBLEM: IQR AND VARIANCE ALONG 
WITH DCT 
All the five EEG datasets described in Section 4.1 has its own clinical relevance. Scalp 
BEG recorded from relaxed healthy subjects with eyes closed show a predominant alpha rhythm 
in a frequency range of 8-13 Hz. At the same time, those obtained for open eyes will have 
broader frequency characteristics. During a seizure free interval the EEG recorded from the 
seizure generating area (epileptogenic zone) is normally characterized by sporadic occurrences 
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of interictal epileptiform activities. Fewer and less pronounced interictal and epileptiform 
activities can be seen at recording sites distant from the epileptogenic zone. EEG recorded during 
seizure activity is of high amplitude and almost rhythmic. Hence the use of the statistical 
features was then extended to a classification problem that involves all five EEG datasets 
described in Section 4.1. The discrete cosine transform (DCT) was used for feature dimension 
reduction, which has an ability to pack input data into fewer coefficients. The representative 
DCT coefficients were given as the input to a linear classifier to yield 100% accuracy. 
4.4.1 FEATURE EXTRACTION 
The box plot of the first channel in each class of EEG data is shown in Fig. 4.10. A larger 
peak value can be observed for seizure distribution in the box plot representation. The shift in the 
positions of median lines in some of the boxes indicates the difference in skewness between 
different distributions. There exists an observable variation in the IQR of the five set of signals. 
Due to the visible difference in the spread characteristics of five different classes MAD and CoV 
were also taken for consideration. The other features considered were variance, skewness and 
kurtosis. In order to evaluate the relative usefulness of the featizres, the receiver operating 
characteristic (ROC) class separability measuring criterion for binary classification [147] is 
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Fig. 4.10: Box plot for five different EEG classes 
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TABLE 4.11: SIGNIFICANCE OF FEATURES EXTRACTED FOR 5-CLASS SEIZURE DETECTION PROBLEM (OBTAINED WITH ROC 
CLASS SEPARABILITY CRITERION) 
IQR 
Variance 
MAD 
Skewness 
Kurtosis 
CoV 
AB 
0.3232 
0.3350 
0.1437 
0.0537 
0.0069 
0.0532 
AC 
0.1091 
0.1293 
0.1437 
0.0518 
0.0322 
0.0769 
ROC criterion values for two class combinations 
AD 
0.1336 
0.1422 
0.1437 
0.0142 
0.0101 
0.0601 
AE 
0.4996 
0.5000 
0.5000 
0.0351 
0.0192 
0.0559 
BC 
0.1651 
0.1521 
0.0003 
0.0959 
0.0250 
0.0129 
BD 
0.1196 
0.0979 
0.0003 
0.0563 
0.0024 
0.0026 
BE 
0.4849 
0.4947 
0.4749 
0.0619 
0.0251 
0.0377 
CD 
0.0354 
0.0368 
0.0003 
0.0362 
0.0245 
0.0145 
CE 
0.4930 
0.4974 
0.4749 
0.0021 
0.0359 
0.0358 
DE 
0.4768 
0.4708 
0.4749 
0.0340 
0.0086 
0.0417 
being used with all possible two class cases [Appendix C]. The results given in Table 4.11 show 
that among the 6 features considered, IQR and variance are more significant. Therefore, these 
two features were chosen and were computed for each frame. 
4.4.2 METHOD 
The general schematic of the seizure detection that involves 5-class EEG classification is 
shown in Fig. 4.11. 
EEG Signal Feature Extraction 
Decision •<- Classifier 
Xl2 
X22 X2M 
Fig. 4.11: Block diagram of the seizure detection method that involve all five EEG datasets 
62 
Each of the N channels of EEG signals is divided into M frames of length K. Two statistical 
features, viz. IQR and variance, are extracted for each frame. There are many techniques to 
select representative features from a time series and to thereby reduce the feature dimension. 
Mean, minimum, maximum and standard deviation were used earlier in this work for the 
purpose. Now the size of the feature vector is reduced by using the DCT coefficients of these 
features and is applied to a linear classifier. The linear classifier classifies the EEG data into any 
of the above five classes based on the linear combination of input feature vectors. 
DISCRETE COSINE TRANSFORM (DCT) 
The Discrete Cosine Transform (DCT) transforms a signal from the spatial domain to the 
frequency domain. Efficiency of a transformation scheme can be measured by its ability to pack 
input data into as few coefficients as possible. The important feature of DCT that makes it so 
usefiil in data compression is that it takes correlated input data and concentrates its energy in first 
few transform coefficients. Therefore DCT exhibits excellent energy compaction. If the input 
data consists of correlated quantities, then most of the DCT are zeros or small numbers, and only 
a few are large [148]. 
The DCT of one dimensional sequence f{x) of length N is given as 
C(M) = a{u) (N-\ I /(x)cos 7r(2x + l)u 
2N 
for M = 0,12 A^-1. 
(4.11) 
Also the inverse DCT is defined as 
N-\ 
f(x) = Z cc{ii)P{u) cos 
«=0 
;r(2x + \)u 
2N 
(4.12) 
for x = 0,1,2, ^ - 1 . 
In both equations (4.11) and (4.12), a{u) is defined as 
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a(u) = N 
N 
for M = 0 
for Ui^O 
(4.13) 
1 A ^ - l 
From (4.11), it is evident that for« = 0, C(u = 0) = J— llf(x). Thus, the first transform 
coefficient is the average value of the sample sequence. Ignoring the components f(x) and 
J V - l 
a{u)'m (4.11), the plot of ^ c o s 
x=0 
K{2X + \)U 
2iV 
for A'^  = 8 and var^ng values of u is shov^ n^ in 
Fig. 4.12. The top left waveform (M = 0) gives a constant (DC) value. All other waveforms 
(M = 1,2, 7)give waveforms at progressively increasing frequencies [149]. These wave forms 
are called cosine basis fiinctions. 
If the input sequence has more than A'^  sample points then it can be divided into sub-
sequences of length N and DCT can be applied to these segments independently. In each such 
computation the values of the basis fiinction points will not change; only the values of f{x) will 
11=1 
-1 
1 2 3 4 5 6 7 8 2 3 4 5 6 7 8 
1 2 3 4 5 6 7 8 
1 2 3 4 5 6 7 8 
11=3 
ii=:> 
11=7 
1 2 3 4 5 6 7 8 
Fig. 4.12: One dimensional cosine basis function (N=8) [149] 
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change in each sub-sequence. This shows that the basis functions can be pre-computed offline 
and then multiplied with the sub-sequences, which leads to reduction in the number of 
mathematical operations [150]. Unlike the complex computations used in Discrete Fourier 
Transform (DFT), DCT uses real computations. This gives few DCT coefficients the capability 
to act as the compact representative of the signals under study and thereby yields good 
din:iension reduction. 
In the present case, IQR and variance were computed for each frame of EEG. In order to 
reduce the dimension of the extracted feature vectors and to reduce the computational 
complexity, DCT coefficients of the features are computed. Among these, the first 4 DCT 
coefficients that will give a compact representation of the features are selected. 
4.4.3 RESULTS AND DISCUSSION 
Each of the 100 EEG channels was segmented into 16 frames in this study. 2 different 
featores (IQR and variance) were computed over each frame. The direct use of these features 
would result in a feature set consisting of 100 feature vectors of 2 dimensions each, 
corresponding to each frame. By taking the first 4 DCT coefficients of each extracted feature, the 
featare set reduces into 4 feature vectors of 2 dimensions each for every frame. About 60% of the 
data was used for training and both training and test sets were kept mutually exclusive. This 
resulted in having 10 fi-ames for training and 6 for testing. 
A linear classifier was used for classification. The perfonnance is assessed in terms of 
sensitivity, specificity and overall accuracy. As no misclassification occurs in any of the classes, 
botii sensitivity and specificity becomes 100%. This naturally leads to 100% accuracy since it 
givi^ s the measure of overall correct classification. The results show improved performance of 
the proposed method over other techniques applied on the same five class database [65, 76, 79, 
146, and 151] as shown in Table 4.12. 
In the ANFIS method [65] of seizure detection, mean, maximum, minimum and standard 
deviation of wavelet sub-band coefficients were calculated. It involved the training of five 
ANFIS classifiers using back propagation gradient descent method in combination with the least 
square method. Each of the ANFIS classifiers was trained so that they are likely to be more 
accurate for one class than the other classes. These classifiers gave percentage accuracies of 
98.63, 98.88, 99.13, 98.5 and 98.25 in classifying Set A, Set B, Set C, Set D and Set E 
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TABLE 4.12: COMPARISON OF RESULTS OBTAINED IN 5-CLASS SEIZURE DETECTION PROBLEM BY THE 
PROPOSED METHOD AND THAT OF THE REPORTED WORKS BASED ON THE SAME DATASETS 
Author(s) 
Guler & Ubeyli [65], 2005 
Guler & Ubeyli [76], 2007 
Ubeyli & Guler [151], 
2007 
Tzallasetal [146], 2009 
Liang etal [79], 2010 
This work 
Method 
Wavelet Transform, ANFIS 
Wavelet Transform, Lyapunov 
exponents, SVM 
Eigenvector method, modified 
mixture of experts model 
Time-frequency distributions, 
ANN 
Complex and spectral analysis 
features, PCA, SVM 
Statistical features, DCT, 
linear classifier 
Accuracy (%) 
98.68 
99.28 
98.60 
89 
85.9 
100 
res]3ectively. This resulted in an average accuracy of 98.68%. The method put forwarded by 
Guler & Ubeyli [76] used mean, maximum, minimum and standard deviation of wavelet 
coefficients and Lyapunov exponents as inputs to classifiers. Using these composite features, 
they have implemented MLPNN, PNN, multiclass SVM for which accuracies of 93.63%, 
98.05%) and 99.28% respectively have obtained. In the eigenvector method [151], power spectral 
density (PSD) is estimated through 3 eigenvector methods- Pisarenko, multiple signal 
classification (MUSIC), and minimum-norm. It showed that modified mixture of experts (MME) 
model trained on the three diverse feature vectors produced considerably better performance than 
the mixture of experts (ME) classifier trained on the composite feature: an accuracy of 98.6%) 
with the fonner in contrast to 95.53% of the latter. Among the 12 distributions tested in the time-
frequency distribution approach [146], the maximum accuracy obtained is with reduced 
intexference (RI) distribution. When used with ANN it yielded an accuracy of 89%. The PCA is 
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used for feature reduction. The authors attributed this reduced accuracy to the high 
misclassification rate occurring between set A and set B. Combining the complexity and spectral 
analysis of EEG for seizure detection, Liang et al [79] tested different feature reduction 
tecliniques and classifiers. The feature set consisted of approximate entropy and weights of 
autoregressive (AR) model along with mean log power of frequency. PCA and genetic algorithm 
(GA) were used for feature reduction. Four linear and non linear methods of classification 
methods were applied in this method. Among these, SVM classifier with radial basis function 
(REiF) kernel is found to yield the maximum accuracy of 85.9%. This reduced accuracy is due to 
the high misclassification between the two interictal classes. 
In [63], five different classifiers are used corresponding to five groups involved. Yet the 
accuracies obtained are less than that was obtained in this method using statistical features and 
linear classifier. The method proposed in this work succeeds in correctly discriminating 
otherwise misclassified set A - set B pair [146] and set C - set D pair [79]. It also shows the 
usefulness of DCT coefficient as a feature dimension reduction mechanism. Three of the 
methods [65, 76 and 151] included in Table 4.12 computed mean, maximum, minimum and 
standard deviation of the extracted features in each EEG segment as a feature reduction exercise. 
The other two methods make use of PCA and GA [146, 79] which were quantitatively rigorous. 
At the same time, this work achieves improved accuracy with DCT coefficients as a feature 
reduction technique. The simplicity attached to the DCT coefficients and the good results 
obtained with it make DCT a relevant feature reduction technique. 
4.5 SUMMARY 
The chapter discussed automatic seizure detection algorithms developed using important 
statistical measures. It presented the results based on the classification of EEG into 2 classes 
(normal and seizure), 3 classes (normal, interictal and seizure) and 5 classes (normal eyes open, 
normal eyes closed, interictal taken from epileptogenic zone, interictal taken from opposite 
hemisphere and seizure) whose flow charts are given in Appendix D. The usability of the 
proposed features was evaluated by applying this to identify different EEG available in Bonn 
University EEG data. Median absolute deviation (MAD) and inter quartile range (IQR) were 
found to be powerful features that can be used to discriminate between different EEG datasets. 
Though MAD and IQR are two commonly used statistical dispersion measures, as per our 
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knowledge these two features were not previously used for seizure detection. As median based 
measures of dispersion, both nullify the effect of outliers present in the EEG data which may 
otherwise lead to false classification of EEG signals and thereby provide good results. This work 
also revealed the efficacy of discrete cosine transform (DCT) as a feature dimension reduction 
tool that can be used in EEG signal classification analysis. The initial cleansing of EEG dataset 
under study might have contributed to the best results obtained in this work. However, 
comparison of results obtained here with those obtained in other works based on the same 
database shows usability of MAD and IQR in seizure detection problem. 
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CHAPTER 5 
PREDICTION OF EPILEPTIC SEIZURES 
It has been observed that the seizure ahers the normal bram activity which is evident from 
the previous results. As mentioned in Section 3.2, one of the disturbing aspects of epileptic 
sei;!ures is the ambiguity regarding their occurrence. Yet, a more detailed analysis of EEG shows 
that some deviation from normal pattern is visible well before the seizure onset. These deviations 
can be detected and will be helpftil in predicting seizures. This chapter discusses the useftilness 
of different features in developing methods to predict epileptic seizures before their actual 
occurrence. The methods were evaluated on Freiburg University EEG dataset [21], over which 
various studies have been reported [109, 110, 112-117]. All methods discussed in this chapter 
relied upon the expected preictal changes indicative of an oncoming seizure [12] as evident from 
Fig 5.1. The figure shows that preictal EEG exhibits observable deviation in amplitude 
characteristics than interictal EEG taken during seizure free interval, though it falls well below 
the high amplitude observed with ictal EEG. 
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Fig. 5.1; One minute EEG recordings from the same channel during (a) interictal (b) 
preictal and (c) ictal periods 
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Initially four features viz. approximate entropy (ApEn), wavelet entropy (WE), mean 
absolute deviation (MAD2) and inter quartile range (IQR) were used separately. Their 
periformances were evaluated in terms of number of sei2aires predicted, false prediction rate 
(FPR) and prediction time (a measure of how much time ahead of its actual occurrence a seizure 
is predicted as shown in Fig. 5.2). Later, to improve the performance achieved with the 
aforementioned features, a combination of MAD2 and IQR was used. This method predicted all 
seizm e^s with good prediction time and very low FPR. These results were found to be better than 
those obtained in the reported works based on the same database. 
5.1 DESCRIPTION OF DATA 
The EEG data were recorded during invasive pre-surgical epilepsy monitoring of 21 patients 
suffering from medically intractable focal epilepsy at the Epilepsy Center of the University 
Hospital of Freiburg, Germany [21]. Intracranial grid, strip, and depth electrodes were used to 
obtain a high signal-to-noise ratio and to record directly from focal areas. Out of the six contacts 
of all implanted electrodes, three were chosen from the areas involved early in seizure activity. 
The three remaining contacts were selected from those areas not involved or involved later 
during seizure spread. 
The EEG data were acquired with 256 Hz sampling rate, and a 16 bit analog-to-digital 
converter. Each patient has 2 EEG files: one contains sufficient preictal data and another 
contains interictal data of approximately 24 hours of EEG-recordings free from seizure activity. 
Detailed description can be found in [109, 110, and 111]. 1 minute exemplary preictal and 
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Fig. 5.2: A representative EEG waveform that shows the prediction time 
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interictal EEG data is shown in Fig 5.3 and Fig. 5.4. Difference in amplitude characteristics can 
be observed from the figures. The details of 21 patients are given in Appendix E. 
The general block diagram corresponding to various processing steps involved in seizure 
prediction is shovra in Fig. 5.5. In all the methods described in this work, initially data was 
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Fig. 5.3: EEG recording corresponding to 1-minute preictal EEG data 
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Fig. 5.4: EEG recording corresponding to 1-minute interictal EEG data 
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prepriDcessed and divided into frames. Discriminatory features were extracted over these frames. 
All use linear classifier and follow same post processing steps. Flow chart of steps carried out in 
this work is shown in Appendix F. 
5.2 PREPROCESSING OF EEG DATA 
The preprocessing involves filtering, normalization and fi-aming. A 50 Hz notch filter was 
used to eliminate the influence of superimposed sinusoidal disturbance caused by the ac power 
supply. The filtering is followed by normalization under which the data samples are scaled to 
zero imean and unit variance. 
Then the data from each channel was divided into different frames over which the features 
(ApEn, WE, MAD2 and IQR) were calculated. Frames formed by small number of sample 
value;s may not correctly characterize the statistical distribution of the dataset under study. 
Hence, frames of shorter length may not be a proper choice as statistical features were used in 
this work. Further, as these features were computed for prediction of seizures, frames of the 
order of few minutes could be tolerated. This is because if the prediction is to be useful for a 
subsequent intervention to prevent a forthcoming seizure, it is to be done well in advance. So 
when the prediction is done 80 or 90 minutes ahead, a difference of one or two minutes will not 
affect the effectiveness of the prediction. Thus the normalized data in each channel were 
segregated into frames of 1 minute length that corresponds to 15360 (256*60) samples. 
Discriminatory features were calculated over these frames. 
EEG Data Preprocessing Feature Extraction 
Binary Output Post processing 
I 
Classification 
Fig. 5.5: General block diagram corresponding to different processing steps involved in seizure prediction 
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5.3 PREDICTION USING APPROXIMATE ENTROPY 
In the first two methods of seizure prediction introduced in this work, features were 
computed over the wavelet coefficients obtained through the wavelet decomposition of each 
frame. The initial work was carried out using the approximate entropy as the feature. The 
preprocessed EEG signals were subjected to wavelet decomposition and the approximate 
entropies were calculated over the wavelet coefficients computed for each frame. A linear 
classiliier was used to classify the EEG signals into preictal and interictal classes. A 5 minute 
window was included as a part of post processing by combining outputs from 5 consecutive 1 
minute frames. 
5.3.1 WAVELET DECOMPOSITION 
Fourier transform (FT) provides the frequency information regarding a signal, whereas it 
lacks any time domain localization information. Good time localization will be available with 
shorter windows; but at the cost of frequency localization. At the same time, frequency 
localization will be possible with larger windows, and then the time localization will have to be 
compromised. Though by using windows of finite length, short time Fourier transform (STFT), 
tried to bridge the gap, it couldn't solve the problem completely. Wavelet transform (WT) uses 
long time windows to get a finer low frequency resolution and short time windows are used to 
get high frequency information. Thus WT provides accurate frequency information at low 
frequencies and exact time information at high frequencies. This makes the WT suitable for the 
analysis of nonstationary signals like EEG. 
The continuous wavelet transform (CWT) of a signal/(/) is defined as 
CWTia,b)= I f{t)Wa,bO)dt (5.1) 
- 0 0 
where a and bare the scaling factor and translation (shifting) parameter respectively. The 
asterisk denotes the complex conjugation. 
Ya 6 (.) is obtained by scaling the wavelet at time b and scale a: 
q/^ j(/') = —P=r\|/ where i|/(/') represents the wavelet. W \ a J 
73 
For special selections of the function \j/and for the discrete set of parameters Oj - 2~^and 
bjj^^l'-'k,with.j,k eZ, where Z is the set of integers, the family 
\\iji^ (t) - 2-''^ \\i\2-' t-kj j,k eZ constitutes an orthonormal basis of the space L^ (9?) consisting 
of finite energy signals. In this manner we can obtain discrete information and it is possible to 
expand the function in series of wavelets. The discrete wavelet transform (DWT) coefficients 
provide a direct estimation of local energies at different scales [152]. 
The DWT associated with \j/ can be seen as a restriction of the CWT at the parameters 
Uj ,bj,^. If the wavelet decomposition is carried out over all resolution levels, N = log2 (M) the 
function can be expressed as 
/ « = I ZC/^)v^.,(/)- Z nit) (5.2) 
j=-N k j=-N 
where wavelet coefficients Cj (k) can be viewed as the local residual errors between successive 
signal approximations at scales J andy +1 , and rj (t) is the residual signal at scale/. 
DWT is a powerful tool used to analyze non-stationary signals. It analyzes the signals at 
different scales and resolutions by decomposing them into approximation and detail coefficients. 
The 5-level DWT decomposition of signals into different coefficients is shown in Fig. 5.6. It 
is achieved by passing the signal through a series of low pass and high pass filters, shown by 
blocks g and h respectively in Fig. 5.6. It starts with the original signal x[n] and fit the mother 
wavelet to it at the smallest scale. This produces the first wavelet "detail" coefficient (Dl) and a 
remainder "approximaUon" coefficient (Al). Then the timescale of the mother wavelet is 
doubled (dilation) and fit that to the first approximation. This gives a second wavelet detail (D2) 
and the remainder is the second approximation (A2). The process continues until the mother 
wavelet has been dilated to such an extent that it covers the entire range of the signal. 
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Fig. 5.6: 5-level wavelet decomposition of signal x[n] 
The number of levels of decomposition was chosen based on the dominant frequency 
component of the signal. As the EEG data used was sampled at 256 Hz, the maximum frequency 
component will be 128 Hz. Therefore, the wavelet decomposition of the given EEG gives the 
detail coefficients representing 64-128 (Dl), 32-64 (D2), 16-32 (D3), 8-16 (D4), 4-8 (D5) and 
approximation coefficients representing 0-4 Hz (A5). As EEG signals do not have much useful 
frequencies above 30 Hz [36], the given EEG data was subjected to 5-level wavelet 
decomposition using Daubechies order 4 wavelets and the analysis was confined to D3, D4, D5 
and A5 coefficients. 
5.3.2 APPROXIMATE ENTROPY (ApEn) 
In the next phase, approximate enfropies were calculated over the D3, D4, D5 and A5 
coefficients. Approximate entropy is a measure or feature that quantifies the regularity or 
predictability of a time series. A low value of entropy indicates that the time series is 
deterministic or less random; whereas a high value indicates randomness [153]. Unlike 
Shannon's entropy, ApEn takes into account the temporal order of points in a time sequence; so 
it is a preferred measure of randomness or regularity [81]. ApEn has been used to characterize 
different biomedical signals such as ECG and EEG [154]. Also, it has been used to discriminate 
normal and abnormal EEGs for seizure detection [74]. 
From a data sequenced = [;c(l),x(2),x(3), ,x(N)] containing A/'data points, the value of 
ApEn is determined as shown in the following steps [154]: 
1. Let X(i) be a subsequence of X such that 
X(i) = [x{i), x(i +1), x(i + 2), , x(i + m-1)], / = 1,2, , N-m +1 
where m is the number of samples in the subsequence. 
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2. Define the distance between X,and Xj, d[X{i),X{j)\, as the maximum absolute difference 
between their respective scalar components, 
d[X{i),XU)\ = max \x{i + k-\)-x{j + k-l)\ (5.3) 
k=l,2,-m' ' 
3. For a given X(i), count the number of j , (j -1,2, N-m +1) so that d [X{i), X{j) < r] 
denoted as N'"{i), where r is the criterion for similarity. 
Then, for/ = 1,2, J^-m + l , 
C'^{i) = N'"{i)l{N-m + \) (5.4) 
4. Compute the natural logarithm of each C™ (/) and average it over /, 
1 jV-m+l 
r W = - I lnC(0 (5.5) 
N-m + \ ;=i 
5. Increase the dimension to m +1. Repeat steps 1- 4 and get C™(/)and (j)'"'^ '(/') 
6. ApEn is given by the formula: 
ApEn(w,r,iV)=(j)'"(r)-(j)'"+'(r) (5.6) 
5.3.3 FEATURE EXTRACTION AND CLASSIFICATION 
The ApEn values are clearly related to the selection of m and r. Although m and r are 
important in determining ApEn, no guidelines exist in optimizing their values. To calculate 
ApEn, Pincus suggested [147] m = 2 and r = 0.1-0.2%x SD, where SD is the standard 
deviation of a time series of A'' data points. Hence, in this work ApEn was calculated over each 
frame of 1 minute duration (15360 data points) by taking m = 2 and r = 0.2 x SD. 
y\.s in the case of epileptic seizure detection linear classifier had been used for seizure 
prediction also. In linear classifiers, classification is achieved by making a decision based on the 
values of the linear combinations of features. 
For classification, the training and test data has been formed for each patient separately. 
Only those patients having at least 3 seizures were considered in this study. Thus depending on 
the number of seizures 2, 3 or 4 seizure instances were used for training by keeping one for 
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testing. Ten minute interval preceding each seizure onset has been used to provide training 
samples and the data of the remaining one seizure has been used to produce test samples. For 
example, Patient 20 has 5 seizures at frames 111, 285, 399, 576 and 702 respectively. Therefore, 
seizure at frame 111 constituted the first test set and the training set was formed using the 
preictal frames 275-284, 389-398, 566-575 and 692-701 along with interictal data of equivalent 
frame length. The ApEn was calculated over the D3, D4, D5 and A5 wavelet coefficients 
computed for each frame. As 6 channels were involved, 6 feature vectors of 4 dimensions each 
were given to the classifier from preictal and interictal classes. 
During classification, label '0' and ' 1 ' was assigned for preictal and interictal data 
respectively. Five consecutive '0' label outputs were searched for raising the alarm (Fig. 5.7). 
The total preictal period available prior to the seizure under test was considered to evaluate the 
prediction time. The time gap between the first alarm and the seizure onset was taken as the 
prediction time for the seizures. The entire 24 hour interictal data available was tested to check 
whether it gives any misclassification. The same procedure was repeated for all the seizures of 
the same patient. The prediction time and FPR were averaged to get an overall value. 
5.3.4 RESULTS AND DISCUSSION 
Ajnong the 21 patient data provided in [21], two patients (Patient 8 and Patient 13) had only 
2 seizures. For Patient 2 there was no interictal data and so FPR could not be calculated. Hence 
these three cases were excluded from the purview of the analysis. From the remaining patients, 
seven seizures which do not have a minimum of ten minutes preictal data were also excluded. 
Thus EEC data from remaining 18 patients with 73 seizures in all were tested using the proposed 
method. For each patient, the performance of the prediction system was measured in terms of 
sensitivity, prediction time and FPR. The algorithm correctly predicted 63 seizures. 
The results for the 18 patients are summarized in Table 5.1. In the table, the second column 
0 0 0 0 1 0 0 
• - — V " 
1 
0 0 0 
J 
0 
0 0 0 0 
(Predicted) 
Fig. 5.7: Five minute window analysis at the classifier output. 
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gives the total number of seizures each patient has under gone and third column gives the the 
number of seizures predicted using a particular feature (in this case ApEn). The fourth and fifth 
column give minimum and maximum, respectively, of prediction times of all seizures of 
individual patients. The sixth column gives the average prediction time which is obtained by 
averaging out the prediction times of all seizures of each patient. The last column corresponds to 
the average of all FPRs obtained when testing each seizure of the same patient. The maximum 
and average prediction time found to vary between 40-132 minutes and 28-67 minutes 
respectively. FPR for 3 patients were found to be zero and in remaining cases it varies from 0.06 
to 2.97. 
The minimum, maximum and average prediction time of the predicted seizures are found to 
be good when using approximate entropy as the discriminatory feature between preictal and 
TABLE 5.1: RESULTS OBTAINED WITH FREIBURG EEG DATASET USING APEN 
Patient 
ID 
PI 
P3 
P4 
P5 
P6 
P7 
P9 
PIO 
Pll 
P12 
P14 
P15 
PI6 
PI7 
P18 
P19 
P20 
P21 
Total no. 
of 
seizures 
4 
4 
5 
4 
3 
3 
5 
3 
4 
4 
4 
4 
4 
4 
4 
4 
5 
5 
No. of 
seizures 
predicted 
3 
4 
5 
4 
3 
2 
4 
1 
3 
4 
3 
4 
4 
3 
4 
3 
4 
5 
Min. 
pred. 
time 
(min) 
15 
33 
28 
29 
13 
36 
02 
05 
20 
55 
33 
06 
20 
40 
30 
14 
25 
35 
Max. 
pred. 
time 
(min) 
100 
95 
70 
88 
70 
60 
70 
89 
80 
132 
90 
115 
81 
105 
40 
70 
45 
100 
Average 
pred. 
time 
(min) 
38'45" 
66'45" 
47'24" 
49'45" 
42'00" 
32'00" 
36'24" 
3r20" 
37'30" 
79'00" 
48'15" 
62'30" 
53'00" 
53'45" 
37'30" 
32'45" 
28'00" 
64'00" 
Average 
FPR 
0.18 
0.36 
0.06 
1.04 
1.29 
0.00 
0.00 
0.58 
2.97 
0.44 
0.00 
0.78 
0.58 
1.36 
0.30 
1.97 
1.17 
0.80 
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interictal EEGs. At the same time the results indicate that the number of seizures predicted and 
FPR are well below from what is required for a reliable prediction system. This prompts to 
explore some features which will provide better sensitivity and FPR. 
5.4 PREDICTION USING WAVELET ENTROPY 
5.4.1 WAVELET ENTROPY (WE) 
The entropy of a random variable provides the degree of uncertainty that the variable 
possesses. Entropy, //for discrete random variable Xis defined as 
H(X) = ~Y,P{X = x,)logP(Z = X,) (5.7) 
where x,are the possible values oiX. The conventional definition of Shannon entropy is 
described in terms of the temporal distribution of the signal energy in a given time window. The 
energy distribution is described in terms of the probabilities in signal space {/»,} where ;?,is the 
probability that X = x,-. 
Considering the non-stationary behavior of EEG signals, it is better to consider the time-
frequency distribution for the definition of entropy where the probability density function is 
replaced by the coefficients of a given time-frequency representation (TFR) of the signal [155]. 
The TFR based on Fourier analysis cannot depict the temporal changes in the spectral content of 
the signal, which is critical in the analysis of non-stationary signals. Hence a 5 level wavelet 
decomposition using Daubechies 4 (Db4) wavelets has been applied. 
The WE is defined in terms of the relative wavelet energy of the wavelet coefficients [156]. 
Defining the energy at each resolution level j = l,2,....,N using the wavelet coefficients 
Cj(k) estimated for an EEG segment with a temporal window with index / as 
Ei,=l\c,j(k)f (5.8) 
k 
The total energy of wavelet coefficient then be given by 
j 
Then the relative wavelet energy is expressed as 
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P.,-Y^ <5.10) 
^i,total 
Since for each window/ Y^Pij^^^ the WE is defined using the probability distribution 
j 
associated with the scale level j as 
H{i) = -i:p^j\ogp,j (5.11) 
J 
WE provides useful information about the underlying dynamical process associated with the 
signal. A rhythmic process could be thought as a signal with a narrow-band spectrum. The 
wavelet representation of such a signal will be greatly resolved at one unique wavelet resolution 
level. So except at this wavelet resolution level that includes the representative signal frequency, 
for which the relative wavelet energy will almost equal to unity, all relative wavelet energies, 
will be almost zero. Accordingly, the WE will have a very small value. A signal generated by a 
totally random process will have a wavelet representation with considerable contributions 
coming from all frequency bands. Thus, the relative wavelet energy will be almost equal at all 
resolution levels, and the WE will acquire its maximum possible value [157]. 
5.4.2 FEATURE EXTRACTION AND CLASSIFICATION 
Classification and post processing were done as with the previous case. WE extracted for 
D3, D4, D5 and A5 coefficients of each frame were applied to a linear classifier. Only those 
patients having at least 3 seizures were considered for this work also. At a time one seizure 
instance was used for test set and rest constitutes the training set. As explained in section 5.3.3, 
ten minute interval preceding each seizure onset has been used to provide training samples and 
the data of the remaining one seizure has been used to produce test samples. The same procedure 
was ri^ peated for all the seizures of the same patient. The prediction time and FPR were averaged 
to get an overall value. 
5.4.3 RESULTS AND DISCUSSION 
The results obtained with 18 patients considered in this work are given in Table 5.2. This 
method could predict only 72 seizures out of 73 tested in total. Table 5.2 shows that maximum 
prediction time varies between 66 and 132 minutes, whereas the average prediction time varies 
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TABLE 5.2: RESULTS OBTAINED WITH FREIBURG EEG DATASET USING WE 
Patient 
ID 
PI 
P3 
P4 
P5 
P6 
P7 
P9 
PIO 
Pll 
P12 
P14 
P15 
P16 
P17 
P18 
P19 
P20 
P21 
Total no. 
of 
seizures 
4 
4 
5 
4 
3 
3 
5 
3 
4 
4 
4 
4 
4 
4 
4 
4 
5 
5 
No. of 
seizures 
predicted 
4 
4 
5 
4 
3 
3 
5 
3 
4 
4 
4 
4 
3 
4 
4 
4 
5 
5 
Min. 
pred. 
time 
(min) 
40 
53 
52 
52 
43 
55 
47 
55 
55 
55 
48 
51 
9 
50 
10 
14 
33 
50 
Max. 
pred. 
time 
(min) 
100 
100 
75 
88 
70 
96 
75 
79 
85 
132 
90 
115 
66 
110 
90 
85 
105 
110 
Average 
pred. 
time 
(min) 
63'45" 
76'45" 
60'36" 
63'30" 
52'00" 
73'40" 
57'48" 
68'40" 
65'45" 
80'15" 
72'00" 
84'00" 
22'45" 
86'15" 
56'15" 
50'15" 
83'36" 
84'00" 
Average 
FPR 
0.28 
0.11 
0.67 
0.99 
4.92 
0.36 
0.00 
0.41 
0.09 
0.36 
0.00 
0.80 
0.00 
0.39 
1.70 
2.06 
0.01 
0.61 
between 22 and 86 minutes. FPR was found to be zero in 3 cases and vary from 0.01 to 4.92 in 
remaining cases. 
This method predicted 72 out of 73 seizures tested whereas the one with approximate 
entropy predicted 63 out of 73 seizures only. Lack of proper guidelines in the selection of two 
important parameters of approximate entropy (length of subsequence, mand criterion of 
similarity, r ) makes the performance of approximate entropy highly dependent on the selection 
of the above parameters. Inability to predict sizable number of seizures negates the very purpose 
of seizure prediction algorithm as a helping tool to initiate some preventive mechanism against 
an oncoming seizure. Also, high FPR causes large number of false alarms which put the patient 
under constant threat of a never coming seizure. These factors cast doubts regarding the usability 
of approximate entropy as a discriminating feature for seizure prediction. 
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Though there is no improvement in zero FPR instances even with wavelet entropy, in most 
of the cases nonzero FPR cases, the FPRs obtained were lesser than the ones obtained with 
approximate entropy. 
Good trade-off between the sensitivity and specificity (expressed in terms of FPR) is always 
a big challenge in the design of seizure prediction algorithms [114]. At many occasions, those 
algorithms exhibited high sensitivity also gave out high FPR. In the present case WE also 
couldn't circumvent this problem. Higher FPR observed along with an improved sensitivity in 
the current problem indicates this fact. 
5.5 PREDICTION USING MEAN ABSOLUTE DEVIATION 
(MAD2) 
Exploration for discriminatory features that can predict maximum number of seizures and 
thereby yield high sensitivity with minimimi number of false predictions lead us towards one 
staustical discriminatory measure: mean absolute deviation (MAD2). MAD2 is measure of 
statistical dispersion. It is the mean of the absolute deviations from the data's mean. 
As stated in the beginning of the chapter, the seizure prediction was modeled as a 
classification between interictal and preictal EEGs in this work. In order to view the statistical 
distribution of interictal, preictal and ictal data histograms were plotted as shown in Fig. 5.8. 
10 X 10 
. ^ l l m - h - . 
-3 -2.5 2 
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0.5 1 1.5 2.5 
HrfffN I NThh^ 
(b) 
-25 -20 
1 
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Fig. 5.8: Histogram plot of (a) interictal (b) preictal and (c) ictal EEG data of patient 1 
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Though there exists a marked difference in the spread of interictai and preictal distributions, 
extreme deviations are not observed in both as in the case of ictal distribution shown in Fig. 5.8 
(c). In Fig. 5.8 it can be observed that the interictai distribution varies from -3 to 2.75, preictal 
distribution varies from -5.5 to 4.5 and the ictal distribution varies from -20 to 20. Hence the 
impact of outliers is expected to be less. Therefore, mean based MAD2 has been used for 
prediction as the feature instead of median based MAD used for seizure detection. 
5.5.1 MEAN ABSOLUTE DEVIATION (MAD2) 
For a dataset X . = x.,Xn,, x MAD2 is defined as the mean of the absolute deviations 
J r 2' n 
from the data's mean. 
MADl]^-
n 
X(n 
i|x,-m(x)] (5.12) 
• V/=i 
MAJD2 is an intelligible feature that is more efficient for distributions other than perfect 
normal. It is better than the standard deviation in realistic situation where some of the 
measurements are in error [158]. 
5.5.2 CLASSIFICATION 
MAD2 was extracted for each frame of the preictal and interictai data and were applied to a 
linear classifier. As explained in section 5.3.3, ten minute interval preceding each seizure onset 
has been used to provide training samples and the data of the remaining one seizure has been 
used: to produce test samples. As there are 6 channels, 6 feature vectors each will be provided to 
the c;iassifier from both interictai and preictal classes. 
5.5.3 RESULTS AND DISCUSSION 
The method using mean absolute deviation as discriminatory feature could successfully 
predict 72 out of 73 seizures tested in total. The method showed much improvement in FPR. It 
yielded zero FPR in 9 cases, whereas the same was 3 in previous two methods. In the remaining 
patients FPR vary from 0.02 to 1.68. Maximum prediction time varies from 70 to 137 minutes 
and average prediction time varies from 42 to 96 minutes. The results obtained with each patient 
are listed in Table 5,3. 
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TABLE 5.3: RESULTS OBTAINED WITH FREIBURG EEG DATASET USING MAD2 
Patient 
ID 
PI 
P3 
P4 
P5 
P6 
P7 
P9 
PIO 
Pll 
P12 
P14 
P15 
P16 
P17 
P18 
P19 
P20 
P21 
Total no. 
of 
seizures 
4 
4 
5 
4 
3 
3 
5 
3 
4 
4 
4 
4 
4 
4 
4 
4 
5 
5 
No. of 
seizures 
predicted 
4 
4 
5 
4 
3 
3 
5 
3 
4 
4 
4 
4 
4 
4 
4 
3 
5 
5 
Min. 
Pred. 
time 
(min) 
50 
50 
50 
40 
43 
70 
56 
65 
54 
35 
47 
46 
38 
81 
40 
10 
33 
50 
Max. 
Pred. 
time 
(min) 
120 
115 
75 
128 
70 
96 
80 
90 
85 
137 
90 
105 
71 
110 
90 
105 
105 
110 
Average 
Pred. 
time 
(min) 
71'30" 
80'00" 
59'36" 
65'30" 
52'00" 
78'40" 
65'48" 
75'40" 
65'30" 
74'27" 
67'30" 
74'45" 
4r30" 
96'00" 
69'45" 
56'15" 
83'24" 
86'00" 
Average 
FPR 
0.00 
0.00 
0.02 
1.68 
0.03 
0.00 
0.53 
0.58 
0.00 
0.00 
0.00 
0.00 
0.35 
0.00 
0.00 
1.02 
0.35 
0.09 
Though the wavelet entropy method also predicted 72 seizures, the FPR obtained was high 
com]}aring to the present method. The former case has recorded up to 4.92 false predictions per 
hour, while it was 1.68 in the present case. The prediction time also showed some improvement 
in this case. These improved performances can be attributed to the use of a statistical dispersion 
measure as the discriminating feature between the preictal and interictal EEGs in the present 
case. Still there exists scope for the improvement in FPR and sensitivity. 
5.6 PREDICTION USING INTER QUARTILE RANGE (IQR) 
In order to study the difference in statistical characteristics of interictal and preictal EEGs, 
box plots of both were plotted. Fig. 5.9 shows the box plot corresponding to a 30 minute EEG 
recording of the first channel of patient 1 in each case. Noticeable difference in the spacing 
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Fig. 5.9: Boxplot of preictal and interictal EEG data of patient 1 
between top and bottom of the boxes can be inferred from the box plot. This visible distinction 
leads to the use of inter quartile range (IQR) as a feature in classifying preictal and interictal 
classes for seizure prediction. As stated in section 4.3.2, being equal to the difference between 
the third and first quartiles, IQR is a spread characteristic which is much resilient to outliers. 
5.6.1 RESULTS AND DISCUSSION 
As done with previous case, IQR was extracted for each frame of the preictal and interictal 
data and were applied to a linear classifier. As there are 6 channels, 6 feature vectors will be 
provided to the classifier fi-om both interictal and preictal classes. The performance evaluation 
was done in terms of sensitivity, prediction time and FPR. This method exhibited 100% 
sensitivity by correctly predicting all the 73 seizures. Cross validation was done for each patient 
and average was found out. The FPR for 10 patients was found to be zero and for the rest it 
found to vary from 0.03 to 1.07 per hour. Maximum prediction time was found to vary between 
70 to 137 minutes and average prediction time from 52 to 96 minutes. The performance obtained 
for the proposed algorithm is summarized in Table 5.4. 
The performance obtained using IQR was found to be the best one among the four features 
used for the purpose. The use of IQR as the discriminatory feature helped to achieve the 
marginal improvement in number of predicted seizures and FPR over those got with MAD2. As 
a median based dispersion measure which is more resilient to the outliers, IQR reduces the 
impact of outliers which might have affected the performance of MAD2. 
This method predicted all 73 seizures and thus yielded 100% sensitivity. This was 72, 72 
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TABLE 5.4: RESULTS OBTAINED WITH FREIBURG EEG DATASET USING IQR 
Patient 
ID 
PI 
P3 
P4 
P5 
P6 
P7 
P9 
PIO 
Pll 
P12 
P14 
P15 
P16 
P17 
P18 
P19 
P20 
P21 
Total 
no. of 
seizures 
4 
4 
5 
4 
3 
3 
5 
3 
4 
4 
4 
4 
4 
4 
4 
4 
5 
5 
No. of 
seizures 
predicted 
4 
4 
5 
4 
3 
3 
5 
3 
4 
4 
4 
4 
4 
4 
4 
4 
5 
1 Min. 
Fred, 
time 
(min) 
38 
50 
50 
43 
43 
54 
56 
65 
54 
35 
47 
46 
58 
81 
60 
10 
89 
5 50 
Max. 
Pred. 
time 
(min) 
120 
115 
75 
123 
70 
96 
85 
90 
85 
137 
90 
100 
76 
110 
90 
110 
105 
Average 
Pred. 
time 
(min) 
69'30" 
80'00" 
59'36" 
69'00" 
52'00" 
73'18" 
66'24" 
75'40" 
65'30" 
74'27" 
67'30" 
78'30" 
68'00" 
96'00" 
69'45" 
69'00" 
95'00" 
Average 
FPR 
0.00 
0.00 
0.00 
1.07 
0.00 
0.00 
0.33 
0.55 
0.00 
0.00 
0.00 
0.03 
0.32 
0.00 
0.00 
0.60 
0.83 
115 87'00" 0.13 
and 63 with MAD2, wavelet entropy and approximate entropy respectively. Zero FPR was 
observed with 3 patients each in WE and ApEn and 9 cases in M.\D2, whereas it is 10 in the 
present case. In non-zero FPR instances, this method showed lower FPR than the MAD2 case. 
Among the four features discussed, MAD2 and IQR were found to yield better prediction time. 
5.7 PREDICTION USING MAD2 AND IQR 
As MAD2 and IQR exhibited better performance among the four features discussed so far, 
these two were combined for seizure prediction in the next phase. Classification and post 
processing was done as discussed for the previous cases. MAD2 and IQR extracted for each 
frame were applied to a linear classifier. Only those patients having at least 3 seizures were 
considered for this work also. At a time one seizure instance was used for test set and rest 
constitutes the training set. As explained in section 5.3.3, ten minute interval preceding each 
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seizure onset has been used to provide training samples and the data of the remaining one seizure 
has been used to produce test samples. As 2 features were used and 6 channels were involved, 12 
feature vectors (6 vectors from each feature) each will be provided to the classifier from both 
interictal and preictal classes. The results were averaged using cross validation method. 
5.7.1 RESULTS AND DISCUSSION 
As in previous cases, this method was also tested with 18 patients having 73 seizures in 
total. The performance evaluation was done in terms of sensitivity, prediction time and FPR. 
This method exhibited 100% sensitivity by correctly predicting all the 73 seizures; that too with 
very low FPR. 
The performance obtained for the proposed algorithm is summarized in Table 5.5, where it 
can be observed that the proposed system was able to predict epileptic seizures well in advance. 
TABLE 5.5: RESULTS OBTAINED WITH FREIBURG EEG DATASET USING MAD2-IQR 
Patient 
ID 
PI 
P3 
P4 
P5 
P6 
P7 
P9 
PIG 
Pll 
P12 
P14 
PI 5 
P16 
P17 
P18 
P19 
P20 
P21 
Total 
no. of 
seizures 
4 
4 
5 
4 
3 
3 
5 
3 
4 
4 
4 
4 
4 
4 
4 
4 
5 
5 
No. of 
seizures 
predicted 
4 
4 
5 
4 
3 
3 
5 
3 
4 
4 
4 
4 
4 
4 
4 
4 
5 
5 
Min. 
pred. 
time 
(min) 
50 
53 
50 
45 
43 
54 
55 
55 
55 
35 
45 
46 
59 
65 
55 
05 
33 
50 
Max. 
pred. 
time 
(min) 
130' 
130' 
75' 
60' 
70' 
96' 
85' 
94' 
85' 
132' 
90' 
115' 
76' 
110' 
125' 
85' 
105' 
95' 
Average 
pred. 
time 
(min) 
75'00" 
83'15" 
59'00" 
51'15" 
52'00" 
73'40" 
65'24" 
73'40" 
67'30" 
69'45" 
66'15" 
75'45" 
70'00" 
96'45" 
83'45" 
59'00" 
84'24" 
81'00" 
Average 
FPR 
0.00 
0.00 
0.00 
0.26 
0.00 
0.00 
0.07 
0.19 
0.00 
0.00 
0.00 
0.08 
0.30 
0.00 
0.00 
0.19 
0.00 
0.00 
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The FPR for 12 patients were found to be 0 and for the rest it was less than 0.31 per hour. 
Average prediction time was found to vary between 51 to 96 minutes. The combined use of 
MAD2 and IQR has resulted in much improvement in FPR by maintaining 100% sensitivity got 
in the previous case. 
Comparison of results obtained with MAD2-IQR with the results obtained with four 
features, viz ApEn, WE, MAD2 and IQR, separately can be seen in terms of number of seizures 
ApEn WE MAD2 IQR MAD2-IQR 
Fig. 5.10 (a): Number of seizures predicted with ApEn, WE, MAD2, IQR and N4AD2-1QR combine 
£ 2 
u. 
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1 3 4 5 6 7 9 10 11 12 14 15 16 17 18 19 20 21 
Patient ID 
Fig. 5.10 (b): FPR obtained with ApEn, WE, MAD2, IQR and MAD2-IQR combine 
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predicted, FPR and average prediction time in Fig. 5.10 (a), (b) and (c) respectively. Though the 
prediction method using IQR only also predicted all the tested seizures, FPR was high comparing 
to the MAD2-IQR case. As shown in Fig. 5.10 (b), number of zero FPR cases increased from 10 
recorded with IQR to 12 in the present case. Even in the non-zero FPR cases, maximum value is 
0.30 here, while it went up to 1.07 with IQR. The average prediction time obtained with ApEn is 
far less than those obtained with other four cases. But much difference is not visible between the 
average prediction times obtained with WE, MAD2, IQR and MAD2-IQR combine as evident 
from Fig. 5.10 (c). Based on these observations, we conclude that MAD2-1QR combination gives 
out best performance among the five methods used in this work. 
Comparison with other seizure prediction methods based on the same EEG database shows 
an improved performance of the proposed method. Initial studies [109, 110, and 112] yielded the 
following sensitivity and FPR: 8.3- 38.3% and 0.1/h in [109], 21-42% and 1-3.6/day in [110] and 
89% and 0.5/h in [112], respectively. Comparing to the 100% sensitivity that was obtained 
through the proposed method, the sensitivity values obtained in the above three were very less. 
Attempts to have low FPR at the cost of sensitivity made these methods unsuitable for clinical 
1 3 4 5 6 7 9 10 11 12 14 15 16 17 18 19 20 2 
Patient ID 
Fig. ;5.10 (c): Comparison of average prediction time obtained with ApEn, WE, MAD2, IQR and MAD2-IQR combine 
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applications. 
Comparison with two methods [113], [114] which tried to address the problem of good 
trade-off between high sensitivity and low FPR is shown in Table 5.6. Mirowski et al. [113] used 
16 different prediction methods and tested on 21 patients. The feature extraction techniques 
adopted were based on maximal cross-correlation (C), nonlinear interdependence (S), difference 
of Lyapunov exponents (DSTL) and three measures of wavelet analysis based synchrony: phase-
locking value (SPLV), entropy (H) of phase difference and coherence (Coh). The classifications 
were done using LI regularized logistic regression, convolutional networks and support vector 
machines (SVM). The resuhs showed that for each patient, at least one combination predicts 
100% of the seizures with no false alarm. But each method of prediction differs in feature 
extraction technique and type of classifier used. The major limitation of this method was that 
there was no unique feature or classifier which gives required result of 100% sensitivity with all 
the patients. Also this method lacks a criterion for choosing the best combination of features and 
classifiers. This fact restricts the clinical applicability of the method described in [113]. 
Chicsi et al. [114] proposed a method that was based on auto regressive (AR) modeling of 
EEG and combined a least- squares parameter estimator for feature extraction along with an 
SVM classifier. Experimental results (Table 5.6) on a subset of Freiburg EEG dataset exhibited 
correct prediction of all seizures giving 100% sensitivity with FPR comes between 0 and 0.6. 
Comparing with this method, tested only on 9 patients, the MAD2-IQR method discussed here is 
found to be better in terms of both prediction time and FPR. The slightly lower prediction times 
obtained for patients 17 and 21 in comparison with [114] may be the result of discarding 10 
minute post seizure reading in order to avoid the impact of post seizure effect on the prediction 
of next seizure. 
Park et al [115] used spectral power of intracranial EEG obtained from raw, time-
differential, space-differential and time/space differential EEGs as features. Classification was 
done with SVM. This method could give 100% sensitivity with only 11 patients and for rest of 
the patients it varies from 40% to 80%. FPR was zero in 5 cases and varies between 0.04 and 0.5 
in the remaining cases. Williamson et al [116] suggested a prediction method that involves the 
extraction of Eigen spectra and amplitude features from correlation and covariance matrices, 
followed by dimensionality reduction using PCA and classification using SVM. Here also, all 
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seizures were predicted only for 11 patients whereas the sensitivity varies from 60% to 80% in 
the n;maining cases. Zero FPR was found in 3 cases and in rest it varies from 0.04 and 0.49. 
Power spectral density features extracted through Welch method were used in [117]. 
Multidimensional Henze-Penrose divergence is applied to reduce the number of features into 
four. In order to reduce the FPR, four additional features were also employed in this method. The 
classifier was SVM with linear kernel. As shown in Table 5.6, this method offered 100% 
sensitivit}/ in 11 cases. FPR was found to vary between 0.02 and 0.85. 
Comparison of the performance obtained with MAD2-IQR combination with those obtained 
in [115], [116] and [117] are shown in Fig. 5.11 (a) and 5.11 (b). Method described in [113] does 
not use same features and classifiers with all the patients. Instead, one of different combinations 
of features and classifiers provide 100% sensitivity and zero FPR with each patient. Chisel's 
work: [114] was confined only to 9 patients. Hence these two works were excluded from the 
comparison charts given in Fig. 5.11 (a) and 5.11 (b). 
Comparison with other works based on the same database clearly shows the improvement 
that MAD2-1QR combination method could fetch to the seizure prediction. It exhibit 100% 
sensitivity by predicting ail seizures. In 12 patients FPR was zero, whereas among the remaining 
Fig. 5. 
1 3 4 5 6 7 9 10 11 12 14 15 16 17 18 19 20 21 
Patient ID 
11(a): Comparison of sensitivity obtained in the present work with those obtained in Park [113], 
Williamson [114] and Brown [115] 
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cases its maximum value is 0.31. Though zero FPR and prediction of all seizures were reported 
for all patients in [113], this has achieved through testing 16 different combinations of features 
and classifiers. As the authors noted, during their study they could see no specific feature that 
would work with all patients. 
The use of simple time domain statistical features is the major attraction of this method. 
Further, the use of linear classifier minimized the computation time. Many seizure prediction 
algorithms use those features for which complex methods of extraction and different 
transformations are required. Also, the classifiers used are often the ones which require 
exhaustive training. 
5.8 SUMMARY 
The chapter discussed the work on epileptic seizure prediction using four different features 
individually and a combination of best two among them. The work made use of wavelet entropy, 
approximate entropy, mean absolute deviation (MAD2) and inter quartile range (IQR). As 
MAD2 and IQR were found to give better performance in terms of sensitivity and FPR, these 
two features were combined in the last phase. The combination presented better performance 
-0.2 
0 1 3 4 5 6 7 9 10 11 12 14 15 16 17 18 19 20 21 
Patient ID 
Fig. 5.11(b): Comparison of FPR obtained in the present work with those obtained in Park [113], 
Williamson [114] and Brown [115] 
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than the individual features. Good trade-off between the sensitivity and specificity (expressed in 
terms of FPR) is always a big challenge in the design of seizure prediction algorithms [114]. 
Many of the studies attain high sensitivity at the cost of speciilcity or vice versa. But this 
combination yielded 100% sensitivity with very low FPR. With the EEG datasets of 18 of total 
21 patients in Freiberg dataset, this feature set could predict all the seizures. The prediction time 
obtained and FPR were found to be better than those obtained in the reported works based on the 
same database, till date. 
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CHAPTER 6 
CONCLUSIONS AND FUTURE WORKS 
In this chapter, the thesis is concluded with a summary of its contribution followed by 
directions of future works. 
6.1 THESIS SUMMARY 
Technological interventions to automate the epileptic seizure detection and prediction 
processes reduce the expense and fatigue attached to the manual processing of lengthy EEG data 
and thereby expedite the long-term monitoring and treatment of seizures. They also help the 
presurgical evaluations of epileptic seizures which is a major neurological disorder that affects 
1% of world population. The prediction of epileptic seizures well ahead to their actual onset 
helps to develop new therapeutic strategies for the disruption of the brain's preparedness for an 
oncoming seizure. Most of the algorithms developed for the automatic detection and prediction 
of seizures were making use of computationally intensive feature extraction methods and 
classifiers required rigorous training. Hence the overall goal of this research was to contribute to 
the existing seizure detection and prediction scenario by formulating new algorithms which can 
provide better performance by employing features requiring less computation time and using 
simple linear classifier. 
One major objective of this research was to identity features which not only give high 
classification accuracy but also have low computational complexity. Utility of various featvires 
like median absolute deviation (MAD), inter quartile range (IQR), variance, skewness, kurtosis, 
coefficient of variation and entropy in discriminating between different EEG classes were 
investigated during the course of work. Among these, MAD and IQR were found to be more 
powerfiil features in discriminating different EEG classes. These are two median based statistical 
dispersion measures and hence more resilient to outliers. As large deviations in amplitudes 
happen with ictal EEG and intermittent epileptiform activities of interictal EEG, median based 
measures of dispersion act as good discriminatory features between different classes of EEG. So 
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when tested with pubhcly available and widely used Bonn University EEG dataset [22, 23], 
combination of these features along with variance yielded 100% accuracy in discriminating 2-
class, 3-class and 5-class EEGs. 
As the analysis of EEG for seizures involves larger data of hours-long duration, feature 
dimension reductions were done to lessen the computational complexity. This was achieved 
either through computing statistical characteristics such as mean, minimum, maximum and 
standard deviation of the features across each frame or through the significant DCT coefficients 
taken from each frame. The methods developed in this work found to exhibit better performance 
in terms of specificity, sensitivity and overall accuracy over the other works based on the same 
databasereportedin[65,66, 68, 76,79, 81, 128-131,138-146, 151]. 
Another objective of the work was to design and evaluate algorithm for epileptic seizure 
prediction. In the initial stage, these were developed using approximate entropy, wavelet entropy, 
mean absolute deviation (MAD2) and IQR independently. Among these, mean absolute 
deviation (MAD2) and IQR were found to yield good results in terms of sensitivity, prediction 
time and false prediction rate (FPR) when tested with widely used Freiburg University EEG 
dataset [21]. 
The improved performance of MAD2 is due to its status as a good statistical dispersion 
measure. Though there existed an obvious difference in the spread of interictal and preictal 
distributions of Freiburg University EEG dataset, extreme deviations were not observed in both 
as in the case of its ictal distribution. Hence the impact of outliers was less. Therefore, a mean 
based dispersion measure like MAD2 acted as a good discriminating feature between the preictal 
and interictal EEGs in the prediction case. The performance obtained using IQR was found to be 
the best one among the four features used for the prediction. As IQR is a median based 
dispersion measure, it reduces the impact of outliers, if there is any, which might have affected 
the performance of MAD2. Hence the use of IQR as the discriminatory feature helped to achieve 
the marginal improvement in number of predicted seizures and FPPL over those got with MAD2. 
Then in order to improve the obtained results, a combination of MAD2 and IQR was used. 
The results were found to predict all seizures tested well in advance with low FPR. These results 
showed marked improvement over the previous results obtained on the same database described 
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in [109, 110, 112-117]. Many of the works on seizure prediction attains high sensitivity at the 
cost of specificity (expressed in terms of FPR). Hence good trade-off between the sensitivity and 
specificity is always a big challenge in the design of seizure prediction algorithms. But this work 
achieved 100% sensitivity with very low FPR. 
In brief, the methods of automatic seizure detection and prediction proposed in this work are 
of much clinical relevance. As the monitoring of the patient's EEG for several days is tiresome 
and time consuming, a reliable automatic detection will greatly help in long term monitoring and 
treatment of seizures. The people with epilepsy will be really benefited if seizures were detected 
just as they are starting or, eventually, predict them before they begin and prevent them from 
happening. With a dependable automatic seizure detection method, closed loop implantable 
devices can be designed to monitor the seizure focus, detect a seiizure in the beginning, and 
quickly respond without external intervention before the person experiencing seizure symptoms. 
Such responses could include delivering mild electrical pulses to the brain which mitigate the 
electrical activity of seizures, rapidly cooling the involved region to halt the event or feeding 
seizure-halting medications directly to specific areas of brain tissue to stop the seizure [159]. 
This will be more helpful if it is done in preictal period. So the closed loop devices, coupled with 
seizure prediction will be more effective and efficient than the devices triggered by seizure 
detection [160]. Also the patients whose epilepsy cannot be controlled by medications will be 
helped by the new therapies based on seizure prediction. The significance of the present work 
lies in the fact that the methods proposed in this work can be used in the implantable devices and 
other therapeutic strategies used to monitor and/or prevent seizure. 
6.2 FUTURE WORKS 
Though the maximum accuracy in seizure detection was achieved by the features used in 
this work, the study is having some limitations as well. The EEG data sets used were artifact 
free. So when confronting with the real life situation, the accurac>' of the proposed method will 
be inferior to the reported one. Hence, efficient artifact rejecfion methods will have to be 
incorporated preceding the feature extraction to get the accuracy performance that is at par with 
the reported one. 
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Further, the work was tested on pubHcly available EEG database provided by Bonn 
University, which has been acting as a template database for developing seizure detection 
algorithms and over which several works on seizure detection have been reported. This dataset 
was of 23.6 seconds duration and can be said to be of shorter duration for seizure analysis 
purpose. Hence extending this work to EEG recordings of longer durations will help to evaluate 
the efficacy of these features further. 
Though the work yielded promising results in predicting epileptic seizures, they are patient 
specific, i.e., the data for training and testing was used for the same patients. Consequently this 
algorithm will predict a seizure of a patient whose EEG database is already available. Therefore, 
future work can be directed towards exploring whether a patient independent methodology is 
possible by incorporating new features. 
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APPENDIX A: 2-Sample t-test 
One important problem in statistical inference is the comparison of two population means 
using data from two independent samples; the sample size may or may not be equal. In such 
problems, there will be two sets of measurements, one of size n, and the other of size nj, and 
null hypothesis 
H,:ii,=li, (A.l) 
expressing the equality of two population means, where fi, and [ij represents the mean of first 
and second set respectively. 
To perform a test of significance for/Zg, the following steps will be followed. 
> Decide whether a one-sided test, say 
H^=^^>^^ (A.2) 
Or a two-sided test, 
J¥^ = |Lt, 7i [i^ (A.3) 
is appropriate. 
> Choose a significant level a , a common choice being 0.05. 
> Calculate the t-statistic 
where standard error, S,E (x, - x^) = s I— + — (A.5) 
«, «2 
^ «i + 2^ - 2 
This is referred to as a 2-sample t-test and its rejection region is determined using the t-
distribution at n, + n. - 2 degrees of freedom: 
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For a one-tailed t-test, use the column corresponding to an upper tail area of 0.05 and H^ is 
rejected if 
/ < -tabulated value ^ ox H^ :\i^ < iij 
Or 
t > tabulated value fox H^ : i^ , > ^^ 
For a two-tailed test or H^:\)i^^\i2, use the column corresponding to an upper tail area of 0.025 
and HQ is rejected if 
/ < -tabulated value ox t > tabulated value 
Though some initial assumptions (for example, the populations be normally distributed) are 
made for applying t-test, this procedure is relatively insensitive to departures from the 
assumptions made. It was observed that if the samples are large enough, the departures from the 
assumptions will have little effect on the results. But this procedure is sensitive to extreme 
observations, a few very small or very large data values. 
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APPENDIX C: Receiver Operating Characteristic 
The receiver operating characteristic (ROC) curves is used to evaluate the discriminatory 
performance of binary classifiers. This is obtained by sensitivity versus 1-specificity graph for a 
binary classifier by varying the discrimination threshold as shown in Fig. C.l. 
0.8 
•fo.el 
in ! 
g0.4l 
W 
0,2 
'•J 
0.2 0.4 0.6 
1-Specificity 
0.8 
Fig. C.l A typical ROC curve 
Sensitivity and specificity were calculated as follows: 
Sensitivity=TP/ (TP+FN) 
Specificity=TN/ (TN+FP) 
where TP=True Positive, FN=False Negative, TN=True Negative and FP=False Positive. 
An ROC curve is a 2-dimensional depiction of a classifier performance. Comparison of 
classifiers will become easier if the ROC performance could be reduced to a single scalar value 
to represent the expected performance. A generally used method for this is to calculate the area 
under the ROC curve (AUC). 
Before the calculation of AUC the set of values of sensitivity and specificity was normalized 
to [0, 1]. Being a part of the area under unit square, AUC has a value between 0 and 1. An AUC 
value equal to 1 represents a binary classification accuracy of 100%. 
When the ROC curve is used for feature ranking, the ROC curve is plotted for each of the 
pairs fonned by each of the features and class label. This means treating a single feature as a 
classifier and calculating the classifier perfomiance in terms of sensitivity and specificity. For 
APPENDIX D: Flow chart of the seizure detection 
Read EEG Data 
Divide into frames of 256 
samples 
2 Class 
Extract features over 
each frame 
5 Class 
3 Class 
No 
Rank features to select 
the significant features 
No 
Rank features to select 
the significant features 
Classify 
Decision 
Reduce feature dimension 
through calculating mean, 
minimum, maximum and std. 
deviation 
0= Normal (A) 
1= Ictal (E) Classify 
Decision 
0= Normal (A) 
l=Interictal(D) 
2= Ictal (E) 
Yes 
Rank features to select 
the significant features 
Reduce feature dimension 
through computing DCT 
Classify 
Decision 
0= Normal (A) 
1= Normal (B) 
2= Interictal (C) 
3= Interictal (D) 
4= Ictal (E) 
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APPENDIX E: Details of 21-patient Freiburg EEG dataset 
Patient 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
Sex 
f 
m 
m 
f 
f 
f 
f 
f 
m 
m 
f 
f 
f 
f 
m 
f 
m 
f 
f 
m 
m 
Age 
15 
38 
14 
26 
16 
31 
42 
32 
44 
47 
10 
42 
22 
41 
31 
50 
28 
25 
28 
33 
13 
Seizure type 
SP,CP 
SP,CP,GTC 
SP,CP 
SP,CP,GTC 
SP,CP,GTC 
CP,GTC 
SP,CP,GTC 
SP,CP 
CP,GTC 
SP,CP,GTC 
SP,CP,GTC 
SP,CP,GTC 
SP,CP,GTC 
CP.GTC 
SP,CP,GTC 
SP,CP,GTC 
SP,CP,GTC 
SP,CP 
SP,CP,GTC 
SP,CP,GTC 
SP,CP 
H/NC 
NC 
H 
NC 
H 
NC 
H 
H 
NC 
NC 
H 
NC 
H 
H 
H,NC 
H,NC 
H 
NC 
NC 
NC 
NC 
NC 
Origin 
Frontal 
Temporal 
Frontal 
Temporal 
Frontal 
Temporo/ 
Occipital 
Temporal 
Frontal 
Temporo/ 
Occipital 
Temporal 
Parietal 
Temporal 
Temporo/ 
Occipital 
Fronto/ 
Temporal 
Temporal 
Temporal 
Temporal 
Frontal 
Frontal 
Temporo/ 
Parietal 
Temporal 
Electrodes 
g>s 
d 
g, s 
d, g, s 
g,« 
d, g, s 
d 
E,i' 
g, s 
d 
g>s 
d, g, s 
d,s 
d,s 
d,s 
d,s 
s 
s 
s 
d, g: s 
g>!i 
No. of 
seizures 
4 
3 
5 
5 
5 
3 
3 
2 
5 
5 
4 
4 
2 
4 
4 
5 
5 
5 
4 
5 
5 
Interictal 
duration 
24 h 
24 h 
24 h 
24 h 
24 h 
24 h 
25 h 
24 h 
24 h 
24 h 
24 h 
25 h 
24 h 
24 h 
24 h 
24 h 
24 h 
25 h 
24 h 
26 h 
24 h 
SP - Simple Partial 
H- Hippocampal, 
CP - Complex Partial 
NC - Neo Cortical. 
GTC - Generalized Tonic- Clonic 
g- grid, d- depth, s- strip 
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APPENDIX F: Flow chart of the seizure prediction 
Read EEG Data 
Apply 50 Hz notch filter 
Normalize data samples 
Divide data into frames of 1 
minute length 
Extract features over each 
frame 
Classify 
0= Preictal 
l=Interictal 
Apply 5 minute non 
overlapping window 
Yes 
Predicted 
No 
Not Predicted 
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