The research community has observed a massive success of convolutional neural networks (CNN) in visual recognition tasks. Such powerful CNNs, however, do not generalize well to arbitrary-shaped mainfold domains. Thus, still many visual recognition problems defined on arbitrary manifolds cannot benefit much from the success of CNNs, if at all. Technical difficulties hindering generalization of CNNs are rooted in the lack of a canonical grid-like representation, the notion of consistent orientation, and a compatible local topology across the domain. Unfortunately, except for a few pioneering works, only very little has been studied in this regard. To this end, in this paper, we propose a novel mathematical formulation to extend CNNs onto two-dimensional (2D) manifold domains. More specifically, we approximate a tensor field defined over a manifold using orthogonal basis functions, called Zernike polynomials, on local tangent spaces. We prove that the convolution of two functions can be represented as a simple dot product between Zernike polynomial coefficients. We also prove that a rotation of a convolution kernel equates to a 2 × 2 rotation matrix applied to Zernike polynomial coefficients, which can be critical in manifold domains. As such, the key contribution of this work resides in a concise but rigorous mathematical generalization of the CNN building blocks. Furthermore, comparative to the other state-of-theart methods, our method demonstrates substantially better performance on both classification and regression tasks.
I. INTRODUCTION
The research community has experienced an unprecedented success of CNNs over the last half decade. To this, perhaps, computer vision and (medical) image processing areas have been the biggest contributor as well as beneficiary. It is partly due to the virtue of having a canonical grid-like structure inherently granted on the image domains such that basic operations of CNNs could be defined nicely.
However, in many areas, including even the ones in computer vision, we often face with a visual recognition problem defined on arbitrary-shaped surfaces, or more formally, manifolds. For instance, segmentation of a LiDAR scan [26] , [11] can be understood as a point-wise classification problem defined on a point-cloud-approximated manifold. Feature detection [35] , [15] , [28] and correspondence matching [41] , [36] , [32] on 3D meshes are other typical examples of manifold-based visual recognition problems.
By their nature, most of the manifold-based visual recognition problems are, in fact, not too much different from those in the Euclidean setting. However, in practice, extending CNNs to manifolds is still not quite trivial, mainly due to the geometric and topological constraints. As Bronstein et al. [8] points out, "(CNNs) have been most successful on data with an underlying Euclidean or grid-like structure, and in cases where the invariances of these structures are built into networks used to model them." On manifold domains, however, such a grid-like, tensor-compatible structure may not (and usually do not) exist due to non-planar topology of manifolds. For instance, as widely known via the hairy ball theorem [13] , it is impossible to install a grid on a domain homeomorphic to the sphere, without creating at least one singular point, where the notion of orientation breaks off ( Figure 1a ). Even if there was somehow a grid structure defined nicely without a singularity, the notion of orientation could still be inconsistent across the manifold due to what is known as (non-trivial) holonomy ( Figure 1b ). This means that sliding convolution kernels along a loop path defined on a manifold may cause an unintended change of orientation when it comes back to the starting point. Moreover, the grid may be irregular most likely, causing varying sizes of effective receptive fields across different locations on the manifold (Figure 1c ). However, despite the benefits of having CNNs defined on manifolds, only very little has been studied yet, except for a few pioneering works by a small community of researchers as we will see in depth in the following section. To this end, in this paper, we propose a new mathematical formulation of CNNs on arbitrary manifolds. The key innovation of the proposed approach resides in the local piece-wise parametrization of a tensor field via the Zernike polynomial bases [40] . These orthogonal basis functions permit a simple but rigorous generalization of convolution via a simple dot product between Zernike polynomial coefficients. Furthermore, a kernel rotation can also be simplified as a 2 × 2 rotation of the Zernike coefficients, enabling concise definition of angular pooling, which is critical on manifold domains. As such, the greatest benefit of the new formulation is in the fact that it retains mathematical rigor throughout the process of generalization while maintaining simplicity. Finally, building upon the new theoretical foundation, we propose a new approach called Zernike CNNs, or ZerNets, and demonstrate an improved performance of our approach in both classification and regression tasks, comparative to the other state-of-the-art methods.
II. RELATED WORKS
In contrast to the explosive amount of other (Euclidean) CNN papers over the last few years, the research community has observed only a limited number of works regarding manifold CNNs so far. Loosely speaking, these works can be categorized into the two following categories.
First are spectral methods [9] , [18] , [10] . Generally speaking, spectral methods utilize harmonic bases, U, defined on a graph, such as the Laplace-Beltrami spectra [33] . These methods then reparametrize a tensor field x with respect to the harmonic bases, which can be understood as a graph Fourier transform F G (x) = U T x. Quite interestingly, the graph convolution operator, * G , can be simplified into the element-wise Hadamard product in the Fourier domain such that x * G y = U[(U T x) (U T y)]. As such, convolution of a kernel on a given activation map generalizes quite nicely to graph domains, as demonstrated by Bruna et al. [9] , [18] .
However, these pioneering works suffer from severe computational cost originating from the expensive graph harmonics formulation. Furthermore, convolution kernels in these original works are defined globally over the entire manifold domain rather than locally, such that the true benefit of CNNs-hierarchical assembly of local features-cannot be realized. To this end, Defferrard et al. [10] introduced the Chebyshev polynomial approximation to avoid the explicit computation of the graph Laplacian eigenbases. Little later, Kipf et al. [22] further improved this strategy by defining more concise convolution kernels based only on the one-ring neighborhoods of the graph. In the meantime, more closely related to surface geometry processing, Boscaini et al. [5] introduced the windowed Fourier transform [34] to localize convolution kernels to a local window.
However, despite elegant and mathematically rigorous formulation of the spectral methods, there exist several practical limitations. First of all, even with fast computation strategies, the spectral methods still suffer from a severe computational cost in both preprocessing and inference. This is due to the complexity of computing spectral bases, which essentially is the eigendecomposition of a n × n matrix, where n is the number of graph nodes. In addition, convolution kernels are implicit in the spectral domain such that the design and implementation of the methods can not be so straightforward. Furthermore, it is not trivial to transfer convolution kernels learned from a certain spectral domain to a different one, especially when the topology of graph is different. Moreover, as well-known in computational geometry, spectral bases of different manifolds are not guaranteed to be compatible, even if the topology was somehow consistent. On the other hand, spatial approaches are based on a more straightforward, explicit generalization of CNNs [12] , [27] , [16] . In contrast to the spectral formulations where convolution is implicitly reparametrized via spectral basis functions, in spatial formulations, convolution is defined explicitly on local neighborhoods of graph nodes, quite intuitively expanding the notion defined on pixel-neighborhood in conventional CNNs.
More specifically on surface domains, Masci et al. [24] applied convolution kernels on local geodesic disks to achieve manifold convolution. This idea quite naturally generalizes the explicit notion of convolution onto manifold domains. In a similar work, Boscaini et al. [6] used anisotropic heat kernels to enable higher expressivity. Monti et al. [25] further improved the local geodesic disk convolution idea by introducing the notion of trainable local parametrization such that the coordinate values of the neighboring points on geodesic disks could be learned from data. More recently, Verma et al. [38] proposed a more advanced trainable parametrization scheme of the local neighborhood structure by letting the network to learn the correspondence between the kernels. As opposed to the spectral methods, these spatial approaches do not assume global function bases, so that kernels are compatible across different surfaces. In the meantime, however, spatial approaches are heuristics-based such that mathematical rigor is often lost during the spatial discretization process. Furthermore, local neighborhood topology can vary across different locations on the manifold, rendering another obstacle for convolving kernels in a consistent manner.
The new method we propose in this paper combines the advantages of spectral and spatial approaches. In our formulation, the convolution kernels are applied on local tensor fields spatially extracted from each manifold surface, which inherits the compatibility across different surfaces as the key advantage of spatial approaches. In the mean time, the local tensor field is parametrized via an identical set of orthogonal bases (Zernike polynomials), which preserve the mathematical rigor like spectral approaches.
III. ZERNIKE CONVOLUTIONAL NEURAL NETWORKS
In this section, we first introduce Zernike polynomials and their formal definition. We employ them to describe local geometry of a manifold on local tangent spaces. We will then define manifold convolution on the Zernike local tangent spaces and examine their analytic properties. Finally, we discretize the continuous formulation of the Zernike convolution to define Zernike CNNs, or ZerNets.
A. Zernike polynomials
Zernike polynomialsẐ i are a sequence of orthogonal polynomial basis functions defined over the unit disk Ω ∈ R 2 such that Ẑ i ,Ẑ j = ΩẐ i (t)Ẑ j (t)dA = 0 for all i = j where ·, · denotes the inner product. The formal definition of the Zernike polynomials is separated into even and odd parts of the sequence denoted as Z m n (r, θ ) and Z −m n (r, θ ) respectively:
where m and n are non-negative integer indices with m ≤ n; r ⊆ [0, 1] is the radial distance; and θ is the azimuthal angle on the disk. Here,R m n (r) is called the Zernike radial polynomial and is defined as:
for n − m even, and 0 for n − m odd. Figure 2 illustrates the first few Zernike basis functions. Due to simple analytic properties, Zernike polynomials are widely used in optometry and ophthalmology to describe abberations of the cornea or to represent lens distortions in optics. As we will see in the later sections, we take the advantage of such simple analytic properties of Zernike polynomial bases for extending CNNs on manifolds.
In practice, Zernike polynomials are normalized with a normalization factor 2−δ (m,0) π such that the integral over the unit disk becomes unity:
where Z m n denotes the normalized Zernike polynomial and δ is the Kronecker delta function.
The normalized (orthonormal) Zernike polynomials serve as bases for decomposing a complex function as a weighted sum, such that any function f (r, θ ) defined on the unit disk [0, 1] × [0, 2π) can be expressed as:
where a nm are coefficients or "coordinates" on the Zernike function domain.
B. Zernike convolution
To generalize convolution on an arbitrary differential manifold M , we introduce functions f and g defined on M and the involutiong(x) := g(−x) where denotes the complex conjugate. Then, the convolution of a function f with a function g can be represented as:
where T x is the parallel transport to x [17, Chapter 1.3].
Here, if the "non-zero" area ofg is within a sufficiently small radius, this can further restrict the integral into the local neighborhood Ω(x) around x:
Here, we then estimate the functions f andg on the local tangent space of x using the Zernike function decomposition as in Equation 4 :
Here, it should be noted that, for the sake of brevity, we abbreviate the indices of Zernike bases with the index i rather than the full scripts n and m. It should also be noted that after decomposing f andg with respect to the Zernike bases, the integrand f (p)T xg (p) can be written independently of x in a polar coordinates. Therefore, Equation 6 becomes
However, from the orthonormality condition, the area integral becomes 1 when i = j and cancels out otherwise. Therefore, we derive the following equation for the Zernike convolution.
It is worthwhile to remark that it is just a dot product of the Zernike coefficients. a) Angle defects: Our generalization of convolution relies on a parallel transport T x on a manifold M . However, on a generalized manifold setting, the parallel transport T x might still result in difference of orientation due to holonomy of the manifold M (See Figure 1) .
Hence, it could be extremely useful to have a mechanism to compensate the angle defect caused by holonomy. In fact, for instance, Masci et al. [24] define an angular pooling operation where a convolution kernel is applied in multiple different orientations and the maximum activation among them is selected.
To enable such kind of operations, we derive a useful rotational property of the Zernike convolution on the local tangent space. To this end, let us consider a Zernike decomposition with an angular displacement t: 
Then, from the trigonometric sum and product formulae, we derive
Therefore, a convolution kernel g after a rotation t can be represented as a simple 2 × 2 rotational transform of the Zernike coefficients a m n and a −m n . We introduce the term 
Thus, in the Zernike convolution setting, the angular pooling operation can be achieved with any desired angle steps without losing any mathematical rigor, as opposed to the fixed angular bin heuristics as in [24] . b) Patch operator: For the notational convenience, we further introduce Zernike patch operator
α i are essentially the Zernike polynomial coefficients approximating a known function f around x, which can be regraded as the extracted intrinsic 'patch'on the manifold centered at x. Practically, D(x) f can be evaluated by solving the following system of equations:
Finally, using the Zernike patch operator and Zernike angular operator, a concise formulation of manifold convolution in our approach is represented as:
where g denote the filters applied on the extracted 'patch'on the manifold, which can be rotated by any arbitrary angular displacement t, n denote a finite number of Zernike functions used for decomposition.
C. ZerNet
Building upon the above definitions, we now define Zernike CNNs, or ZerNets, which are comprised of the following building blocks. a) Zernike decomposition layer: is a non-trainable layer that interfaces with the input manifold domain. This layer first constructs local patches for each point x on the manifold by approximating the local tensor field around x via finite Zernike decomposition. To achieve so, manifold points are sampled via Poisson disk sampling [30] . Other similar sampling methods can also be employed, as the ZerNet formulation is not very sensitive to sampling. Local patches are then approximated on each point x. The patch boundary is defined by a geodesic disk B r 0 (x) centered at each point x with a sufficiently small radius r 0 . We will discuss later, but r 0 is essentially a parameter that determines the receptive fields of convolution kernels, similar to the kernel size-3 × 3, 7 × 7, etc.-in plain Euclidean CNNs. Finally, on these local patches, input values defined on the manifold are then decomposed with respect to the Zernike bases Z i (r p , θ p ). This can be done by applying the Zernike patch operator D(x) as in Equation 13 .
For implementation, this layer takes an M × d tensor as an input and outputs an M × n × d tensor, where M is the number of total sampled manifold points, n is the number of Zernike bases, and d is the number of channels of the input feature vectors. b) Zernike convolution layer: takes a tensor field defined on a manifold and outputs an activation tensor field. Each Zernike convolution kernel contains trainable parameters β i which produces activation based on input tensor patch α i via Equation 9 . In addition, the layer also takes an angular resolution Q as an input. Based on the angular resolution, the convolution kernel is applied in Q different orientations spanning [0, 2π) radians. Such orientation-varying convolutions can be done simply by applying 2 × 2 rotation matrices to Zernike coefficients as in Equations 11 and 12.
Hence, this layer takes an M × n × d tensor as input (a manifold activation map outputted from the previous layer) and applies d kernels with an angular resolution Q. Thus the output shape of this layer is M × d × Q. c) Angular max-pooling layer: is a non-trainable layer to down-sample activation maps defined across different angular resolutions. Similar to the (spatial) max-pooling layers, angular max-pooling layers select the maximum value among activations in different angles.
This layer takes the outputted M × d × Q tensor from the Zernike convolution layer as input, outputs a M × d tensor which represents the evolved geometric features through the entire convolution operation.
D. Comparison to the other methods
A conventional convolution operation defined on image domains amounts to extracting a local patch of pixels and then taking the weighted sum over a template, or a convolutional filter. The inherent grid-like structure of image domains (i.e. Euclidean) presents a consistent global parametrization property, which allows the application of a template in a consistent orientation across the pixels. In the non-Euclidean setting (manifold), the lack of shift-invariance makes such patch extraction operation position-dependent.
In previous efforts for the generalization of the convolution in the spatial domain on manifolds [24] , [7] , [25] , the patch extraction operation is defined as a re-weighting of the function f at position x by applyinng a set of weighting functions w 1 (x, ·), ..., w J (x, ·) to its neighbors spatially localized around x. In this manner, the local patch can be obtained by mapping from the manifold into some local system of coordinates around x:
providing for a intrinsic convolution defined as:
where g denote the filters applied on the extracted patch at position x. Compared to previous efforts, in the attempt of obtaining a meaningful parametrization at x on manifold, other than adopting an interpolation approach by directly re-weighting its surrounding neighbors, we introduce a decomposition approach by using a sequence of orthogonal bases (Zernike polynomials). Then the intrinsic 'patch'extracted via our approach is essentially the Zernike coefficients. For convolution filters, our approach usually comes with a much less required parameters. As for the interpolation approach, the required number of parameters is equal to the number of the weighting functions, which essentially has to be the number of discretized samples in a local patch. Whereas in our case, the ones is the number of the orthogonal bases we chose for the decomposition, which practically can be much smaller. Another deficiency in the previous approaches is the lack of a consistent and meaningful ordering of the applied weighting functions, due to an arbitrary ordering of the local surrounding neighbors in an extracted patch. To this end, the lack of shift-invariance is still not completely addressed while the convolution filter (template) is moving across the manifold. In our formulation, as the ordering of the Zernike coefficients in each extracted 'patch'is always consistently corresponding to the set of Zernike polynomials, this issue is no longer existed.
Method
Input Accuracy ACNN [7] w/o refinement SHOT 60.6% ACNN [7] w/ refinement [29] SHOT 62.4% GCNN [24] w/o refinement SHOT 65.4% GCNN [24] w/ refinement [29] SHOT 42.3% MoNet [25] w/o refinement SHOT 73.8% MoNet [25] w/ refinement [39] SHOT 88.2% FeaStNet [38] w/o refinement XYZ 88.1% FeaStNet [38] w/ refinement [39] XYZ 92.2% FeaStNet [38] [24] , [7] , [25] , [38] are directly taken from the corresponding papers.
IV. EXPERIMENTS
We validate the proposed approach against the two major supervised learning tasks, namely, classification and regression. For classification, we tackle a point-wise correspondence matching problem on 3D shapes, which is commonly formalized as a per-vertex classification problem in other state-of-the-art literatures [24] , [7] , [25] , [38] . Regression, on the other hand, is not quite common in the area yet and, thus, we introduce a new benchmark test data set for a pervertex (scalar-field) regression problem.
A. 3D shape correspondence
The goal of 3D shape correspondence problem is to find semantically meaningful one-to-one matching pair between points on a query surface and points on a reference surface. a) Dataset: We use the FAUST human dataset [4] , following the experimental setup in other state-of-the-art methods [24] , [7] , [25] , [38] we will compare later. The dataset is comprised of 100 watertight meshes of 10 different subjects with 10 different poses for each. Each mesh contains 6, 890 vertices and the semantic location of the vertices are consistent across different meshes. Thus, we utilize such preestablished correspondence as ground truth for the training but pretend no such information is provided in testing. b) Input processing: We choose r 0 equal to approximately 3% of the geodesic diameter of each shape for the local patch extraction. For initial input, we do not rely on a manually-defined feature descriptors such as SHOT descriptor [37] used in [24] , [7] , [25] . Instead, we take canonical XYZ-coordinates as our model input. The first 21 Zernike polynomial bases are used to approximate the local patches. c) Architecture: For the fair comparison with the other state-of-the-art methods [24] , [7] , [25] , [38] , we adopt Conv128 + Conv256 + Conv512 + FC1200 + FC12000 + Softmax architecture that is most similar to the other methods. The numbers in the layer names indicate the output channel dimensions. Our model was trained using the Adam optimizer [21] with the sparse categorical cross-entropy loss as the objective. d) Results: To evaluate the performance, we first compare the classification accuracy (True Classification)/(Total [4] . Results are generated based on raw performance of both approaches shared a similar single-scale architecture. Fig. 6 : Shape correspondence quality obtained by different methods on the FAUST hunman dataset. Results are generated based on the raw performance of each method without additional post-process refinements. Table I . As shown in the table, ZerNet outperforms the other state-of-the-art methods even without additional post-processes for refinement [29] , [39] . We note that, in multi-scale with spatial pooling and unpooling, however, FeaStNet [38] shows a better accuracy (98.7%) than ZerNet. However, a fair comparison on this is not available at the current stage of ZerNet development due to the lack of pooling and unpooling operations, which will be our future work.
Number of Samples) as reported in
In addition, we further evaluated the quality of correspondence using the Princeton benchmark [20] . The correspondence quality is measured by the percentage of correctly predicted correspondence within a geodesic disk around the ground-truth point. The results were plotted in Figure 6 with varying radii of the geodesic disk from 0% to 10% of shape diameter. Figure 5 shows the point-wise geodesic correspondence error of our method; demonstrates a significant improvement over the most recent state-of-the-art method, FeaStNet [38] .
B. Scalar field regression
We further validate our method on a regression task. Specifically, the problem is to regress a continuous scalar field defined over a surface using convolutional networks. a) Dataset: To this end, we introduce a new benchmark dataset for testing scalar field regression on surfaces. The dataset is comprised of 3D surface meshes of 26 cerebral aneurysm cases. The goal is to predict the stress distribution over the membrane surfaces, which is a scalar-field defined on each surface. The ground-truth values come from finiteelement analysis (FEA) simulations and are provided along with the data. In contrast to the FAUST dataset, the aneurysm models have different mesh topologies such that the number of vertices and how the vertices are connected are inconsistent across different models. b) Input processing: Due to the lack of a meaningful shape diameter across the aneurysm models (i.e. as height for human models), we use shape surface area as an reference in this case. The patch radius r 0 is set to make each local patch has an area of approximately 1% of the total mesh surface area. Similar to the shape correspondence case, we use canonical XYZ-coordinates as the input again. Also, the first 21 Zernike polynomial bases are used to approximate the local patches. c) Architecture: We again use the similar architecture as in the shape correspondence case: Conv128 + Conv512 + Conv1024 + FC800 + FC1. Adam optimizer was used for training, with the mean squared error (MSE) loss as the objective. d) Result: We cross-validated our method against randomly selected 21 with the current state-of-the-art FeaStNet [38] . The result is reported in Table II . In addition, Figure 7 displays the prediction result of the regression models on the five validation cases. On test samples, ZerNet outperformed FeaStNet for all metrics.
It should be noted that both ZerNet and FeaStNet fails to predict correct values near the boundary of the surfaces. This may be due to incorrect boundary conditions ("zero-padding" is enforced currently). Hence, it would be worthwhile to investigate more sophisticated boundary conditions such as the Neumann condition for future research.
V. CONCLUSION
In this paper, we introduced a new concept of Zernike convolution as a way to generalize conventional convolution onto manifold domains. We showed that Zernike convolution seamlessly generalizes convolution operations on arbitrary manifolds in a mathematically rigorous but concise manner. In particular, we proved that manifold convolution could be nicely formalized through decomposition of local patches using Zernike basis functions and that convolution operations became simple dot products of Zernike polynomial coefficients. In addition, we showed that angular pooling, which could be critical in manifold settings, could also be rigorously represented as a simple 2 × 2 rotation. Building upon this, we demonstrated that ZerNets outperform other state-of-the-art methods on both classification and regression tasks.
For the future work, it would be worth exploring ways to further equip ZerNets with the other essential building blocks of CNNs such as pooling/unpooling, transposed convolution, boundary padding, and varying convolution sizes and strides. Particularly, encoder-decoder type networks on manifolds would be an interesting direction of research, as it can benefit potentially a large amount of computational geometry applications that requires parametrization (i.e. latent space embedding) of geometric shapes (e.g. [1] , [19] , [14] , [3] , [23] , [2] , [31] . Fig. 7 : Visualization of the estimated wall stress distribution on five test data. Each row corresponds to the row of the same order in Table II. 
