The differential cross section for quasi-elastic electron-deuteron scattering has been measured at the Cambridge Electron Accelerator in the four-momentum-transfer region from 7 to 115 PfC0.27 to 4.47 (Bev/~)~]. The method used involved a coincidence between scattered electrons and recoiling protons. Electrons without a high-energy proton in coincidence were assumed to be due to a neutron interaction. The impulse approximation as developed by Durand and McGee was used to extract from the data the ratio of neutron to proton cross sections. Neutron/proton cross-section ratios from deuterium were measured at q2=7, 10, 15, 20, 30, 45, and 70 F-2 (at 20'); at q2=15 F-2 (at 90'); and at q2= 115 F2 (at 29.64'). I t is shown that in the low-g2 region there are problems of theoretical interpretation. Finally, all available experimental data on the electron-neutron interaction are used to calculate values for the neutron form factors.
I. INTRODUCTION
been given of some of the hydrogen5 and deuterium6
T HIS paper reports measurements of the differential cross sections of electrons scattered quasi-elastically from deuterons. At a laboratory angle of 20°, the square of the four-momenturn transfer to the nucleon ( q 2 ) was varied from 7 to 70
At q2= 15 a measurement was made a t 90' as well as a t 20°, and a t q2= 115 a 29.64' measurement was taken. The external electron beam from the Cambridge Electron Accelerator was used. Electrons were detected in a quadrupole magnet spectrometer and recoiling protons were detected in a counter telescope. The layout of the apparatus is shown schematically in Fig. 1 .
The cross section for scattering of electrons from free neutrons was derived from the actual measurements using the impulse approximation in a form calculated by D~r a n d ' .~ and M C G~~.~.~ The aim of the experiment was to measure explicitly the ratio of neutron to proton scattering cross sections from deuterium. As discussed below, this ratio (called a,/u,) is significantly less sensitive to several known sources of error than would be any absolute cross-section measurement.
Electron-neutron scattering cross sections were also obtained using the area under the quasi-elastic electron ~nomentum spectrum.
At each nleasurement taken at 20°, elastic electronproton scattering cross sections from liquid hydrogen were also tneasured. Preliminary reports have already electron e-energy e-energy proton energy momentum (F-9 ( B~V / C )~ angle (BeV) (BeV) angle (BeV) (BeV/c) (b) elastic electron-deuteron scattering ; (i) those with electron detection only; (c) quasi-elastic electron-deuteron scattering. The ex-
(ii) those with electron and neutron detection ; periment reported here falls into category (c).
(iii) those with electron and proton detection.
(a) Beginning with the work of Fermi and Marshal1,l (i) Measurements detecting electrons only have been several rneasurement~~-~~ involving neutrons scattered carried out a t Stanford,13 0rsay,14 Cornell,15 and Harfrom high-Z elements have been made.
vard.16 A naive expectation would be that an integraThe most accurate data are now the scattering mea-tion over the entire quasi-elastic peak (neglecting for the surements with noble gases by Krohn and Ringols who moment any radiative effects) would yield the total find differential cross section :
(b) Elastic electron-deuteron scattering experiments1' a t forward scattering angles can be used to measure the quantity GE=GEd ( G E~+ G B~) , but the coherent-deuteron form factor GEd must unfortunately be calculated theoretically.
Despite difficult theoretical problems involved in the calculations of the deuteron form factors, much effort has gone into attempts to extract G E~ from the data. Casper and Grossll apply relativistic corrections in a consistent manner. They find a slight difference between different deuteron wave functions which fit nucleonnucleon scattering data; and using the new LomonFeshbach wave functions,12 they have derived values of GEn from elastic e-d data which, for the first time, are consistent with the value of dG~,/dq' (at q2= 0) obtained from the low-energy neutron-electron interaction work.
(c) The third method which has been used to obtain electron-neutron cross sections is through quasi-elastic electron-deuteron scattering. Three different types of quasi-elastic experiments have been performed:
There is no way of checking the validity of this assumption in the noncoincidence measurements, and the ability to do so is a crucial point in favor of the coincidence experiments, one type of which is the subject of this paper. A significant variation of the noncoincidence technique is the comparison with theory of the doubly differential cross section at the top of the quasi-elastic peak. In the language of pole models, one is closest to the nucleon pole at the top of the peak, and closest to the (unphysical) point where the theory is exact. Calculations using pole models, such as those of Durand,ls2 suggest that the cross section a t the top of the peali may be significantly less sensitive to deuteron-model and final-state interaction effects than is the entire integrated cross section. I t is not, however, clear whether or not sum rules might show that Eq. (2) is more accurate than the pole-model method, for different reasons. The data reported in this paper suggest that this might be the case. Analysis of the data in this way is called "peakmethod" analysis, in contrast to the "area method" of integrating over the entire peak. In the peak method, one requires a very good knowledge of the mornentum resolution and of the experimental momentum acceptance.
(ii) The neutron-coincidence method, employed at Cornel1,l' involves the detection of a recoiling neutron in coincidence with the scattered electron. The statistical problem with the sub traction of two large numbers is avoided, but in its place are introduced two other problems : the reduced statistical precision resulting from the rather low efficiency of the neutron-detecting counter, and uncertainties in the absolute counter efficiency. This method is relatively unattractive only because of the low statistical accuracy obtainable.
(iii) The last category of quasi-elastic experiment, into which the data reported here fall, employs a protondetecting telescope to measure coincidences between scattered electrons and recoiling high-energy protons. Any electron which does not have a proton in coincidence is attributed to scattering from the neutron. This will be called the "anticoincidence" method.
What is actually measured is the ratio:
(electrons with p coincidence) a,,
Call e r e p + C e n This method exploits several advantages: better statistical precision, partial cancellation of deuteron-model and final-state interaction effects, and the ability to study the a,/u, ratio across the quasi-elastic peak. However, the most important experimental advantage is that the cntire system can be studied (and calibrated) by doing the elastic hydrogen measurement corresponding to the same kinematic situation. The proton-counter efficiencies can be studied and set ; the electron-detection apparatus can be calibrated; and the hydrogen data can l7 P. Stein, hf. Binkley, R. l\IcAllister, A. Suri, and \V. Woodward, Phys. Rev. Letters 16, 592 (1966) . be used as an absolute standard, to which the more difficult deuterium measurements can be compared for the purposes of extracting absolute deuterium cross sections. In addition, a con~parison of free-proton (hydrogen) to bound-proton (deuterium) cross section enables one to check and possibly resolve some of the aspects and problems involved in the deuteron-model-dependent assum~tions.
The corrections to the raw data are few. In addition to the conceptually simple chance-rate and target endwall corrections, the most important corrections involve the efficiency of the proton counters, and the fact that some of the rorotons are missed because the kinematic smearing throws them out of the solid angle accepted by the counters.
Both the counter-efficiency and target end-wall corrections can be studied experimentally. The hydrogen measurements taken in conjunction with the deuterium data enable the ratio (e+p)/ (all e) to be deterniined for protons and electrons of essentially the same momenta as those in the deuterium measurements. The electrons without coincidences fro111 hydrogen should come from and be entirely accounted for by only two sources: from the target-wall scattering (measured by a data run with an empty target cup), and from the process of proton nuclear absorption in the target, air, and counters. The measurement of the nuclear absorption effect can then be carried over directly and applied to the deuterium data. Also, a successful calculation of the size of the observed effect gives additional confidence in the correction for neutron conversion. which also occurs in the deuterium data and which must be calculated from nlead, n-carbon, and m-p data.
In addition, rate-dependent, counter-efficiency and discrimination-level studies can be performed on hydrogen, to study the efficiency of the proton-counter telescope. Another correction to the raw data is due to the fact that some high-energy protons are not detected because they are thrown outside of the telescope, by the tails of the deuteron momenturn-space wave function. This problem can be studied by using a counter hodoscope to measure the angular distribution of recoiling protons. A check against the theory can then help to place linlits on the fraction of protons which could have escaped detection. The presence of final-state interactions might also throw protons outside of the telescope. Theoretical estimates by Durand1z2 suggest that this effect should be small.
THEORY
We define the following quantities, where the asterisk (") denotes quantities in the center-of-mass (cum.) system of the final neutron and proton. All other quantities are in the laboratory frame. q2= qv. qv-qoqo= invariant four-momentum transfer squared, qo,q,= lal~oratory energy t i.anifei., tlirec-moinentum transfer, M = mean nucleon mass, E = binding energy of deuteron (e> 0), 7 = (q2/4iCf2), a = (2111~)' ' 2, 0,d = electron, proton laboratory scattering angles, dO= electron scattered solid angle, E,E1= incident, scattered-electron laboratory energie.;, E1,,,,k= A1(lab) a t top of quasi-elastic peak, w,w* = proton angle, ~neasureci from q direction, in laboratory and in 12-p c.m. system, IT7"= total c.m. energy of both nucleons, p* = c.m. momei~tuln of either nucleon, go*,q* = c.111. t i i n e l i l~ and spacelike components of qp, p,,p, = proton and neutron final laboratory momenta.
A. In~pulse Approximation
The elastic scattering of electrons by free nucleons ITas first described using the Born approsirnation by Rosenbluth.18 The foiln used in most recent descriptions of e-p and e-7~ data was first written down by Rarnes,lg and by Hand, hliller, and Wilson20:
B= T , / (~+ T ) +~T tan2(qO).
I 1 1 considering the situation in which electrons scatter quasi-elastically from deuterons, one could begin with the naive assuinption that the deuteron consists of a proton and a neutron which are colllpletely unbound. The cross section for electrori scattering would then be written as in Eq. (2). However, we know that the deuteron is bound; in fact, there is much infonnation2' about the wave function which describes the bound state. A slightly more realistic assumption, therefore, might be that the only effect of the deuteron binding on the scattering reaction is the introduction of the "moving target."
This second-level approximation is know11 as the impulse approximutiotz. Since in the slightly smeared kinematics, the electrons no longer have a unique final nlornentum, the scattered electron spectiurn (now known as quai-elastic) must be described by a cross section differential in scattered energy as well as in electron solid angle. Such a description was first discussed in debail by JankusP2 and Goldbergs and Inore recently by Durand1f2 and M~G e e .~s~ The lnomeilta of the protons l8 &I. iV. Rosetlbluth, 1'11~s. Rev. 79, 615 (1950) . 
20L
. Hand, D. Miller, and R. Wilson, Rev. Mod. Phys 35, 335 (1963) .
Richard Wilson, The Nz~cleon-~Vucleon Iiztevaction oohn ' CViley Sr Sons, Nea York, 1963) .
L V .
Z. Jankus, Phys. Rev. 102, 1586 (1956 . "'4. Goldberg, Phys. lie\ 112, 618 (1958) . and neutrons elnerging froin such a scattering process would also be smeared out by the wave function. Indeed, the triply differential cross section (differential now in the angle of the recoiling proton) must be written in a form which takes this effect into account.
Kow, one should expect, in the approximation where the only effect of the deuteron binding is to smear out the kinematics, that the amount of the smearing (both the size of the nucleon angular cone, and the width in nionientun~ space of the scattered-electron peak) mould l)e directly determined by the square of the momenturnspace deuteron wave function, with no other corrections. 'I'hat e\pectatior? is ~*oughl\-, but not exactly, true. One way of stiiting the ail11 of the deuteroil theory, in fact, is precisely tu say that it is tile tfeterminatio~z of the extent to .tcrlzich the expeclatiu)~ is trqte, and the calcirlntio~z ttze correctio??~ to it.
B. Triply Differential Cross Section
The theoretical treatment used in the analyses of the data presented here is that of Durandlz%nd RiI~Gee.~r~ Although these authors have included a treatment of the effect of final-state interactions, they have been neglected in this analysis. LlcGee" has written down a nucleon current containing several small relativistic "correction terms," which have only been calculated to first order. Here, what is meant by "first order" is that a nonrelati~ristic expansion of the nucleon initial and final energies has been made :
Only the firijt tenn, p2/217d2, is ltept, while higher terms are dropped.
Before the cross section is written down we shall state here, for completeness, the relations between the Dir'ic and Pauii forrn factors (F1 and F 2 ) and the more usual electric ant1 magnetic. forin factors (Gr: and G v) :
Let us define the follonring integrals, which are written as fuilctions of oX but which are actually only functions of Ip*-+q*l : and (p*-+q*) theories, assuming 95% S-state probability.
FIG. 2. Satate peak shapes at
and (p*-iq*) theories.
S-D-siafe rz-p interference term : The triply differential cross section itself, taken from ~,~, c o l~~= 2 4 2 tanZ($B)+ 1]F1,F,, S/fcC;ee's works4 (but with some ~nodifications due to x[Ff(w*)F'(~-u*)], (11.11) 13urand1 2, is written as S-State tZozz6Ee-derivatioe terms:
The various terms A, are: +F(T--w*)F1'(w*)]. (11.14)
Durand has suggested2* that the quantity 1 p"-$q*I Ordhzary S-slate "big" teurtis.
in the above expression should be replaced by the nettLip,sS= (AGB,~+BG,w,~)F"(w*) , (11.2) trozt lnboratory final momeutum, which we will call k,.
The substitution is made to produce a better quasi-
shape at high momentum transfer. The tm Orrlinary D slafe "big" terms: are completely identical in the nonrelativistic limit. At higher momentum transfers, this nonrelativistic limit 4) is no longer correct, although eevn there it is very close to being true for electrons a t the top of the quasi-elastic (~~G E~' + B G T I , . ' ) G ' (~-W~) . peak (where the final neutron is approxin~ately a t rest S-state n-p interjerence term:
in the laboratory anyway), Durand's suggestion can be tested experinlentally, beAnpss= ( 3 4 2 tan2(~t?)+1]GlwPGv~~+ ~G E~G B~) cause the two foims of the theory make very different
x F (w*)F (T -w*) . (11.6) predictions about the quasi-elastic peak shape a t the higher mornenturn transfers, and also about the total D-state n-p i?tterjerence tentzintegrated electron cross section, summing over all E'
values across the peak. Figure 2 shouys the differences in
-the --predicted S-state electron spectra at q2=70 P2, Fig. 3 shows the ratio of the total integrated pro-that is, the events which w~u l d otherwise be assigned to ton S-state cross section (called c r ,~) to that for hydro-e-neutron scattering. The evceptions to this are the S-L) gen elastic scattering, for variousn our range. The n-p interference term and the double derivative p r~t o n I p"+qY 1 theory predicts that the deuterium cross sec-tenn. The first is negative, the second positive. Both tion is increasingly smaller than the hydrogen value as contribute to reducing or increasing the number of parq2 increases. Our experimental measurements are con-ticles in the (e+p) coincidence category, especially in sistent with the k, version (thus bearing out Durand's the tails of the momentum spectrum of the scattered conjecture), and completely inconsistent with the electron. (p*-tq*) version. This will be discussed later where the The D-state term is the most model-dependent teriu.
experimental comparison is made. Froin now on the k, Its absolute magnitude in the region of the peak is version will be used unless specifically stated to the roughly proportional to the D-state probability, which contrary.
is not yet a well-lmown quantity from low-energy experi-
The fundamental consideration, of course, is the size mental data. Various D-state probabilities (3y0, 5y0, of each of the various terms. This is best shown in or 7%, say) have a substantial systen~atic effect upon graphic form, depicting the triply differential cross sec-the fractional acceptance of the D-state protons within tion as a function of w* for various values of the electron our counter sglid angle.
scattered energy 23'. Figure 4 shoxs q2= 10 F-? a t 8= 20°, Figure 5 shows the electron-momentum spectrum a t for B' a t the top of the quasi-elastic electron peak. Also q2= 10 with a11 of the various tenns drawn in. The s h o r n in Fig. 4 are the values of w(1ab) which corre-net effect of each of the various terms is sumnlarized in spond to the w* values. The e-p coincidellce detectors i n Table I1 for both the q2= 10 F-2 point and the q2= 70 this e.rperiment sztbtentiecl o9zly the forward cone, that is FW2 point. All calculations assume a modified Hulthgn only angles in w(1ab) less than about 20" (for q2= 10 model with a 5y0 D-state probability.
F+).
The counters were designed to include more than 99% C. Comparisons among Wave-Function Models of the protons from the big S-state proton term, for There are two donlinant parameters which characterelectrons a t the top of the quasi-elastic peak. Notice, ize the deuteron wave-function models used in the preshowever, that many of the other terms contribute a sig-ent analysis: iirst, the D-state probability; and second, nificant fraction of their cross section in the region of w the presence or absence of a "hard-core" radius, within greater than 20° (lab). Thus, these terms dominantly which the wave function is set equal to zero. There are affect the number of events in the (e, not p) category, many models for the wave function. The lnodel used in ...
BNole.
At qz =7O, the blank entries show those teims which are proportional to the neutron form factor FIW, whose value is unknown.
almost all of the analysis described in this paper is the "modified Hulthgn" It has the enormous calculational advantage of being analytic :
2) where k is given by
The constant a! is determined by the binding energy, and ecaR dominates the asymptotic behavior; N is determined by a and the effective range; and (tan€) is determined largely by the deuteron quadrupole moment.
The value of P is detennined by the normalization requirement on u(R), and is a function of the S-state probability. Similarly, the value of p' is determined by the D-state probability through the normalization condition on w(R). The values chosen for the various parameters in the modified Hulthgn wave function are listed in Table I11 for various D-state probabilities and various effective ranges.
Two other deuteron models were also used in data analysis: the Hamada-Johnston wave functionz6 and a wave function developed by Feshbach and Lomon.12 Both are presented in tabular form rather than as analytical functions of R. The low-energy parameters which they fit are also shown in the table. Both of these models are characterized by a "hard-core" radius.
Note that both the Hamada-Johnston model and the Lomon-Feshbach model fit slightly different low-energy parameters. For a direct comparison with the modified Hulthgn model it is necessary to generate a modified H u l t h h wave function which fits the same low-energy parameters. The two corresponding modified Hulthgn wave functions are also shown in Table 111. L. Hulthen and M. Sugawara, Handbook of Physics (SpringerVerlag, Berlin, 1957) , Vol. 39.
2T
. Hamada and I. Johnston, Nucl. Phys. 34, 382 (1962) .
The wave function enters into the results reported here in two important ways: First, it affects the shape of the proton recoil spectrum and the correction due to the number of protons thrown outside of our counter acceptance; and second, it affects the shape of the electron scattered-momentum spectrum, and the correction due to the number of electrons outside our momentum bite. The first item dominantly affects the u,/u, ratio data, while the second is a correction to the hydrogen/ deuterium ratio data. We will compare the three modified H u l t h h models given in Table 111 with D-state probabilities of 3y0, 5%, and 7y0. Table IV shows the missing-proton fractions for the q2=20 F-? case, for electrons a t the top of the quasi-elastic peak. Note that the fraction (of missed S-state protons) is very small for a counter subtending 15.5" (polar angle) in the laboratory, and is also very insensitive to the D-state probability. The fraction of missed D-state protons is large, ranging from 20 to 37%, which leads to a strong dependence on the D-state probability. The total amount missed is seen to be 0.36, 0.46, and 0.60y0 for D-state probabilities of 3, 5 , and 7%. T h i s i s a source of systematic error in the u,/u, ratio nleasurenlents; its effect on that ratio is magnified by factors of from two to four. The eflect on the electron monlentunl spectrunl is also large. This is shown in Table V for the q2= 10 F-2 case. Sote that the missing electrons (for a momentum cutoff 5Yo below the peak) comprise 6.35, 7.15, and 7.95% of the total for D-state probabilities of 3, 5, and 7%. This is also a source of systematic error in the hydrogen/deuterium ratio measurements. The variation in the experimental correction factors because of differences among the several wave-function models is smaller than the variation due to the uncertainty in the D-state probability. We consider two comparisons : that between the Hamada-Johnson (7%) model and the modified Hulth&n model which fits the same low-energy parameters; and that between the Lomon-Feshbach model and its corresponding modified Hu1thi.n (5.5yo) model. Table IV shows the effect on the number of missed protons a t q2= 20
Note that the differences are less than 0.05yo which is far snlaller than the variation due to a change in the assumed D-state probability. Note also that the amount missed is very close to the value predicted from the modified Hu1thi.n models which were used in the analysis and which fit better low-energy parameters. I n other words, slight changes in the lowenergy parameters have very little effect upon our final conclusions.
The fraction of electrons missed because of a momentum cutoff 5% below the peak is shown in Table V .
Note here also that there are only very small differences among the various models, except as given by the differences in the D-state probability. No theoretical studies have been made within the scope of this paper attempting to compare the effect of various model assumptions upon the "small" terms, such as the n-p interference and the convection current terms. I t is assunled that the variations are only a small fraction of the size of each of these tenns, although it is obvious that the D-state probability will act as a scaling factor on the sizes of the D-state terms.
I t is also important to note that there is negligible variation with q2 in the differences among the various models; this was checked by a study of the theoretical cross sections a t q2= 70 F-2 as well as at q2= 10 F-?. IV. EXPERIMENTAL METHOD into "perfect" and "nonperfect" categories; then, the establishment of criteria for accept& and rejecting Electrons from the external beam of the Cambridge events on the basis of the information in the momentumElectron Accelerator struck a liquid-hydrogen or deu-counter array. terium target. The scattered electrons were detected in -a magnetic spectrometer followed by a Cerenkov and a shower counter. The momentum acceptance of 15% was divided into lYo bins: the momentum resolution was approximately 2.5% (full width at half-maximum).
Protons were detected in a two-counter telescope of large solid angle, protected from the high background fluxes of low-energy particles either by lead absorber or by a sweeping magnet. A 12x12 checkerboard counter hodoscope was used to measure the angular distribution of recoiling protons. The layout of the apparatus is shown schematically in Fig. 1 .
The discriminated outputs of all counters and pulse height information from the shower, Cerenkov, and proton counters were connected through an interface to an on-line PDP-1 comDuter. The correlated counter information for each event, together with other parameters relevant to the running of the experiment was stored on magnetic tape for subsequent event-by-event reanalysis. The basic event trigger for the computer was generated by the detection of a charged particle crossing the focal plane of the electron spectrometer with an associated shower-counter pulse height larger than some small predetermined bias level; the Cerenkov counter uras not included in the trigger logic. The criterion for generating a trigger was deliberately kept very nonselective in order to minimize the possibility of missing genuine events. The amaratus will be described in more detail
in a forthcoming paper on elastic electron-proton scattering.
V. METHOD OF DATA ANALYSIS
There were two steps in the analysis of the raw data:
(i) A study of the shower and Cerenkov spectra in order to decide on bias levels sufficiently high to ensure that all events accepted were genuine electrons; also, a study of the possible contamination above the chosen bias level by examination of the spectra of rejected events.
(ii) A study of the nature of the electron trajectory information in the momentum counters, sorting events
A. Shower-and Cerenkov-counter Spectra
The basic electron identification is through the presence of a large pulse in both the shower-and the Cerenkov-counter spectra.
Typical scatter-Plots showing the correlation between the shower and the Cerenkov pulse heights are shown in Fig. 6 . In these scatter plots, deuterium events in the (e, not p) category are shown. The most important aspects are that at the low q2, the Cerenkov counter alone provides almost all of the rejection, while at the higher y2 the shower counter is most important but still not entirelv self-sufficient.
The fraction of all conlputer triggers which ended up being rejected solely on the basis of the shower and cerenkov criteria represents an increasing fraction of the total as q2 increases. Only 3.2y0 of all computer triggers are rejected a t q2= 7 P2, while at q2= 70 F-% the fraction is 68Yc, with only 32% surviving. It is i nportant to note, however, that these numbers are sensitive to the exact value of the (fairly low) showercounter discrimination level ia our fast electronic trigger logic.
Bias levels were chosen conservatively, typically introducing from 2% to 8% inefficiency in each counter. The absolute etticiencv of the shower counter for the bias chosen was measured by examining the shower spectrurn for perfect-trajectory events with a high Cerenkov pulse height required, and the Cerenkov efficiency was determined in the opposite way, requiring a high shower ~u l s e .
The crucial consideration is an estimate of how many events other than genuine electrons could possibly have been accepted by our criteria. The estimate will be given in detail for the y"30 F-2 point. Figure 7 shows the spectrum of the shower counter for all perfect-trajectory events with pulse height below channel 5 in the Cerenkov counter, and also the Cerenkov spectrum for all perfect-trajectory events below channel 18 in the shower counter. The full spectra for both counters are also shown, as well as the bias levels chosen for eventual analysis of the data. From these data, the low-shower events have a 2.5% chance of hav-However, the only process which seems to have a posing ai'erenkov pulse greater than the chosen bias, while sibility of yielding a correlation is the charge exchange the low-Cerenkov-pulse events have a 2.4% chance of of a negative pion having a shower pulse greater than the bias. Assuming n o 7r-+Z --+ 7r0+z' correlation, the net probability is the product of the two L individual probabilities, or 0.0670. Since the total numr f r her of rejected events is 30% of the total of accepted Le++eP.
events, about of the events in Our If this were to occur lvithin our counter array, a subseregion could have crept in from the low-pulse-height quent count by the electron-positron pair in both the region because of a double1 uncorrelated high-cerenkov Cerenkov and shower counters could simulate a genuine and high-shower ~ccurrence. The assumption that the event. The above process is calculated to occur 0.08% rejected events exhibit no correlation between shower of the time. I t thus introduces negligible contamination and Cerenkov pulse heights is not necessarily correct, in our data.
PULSE HEIGHTS

FOR DEUTERIUM DATA
A l l ( e , n o t P) e v e n t s ( e , n o t P ) e v e n t s w i t h p e r f e c t t r a j e c t o r i e s only FIG. 6. Scatter plots of shower versus Cerenkov-counter pulse heights for deuterium (e, not p) data.
A l l ( e , n o t P) e v e n t s ( e , n o t 6) e v e i t s w i t h p e r f e c t t r a j e c t o r i e s only A l l ( e , n o t P ) e v e n t s ( e , n o t p ) e v e n t s w i t h p e r f e c t t r a j e c t o r i e s only
Electrons from background processes other than those already considered can enter our spectrometer system and contaminate our sa~ulple of elastic and quasi-elastic events. In fact, it is even possible that such electrons might be associated with correlated coincidence protons, thus appearing to be elastic or quasi-elastic electronproton coincidence events.
One possible process is electroproduction of no, with a Dalitz-decay electron passing into our spectrometer acceptance:
An approximate calculation of the magnitude of this effect indicates that the contamination from this process and others like it is conipletely negligible a t the low-q2 points, but is an increasingly more significant effect as q2 increases. At q2= 7, 70, and 115 F-2, the fractional effect compared with elastic e-p scattering is calculated to be (2X I F 7 ) , (2X and (5X Several other possible processes are not included in the calculation, the most important omissions being the multiple-pion production and peripheral processes.
B. Momentum Definition
An event surviving the shower-and Cerenkov-counter biases was then placed in a given momenturn interval by using the pattern of struck counters in the electron spectrometer to determine where the electron crossed the focal plane. Typical "perfect trajectory" events are shown schematically in Fig The a,/u, ratio data reported in this work use only those electrons with either a perfect trajectory or only one imperfection; such as a single additional counter or a random coincidence. However, since these events comprised approximately 98% of all acceptable events, the inclusion of the other events would have negligible effect on the final results.
C. Electron-Proton Coincidence Information
Having determined which events anlong all of the triggers were "good electrons," the next step was to decide whether or not a coincident proton signature was present. This was done using the coincidence bit (e+p) representing the result of a fast coincidence taken between electron and proton counters, which was sent to the computer for storage with each event. The entire ensemble of events was broken down into two groups: those with the above bit present and those without it. I t was important to check that the two ensembles of eventually-accepted events had identical signatures within the electron-arm data (identical shower and Cerenkov spectra; and identical distributions among the various categories in the trajectory-defining system). E x c e~t for statistical fluctuations. this was found to be FIG. 7 . Shoner versus C'eren~rov scatter plot, q2=30 F-2. true for each datum point.
T~lir.e Vr. Chancc prol)al~ilities iri l)roioii-cletecting telescope.
-
Correction factor Final Hz
Final Dz due to spill q2 chance rate chance rate structure
The nlethod used to set the high voltages and discrimination levels on the proton counters employed a calibration using elastic scattering from hydrogen, w i~h its well-defined kinematics. The following ratio was then examined: (e+p)/(all e ) . This ratio, called the "e-p efficiency," was typically between 95% and 9iY0. Target-wall electron scattering and proton absorption account for essentially all the remaining 3% to jYo "inefficiency."
At a beam intensity sufficiently low that rate-dependent effects were not a problem, the high voltage on each individual counter was adjusted until the apparent proton efficiency remained constant with the input pulses to the discriminatols attenuated by: +4 dB, + 2 dB, and 0 dB, with 0 dB being the nolnlal operating condition. The photomultiplier gains were estimated to be stable to within approxiil~ately 1 2 dB ; 4 dB was used as an additional safequard against efficien~y changes.
D. Rate-Dependent Checks
Once the counter high voltages had been set, ratedependent studies were made. With the discriminators set a t the 0 dB position, the beam intensity was gradually raised and the apparent efficiency was monitored. Eventually, a t instantaneous singles counting rates of about 10-15 MHz the efficiency began to decrease.
Recent tests2? show that dead time in the Chronetics-101 discriminators and rate-dependent effects in the 102 coincidence units were probably t o blame.
If the beam intensity a t which the falloff in e6ciency was barely significant (about 1%) is teimed I,, then the method used was to take the actual data a t intensities of less than or equal to (0.5)If. Both hydrogen and deuterium data were taken a t identical "effective intensities," as measured by the criterion of identical doublecoincidence chance mobabilities in the electronic circuitry. Compared with the hydrogen running, the actual beam intensity had to be dropped by about 30% in the deuterium running to equalize the "effective intensity."
One of the problems with the experiment was the difficulty in gaining confidence in the rate-dependent --27 T. M. Knasel (private communication) studies. At the higher q 2 points, the hydrogen elastic counting rates were too low to pennit rate studies to be performed in the data-taking conditions. In these cases, it was necessary to change the kinematic conditions to a lower q 2 and then to perform the calibrations and rate studies in the high-rate, low-q2 situation. Since low-energy protons ionize more highly than higherenergy ones, a few dB of additional attenuation were added to the raw pulses before discrimination to reduce the pulses to the saiue height as the real higher-energy pulses which would occur in the actual high q2 data taking.
E. Chance-Rate Corrections 'I'hc chance coincidei~ces were monitored bv a debyed-coincidence technique in which the proton counter signal was effectively delayed by 35 nsec relative to the electron-proton coincidence timing. This time separation was sufficiently long that no overlap of genuine coincidences was possible. A correction to this measured chance probability of about 10% was necessary because of the structure of the beam "spill." The chance rates, the corrections. and the errors are listed in Table V I for the various data points.
F. Proton-Counter Solid Angles
It is important to tabulate the solid angles subtended by our proton-detecting counters, because theoretical corrections due to losses of protons thrown outside of our detection systen~ are sensitive to the subtended solid angle.
The "effective7' solid angle is arrived a t by folding in several effects: the counter shapes and sizes and their locations; the effect of the finite electron aperture; the target length effect; hnd the niultiplc Couloinb scattering in the lead absorber where applicable. There is also another effect: the change in the direction of the momentum-transfer vector (q,) as A' varies across the quasi-elastic electron peak. Because of this change, the fraction of the proton cone subtended by the counters depends on El.
With the presence of aperture, target-length, multiple-scattering, (q,) change, and counter shape effects, it is difficult to quote the exact shape of the solid angle. What was done in the data analysis was to integrate over the various effects, using as the proton distribution the S-state angular spectnnn. We then define the angle w,, which is the effectize acceptance angle, defined as the half-angle of a cone which would have accepted the same fraction of protons. Because of the conical symmetry of the theoretical cross section, this approximation greatly simplifies the calculatioil of the theoretical corrections due to other (small) cross section terms. In two specific cases, detailed checks showed that the approximation led to no significant errors in the theoretical corrections. Table VII contains a tabulation of the half-angles Using these, the absorption probability of protons w,. The values are tabulated for various E' points across within lead and scintillator is calculated to be 0.032 the quasi-elastic peaks.
and 0.009 per linear centimeter traversed, respectively. The neutron conversion probability must be calcu-VI. ABSORPTION AND CONVERSION lated from data similar to that used in calculating the CORRECTIONS proton-absorption probability. An indication of the A proton emerging from the target has a small proba-reliability of the calculation is probably given by the bility of not counting in our proton-detecting counter comparison between experiment and calculation for the array. The causes of this are three in number :
proton absorption case. A comparison shows that a t low q2 there is excellent agreement, within 10%. At the (a) large-angle proton scattering in the target; higher q2, the calculation is not reliable to (b) proton absorption or scattering within the air and better than 30%. lead located between the target and the counters;
The pertinent neutron cross sections are the total in-(c) proton absorption within the scintillators them-elastic cross sections taken from the papers of Harding,31 selves.
J/lillburn,"2 B a t t~,~~ Chen,28 and C~o r .~~ The errors in the calculation are donlinated by uncertainties in the Conversely, a neutron emerging froin the target does effective thickness for conversion within the scintilhave a small probability of producing a count in our lators. The effect of the hydrogen within the scintillators counters. Three reasons for this, closely related to the is included using n-p charge-exchange cross sections.21 reasons for proton absorption just listed above, are
The corrections amount to about 0.20% in the cases (a) neutron-proton charge-exchange scattering within the target, with a high-energy proton emerging; (b) neutron conversion within the air path and lead; (c) neutron conversion within the scintillators themselves.
The corrections due to all of these effects are dealt with by making either experimental or calculational estimates (or both) of the sizes of the effects. The ratio [(efp coincidences)/(all electrons)], measured in the hydrogen data, is taken as a measure of the proton absorption effects. The correction can be calculated from available data, and the results compared. The neutron conversion correction had to be determined solely by calculation, because it was not possible to measure it in this ex~eriment.
The nucleon-nucleon cross sections were taken from the com~ilation bv Wilson.21 The cross sections were , -where no lead absorber was used, and range from about 0.7% to 1.2% where lead was used. The uncertainties in the over-all calculation can best be judged from the fact that the proton absorption calculation agreed with the experimental data only to about f 30% a t the q2 points above 20 P2. This &30% error has been assigned to the calculated neutron-conversion corrections.
A comparison between the calculated and experimentally detennined values for the proton absorption probability is shown in Fig. 9 . It can be seen that there is excellent agreement between calculation and experimznt a t q2= 7 , 10, and 15 F-2 which are the points in which the lead absorber was used. The agreement is poorer a t the higher q2 points. The procedure used was to apply the experimental corrections to the deuterium data, with their experimental errors.
The proton-absorption corrections measured in the taken from the papers of Chen, spectrum, which is a continuum. Let us denote the fractional probability for an electron to go from the elastic 6 function into a bin of size AE' centered a t a location E' in the hydrogen radiative tail by the function T(EfP,,k-E'; AE'). Besides incident energy and scattering angle, which are suppressed here for convenience, T is a function of two variables: the separation in E' from the energy value Efpeak which would have been present without radiation; and the size of the bite AE' around E'. For the quasi-elastic electron spectrum from deuterium, consider a small bite AE' in the scattered- bite in the absence of radiation. What is actually meakeV region and the other in the 5-100 MeV region. In ibleister and Griffy's article, the examples given in their table choose the higher stability point. In our q2= 7 FP2 case, this occurs at 6E= 10 MeV for E'=EtPeak.
Meister and Griffy then assume that the radiative correction for E' values awav from the ~e a k is arrived a t by using the value of (6soft+6hard) for the same (10 MeV) value of 6E. However, the prescription is invalid away from the peak. First, 10 MeV no longer corresponds to a "stability point'' in the sum (6soft+6hard). Second, if one allows this "stability point" to vary with E' in order to achieve a flat region for each value of E' separately, then one is forced to consider very large values of 6E for E' below the top of the peak. These large values (100-200 MeV, and even larger) correspond to almost no ((hard" radiation a t all, and are physically untenable.
The existence of another region of stability (10-100 keV in our particular case) was probably not known to Meister and Griffy, nor to other authors (Hughes et aZ.l3; Dunning et al.lG )who used Meister and Griffy's work. The latter two experimenters employed the higher cutoffs in their deuteron radiative corrections. Using the lower cutoff values (in the 10-to 100-keV region) seems much more reasonable. However, the uncertainty about exactly which cutoffs to use has led us to reject the Meister and Griffy technique altogether. The "6-function" method to be described next has been preferred because it has some intuitive motivation, and also because using the hydrogen radiative tail to make the deuterium corrections should help to cancel some possible systeinatic errors in the comparison of deuterium to hydrogen cross sections.
C. 8-Function Technique
The hydrogen radiative corrections of Meister and k'ennie34 are used to generate the size and shape of the radiative tail from the hydrogen elastic peak in the presence of extremely good resolution. This radiative tail shape is then assumed to represent the radiative process for each small region AE' of the quasi-elastic sured in the bite is the observed cross-sectional amount Au,ba(E1). The important assumption is made that Au,~, (E') differs from Achy, (E') because of two separate and distinct processes: radiation out of the AE' bin, and radiation into it from above. The two cross sections are then assumed to be related by The number 6, , t is the radiation out correction. I t is only a function of the AE' bite size, and is given directly by Meister and Tennie's formulation. The integral accounts for the radiation into the bin from above. The integration is over all E" values greater than the upper edge of the AE' bin. The upper end (a ) of the integral is actually limited by the fact that the cross section uhyg(Ef) has a cutoff a t the threshold for quasi-elastic scattering.
The calculational technique is to use the theoretical deuteron cross section as the unradiated peak shape uhyP(Ef). The folding with the function T (El1--E'; AE') is done by computer and is tricky only because T diverges for zero argument. I t is thus necessary to cut off the lower bound of the above integral a t a value E'++AE1 rather than a t E'. I t is then important to show that the final answer does not depend on the choice of AE', and this was done. In our final calculations, the calculated radiative correction changes by less than O.lyo when the integration-bin size is doubled. In order to achieve this degree of convergence, the integrationbin size had to be decreased to a width of approximately 0.05yo of Elpesk.
Only the electron-line radiative correction (61) of Meister and Griffy is used for the deuterium corrections just described. The other terms ( 6 1 1 and ~I I I ) , corresponding to the proton-line part, are taken into account in a way to be described later. After T is folded with the deuterium peal: shape, no further exponentiation is performed. FIG. 11 . Feynman diagrams for electron-proton scattering nit11 radiation before and after scattering.
An approximation to the quasi-elastic peak shape is employed for calculational simplicity. The peak shape (for S state only) given in analytic f o m~ by D~r a n d~~ is used rather than the full theoretical peak shape of M~G e e .~l~ This is estimated to vield a radiative correction differing from the one using the correct theoretical shape by less than 0.2y0.
The problem with the variation of the matrix element for radiation before scattering must be discussed. Consider the parts of the radiative correction which Meister and Yennie call the "external parts." For radiation of high-energy photons, two Feynman diagrams dominate, corresponding to radiation before and radialion after scattering. They are shown in Fig. 11 .
The calculation of Meister and Yennie makes an awproximation by ignoring the fact that the basic electronnucleon cross section is a function of h , the radiated energy. In the case of radiation after scattering, this approximation is good, but it breaks down for radiation before scattering. The cross section u(E,',Er,O) is not identical to the unradiated cross section g(L'i,Ef,O). Because of the lower "incident" energy, the momentum transfer q 2 is smaller, and the cross section (due to both u~~~~ and the form-factor variation) is enhanced. Thus, that part of the Meister and Yennie radiative tail corresponding to radiation before scattering should be increased by a factor of Calculations show that almost exactly half of the net final correction (for large radiative losses) comes from the radiation before scattering. The prescription is therefore to multiply Rleister and Yennie's doubly differential cross section in the radiative tail by the factor 1 u(Ei',Ef,B)
:+-[ 1.
This enhancement is incorporated into the hydrogen radiative tail shape T(E',,,~,-E'; AE'); the new T is then used for the hydrogen and deuterium radiative corrections. Although this approximation may not be precise, the small additional correction almost exactly cancels in the ratio of hydrogen to deuterium cross sections. The peak shapes are affected, as can be seen in Fig. 12 . The correction ranges from about 0.5%, to about 1.9% in our data. Figure 13 compares the Meister and Griffy method with the &function method for calculating the radiative-correction factor 6. The Meister and Griffy correction is shown using two different prescriptions: a series of different cutoffs in the 10-100-MeV range for various E' values; and a series of different cutoffs in the 10-100-keV range. The 8-function-methgd results plotted in the figure include the extra correction factor for radiation before scatterinc.
I t should be k t e d that the 8-function technique and the Meister and Griffy prescription en~ploying the higher cutoffs give corrections identical to within 0.2-0.7% of the cross section at the quasi-elastic peak. The largest differences are at the larger scsttering angles. Thus, to this l e~e l of accuracy, previous experiments employing the "peak method" of analysis will be unchanged. More substantial corrections apply to data analyzed by the "area method" such as that in Ref. 13 .
The radiative-correction calculation described above takes into account electron-line radiation. Any comparison between elastic e -p and yuasi-elastic e-d data must take into account the proton-line terms. In order to make a proper conlparison between u1-r and U D cross sections, an additional correction was made to the proton part of the deuterium data. What was done was to take the proton-line part of the e-p elastic correction (811-l-8111) and to modify the proton part of the quasielastic e-d cross section by this additional factor. The ~zezttrorz part was left unaltered, because radiation Irom the neutron line is entirely negligible.
The fact that a coincidence was used means that a radiative correction should be applied (to both hydrogen and deuterium data) to account for protons missed by our counter tclescope due to the altered kinematics in the radiative process, especially in the case of electron radiation of a very hard photon before scattering. However, because this effect is calibrated out in our measurement of the proton detection efficiency for hydrogen, it is largely eliminated as a source of error in affecting either the u,/u, ratio data or the (u,D/u,H) ratio data.
The coincidence radiative correction itself is estimated to be smaller than O.lojo at q2=70 FW2, and to have very little q2 dependence. No additional correction was applied to any of the data to correct for this effect. The work of Atkinson37 was used for these estimates.
D. Real Bremsstrahlung
The prescription for losses due to real bremsstrahlung can be found in Heitler3$ : I a c t u a~= Iohiorvedes , where t = thickness of path in radiation lengths.
For our case, t was equal to about 0.0016 radiation length before scattering, and about 0.0080 radiation length after scattering. The size of the real-bremsstrahlung correctim was typically 4ojo-5y0. In the hydrogen/deuterium cross-section ratios reported here, only the diference between the corrections for the two cases was applied. This difference was never greater than 0.10~G-0.15~G, with the deuterium correction being the larger one. The difference has been added to the deuterium radiative corrections. The effect of this process upon the u,/u, ratio data is negligible; no corrections were applied to these ratios.
VIII. ELECTRON-MOMENTUM SPECTRA
After the experimental electron-momentum distributions were generated, certain subtractions and corrections were applied. Anlong these were the empty-target subtraction, the inelastic (pion-electroproduction) subtraction, and the elastic electron-deuteron scattering subtraction. A. Empty-Target Subtraction Runs with no liquid in the target were taken with each datum point. These runs were analyzed using the same criteria used for the main data analysis. The empty-targct events were separated into (e+p) and (e, not p) categories, and were subtracted from the main data within these two categories separately. The size of the empty-target background (within a momentum bite of about 6% around the quasi-elastic peak) ranged from 3% to 5% for our 1-in.-long targets, and from 1.5% to 2.5y0 for our 2-in.-long cups. About of the empty-target events were typically of the (efp) coincidence type with the other $ lacking a coincidence.
In the worst case, the additional uncertainty in the u,/u, ratio due to the presence of this background. after the correction is applied, is estimated to be f0.2%,
B. Elastic e-d Scattering Correction
Foim factors for the elastic electron-deuteron scattering process were taken from the work of Hartmann.39 The cross sections at our angles and energies were calculated using these form factors in combination with the appropriate Mott cross sections. The kinematics of the Drocess were such that the elastic electrons were outside of our electron-momentum acceptance for all runs except those at q2= 7 and 10 F-2. Table VIII lists the e-d contributions and the peak locations for our low-momenturn-transfer data points.
The recoil deuterons a t a2= 7 and 10 did not have enough energy to reach our coincidence counters, because of the lead absorber placed in front of the counter bank. All electron events from the e-d elastic process are thus to be found in the (el not p) category. The elastic e-d process had negligible effect upon our final values for the u,/u, ratio, and for the U,D/U,H ratio.
C. Inelastic (N*) Corrections
The inelastic pion-production process was a significant background for the high-momentum-transfer data. An attempt to understand it and then to subtract it out was made, using both the hydrogen data and the theoretical work of Adler.40 This attempt was not entirely successful.
Adler's theory of the electroproduction process in the region from threshold to the first l V * (1238) resonance is an improvement upon the earlier work of Fubini, Nambu, and W a t a g h i~~.~~ What was done in the present analysis was to generate theoretical scattered-electron spectra for the four possible charge combinations:
The first step was to take the two theoretical cross sections for electroproduction from protons, and to fold their sum with our experimental electron-momentum resolution. The result was then compared to the hydrogen data. Although the predicted shapes of the N* excitation from hydrogen agreed well with the data, the absolute magnitudes did not agree. In order to obtain good fits, it was necessary to multiply the Adler predictions by factors of 1.7 and 2.2 a t p2=45 and 70 F-2, respectively. At lower momentum transfers, not enough N* excitation entered our acceptance to allow for meaningful comparisons with the theory.
No attempt was made to break down the predicted AT* distributions into events with and events without a coincidence in the proton-counter telescope. The hydrogen electron spectra a t q2= 7,45, and 70 F", with Figs. 14-16. Note that none of the data discussed here are in the region a t the very top of the N"(1238) peak, because only the threshold side entered our momentum acceptance.
To determine the N* excitation froin a deuterium target, contributions froin all four of the above isotopic spin combinations were summed. The resulting theoretical electron N* spectrum was then compared to the deuterium data. The electron S* spectrum was assumed to be spread out in momentum space in exactly the same way as the quasi-elastic peak; that is, the shape of the theoretical quasi-elastic peak (determined by the deuteron wave function). a radiative correction. and * , the experiniental resolz~tionjunctio~z were folded in. This attempt to account for the extra smearing because of the initial nucleon moinelltum inside the deuteron is in fact only the manifestation of the impulse approxiination as applied to the pion electroproduction process using a deuteron target. (Fig. 19) , the total observed X* excitation area fits well, but the shape is not correct; the dala are slightly too high in the valley and too low near the A7*(1238) peak. At q2= 70 F-2 (Fig. 20) , both the magnitude and the shape are in very poor agreement with the data.
Again, for the deuterium targets, no attempt was made to separate the electrons into those events with and those without coincidences in the protoil telescope. The statistical precision of our data was such that this separation was unnecessary even a t q2= 70 F-2 where the S" contamination was most serious. The simplifying assunlption was made instead that the fraction of electrons which had coincidences was constant over the entire AT* spectrum; the value of this fraction was taken to be that fraction observed in the very lowest momentum bins, where contamination from quasi-elastic events was smallest. This fraction turned out to be just under 0.50 at the three highest q2 points. The actual numbers for the ratio [(e+p)/(all e)] a t q2= 30, 45, and 70 FP2 were 0.4440.02, 0.4210.03, and 0.47k0.02, respectively. At the lower q2 points the value 0.50 was assumed, but N* production was suffi- ciently small that the assu~nption had negligible effect upon our final results.
D. Electron Peak Shapes from Hydrogen
The peak shapes from elastic electron-proton scattering are a direct measure of our experimental momentum-resolution function, once the radiative tail is unfolded and the target-wall subtraction is made. What was done in this analysis was to perform the unfolding and subtracting of the elastic peak from the hydrogen target and then to use this experimentally measured resolution for analysis of the deuteron data. This procedure avoids the pitfalls possibly present in the use of a calculated resolution. In particular, the observed resolution function changed significantly from run to run because of its sensitivity to the beam spot size. Examples of the hydrogen spectra are shown in Figs. 14-16. The figures show the hydrogen peaks at q2=7, 45, and TO respectively. In order to repeat any of our calculations, the actual monlentum resolution function of the system will be required. Folding a Guassian distribution with a theoretical prediction is an entirely adequate approximation for making comparisons with the data. Table I X lists the full width a t half-maximum (FWHivf) of the Gaussian which best fits the hydrogen data a t each momentum transfer. itre note, however, that the actual resolution function is slightly wider in the tails than would be given by a Gaussian distribution. E. Electron-Momentum Spectra from Deuterium The procedure for calculating the expected quasielastic momentum spectra is to take the theoretical spectra and generate the spectra after radiative corrections are applied. Next, the resolution function, talien directly from the hydrogen data, is folded in. The solid angle subteuded by the proton coincidence counter bank is then used to calculate the number of protons not accepted, and the corresponding corrections are applied to the predicted (e+p) and (e, not p) spectra separately.
The data are compared with the expected shapes in Figs. Figures 17 and 18 show the (ef p) and (e, not p) spectra at q2=70 P2. Figure 20 shows the spectrum of all electrons a t q2=70
17-25.
In the latter figure, the X* spectrum according to the Adler theory, but after multiplication by a factor of 2.2 is also sho.cvn. I t is important to notice that there is excess cross seclion in the region of the N* peak (as discussed in the previo~is section). Figure 19 shows the spectrum of all electrons at q2=45 F-2. The theoretical spectrum using the "k, theory" is shown, as in all of the other cases presented here, but in this figure the prediction of the "(p*-as*) theory" is also shown, demonstrating that it yields a peak shape slightly narrower than the observed shape.
Here, the S* theoretical shape has been scaled by a factor of 1.7. Figures 21 and 22 show both the (e4-p) and the (e, not p) spectra a t q2= 10 FP2. Note that there is excess (el not p) cross section on the high-energy side of the peak and that only about half of the excess is accounted for by the elastic e-d contribution. I-Iowever, the (efp) data seem to agree well with the theoretical prediction on the high-energy side. In the peak region, both peak shapes are slightly narrower than the predicted curves.
Figures 23 and 24 show the (e+p) and (e, not p) spectra a t q2= 7 F-*. Again, both peak shapes are narrower than the predicted curves in the main peak region. This feature will be commented upon later. There is again significant excess of (el not p) events above the peak, while the (e+p) shape is correctly predicted. Figure 25 shows the sinall amount of data at q2= 115 F-l, the highest momentuln transfer at which data were taken in this experiment. The spectrum seems to fit the predicted peak shape to within the poor statistical precision. Both the quasi-elastic and AT* spectra shown in this figure are scaled arbitrarily for a "best fit" to the data. The statistical precision is too poor to allow for any very nleaningful con~parisons, and the statement that the fit is adequate is very weak. Note, however, that the (e, not p)/(e+ p) ratio is about constant across the spectrum, and about equal to up~ity everywhere. This fact should enable a meaningful u,/u, ratio to be extracted from the data even though the inelastic (S*) contamination is quite large. Despite this fact, potentid problems might be present in this FIG. 24 . Scattered electron spectrum ~vithout coincitleilt proton from D, target, q2= 7 FPe. data, and the best that can be derived from it with certainty is an upper limit on the neutron cross section.
IX. e-p CROSS SECTIONS FROM DEUTERIUM AND HYDROGEN
The ratio of the electron-proton cross section from deuterium to that from hvdrorren is a measure of how , -equivalent the "bound proton" inside the deuterium is to the "free proton" in hydrogen.
The ( u ,~/ a ,~) ratios measured in this experiment are tabulated in Table X . The momentum bite AB' (in percent of the central energy, E',,,k) is listed for the hydrogen and deuterium data separately, because a t some momentum transfers slightly different bites were used. These data have been corrected for events outside our momentum and angular acceptances. No final-state interactions have been considered.
Our measured G,D/U,H ratios are 4%-8% smaller than the expected values a t all but the highest momentum-transfer voint. This we intervret as a small but significant breakdown of the impulse approximation as we have used it and this will be discussed later.
All theoretical calculations were perfonned using the modified Hu1thi.n wave-function model, assuming a 5y0 D-state ~robabilitv. The fraction of S-state electrons missed was determined by integrating the cross section numerically from threshold to the appropriate cutoff, and then continuing down to 30y0 below Elpeak, a t which point the cross section had fallen to about lC5 of its ~e a k value. The fraction of S-state Drotons missed was arrived a t by folding in the proton-counter solid-angle acceptance with the triply-differential cross section. s he-small tern~s were calculated to contribute about 3yo-5% to the cross sections within the chosen bites ; of these terms, the D-state proton tenn is the largest.
The radiative corrections, after folding with the experimental resolution function, are tabulated also. The folding introduced about O.lyo-0.2% extra correction, above that which would have been present with ex- The (u,D/u,H) ratios are shown graphically in Fig.  26 . The ratio of observed to predicted proton cross section is plotted, for the "k," theory and an assumed 95y0 S-state probability. Also shown are the predicted ratio for the (p*-iq*) theory, and for the k, version with 93% and 970jo S-state probabilities. The 1 2 % change in D-state probability only shifts our predicted ( u ,~) values by f 0.8% as discussed earlier.
These ratios, as well as the ( g a l l , ) ratios in Table XI, are extremely sensitive to the radiative-correction values. The &function technique used to apply the radiative corrections has already been discussed. If the Meister and Griffy radiative correctioils (using cutoff values in the 10-keV region) are applied, the area method deuterium cross sections are reduced by 4-6y0, increasing the discrepancies in (u,D,'c,H) . Except a t q2= 7 FP2, the proton-absorption correction is the same for the hydrogen and deuterium data, and thus cancels out of the ratio. 
-
There are three dominant errors in the U , D / U , I~ ratio: the uncertainty due to counting statistics; the uncertainty in the inelastic (N*) subtraction; and the uncertainty due to the correction for events not included in the accepted electron momentum bite. To estimate the last uncertainty, the cross section was calculated for
several different cutoff points, both greater than and less than the cutoff finally chosen. A t every momentum transfer. consistencv in the final cross section (within the statistical precision) was achieved over a range of 2-3y0 in the cutoff. The error attributed to the cutoff is an estimate of the remaining uncertainty. I t is largely due to the uncertainty in the actual absolute value of AE', due to uncertainties in the calibration of our counter niomenturn-bin sizes. Another contributing factor is the uncertainty in the folding of experiinental resolution with the S-state electron spectrum. The estimated uncertainty in the inelastic (A7*) contamination is based on both the inability to predict correctly the N* contanlination in deuterium, and the possibility that our assumption about the constancy of the [(e+p)/(all e)] ratio over the S* peak is incorrect. Table XI tabulates the ratio of the cross section for all deziterium electro~zs to that for all Izvdroeefz electtons.
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These cross sections were determined using the same cutoffs in E' as are listecl in Table X for the (u,D/u,~) cross-section ratios. The snlall terms correction is different in this case, however, since it must take into account the (e, not p) electrons from the small tein~s. Also, the
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.,. of the a,/u, ratio across the cluasi-elastic peak. A small ti and well-understood variation exists, due to the q2 dependence of the form factors; it amounts in the worst case (q2= 7 F2) to about f 0.3% change in u,/g, for
However, the measured (e, not p)/(e+p) ratios show a significant variation for every q2 point in this experiment, even after all ezperime~ztal corrections (chance rate ; neutron conversion ; proton absorption; radiative corrections) and background subtractions (elastic e-d; inelastic S" contamination) are applied. This variation is partially but not entirely understood using the deuteron theory. There are two theoretical corrections to be applied: that due to missed S-state protons, thrown outside of the proton counter acceptance; and that due to the other (small) terms. Both of these effects alter the (e+p) and (e, not p) cross sections by different amounts a t different E' values across the quasi-elastic peak.
I n Figs. 27-32 the variation of the CT,/U, ratio with E is shown for some of the various momentum-transfer points in this experiment. At all points, the ratio is displayed both before and ever, all experimental corrections such as chance rate, empty target, and n-p conversion, have already been made. At the higher momentum transfers, the values before and after the ,VX subtraction is made are also shown. On each figure the region in L. : ' is indicated ~vllich was eventually chosen ior analysis to determine the "final" u d u , ratio value. if the theory were entirely correct in its predictions, the ratios would all lie on a straight line a t each q2, after the application of all corrections. It can be seen that this is true within the statistical precision over most of the peak region for the higher iilomentum transfers. For example, the graph for the q " 70 F2 point shows that the iVX subtraction, combined with the theoretical corrections, brings the points into a straight line to within the (unfortunately large) statistical fluctuations.
At the lower momentum transfers, however, there still remains significant variation, especially on the high (threshold) side of the peak. The elastic e-d subtraction 
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is already made in the plots a t q2= 7 and 10 Fw2, but it is not sufiicient in either case to bring down the u,/u, ratios to the central values. This was also observed in the discussion of the electron peak shapes, where an excess of (e, not p) events was present for both q2= 7 and 10 P2.
The method used in this analysis is to take the values for u,/u, from the data a t the top of the quasi-elastic peali. A denlonstration that the rest of the peak is also understood is important because it gives additional confidence in the analysis procedure. Also, if the u,/u, ratio is constant after all corrections are applied, then there is little sensitivity to the actual AE' nlomentum smaller than the intrinsic momentunz resolution of the system was not sensible, while a bite large enough to electron momentum acceptance even though the ratio include much sensitivity to the tails region was also shows significant variation. This is because there are undesirable. For the higher momentum transfers, it was relatively fewer events in the additional monlentum also desirable to avoid N" contamination if possible, bins. Improved momentum resolution would have been which precluded a bite very wide on the low-momentum helpful here. side of the peak. We display in Fig. 34 the summary of u,/u, derived Figure 33 shows the average u,/a, ratio for increas-from coincidence data a t the top of the quasielastic ingly larger AEr bites about the peak center, for two pea1; we a d u p derived fronl cases. The bite chosen for eventual analysis is indicated the data On the sPectrunl according to in each case. We note that the average un/a, ratio a t the simple prescription, q2= 10 F-2 is not significantly altered by expanding the
' . The solid line assumes the scaling law GE,, = [ -T / (~+~T ) I G M~-derived later in Sec. XTV. W' e note here that the coincidence data are systernatic.tlly higher than the noncoincidence data. Moreover, they lie n~l l above reasonable extrapolations of the neutron-electron interaction: GEn= -T G~~,~. This point will be discussed further in Sec. XIV.
XII. RECOIL PROTON ANGULAR DISTRIBUTIONS
Infonllation about the angular distribution of recoil protons was obtained by the use of a 12X 12 (144-bin) checkerboard hodoscope. I t was placed behind two (or sometinles three) counters, which served to detect the recoil protons. The layout was arranged so that any particle trajectory originating in the target and passing through the hodoscope must have traversed the trigger counters.
Two features degraded the usefulness of the hodoscope information. The first was the large background counting rate in the individual hodoscope scintillators. The second was the fact that a t the lower moinentilm transfers (q2= 7 ,lo, and 15 P 2 ) , lead absorber was used in order to shield the proton counters from background. The multiple scattering in the lead was important in degrading the angular resolution ; also, the range limitation due to the lead prevented studies in some kinenlatic regions.
A. Analysis of the Hodoscope Data
The analysis of the hodoscope data was performed in the following manner: Any event with one and only one counter firing in each hodoscope plane was termed a "good" event. An event with all hodoscope counters off was ternled an "empty" event. All other hodoscope patterns were called "other" events. Only the "good" category was used in the iinal analysis of the data, because there was no way to assign the "other" events. Thus only a relative distribution of a sample of all events is available for conlparison nith the theory. Because the sample is iiot a purelj randoni one, it is crucial to demonstrate that the corrections applied to the "good" sample are understandable and introduce negligible error into the iinal conclusions.
The method used to make this check was to predict the distribution of "other" events from both the assumed paren.t '(good" distribution and the bacliground processes. At one data point (q2= 20 P2), an event-byevent analysis of the "other" events was performed; it ~+evealed that their distribution was indeed consistent with our expectations to within the statistical precision of the data.
An important experimental monitor of the hodoscope's performance is the chance probability. For some of our data points, this was checked by a '(delayed" run (in which the hodoscope counter pulses were electronically delayed outside of the true coincidence resolving time). Whenever a "delayed" r:ln was taken, the information it contained was found to be identical to that contained in the analysis of those events in the inain run, where the proton coincidence was absent. This latter analysis was therefore used as a measure of the background spectrum for those runs in which a "delayed" run was not taken.
The hodoscope scintillators were aligned in a flat plane. There was thus a small probability that a good trajectory could pass through both of two adjacent scintillation slats. No correction to the raw data has been applied for this effect.
The hodoscope data were also used to study the distribution of protons fro111 hydrogen. This angular clistribution (for elastic scattering) should correspond to the folding. of the multiple Coulomb scattering of the elastic protons with the finite cone of protons due to the electron aperture size and the target-length effect. For the hydrogen runs, complete cowsistency was found between the expected and observed proton distributions, taking into account all known effects.
For the deuterium data, the hodoscope analysis took into account small nonuniformities in the sweeping magnet field. Before the data were compared with the theoretical predictions, corrections were applied to subtract out both events from the target end-walls (measured by an empty-target run), and events where a genuine proton was actually absent although the trigger counters fired accidentally.
B. Calculation of Theoretically Predicted
Hodoscope Distribution The theoretical angular distribution of recoil protons has already been discussed. The distribution has azimuthal symmetry about the direction of the momentumtransfer vector (for any particular set of incident and (uD/un) ratios. contains some electrons which, in the absence of radiation, would have appeared elsewhere in the scattered energy spectrum. Second, the effect of the finite electron aperture and of the finite target length must be folded in. Third, the multiple scattering of the protons in their flight path from target to hodoscope must be accounted for.42 Finally, the energy dependence of proton absorption can distort the observed spectrum (although this was significant only a t the lowest momentum transfer points).
C. Comparison of Hodoscope Data with T h e o r y
The comparison of the data with theoretical predictions will be made in two forms : The observed distribution will in some cases be projected onto a plane, and in other cases be treated as a polar distribution about the central momentum transfer (q,) direction.
Before presenting the actual data, attention should be drawn to two points. First, the full width of the intrinsic angular resolution was approximately one hodoscope bin for those points (q2= 20 F-2 and up) in which the sweeping magnet was used. At the lower momentum transfers (q2= 7, 10, and 15 P 2 ) the presence of multiple scattering in the lead absorber increased the resolu- 42 H. Bethe, Phys. Rev. 89, 1256 (1953 . tion to about 2.5 bins (full width). Second, the presence of the lead absorber had an unfortunate consequence: the elimination of protons with energies less than 115 MeV because of a range limitation.
At q2= 7 F-2 a cutoff occurred a t electron energies of about (1.02)t;',,,l,; a t higher values of E', the energy transfer was so small that the protons all stopped before reaching the hodoscope.
The comparisons with the theoretical predictions are shown in Figs. 35-42. Figures 35-37 show the q2= 70 F-2 and q2= 20 P2 data, respectively. Only protons associated with electrons near the top of the quasi-elastic peaks are included here. Figure 35 shows the distribution projected downward onto the scattering plane, while Figs. 36 and 37 show the comparisons between data and theory as a function of the laboratory polar angle. There is full agreement, with no signs of any discrepancies within the statistical precision of the data for q2> 20 F-2. Figures 38-40 show the q2= 10 P2 hodoscope data. the quasi-elastic peak the radial (polar) distribution is adequately predicted by the theory, Figure 39 is for electrons below the peak, in the region AE'= (0.95 & O . l ) E t ,~. The distribution shown is projected sideways, so that the left-hand side of the figure shows data above the scattering plane. Again, agreement is obtained between theory and experimental data. F'g '1 ure 40 shows the hodoscope data for electrons above the quasi-elastic pealr, in the region AEt= (1.04f O.l)Et,,,k. The hodoscope is shown schelnatically as it would be seen looking from the target. Both the upward and sideways projections are plotted, and there are statistically sig?zijical~t discrepagzcies in both projections. However, a detailed study revealed no correlation between the two projections, within the limited statistics. The up-down asymmetry in the data, which is not understood, is probably due to some unlrnown instrumental effect. Also, the predicted curve for the upward projection shoxvs that the pealr in the distribution is evpected to be shifted to larger scattering angles. This shift is due to the change in the direction of the momentum-transfer vector (a,,) for E t values axrav from the data with a reliability comparable to the precision with which the measurements were made. Discrepancies are largest a t the low-momentunitransfer points (7 and 10 F-2 in particular) and tend to decrease or disappear a t increasingly large mo~nentum transfers, although the statistical precision necessary to investigate them in detail deteriorates at the larger momentum transfers. Four broad categories of disagreement are observed:
(a) 'The observed angular distribution of recoil protons is slightlj-narrower than predicted by theory.
(b) The energy spectrum of scattered electrons is narrower than predicted by theory.
(c) The cross sectiou lor e-p coincidences (fro111 deuterium), integrated o\7er all proton recoil angles and scattered electron energies, is approximately 5YG smaller than the corresponding cross section using a hydrogen target.
(d) The noncoincidence cross sections agree with our preconceptions about the neutron form factors better than do the coincidence data (see Fig. 3-1) .
the peak. Figure 40 shows that the observed shift is not lve will suggest three theoretical frameworlrs within as great as predicted.
which to discuss these discrepancies. Figures 41 and 42 show the observed and predicted spectra at q2= 7 F-2. Figure 41 displays both upward and sideways projections for electrons at the top of the peak, while Fig. 42 shows a left-right hodoscope projection for electrons below. the peak. Note that in every case the data fall below the predicted spectral shape in the tails region (which corresponds to large proton angles away from q,). KO hodoscope data is available a t q2= 7 FPe for electrons above the peak, because of the 115-MeV range limitation on the protons. The energy (range) cutoff was properly taken into account in the q2= 7 1;-2 analysis for electrons a t the top of the peak, and also in the q2= 10 F2 analysis; in these cases, it had no significant effect upon the comparison between data and prediction.
In summary, the hodoscope data for electrons near the top of the quasi-elastic peak is correctly predicted by the theory for the q2= 10-70 F--"points.
However, the data a t q2= 7 F-2 show fewer protons in the tail region, both on and below the peak. Below the peak, the q2=10 data is adequately predicted, while above the peak the q2=10 F-2 data show significant asymmetries.
XIII. DISCREPANCIES BETWEEN THE DATA AND THEORY
In this experiment we have attempted not only to determine the cross sections of interest, but also to investigate some details of the theory needed to interpret the results. In the course of this investigation, sipificant discrepancies have been observed between theoretical predictions and our observations. These discrepancies call into question the ability to interpret (a) First, the presence of iinal-state interactions in the 12-p system will lead to a modification of the impulse approximation. We have not applied any such corrections to our data. Estimates of the final-state interactions a t our (relatively high) rnomentunl transfers have been made by McGee,%ho treats the spectator nucleon as a partially absorbing disk, This approach leads to an equal depression of both the neutron and proton cross sect ions, thus leaving the rdtio (u,, /up), as measured by a coincidence technique, unaltered. illcGee predicts a reduction in the doubly-differential cross section of about 8.5% orz tlie top of the ql~asi-elastic peak, relatively independent of momenturn transfer for sufficiently high momellturn transfers. This result is in qualitative agreement with the observed 5y0 reduction of o ,~ by comparison with U , I~ which is rrlatively independent of q2 a t and above 10 (see Fig. 26 ). The 5y0 reduction is, however, obtained by integrating over the quasi-elastic pealr. McGee also predicts a narrowed triply-differential cross sectiorl (d3a/'d12,dCdP,') which is in agreement with our observations. However, 3LcGee's final-state calculation in its present form does not explain the most important discrepancy which we observe: T l~e u,/u, ratios derived from thecoincidence data give values 111uch too high to be in agreement with the slope of the neutron electric form factor a t small momentum transfers (see Fig. 34 ). Moreover, the sanie type of calculation should apply to quasi-elastic proton-deuteron scattering and would predict that the doubly differential p-d cross sections should be reduced no more than the total cross sections. As discussed below, this is in disagreement with experiment. Clearly, more calculations are needed. 15, 193 (1961) . final-state protons were detected, features very similar to those noted above for e-d scattering were observed, although the discrepancies were much larger. In particular, the discrepancy between the p-d coi~zcidence data and the known p-p elastic cross section was about 20%, while the noncoincidence p-d data differed by only about 10% froin the sum of the known p-p and n-p cross sections. The total p-d cross section (integrated over angles of both the outgoing protons) agreed with the sum of the proton-proton and neutron-proton total cross sections better still, to within approximately 3y0.
An attempt was made to explain these p-d experiments by taking the ratio of measured to calculated cross sections (always less than unity) and extrapolating to the nucleon pole, where the impulse approximation should be exact. Qualitative agreement was obtained.44 An attempt to treat the present quasi-elastic e-d data in the same fashion is currently in progress by members of our Harvard group, and preliminary results are encouraging. The basic reasoning in the extrapolation procedure is as follows. We write the scattering amplitude as where E is the deuteron binding energy and E , the energy of the spectator neutron. The first tern1 is the impulse approximation term in which the fastly varying liinematic dependance due to the pole a t E,= -4 e has been made explicit, leaving the function D which is a more slowly varying function of the proton angles and energies. The term F is a final-state correction term, which is expected to be small by comparison with D, and is also a slowly varying function of the angles and energies. The cross section is then given by Provided that F is indeed small, the measured cross section is dominated by the first two terms, the second of which may easily be negative, as was the case in 9-d scattering and seems to be the case for e-d scattering. Upper limits assume G M~ given by the dipole tit. The limits would be about two standard deviations higher if no assumption is made concerning G,nn. The dashed line is the prediction of Gzn= -rG,wn, while the solid line results from assuming Gzn= [-r / ( l + r)]G,wn. I n both these cases the "dipole fit" has been used for GM,.
In integrating over recoil proton angles (dQ,) to obtain the noncoincidence cross sections, the interference term is expected to vanish, as can be seen from a closure argument.46 We can understand the lower differential cross sections, then, in terms of protons scattered outside of the recoil-proton detector.
We suggest that a complete theory of final-state interactions, developed along the lines sketched above, may justify the noncoincidence data rather than the peak-method or the coincidence data, in spite of the arguments of pole models and contrary to our own preconceptions.
In the spirit of the above discussion, we suggest that the discrepancy between the u,/u, results of the area and coincidence methods may provide a reasonably conservative estimate of the theoretical errors in the de- temiination of o,/u,. The discrepancy between u,D and a p~ may also be taken as an estimate of the uncertainty in the deternlination of the noncoincidence-areamethod cross section. This leads to a very similar uncertainty in u,/u,.
(c) In the third approach, we consider the no st general recoil-proton angular distribution which can arise if only one-photon exchange occurs. I t is where 0 and 4 are the polar and azimuthal angles with respect to the momentum-transfer (virtual-photon) direction. There is no term which would lead to an up/ down asymmetry and we therefore believe that the one datum point which shows such an asymmetry (see Fig. 40 ) must be spurious. The term A ( $ ) is the sum of the squares of longitudinal and of transverse photon amplitudes. We observe a slightly narrower distribution than we predicted by the theory in the absence of finalstate interactions. The term [B(6) cos+] is due to interference between excitation by longitudinal and by transverse photons, and gives rise to a left/right asymmetry. We see such an asymmetry a t only one point (at 10 F-2 above the peak) and, since it is associated with the previously nlentioned upjdown asymmetry, which is probably spurious, we believe that it too may not be genuine. We know of no calculations which could give rise to such an interference term as a result of final-state interactions. The term [C(6) cos(2+)] is due to a transverse-transverse interference tenn arising from linear polarization of the electromagnetic field. Such a term gives rise to the asymmetry of the proton angular distribution observed in photodisintegration of the deuteron. At 100 MeV (approximately equivalent to the energy transfer a t 5 F2) this asyrnnietry is about 0.3 sine, where 6 is the polar angle measured in the center-of-mass system of the final n and p. ' CVe have not made a detailed analysis of the angular distributions but our data do not contain a significant cos(24) contribution.
XIV. REVIEW OF NEUTRON FORM FACTORS
The tenor of the previous sections has, in large part, been that the existing deuteron theories are inadeauate to explain the experimental results. I t is therefore hard to extract neutron fonn factors from these data with a reliability approaching the experimental precision. Keutron form factors extracted from all previous experiments probably have similar problenls and errors. Our improved experimental precision has merely eniphasized the problems. This section discusses our present best linowledge about the neutron form factors.
We note first that coincidence electron-proton data from the deuteron give smaller cross sections than originally expected; a possible reason for this has been discussed in Sec. XIII, where comparisons were made with inelastic proton-deuteron scattering. We noted in Fig.  34 that above q2= 10 FW2 the discrepancy was approximately 5% in U,D/U,II.
We shall take this as an estimate of the error in the interpretation of area method electron-deuteron cross sections in this paper and in the papers of others.
To extract neutron fornl factors. we have used data on inelastic electron scattering from five sources. Hughes The theoretical errors in this relation are approximately 5% in the e-d cross section and therefore 15-30yo in the e-1.5 cross section. This error is common to all points and was not included in the fitting program. We have inter- polated data to the same momentum transfer where appropriate; it is well k n o~~n~~ that such interpolations introduce a negligible error. In Fig. 43 are presented "Kosenbluth" plotsm of the cross section versus cot2(@) at two momentum transfers. A least-squares fit was performed a t all q2 where three or more data points were available. The ~V o r these fits ranged from 1.1 to 0.7 per degree of freedom. The results for Gllin are listed in Table XIII , and are shown in Fig.  44 .
For low momentun1 transfers, less than 1 ( B~V / C )~, G,li, can be obtained from large-angle data independent of GEn, providing GE% is small (which it is). However, it can be seen in Table XI11 that G,wn is independent of whether or not the small-angle data are included. At the highest momentum transfers only upper limits are available; these are included because they are useful in excluding some theoretical models of form factors.
We note that the form GEn2, SO derived, becomes negative, we put it equal to zero with the same error. Figure 45 and Table XIV show the situation. The dashed line is a form G E~ = -7GAtfn which is an extrapolation suggested by the slope,8 dG~J(dq'), measured near q2=0. The form is not inconsistent with the least-squares separation. However, if the "dipole" fit is assumed and the comparison is made directly to the ratio, un/u,, as in Fig. 34 , then the form GEn= -TG,+~, is actually excluded by the higher-q2 data. Also, we consider it "unreasonable" in the sense that it predicts Gzn>>G.lin for sufficiently large q2. The solid line is a form G E~= -[ T / ( I +~T ) ] G M~ which approximately satisfies the low-energy electronneutron interaction and has a "reasonable" behavior as r -+ m .
The low-momentum-transfer values are those evaluated by Casper and Grossl1 from elastic e-d scattering data usine the Feshbach-Lomon deuteron wave func-
tions. These points would each be about one standard deviation lower if the Hamada-Johnston wave function were used.
We note that if we had used our ('coincidence" data, abnormally large values of GEn would result if only experimental errors are considered. However, the errors indicated in Fig. 34 are purely experimental and take no account of the theoretical uncertainties involved in interpreting the coincidence data in terms of the free electron-neutron cross sections.
Finally, it is worth emphasizing that, while the form factors as shown herein are expected to be correct within their very considerable errsrs, if a specific theoretical (the so-called '(scaling law") agrees with the data to within the errors of 5-8% in the neutron magnetic form factor. We also note that, to within the limited error, GMn is given by the "dipole" fit G111,(q2) =~~/ [ 1 + (q2/ 0.71)12 as shown in Fig. 44 .
GEn(q2) is more difficult to obtain because it only contributes small fractional amounts to the electronneutron cross section and still smaller amounts to the electron-deuteron cross section. GEn2 was derived from the same plots (Fig. 43) used to derive GM~'. When
