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The motility mechanism of certain rod-shaped bacteria has long been
a mystery, since no external appendages (pili, flagella or cilia) are in-
volved in their motion which is known as "gliding". The physical
principles behind gliding motility still remain poorly understood. As
a canonical example of such organisms, myxobacteria exhibit a glid-
ing motility where the gliding speed depends on the substrate stiff-
ness (1, 2): an effect known as mechanosensitivity. While there exist
some physical models for the mechanosensitivity of eukaryotic cells
in tissues due to adhesion (3), the mechanism of myxobacterial glid-
ing motility remains unclear mainly due to the existence of a thin
slime layer secreted between the cell and the substrate (4). Here we
identify the physical principles behind gliding motility, and develop
a theoretical model that predicts a two-regime behavior of the glid-
ing speed as a function of the substrate stiffness. Our theory de-
scribes the elastic, viscous, and capillary interactions between the
bacterial membrane carrying a traveling wave, the slime layer act-
ing as a lubricating viscous film, and the substrate which we model
as a soft solid. Defining the gliding motility as the horizontal trans-
lation under zero net force, we find the two-regime behavior is due
to two different mechanisms of motility thrust. On stiff substrates,
the gliding thrust arises from the elasto-hydrodynamic interactions
between the bacteria, the slime and the substrate, whereby the bac-
terial shape deformations create a flow of slime exerting a pressure
along the bacterial length. This pressure in conjunction with the bac-
teria shape provides the necessary thrust for propulsion. However,
we show that such a mechanism cannot lead to gliding on very soft
substrates. Instead, we show that including capillary effects along
with the elasto-hydrodynamic interactions leads to formation of a
ridge at the slime-substrate-air interface, which creates a thrust in
the form of a localized pressure gradient at the tip of the bacteria. To
test our theory, we performed experiments with isolated M. xanthus
cells on agar substrates of varying stiffness. Over the whole range of
substrate stiffness here investigated, the measured gliding speeds
are found to be in good agreement with the predictions from our
elasto-capillary-hydrodynamic model. The physical mechanisms of
mechanosensitivity we propose serve as an important step towards
an accurate theory of friction and substrate-mediated interaction be-
tween bacteria in a swarm of cells proliferating in soft media (5).
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The inspection of a swarm of myxobacteria, such as Myx-
ococcus xanthus, reveals two types of motility: Social (S)-
motility or "twitching" involving type IV pili and Adventurous
(A)-motility or "gliding" occuring without any external ap-
pendage. Here we seek to shed light on the nature of the
interaction between a gliding A-motile cell and its substrate.
The physical approaches that have been undertaken before to
explain myxobacteria gliding are either on the molecular scale
or continuum models on the scale of the whole cell (6). The
former is primarily concerned with identifying genes, proteins
and molecular motors and their role in empowering a cell to
glide (7–10). Here our focus is not to elucidate the internal
molecular mechanisms (10–14) but rather to identify the phys-
ical principles governing the gliding motion of myxobacteria
and how they interact with their environment. As such, our
theory belongs to the class of models analyzing the bacteria
at the cellular level.
Our model is built upon two essential features established
through previous experiments on myxobacteria. The first
feature is the geometry of the cell’s basal surface that interacts
with the substrate. As recently revealed through total internal
reflection fluorescence (TIRF) microscopy experiments of M.
xanthus cells (15), this basal surface possesses an oscillatory
structure which we approximate by a sinusoidal shape b(x, t)
(see Fig. 1). The TIFR experiments were carried out on cells
expressing green fluorescence protein (GFP) in the cytoplasm
and yet showed a modulation of intensity with a period of L ∼
1µm (15) (similar to the periodicity of localization of MreB
filaments (14, 16)). Given that GFP was evenly distributed
in the cytoplasm, the TIRF images are thus evidence that
the distance from the cytoplasm to the microscope glass is
modulated. Images from Atomic Force Measurement also
revealed that surfaces of single M. xanthus cells display a
helical pattern (17). Such shape deformation may therefore be
a necessary condition for gliding. The second feature is that
myxobacteria gliding is always accompanied by a trail of slime
in the wake of the motile cells (4, 18). Using the so-called
wet-surface enhanced ellipsometry contrast, a thin layer of
slime was observed underneath the basal cell surface of even
nonmotile mutants (4). Slime deposition was thus suggested to
be a general means for gliding organisms to adhere to and move
over surfaces. Recently, the stick-slip dynamics of twitching
M. xanthus cells was also well explained by understanding the
slime to function both as a glue and as a lubricant (19). Here,
we corroborate these findings and demonstrate that the slime
acts as a crucial agent which not only lubricates the motion
of myxobacteria, but also creates a coupling between the cell
and the deformable substrate.
To model the slime-mediated interaction between myxobac-
teria and their substrate, we make the following assumptions.
We consider small shear rates of the exopolysaccharide (EPS)
slime and hence treat it as a Newtonian viscous fluid, in spite
of its polymeric constitution (4). The good comparison of our
model with experiments will justify a posteriori that the non-
Newtonian rheology of the slime has a second order influence
on the myxobacteria-substrate interaction. Furthermore, we
neglect inertial effects given that for the characteristic speed
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Fig. 1. Schematic description: a gliding bacterium (in grey) with a sinusoidal basal
shape. The contact with the soft substrate is lubricated by a thin film of slime. See the
text for a description of the variables.
(V ∼ 3µm/min (20)), mean height of the interstitial gap be-
tween the bacteria and the substrate h0 ∼ 10 nm (4), and
large viscosity of bacterial EPS µ ∼ 5− 20 Pa.s (21, 22), the
typical Reynolds number is Re  1 as in the locomotion of
most microorganisms (23). Hence, we model the dynamics of
the slime using the Stokes equations (24). Given the geometric
ratio of the interstitial gap  := h0
L
∼ 10−2  1, we use the
classical lubrication approximation (25, 26) for the slime film
and further simplify the Stokes equations. Moreover, ignoring
the rotation of the myxobacteria along its long axis, we confine
the problem to two dimensions. Lastly, we account for the de-
formation δ(x, t) of the soft substrate, caused by the pressure
in the lubricating slime (see Fig. 1). The thickness of the slime
layer is thus [h(x, t)− δ(x, t)], where h(x, t) = h0 + b(x, t).
With these simplifications and the lubrication approximation
formulated in the reference frame of the bacteria, the veloc-
ity component in the gliding direction, ux(x, z, t), reads (see
Supplementary Information (SI) section 1.2)
ux(x, z, t) =
1
2µ
∂p
∂x
(z − h) (z − δ) + V z − h
h− δ , [1]
where p(x, t) is the pressure in the slime and V is the gliding
velocity of the bacteria which remains to be solved for. Thus,
the flow in the slime layer is a superposition of a Poiseuille flow
driven by the pressure gradient ∂p
∂x
and a Couette flow due to
a boundary moving at speed V (26). We then use Eq. (1) to
integrate the mass balance equation across the film thickness,
and obtain the modified Reynolds equation (see SI section 1.2)
− ∂
∂t
(h− δ) + ∂
∂x
[
1
12µ
∂p
∂x
(h− δ)3 + 12V (h− δ)
]
= 0. [2]
In the frame of reference translating with the cell, we
consider the propagation of a traveling wave along the cell
surface (15, 27) as several recent experiments report gliding is
strongly correlated with molecular motor complexes moving
with helical trajectories on a scaffold provided by MreB actin
(10, 12, 14, 15, 27). Some of these motor complexes, namely
AglR molecules, were observed to slow down once they arrive
at the basal cell boundary, in contact with the substrate.
Due to their low velocity, they appear almost stationary in
the fixed laboratory frame (20). Given that these motor
complexes appear almost stationary in the laboratory frame,
they correspond to a traveling disturbance on the cell surface
in the reference frame translating with the bacteria. In accord
with this observation, it was affirmed in (15) that when viewed
externally, the motors driving the rotation of the helical rotor
generate transverse waves on the ventral surface. Certainly,
the Reynolds equation (2) admits such traveling wave solutions
as we now establish.
Let us consider a membrane carrying a unidirectional trav-
eling wave of speed C, such that the shape h(x, t) satisfies
∂h
∂t
= C ∂h
∂x
. [3]
Assuming the x−axis is oriented positively to the right as in
Fig. 1, positive and negative values of C correspond to left and
right traveling waves, respectively. To obtain traveling wave
solutions of Eq. (2), we search for a substrate deformation
field that also satisfies ∂δ
∂t
= C ∂δ
∂x
, where we assumed that
the substrate deformation exhibits traveling waves of the same
speed as that of the bacterial surface. Using this ansatz, the
Reynolds equation (2) can be rewritten as (see SI section 1.3).
∂
∂x
[
∂p
∂x
(h− δ)3 + 6µ(V − 2C)(h− δ)
]
= 0. [4]
Equation (2) shows that the pressure depends (non-linearly)
on the substrate deformation δ(x, t) which we now set out to
determine. In many situations, the horizontal and vertical
length scales of the substrate are on the order of centime-
ters and millimeters respectively (28, 29). Since both dimen-
sions are much larger than the typical length of myxobacteria,
we can represent the substrate as a semi-infinite medium.
Moreover, gel substrates are generally viscoelastic, where
the relative importance of viscous to elastic effects depend
on the frequency of excitation of the material. Here, the
characteristic frequency is that of the traveling disturbance
f = C/L ≈ 3µm.s−1/1µm = 3 Hz, where the estimated wave
speed corresponds to the experimental speed of the AlgR
molecules (12). In the case of agar gels at moderate to high
concentrations (≥ 1%) and at such frequencies, the loss mod-
ulus is expected to remain smaller than the storage modulus
by one or more orders of magnitude (30). Therefore, we first
treat the substrate as a purely elastic half-space. Furthermore,
we formulate the problem in the context of linear elasticity
(small deformations) and make the quasi-static assumption
that the time-dependent solution can be found by solving a
static problem at every instant. In this framework, the defor-
mation of the substrate surface under the action of the film
pressure is given by (see SI section 2.1-2.5)
δ(x, t) = (1− ν)
piG
∫ `/2
−`/2
p(x′, t) ln |x− x
′|
x0
dx′. [5]
Here, ` is the length of the entire bacteria. In Eq. (5), x0 is a
constant that sets the zero displacement point on the substrate
(31) and G = E/2(1 + ν) is the shear modulus for Young’s
modulus E and Poisson’s ratio ν. Note that we restrict our
analysis to incompressible substrates, for which ν = 1/2, in
order to ensure that the deformation of the substrate surface
occurs in the vertical direction only (see SI section 2.5). A
motion in the horizontal direction would imply a slip velocity
at the slime-substrate interface, in contradiction with the no-
slip condition assumed earlier to solve for the velocity field in
the thin film.
2 | Tchoufag et al.
In order to compare the viscous and elastic forces at play
in the problem, we rewrite the equations in their dimension-
less form. To that end, we first note that the characteristic
deformation scale of the substrate emerges from Eq. (5) as
∆ = (1 − ν)PL/G, where P = µCL/h20 is the characteristic
pressure scale (See SI section 3). This can then be used to
non-dimensionalize the thickness of the slime layer to yield
(h− δ) = h0
(
hˆ− ηδˆ
)
, where hˆ = h/h0, δˆ = δ/∆. Here,
η = ∆/h0 is a dimensionless number that compares the char-
acteristic deformation of the substrate due to the slime pressure
to the mean thickness of the film.
For a given cell shape, η essentially captures the influence
of the substrate deformability on variations of the lubrication
gap during gliding. Therefore, it is also known as the softness
parameter and be recast as (32, 33)
η = (1− ν)PL
Gh0
, [6]
such that large values of η denote soft substrates. Using
the above dimensionless parameters and defining pˆ = p/P ,
xˆ = x/L, tˆ = t/(L/C) and Vˆ = V/C, the governing equations
for the slime layer (2) and the substrate (5) can be non-
dimensionalized to become
∂
∂xˆ
[
∂pˆ
∂xˆ
(hˆ− ηδˆ)3 + 6(Vˆ − 2)(hˆ− ηδˆ)
]
= 0, [7a]
δˆ(xˆ, tˆ)− 1
pi
∫ n/2
−n/2
pˆ(xˆ′, tˆ) ln |xˆ− xˆ
′|
xˆ0
dxˆ′ = 0, [7b]
where n = `/L is a measure of the bacterial length, for a fixed
value of the wavelength L.
In order to solve the system of equations (7) for differ-
ent values of η, we specify two boundary conditions on the
pressure so the problem admits a unique solution. We first
set pˆ(n/2, tˆ) = 0. In other words, we assume that the slime
pressure at leading edge of the cell drops to the atmospheric
(zero) pressure. Second, given that myxobacteria move with-
out inertia in the Stokes regime and that the forces for gliding
result from the internal motors, the sum of the external forces
on the cell must vanish according to Newton’s second law. In
the z-direction, this implies that the lift force from the film
pressure must vanish. In the lubrication approximation, this
lift-free condition reads (see SI section 4)∫ n/2
−n/2
pˆ(xˆ, tˆ)dxˆ = 0, [8]
and consequently, the second boundary condition for Eq. (7a)
is a global condition. In the x-direction, the drag-free condition
provides an equation, which must be solved inversely to obtain
the gliding speed V (see SI section 4)
−
∫ n/2
−n/2
(
pˆ
∂bˆ
∂xˆ
+ 12
∂pˆ
∂xˆ
(
hˆ− ηδˆ
)
+ Vˆ
hˆ− ηδˆ
)
dxˆ = 0. [9]
The lift-free and drag-free constraints, (8) and (9), together
define the gliding motion of myxobacteria at the cellular level.
The system of coupled equations (7), (8), and (9) with the
condition pˆ(n/2, tˆ) = 0 admits a unique solution q(xˆ, tˆ) :=
[pˆ(xˆ, tˆ), δˆ(xˆ, tˆ), Vˆ (tˆ)]T for a given softness number η and a
given geometry of the basal cell shape. Throughout this
study, we consider bacterial shapes of the form b(x, t) =
10−2 100 102
0
0.04
0.08
0.12
0.16
0.2
1/η
〈
Vˆ
〉
Aˆ = 0.15
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Aˆ = 0.25
Fig. 2. Time-averaged gliding speed as function of the softness parameter for different
amplitudes of the bacteria shape. Here, we consider a bacteria shape with five
wavelenths, i.e. n = 5. The gliding speed increases with the substrate stiffness and
with the amplitude of the bacterial shape.
A sin
[ 2pi
L
(x+ Ct)
]
, corresponding to the dimensionless height
hˆ(xˆ, tˆ) = 1 + Aˆ sin
[
2pi(xˆ+ tˆ)
]
where the amplitude is non-
dimensionalized by h0. As such, it must verify Aˆ ∈ [0, 1] for a
thin film to exist between the cell and the substrate.
We solve the problem numerically for a given η and hˆ(xˆ, tˆ)
and obtain q(xˆ, tˆ) at different instants. Due to the time-
periodicity of the bacterial membrane, we expect q(xˆ, tˆ) to
be periodic, hence the gliding speed as well (see SI section
5.4). A net gliding motion only then exists when the mean
velocity, averaged over a wave period, is non-zero. Therefore,
the results hereafter will be presented in their time-averaged
form, expressed by the notation 〈·〉.
Fig. 2 shows the average gliding velocity as a function of
the softness parameter for different amplitudes of the basal
cell shape. Clearly, the gliding velocity decreases with the
softness parameter η. For very small values of η, the substrate
is a very stiff solid and we recover the prediction of the speed
of a periodic wavy sheet (Taylor’s swimmer (34)) near a rigid
wall. As one could expect, the precision of this agreement
improves with n, since the bacterial length increases (L being
fixed) and hence its approximation by a periodic wavy sheet
(see SI section 5.5). Indeed, it is known that in the lubrication
regime near a rigid wall (1/η → ∞), small amplitude wavy
membranes have a swimming velocity given by (35, 36)〈
Vˆη=0
〉
= 3
2 + 1/Aˆ2
, [10]
which corresponds to the asymptotic values of the small-η
plateaus in Fig. 2. Since Aˆ = A/h0, increasing the dimen-
sionless amplitude is equivalent to decrease the mean gap h0.
Therefore, we recover the well-known result that the locomo-
tion speed of a wavy sheet increases as it approaches a rigid
boundary (35). In our context, this conclusion is equivalent
to state that on stiff but elastically deformable substrates, the
gliding motility speed increases with the deformation ampli-
tude of myxobacteria membrane.
However, as we increase the softness parameter, the glid-
ing velocity transitions from a non-zero value for very stiff
Tchoufag et al.
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Fig. 3. Time-averaged distribution of the contributions I1, I2 and I3 to the horizontal force balance for different values of η. The softness parameter is (a) η = 0.001 (very stiff
substrate), (b) η = 5 (midly soft substrate), (c) η = 1000 (very soft substrate). Here, the input parameters are A = 0.25 and n = 5.
substrates to zero in the limit of very soft substrates. For all
amplitudes Aˆ, Fig. 2 shows that substantial deviations from
the rigid wall solution occur when the substrate number η ≈ 1,
which corresponds to a substrate whose deformation is com-
parable to that of the slime thickness. The vanishing nature
of the gliding speed in the limit η →∞ can be understood by
analyzing the horizontal force balance that must be satisfied
for gliding to occur. Defined by Eq. (9), this force balance
involves three contributions I1(xˆ, tˆ), I2(xˆ, tˆ) and I3(xˆ, tˆ) given
by
I1 = −pˆ ∂bˆ
∂xˆ
, I2 = −12
∂pˆ
∂xˆ
(
hˆ− ηδˆ
)
, I3 =
−Vˆ
hˆ− ηδˆ .
Firstly, I1 represents the action of the slime pressure on the bac-
teria induced by variations of the bacterial geometry. Hence, it
vanishes for bacteria with spatially uniform shapes. Secondly,
I2 denotes the effect of pressure variations along the bacteria
and would vanish in absence of pressure gradients. Lastly, I3
constitutes the resistance experienced by the bacteria as it
must shear the slime to achieve gliding.
We show in Fig. 3 the time-averaged spatial distribution of
the components I1, I2 and I3 along the length of the bacteria,
for three values of the softness parameter η ∈ {0.001, 5, 1000}.
As expected, 〈I3〉 is always negative and contributes to the
friction experienced by the bacteria. Next, regarding the
component 〈I2〉, its integral over the bacterial basal shape is
negative and thus constitutes an additional contribution to
friction. Lastly, Fig. 3 shows the term 〈I1〉 is positive over
the length of the bacteria and provides the necessary thrust
balancing the Poiseuille and Couette frictions from 〈I2〉 and
〈I3〉, respectively.
Fig. 3 therefore reveals the decrease of the gliding speed
with the softness number η is correlated to that of the local
thrust generation along the bacteria. This can be explained in
the following manner. For small values of η, the substrate is
very stiff and remains almost unperturbed by the oscillations
of the bacterial surface. This implies the thickness of the gap
between the bacterial surface and the substrate oscillates and
induce a lubricating flow of slime exerting on the cell pressure
oscillations in phase with the bacterial shape (see SI-section
5.6). The resulting flow of slime exerts the thrust 〈I1(xˆ)〉
along the bacteria which leads to a non-zero gliding speed
〈
Vˆ
〉
. Therefore, this mechanism of thrust generation, whereby
the shape oscillations are converted into a lubrication flow of
slime, require little to no deformation of the substrate. As such,
it cannot be sustained for very soft substrates, when η →∞.
In fact, in this limit, the substrate is very compliant and
instantaneously conforms to the oscillating bacterial surface so
that ηδˆ ≈ bˆ, as supported by our computations (see SI-section
5.6). Given that pˆ ∼ δˆ ≈ bˆ/η, the pressure distribution along
the bacteria thus decays to zero as η →∞, thereby leading to
a vanishing pressure gradient as well. Therefore, the pressure-
dependent terms 〈I1(xˆ)〉 and 〈I2(xˆ)〉 tend to zero (as ∼ 1/η)
in the limit of very soft substrates. As a result, the gliding
speed
〈
Vˆ
〉
of the force-free bacteria tends to zero in the limit
η →∞.
However, this large-η behavior is not corroborated by our
experiments which instead show the gliding speed to be quasi-
constant as the softness increases, so that M. xanthus cells
glide even on extremely soft substrates (see Fig. 8). Such
a remarkable feature shows that modeling the substrate as
a pure elastic half-space breaks down for large values of the
softness parameter. Certainly, for very soft substrates, surface
tension effects at the surface can no longer be totally ignored in
creating the substrate deformation δˆ(xˆ, tˆ). The elasto-capillary
balance of the substrate is particularly critical at the leading
edge of the bacteria. In fact, the slime-air interfacial tension
can generate, from the soft substrate, a "ridge" (see Fig. 4)
which takes a shape determined by the balance of tensions at
Fig. 4. Schematic description of the elasto-capillary-hydrodynamics problem: a gliding
bacterium (in grey) with a sinusoidal ventral shape. A ridge is formed and balanced
by the surface tensions at the slime-air, substrate-slime and air-substrate interfaces.
See the text for a description of the variables.
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Fig. 5. Time-averaged distribution of the contributions I1, I2 and I3 to the horizontal force balance for different values of η. The softness parameter is (a) η = 0.001 (very stiff
substrate), (b) η = 5 (midly soft substrate), (c) η = 1000 (very soft substrate). Here, the input parameters are A = 0.25, n = 5, aˆ ≈ 3.14× 10−3, Ca ≈ 1.67× 10−3.
the substrate-slime-air triple line (see SI section 6.3).
Capillary ridges are well-documented in the literature of
soft solids (37–41). Here, we consider that the growth of such
a ridge creates a curvature of the slime-air interface, inducing
a pressure difference at the leading edge of the cell. If the cap-
illary effects are important, then the zero pressure condition
at the leading edge, pˆ(n/2, tˆ) = 0, no longer holds. This pres-
sure must be obtained from an elasto-capillary-hydrodynamic
problem, which we now set out to describe. Following the
work by Limat (42, 43), we show that when accounting for the
capillary corrections, the substrate deformation now takes the
dimensionless form (see SI sections 6.1-6.4)
δˆ(xˆ, tˆ) ≈ − 1
pi
∫ n/2
−n/2
pˆ(xˆ′, tˆ) ln
(
|xˆ− xˆ′|+ ξ
pi
)
dxˆ′, [11]
In Eq. (11), we introduced the elastocapillarity number ξ
defined by
ξ = 2γs(1− ν)
GL
,
where γs is the slime-substrate interfacial tension, which is
around ∼ 56mN/m for Agar gels at all concentrations (44).
This dimensionless parameter compares capillary stresses at
the slime-substrate interface to the elastic stresses in the bulk
of the substrate. Therefore, for a given soft elastic substrate,
the elasto-capillary length ξL provides the scale below (resp.
above) which capillary (resp. elastic) effects dominate in the
solid.
Furthermore, we can write the balance of interfacial ten-
sions (Young-Dupré and Neumann’s relationships (43)) at
the capillary ridge and use Laplace’s law across the slime-air
interface to find the leading edge pressure. In the limit of
small deformations and curvatures, and assuming a parabolic
slime-air interface, we obtain the dimensionless pressure at
the leading edge as (see SI sections 6.3-6.4)
pˆ(n/2, tˆ) = − /Ca
hˆ(n/2)− ηδˆ(n/2)×2√1 + [R ξ2aˆ ln
(
1 + 2aˆ
ξ
)]2
− 2
1/2 . [12]
In Eq. (12), R = γ/γs is the ratio of the slime-air and slime-
substrate interfacial tensions,  is the lubrication parameter
and aˆ is a measure of the the slime-air interfacial thickness
which removes mathematical singularities of the displacement
and slope at the triple line (40, 45). Lastly, Ca is the wave-
based capillary number comparing viscous to interfacial forces
at the tip of the bacteria and is defined as
Ca = µC
γ
.
Eq. (12) accounts for both elastic and capillary effects for all
values of the substrate softness. For very stiff substrates, the
elasto-capillarity number ξ → 0 and we recover pˆ(n/2, tˆ) ≈
0. Likewise, the substrate deformation given by Eq. (11)
converges to the equation of the deformation of a purely elastic
half-space.
For extremely soft substrates, the substrate deformation is
dominated by the slime-substrate interfacial tension so that
the elasto-capillary length is much larger than the bacterial
length, i.e. ξL  nL. We thus expand of the tip pressure
and deformation fields in the limit n ξ →∞ and also use
the lift-free condition to reduce Eqs. (11) and (12) to (see SI
section 6.5)
ηδˆ(xˆ, tˆ) = δˆ∞(xˆ, tˆ) ' RCa23
∫ n/2
−n/2
pˆ(xˆ′, tˆ)|xˆ− xˆ′|dxˆ′, [13]
pˆ(n/2, tˆ) ' − 
Ca
(
2
√
1 +R2 − 2
)1/2
hˆ(n/2, tˆ)− δˆ∞(n/2, tˆ)
. [14]
Eq. (14) shows that the pressure at the leading edge scales as
Ca−1. In other words, when Ca is small, there exists at the
leading edge a strong localized pressure sink, as hypothesized.
This pressure pulls a ridge with a characteristic height (∆r) and
extent (lc) as indicated in Fig. 4. The length scale lc is similar
to a boundary layer thickness below (resp. above) which the
localized capillary pressure is significant (resp. negligible).
Assuming lc  L, the drag-free gliding condition, Eq. 9,
reduces to the balance between I2 (driving pressure gradient)
and I3 (friction from gliding) for very soft substrates. Such a
conclusion is supported by the simulations of the full elasto-
capillary-hydrodynamics equations as shown in Fig. 5 which
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Fig. 6. Scaling with the capillary number of (a) the horizontal lengthscale of the
ridge and (b) the gliding speed, for different values of the softness parameter. Here
lc is arbitrarily defined as the distance from the leading edge where the slope of
the substrate first vanishes, i.e.
d
〈
δˆ
〉
dxˆ
(
xˆ =
n
2
− lˆc
)
= 0. Here, the input
parameters are  = 0.008, Aˆ = 0.25, aˆ ≈ 3.14× 10−3 andR ' 0.1.
shows the contributions of I1, I2 and I3 to the horizontal force
balance.
The comparison between Fig. 3 (a) and Fig. 5 (a) shows
that for very stiff substrates, the full solution reduces to that
obtained by considering only the elasto-hydrodynamic interac-
tions. However, as the softness increases, Fig. 5 (b)-(c) show
the growing effect of the leading edge pressure. While I3 still
contributes to a Couette-like friction, the term I2 is now re-
sponsible for a non-zero thrust, largely due to the localized
strong pressure gradient at the tip of the myxobacteria. In
the capillarity-dominated regime (n  ξ → ∞), we derive
an asymptotic expression for the gliding speed on very soft
substrates Vˆη=∞, as (see SI section 6.5)
Vˆη=∞(tˆ) ≈ 2−∆pˆ (1− α)
β
+ α, [15]
where
∆pˆ = pˆ(n/2, tˆ)− pˆ(−n/2, tˆ),
α =
(
1− 3ζ
2
2
2ζ1ζ3
)−1
, β = 6ζ2, and ζj =
∫ n/2
−n/2
dxˆ
(hˆ− δˆ∞)j
.
Since the leading edge pressure is proportional to the inverse
capillary number, Eq. (15) also predicts that Vˆ∞ ∼ Ca−1. In
fact, a more refined scaling analysis of the governing equations
10−2 100 102
0
0.1
0.2
1/η
〈
Vˆ
〉
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n = 4
No capillarity
Fig. 7. Time-averaged gliding speed as a function of the softness parameter for
different wavenumbers. Here, the input parameters are  = 0.008, Aˆ = 0.25,
R ≈ 0.1 and Ca ≈ 1.67× 10−3.
in the limit of very soft substrates predicts (see SI section 7):
lc
h0
∼R1/3Ca−1/3, [16a]
V
C
∼ 
(√
1 +R2 − 1
)1/2
n
Ca−1. [16b]
In other words, while the gliding speed is independent of the
bacterial length in an elasticity-dominated regime, the glid-
ing speed
〈
Vˆ
〉
scales with the bacterial length as 1/n when
capillary effects dominate. This scaling law is obtained by
balancing the localized capillary force at the slime-air interface
and the viscous friction over the entire bacteria. Although the
thrust results from the capillary-induced pressure at the lead-
ing edge and is thus essentially independent of bacterial length,
the friction coefficient, given by I3/Vˆ , depends on the cell ge-
ometry and increases with n. Hence, the resulting velocity
decreases with n. The scaling laws given above are confirmed
by computations of the full elasto-capillary-hydrodynamics
equations, as shown in Fig. 6 and Fig. 7. As expected, we
find lc ∼ Ca−1/3 and 〈V 〉 ∼ Ca−1 when the softness number
is very large. The contrast between the elasticity-dominated
and the capillary-dominated regimes is emphasized in Fig. 7,
which shows that
〈
Vˆ
〉
is independent on the wavenumber for
very stiff (small η) substrates, while
〈
Vˆ
〉
∼ 1/n for very soft
(large η) substrates.
To test the validity of our theory, we cultured M. xanthus
cells in a rich Charcoal Yeast Extract (CYE) medium, spotted
cell suspensions on agar gel pads, and measured the average
gliding speed of A-motile cells on gels of different concentra-
tions of agar, corresponding to different stiffnesses. To avoid
the potential interference from S-motility, we used a pilA−
strain, unable to produce functional type IV pilus. A good fit
of collected data obtained by various authors (46, 47) show that
the shear modulus (G) of agar gels increases with concentration
(CAgar) according to the empirical law: G ≈ 20(CAgar − 0.1)2
kPa. Such power laws are more rigorously derived in the
percolation theory for gels (48). After recording and post-
processing the myxobacteria motion for a sample of m = 40
cells, we obtained the mean and standard error of the gliding
speed as shown in Fig. 8. The experimental data show a good
agreement with the prediction our model. We obtain a good
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Fig. 8. Mean velocity of A-motile Myxococcus xanthus cells as a function of the
concentration of agar in the substrate. The experimental data (symbols) are reported
in terms of the mean values with an error bar corresponding to the standard error, i.e
the uncertainty on the estimate of the mean. The dark green line corresponds to our
simulations (see text for parameters) of the elasto-capillary-hydrodynamic problem.
The blue line dash-dot corresponds to the case of a pure elastic substrate while the
red dash line is the asymptotic solution (15) for a very soft substrate.
fit with our numerical solution, using the following parameters
h0 = 10 nm, ` = 5µm, n = 5, A ' 3.33 nm, a ' 1 nm,
µ = 10 Pa.s , C = 3µm/s, γs = 60 mN/m, R ' 0.16.
Fig. 8 shows that our model (lines) agrees well with the
experimental values of the mean gliding speed. Experimental
data on Fig. 8 confirm the existence of a two-regime behavior
of the average gliding speed as a function of the substrate
stiffness. At low agar concentrations, the gliding motion is due
to capillary effects localized at the tip of the bacteria whose
velocity follows the prediction of the asymptotic speed given
by Eq. (15). As the concentration increases, the substrate
gets stiffer and capillary effects at its surface decrease in
favor of elastic ones in the bulk. The substrate being stiffer,
it becomes harder to deform and causes the oscillations of
the bacterial shape to be rather converted into variations
of the slime pressure along the bacteria. Thus, there is a
gradual switch in the nature of the gliding thrust, from a
localized pressure gradient towards the slime-air interface to a
distributed slime pressure over the bacteria. As the substrate
becomes stiffer with the concentration, the slime pressure
based thrust increases, leading to higher gliding speeds.
As a final calculation, we estimated the thrust T required
for the propulsion of a single myxobacteria cell. On substrates
with CAgar ≤ 3%, the motility thrust is balanced by the friction
I3 exerted by the slime on the cell, and consequently, it was
calculated as (in dimensional form)
T ≈ 2Rµ
∫ `
0
V
h− δdx ∼ 2R`
µV
h0
,
where R ' 250 nm is the radius of the rod-shaped bacteria.
Using the parameters given above, along with V ≈ 3µm/min,
we obtain T ≈ 125 pN. This value is in good agreement with
other experimental and computational estimates (∼ 50− 150
pN) of the propulsive force of single A-motile cells (49, 50)
and S-motile cells (51, 52) (which move at approximately the
same speed).
We have presented a model for the gliding of single myxobac-
teria cells and their underlying substrate. It appears that the
motor complexes slow dynamics can be modeled as a trav-
eling wave, while the secreted slime serves as a lubricating
film mediating the cell-substrate coupling. Our analysis shows
that the mechanosensitivity of myxobacteria to their substrate
results from their need to glide under drag-free and lift-free
constraints. We find that satisfying these constraints can
lead to different balances between the viscous, capillary and
elastic forces depending on the substrate stiffness. This leads
to two-regime behavior of the gliding velocity. On very soft
substrates, the motility thrust is due to the existence of a local-
ized capillary-induced pressure gradient towards the slime-air
interface. But for much stiffer substrates, it originates from
oscillations of the slime pressure in phase with the shape de-
formations over the bacteria length. Lastly, we estimated a
single myxobacteria cell’s thrust to be ≈ 125 pN, in agreement
with single-cell experiments. The speed-stiffness relationship
investigated here improves our understanding of friction and
substrate-mediated interaction between bacteria in a swarm of
cells proliferating in soft media (5). A crucial next step would
be to consider the actual shape of the cell and its modification
under the torque exerted by the slime pressure. Tackling such
problems will require to determine stable three-dimensional
deformations of the bacterial curved surface using membrane
mechanics (53) and could give insight in the shape-motility
coupling of other rod-shaped cells.
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1. Theoretical model of the slime flow
Myxobacteria are rod-shaped cells that are ∼ 5µm in length and ∼ 0.5µm in diameter (1). Experiments reveal that
their basal shape b(x, t) can be approximated as a sinusoid of characteristic wavelength L ∼ 1µm (1, 2) as shown in
Fig. S1. These bacteria possess an ability to translocate themselves on surfaces by a motility mechanism also known
as gliding. Myxobacteria gliding typically occurs at a velocity V ∼ 2− 4µm/min and is always accompanied by a
secretion of thin film of exopolysaccharide (EPS) slime underneath the cell (3, 4). Assuming that the polysaccharide
slime secreted by myxobacteria is a high viscosity fluid, its viscosity can be estimated as µ ∼ 5 − 20Pa.s (5, 6).
Therefore, the typical Reynolds number Re = ρV L
µ
∼ 10−11 ≈ 0 as for the locomotion of most microorganisms (7).
Note that in calculating the Reynolds number, the density is taken to be ρ ∼ 103 kg/m3, since bacteria are mainly
constituted of water and proteins. Given that the characteristic Reynolds number is almost zero, the problem is
governed by the Stokes equations for the slime film (8).
slime
substrate
Fig. S1. Schematic description: a gliding bacterium (in grey) with a sinusoidal basal shape. The contact with the soft substrate is lubricated by a thin film of slime. See the text
for a description of the variables.
In what follows, we systematically develop the equations of motion governing the slime.
1.1 Stokes equations and lubrication approximation
In this section, we derive the governing equation of motion of the thin film of slime, which we assume to behave as a
viscous fluid. To begin with, let σf be the stress tensor in the fluid. Given low Reynolds number, the Stokes equations
of motion governing the slime dynamics read
∇ · σf = 0, [S1]
where ∇ denotes the gradient operator. We consider the slime as a Newtonian fluid, assuming that the strain rates
exerted by the gliding cell on the film remain small during locomotion. The stress tensor is then given by the
constitutive equation
σf = −pI+ µ
(∇u+∇uT ) , [S2]
where u is the velocity vector of the slime fluid, µ is the fluid dynamic viscosity, p is the pressure, I is the identity
tensor, (·)T indicates the transpose of the matrix. Assuming the slime to be incompressible, using Eq. (S2), the
governing equations of motion take the form
−∇p+ µ∇2u = 0, [S3a]
∇ · u = 0. [S3b]
Given the geometric ratio of the interstitial gap  = h0/L ∼ 10−2  1, where h0 is the mean thickness of the slime
film and is approximately 10nm, we shall use the classical lubrication approximation (9, 10) for the slime film and
further simplify the Stokes equations. To begin with, ignoring the rotation of the myxobacteria along its long axis, we
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confine the problem to 2-dimensions. To this end, rewriting Eq. (S3) in component form, we obtain
−∂p
∂x
+ µ
(
∂2ux
∂x2
+ ∂
2ux
∂z2
)
= 0, [S4a]
−∂p
∂z
+ µ
(
∂2uz
∂x2
+ ∂
2uz
∂z2
)
= 0, [S4b]
∂ux
∂x
+ ∂uz
∂z
= 0, [S4c]
see Fig. S1 for the representation of axes. Next, we use the classical non-dimensional scaling involved in lubrication
problems and obtain the following dimensionless variables (see Chapter 5 in (10))
x = Lxˆ, z = Lzˆ, ux = V uˆx, uz = V uˆz, p=
µV L
h20
pˆ=µV/L
2
pˆ,
where (ˆ·) represents the corresponding variables in dimensionless form and V is the speed of the bacteria that is to be
determined. Using the aforementioned dimensionless variables, Eq. (S4) become
−µV
h20
∂pˆ
∂xˆ
+
(
2
µV
h20
∂2uˆx
∂xˆ2
+ µV
h20
∂2uˆx
∂zˆ2
)
= 0, [S5a]
−1

µV
h20
∂pˆ
∂z
+
(
3
µV
h20
∂2uˆz
∂xˆ2
+ µV
h20
∂2uˆz
∂zˆ2
)
= 0, [S5b]
V
L
∂uˆx
∂xˆ
+ V
L
∂uˆz
∂zˆ
= 0. [S5c]
Neglecting all the terms of order O(j) with j ≥ 1, Eq. (S5) reduce to
−∂p
∂x
+ µ∂
2ux
∂z2
= 0, [S6a]
∂p
∂z
= 0, [S6b]
∂ux
∂x
+ ∂uz
∂z
= 0. [S6c]
Eq. (S6b) simply dictates that the pressure p varies only in the x-direction in the lubrication approximation.
The boundary conditions associated with Eq. (S6) correspond to no-slip at the bacteria-slime and slime-substrate
interfaces, and are given in the reference frame of the gliding bacteria by
ux(z = h) = 0, uz(z = h) =
dh
dt , [S7]
and
ux(z = δ) = −V, uz(z = δ) = dδdt , [S8]
where δ(x, t) is the vertical deformation of the surface of the soft substrate as indicated on Fig. S1, and h(x, t) =
h0 + b(x, t). In Eq. (S7) and Eq. (S8),
d(·)
dt denote the total time derivative. Note that the boundary condition at
the slime-substrate interface, given by Eq. (S8), assumes that in the laboratory frame, the material points of the
substrate surface only move vertically at speed dδdt .
1.2 Modified Reynolds equation
In this subsection, we derive the modified form of the Reynolds equation corresponding to classical lubrication
approximation (25). To this end, integrating twice the horizontal momentum Eq. (S6a) and the aforementioned
boundary conditions, we obtain the horizontal component of the velocity field as
ux(x, z, t) =
1
2µ
∂p
∂x
(z − h) (z − δ) + V z − h
h− δ . [S9]
We now integrate the continuity Eq. (S6c) over the whole gap, i.e. from z = δ to z = h. Using Leibniz’s integration
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rule, we obtain ∫ h
δ
∂uz
∂z
dz = −
∫ h
δ
∂ux
∂x
dz, [S10a]
=⇒ uz(h)− uz(δ) = − ∂
∂x
(∫ h
δ
uxdz
)
︸ ︷︷ ︸
∂xQh
+ ∂δ
∂x
, [S10b]
where Qh =
∫ h
δ
uxdz denotes the horizontal flow rate of slime across the gap between the substrate and the bacterial
surface. Using the boundary conditions proposed in Eq. (S7) and Eq. (S8), Eq. (S10) can be further reduced to
dh
dt −
dδ
dt = −
∂Qh
∂x
+ ∂δ
∂x
. [S11a]
=⇒ ∂h
∂t
− ∂δ
∂t
+ V ∂δ
∂x
= −∂Qh
∂x
+ V ∂δ
∂x
. [S11b]
=⇒ ∂
∂t
(h− δ) + ∂Qh
∂x
= 0. [S11c]
Using Eq. (S9), the flow rate Qh is given by
Qh = −
[
1
12µ
∂p
∂x
(h− δ)3 + V2 (h− δ)
]
, [S12]
which upon substituting in Eq. (S11c) leads to the modified Reynolds equation
− ∂
∂t
(h− δ) + ∂
∂x
[
1
12µ
∂p
∂x
(h− δ)3 + V2 (h− δ)
]
= 0. [S13]
In what follows, we analyze the possibility of existence of traveling wave solutions of the modified Reynolds equation
in Eq. (S13).
1.3 Traveling wave solutions
In the frame of reference translating with the cell, we consider the propagation of a traveling wave along the cell
surface, motivated by recent experiments which reported that gliding is strongly correlated with molecular motor
complexes moving with helical trajectories (1, 11–14). According to (1), when viewed externally, the motors driving
the rotation of the helical rotor generate transverse waves on the ventral surface. In other words, the shape of the
bacterial membrane, given by h(x, t) = h0 + b(x, t), obeys the relation
∂h
∂t
= C ∂h
∂x
, [S14]
where C is the phase speed of the wave. Hereafter, we shall consider C to be a free parameter of our model. Seeking
for unidirectional traveling wave solutions of the substrate deformation δ(x, t), we shall also assume
∂δ
∂t
= C1
∂δ
∂x
. [S15]
Strictly, the speeds C1 and C need not be equal. However, in this work we shall only investigate the subspace of
solutions such that C1 = C. Note that positive (resp. negative) values of C correspond to left (resp. right) traveling
disturbances. Using the traveling wave equations Eq. (S14) & Eq. (S15), the modified Reynolds equation Eq. (S13)
then becomes
∂
∂x
[
∂p
∂x
(h− δ)3 + 6µ(V − 2C)(h− δ)
]
= 0. [S16]
Eq. (S16) requires two boundary conditions on the pressure that we shall specify later. For now, we shall proceed to
derive equations to determine the substrate deformation δ(x, t) and gliding speed V (t).
2. Deformation of the soft elastic substrate
During the locomotion of bacteria, the substrate deforms due to the pressure loading imposed by the lubricating slime.
In what follows, we derive the equations governing the deformation of the soft substrate. To obtain the deformations,
we make the following assumptions:
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• The horizontal and vertical length scales of the substrate are on the order of centimeters and millimeters
respectively (15, 16). Since both dimensions are much larger than the typical length of myxobacteria, we will
represent the substrate as a semi-infinite medium.
• Polymer and gel substrates are generally viscoelastic. However, the relative importance of viscous to elastic
effects depends on the excitation frequency of the material. Here, the characteristic frequency is that of the
traveling disturbance:
f = C
L
∼ 3µm.s−1/1µm = 3 Hz,
where the estimated traveling wave speed C ∼ 3µm.s−1 corresponds to the experimental speed of the AlgR
molecules, assuming the motors generate the traveling wave disturbance on the cell membrane (12). In the case of
substrates made of agar gels both at low and high concentrations, dissipative effects in the material are negligible
at such frequencies (17). Therefore, we shall consider the substrate to behave as a pure elastic half-space for
bacterial locomotion.
• Moreover, we restrict this analysis to the limit of small deformations δ  Ha such that linear elasticity theory is
applicable.
• Last, we will neglect inertial effects in the substrate, and consider it to be in mechanical equilibrium at every
instant. This equilibrium assumption is justified by the fact that the characteristic elastic wave speed (which
exists in the presence of inertia),
√
G/ρs, is much larger than V + C, the gliding speed of the myxobacteria
in the wave frame of reference where the shapes (of both the bacteria and the substrate) are fixed. Indeed,
experimental values for M. xanthus cells show V ∼ 4µm/min, while Nan et al. (12) reported the speed of the
AglR motor complexes to be about ∼ 3µm/s. As mentioned before, assuming the motors generate the traveling
wave disturbance on the cell membrane, C ∼ 3µm/s. Then, even for an extremely soft substrate at 0.5% agar
with G ' 30 kPa (17) and ρs ' 103kg/m3, (V + C)
√
G/ρs ∼ 5m/s.
Given the above assumptions and justifications, we shall now proceed to derive the deformation of the substrate
determined by its elastic behavior using the theory of elasticity (18). Let the three-dimensional stress tensor in the
soft elastic substrate be denoted by
σs(x, z) =
σx τxy τxzτyx σy τyz
τzx τzy σz
 . [S17]
The equilibrium of the substrate is then governed by (see (18))
∇ · σs = 0. [S18]
The deformation due to the pressure loading can be characterized by the (symmetric) strain tensor defined as
s(x, z) =
 x γxy γxzγyx y γyz
γzx γzy z
 =

∂us
∂x
1
2
(
∂us
∂y
+ ∂vs
∂x
)
1
2
(
∂us
∂z
+ ∂ws
∂x
)
1
2
(
∂us
∂y
+ ∂vs
∂x
)
∂vs
∂y
1
2
(
∂vs
∂z
+ ∂ws
∂y
)
1
2
(
∂us
∂z
+ ∂ws
∂x
)
1
2
(
∂vs
∂z
+ ∂ws
∂y
)
∂ws
∂z
 , [S19]
where (us, vs, ws) is the displacement field of material points in the cartesian coordinate system represented in Fig. S1.
In the linear elasticity framework, the stress and the strain tensors are related through Hooke’s law. This
constitutive law states that for a substrate of Young’s modulus E, Poissons’ ratio ν and shear modulus G = E2(1 + ν) ,
the components of s are related to those of σs according to (18)
x =
1
E
[σx − ν(σy + σz)], [S20a]
y =
1
E
[σy − ν(σx + σz)], [S20b]
z =
1
E
[σz − ν(σx + σy)], [S20c]
γxy =
τxy
2G , [S20d]
γxz =
τxz
2G, [S20e]
γyz =
τyz
2G, [S20f]
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2.1 Plane strain approximation
Having considered a two-dimensional flow of slime, the pressure p(x) exerted on the substrate is uniform in the
y-direction and acts only on the distance spanning the bacterial cell length ` in the x-direction. Since the substrate
thickness in the transverse y-dimension is of order Ha  `, we can use the plane strain approximation to reduce the
problem from three-dimensions to two-dimensions (19).
In the plane strain approximation, the components of the strain tensor orthogonal to the plane (x, z) vanish, so
that
y =0, [S21a]
γyx =
1
2
(
∂us
∂y
+ ∂vs
∂x
)
= 0, [S21b]
γyz =
1
2
(
∂vs
∂z
+ ∂ws
∂y
)
= 0. [S21c]
The only non-zero components of the strain tensor are then
x =
∂us
∂x
, z =
∂ws
∂z
, and γxz =
1
2
(
∂us
∂z
+ ∂ws
∂x
)
. [S22]
Using Eq. (S20), the y−components of the stress tensor are thus found to be
σy =ν(σx + σz), [S23a]
τyx =0, [S23b]
τyz =0. [S23c]
Hence, using Eq. (S23) in the plane strain approximation, the stress equilibrium equations (S18) reduce in the
component form to
∂σx
∂x
+ ∂τxz
∂z
= 0, [S24a]
∂σz
∂z
+ ∂τxz
∂x
= 0. [S24b]
Further, note that we have three strain components which are functions of only two displacements us and ws.
Hence, the strain components are not all independent but are related through a compatibility condition which can be
readily obtained from (S22). Indeed, differentiating x twice with respect to z, then z with x, and γxz once with
respect to x and once with respect to z, we obtain
∂2x
∂z2
+ ∂
2z
∂x2
= 2∂
2γxz
∂x∂z
. [S25]
By using Hooke’s law, Eq. (S25) can also be transformed into a relation between the components of the stress tensor.
Recalling that σy = ν(σx + σz) in the plane strain approximation, Hooke’s law in Eq. (S20) can be rewritten as
x =
1
E
[(1− ν2)σx − ν(1 + ν)σz], [S26a]
z =
1
E
[(1− ν2)σz − ν(1 + ν)σx], [S26b]
γxz =
(1 + ν)
E
τxz, [S26c]
for the non-zero components of the strain tensor. Using these expressions and the reduced equilibrium equa-
tions Eq. (S24), the strain compatibility relation in Eq. (S25) can be recast into a corresponding equation for the
relation between stresses given by (
∂2
∂x2
+ ∂
2
∂z2
)
(σx + σz) = 0. [S27]
Thus, the complete set equations to be solved to find the non-zero components of the stress tensor in the plane strain
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approximation are
∂σx
∂x
+ ∂τxz
∂z
= 0, [S28a]
∂σz
∂z
+ ∂τxz
∂x
= 0, [S28b](
∂2
∂x2
+ ∂
2
∂z2
)
(σx + σz) = 0. [S28c]
The governing equations of equilibrium Eq. (S28) are subjected to the following boundary conditions:
• The stress at the surface must match the slime pressure and shear stress in the region spanned by the bacteria.
Thus, for −`/2 ≤ x ≤ `/2,
σz(x, z = 0) = −p(x), and τxz(x, z = 0) = q(x) = µ
(
∂ux
∂z
+ ∂uz
∂x
)
. [S29]
• Outside the region overlapping the bacterium, the surface of the substrate is stress-free, i.e., for x < −`/2, and
x > `/2
σz(x, z = 0) = τxz(x, z = 0) = 0. [S30]
• The substrate being a semi-infinite half-space, we also require the stress to vanish at distances far from the region
overlapping the bacterium. Hence, σs(x, z) = 0, for ||x|| → ∞, where x is a position vector corresponding to the
semi-infinite substrate.
Denoting the quantities on the substrate surface at z = 0 by (¯·) symbol, the above described boundary conditions
can be succinctly rewritten as:
• Within the loaded region (−`/2 ≤ x ≤ `/2), σ¯z = −p(x), τ¯xz = q(x) = µ
(
∂ux
∂z
+ ∂uz
∂x
)
.
• Outside the loaded region (x < −`/2, x > `/2), σ¯z = τ¯xz = 0.
2.2 Airy stress function
In this section, we obtain an analytical solution for the elastic stresses and the surface deformation δ(x, t) of the soft
elastic substrate so that they will be used in conjunction with the lubrication equations obtained in Section 1.
One method of solving the system of equations (S28) is to introduce an auxiliary variable φ(x, z) known as the Airy
stress function (19). It can be verified that the first two equations of the system of equations (S28) are automatically
satisfied for any function φ(x, z) such that
σx =
∂2φ
∂z2
; σz =
∂2φ
∂x2
; τxz = − ∂
2φ
∂x∂z
. [S31]
In solving for the Airy stress function φ(x, z), there exist multiple solutions that can be obtained from the equations
of equilibrium (S28a,S28b). The solution of the problem is then selected to be one which satisfies the compatibility
condition (S28c). To this end, using the relations between σx, σz and the Airy stress function in the compatibility
condition Eq. (S28c), we see that φ(x, z) must satisfy the biharmonic equation(
∂2
∂x2
+ ∂
2
∂z2
)(
∂2φ
∂x2
+ ∂
2φ
∂z2
)
= 0, [S32]
subject to the boundary conditions Eq. (S29) and Eq. (S30).
Since we treat the substrate as a half-space, it is convenient to solve for the Airy stress function φ by making
use of polar coordinates (r, θ) as depicted on Fig. S2. In order to obtain the equivalent form of Eq. (S32) in polar
coordinates, we now proceed to give the equivalent forms of the stress equilibrium equation Eq. (S24), the compatibility
condition Eq. (S25), and Hooke’s law Eq. (S26) in (r, θ)-coordinates.
Under plane strain approximation, the stress equilibrium equations Eq. (S18) of the substrate in polar coordinates
read (see (20))
∂σr
∂r
+ σr − σθ
r
+ 1
r
∂τrθ
∂θ
= 0, [S33a]
1
r
∂σθ
∂θ
+ 2
r
τrθ +
∂τrθ
∂r
= 0. [S33b]
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It can be verified that Eq. (S33) is satisfied for any stress function φ(r, θ) such that
σr =
1
r
∂φ
∂r
+ 1
r2
∂2φ
∂θ2
, σθ =
∂2φ
∂r2
, τrθ = − ∂
∂r
(
1
r
∂φ
∂θ
)
, [S34]
Furthermore, corresponding to the state of stress given by σr, σθ and τrθ are the strain tensor components r, θ
and γrθ defined by (see (18))
r =
∂ur
∂r
, [S35a]
θ =
ur
r
+ 1
r
∂uθ
∂θ
, [S35b]
γrθ =
1
2
(
1
r
∂ur
∂θ
+ ∂uθ
∂r
− uθ
r
)
, [S35c]
where ur and uθ are respectively the radial and azimuthal component of the displacement field in the substrate. As
earlier, these displacements are not independent and are related through the following compatibility equation:
− ∂r
∂r
+ 1
r
∂2r
∂θ2
+ ∂θ
∂r
+ ∂
∂r
(
r
∂θ
∂r
)
= 2 ∂
∂θ
[
1
r
∂
∂r
(rγrθ)
]
, [S36]
which can be obtained following similar procedure described for the cartesian coordinate system.
Last, the constitutive equations (Hooke’s law) between the stress and the strain components take the following
form in polar coordinates
r =
1
E
[(1− ν2)σr − ν(1 + ν)σθ], [S37a]
θ =
1
E
[(1− ν2)σθ − ν(1 + ν)σr], [S37b]
γrθ =
(1 + ν)
E
τrθ. [S37c]
Using the stress-strain relations Eq. (S37), the compatibility condition given by Eq. (S36) can be rewritten in
terms of the stress tensor components. The newly found compatibility equation can then be rewritten as a function of
the stress function φ(r, θ) using Eq. (S34). After some manipulation, one again obtains the following biharmonic
equation in the polar coordinate system:(
∂2
∂r2
+ 1
r
∂
∂r
+ 1
r2
∂2
∂θ2
)(
∂2φ
∂r2
+ 1
r
∂φ
∂r
+ 1
r2
∂2φ
∂θ2
)
= 0. [S38]
Although analysis of the biharmonic equation Eq. (S38) can be found in classical textbooks on elasticity (19),
the solutions of φ in polar coordinates found therein are only partial solutions. Only recently (21, 22), additional
solutions were obtained for the biharmonic equation. Moreover, the solution for the surface deformation δ of an
elastic half space, which is necessary in the context of the current problem, has been obtained in (19) with previously
obtained partial solutions. In what follows, we provide a complete derivation of the general solution of the Airy stress
function as provided in (21, 22), before specifying the particular solutions which satisfy the boundary conditions
imposed for the gliding bacteria on the half-space substrate. In performing this exercise, we find that even the newly
found general solutions for the biharmonic equation yield the same expression for the substrate deformation δ as that
found in (19) based on the partial solutions.
2.3 Solution to the biharmonic equation
In this section, we derive the solution for the biharmonic equation as provided in (21, 22). To begin, using the method
of separation of variables, let
φ(r, θ) = R(r)Θ(θ) [S39]
with R(r) 6= 0 and Θ(θ) 6= 0. Using Eq. (S39), Eq. (S38) reduces to
d4Θ
dθ4
+ 2R1 d
2Θ
dθ2
+R2Θ = 0, [S40]
where
R1 = r
2R′′ − rR′ + 2R
R ,
and
R2 = r
4R′′′′ + 2r3R′′′ − r2R′′ + rR′
R
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Fig. S2. Schematic representation of the substrate treated as an elastic half-space under pressure and viscous shear stress loads due to the slime. Also shown is the polar
coordinate system representing the half space occupied by the substrate.
and (·)′ denotes derivative with respect to r. In order to further separate the solution into R and Θ, we eliminate the
first term on the left-hand-side of Eq. (S40) by differentiating with respect to r. leading to
2R′1
d2Θ
dθ2
+R′2Θ = 0. [S41]
Two cases can be distinguished:
1. For the first case, we consider R′1 6= 0 and find
2
Θ
d2Θ
dθ2
= R
′
2
R′1
= α, [S42]
where α is a constant. Therefore, the function Θ(θ) is periodic if α < 0, or a superposition of hyperbolic functions
if α > 0, or a linear function if α = 0. In any of these cases, we can rewrite d
2Θ
dθ2
= α2 Θ and
d4Θ
dθ4
= α
2
4 Θ, which
then reduces Eq. (S40) to the following 4th order ODE for R in r
α2
4 + αR1 +R2 = 0, [S43]
whose solutions are of the form R ∼ rn with n ∈ Z, where Z is the space of integers (22, 23). This leads to the
characteristic equation for n given by
α2
4 + α (n(n− 2) + 2) + n(n− 2)(n− 3) = 0, [S44]
whose determinant is ∆k = 4(n− 1)2. Therefore,
(n− 1± 1)2 = −α2 ,
where −α/2 should be a positive number for real solutions to exist. We now proceed to analyze different scenarios
by defining the variable ω = ±√−α/2 and consider cases when ω ≥ 0 and ω < 0.
Choice of ω ≥ 0: This leads to three solutions: one corresponding to ω = 0 for which Θ(θ) is linear, and two
solutions corresponding to ω 6= 0 when Θ(θ) is periodic. In the latter category, we will distinguish the cases ω = 1
and ω ≥ 2, since the former corresponds to a double root of the characteristic equation (S44).
• Solution 1: For ω = 0 (i.e., n = 0 or n = 2), Eq. (S42) shows that Θ = c01θ + c02. Herein, variables ci, cij ,
cijk where i, j, k ∈ N, are used to denote constants. Since α = 0, Eq. (S43) reduces to R2 = 0. To find
additional solutions to R = c03r2 (since n = 2 is a double root of the characteristic equation R2 = 0), we use
the method of variation of constants and search for a function f1(r) such that R = f1(r)r2 is also a solution
of R2 = 0. This amounts to solving
r4f ′′′′1 + 10r3f ′′′1 + 23r2f ′′1 + 9rf ′1 = 0. [S45]
Starting again with the ansatz f ′1 = rm, one finds m ∈ {−3,−1} leading to f1 = c04r−2 + c05 ln r + c06.
However, here as well, m = −3 is double root. Repeating the process with the search for another function
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g(r) such that g(r)r−2 is a solution of Eq. (S45), we find g(r) = c07 ln r + c08r2 ln r + c09r2. Given these
choices, f1(r) can be recast as f1(r) = c04r−2 + c010 ln r + c07r−2 ln r + c011. Therefore, the first set of
solution R(r)Θ(θ) reads
φ0(r, θ) = (a0r2 + b0r2 ln r + c0 + d0 ln r)θ + (a˜0r2 + b˜0r2 ln r + c˜0 + d˜0 ln r), [S46]
where the constants cij have been combined into new ones.
• Solution 2: For ω = 1 (i.e., n = 1), we have a double root of the characteristic equation. To find the
additional solution to R = c10r, we again use the method of variation of constants and search for f2(r) such
that R = f2(r)r is also a solution of Eq. (S43). This amounts to solving the equation
r4f ′′′′2 + 6r3f ′′′2 + 3r2f ′′2 − 3rf ′2 = 0. [S47]
Starting again with the ansatz f ′3 = rm, one finds that m ∈ {−3,−1, 1}. This leads to f2(r) = c11r2 +
c12 ln r+ c13r−2 + c14, which results in R = c11r3 + c12r ln r+ (c10 + c14)r+ c13r−1. Moreover, for α/2 = −1,
Eq. (S42) shows that Θ = c15 cos θ + c16 sin θ. Therefore, recombining the various constants cij into new
ones, the second set of solutions R(r)Θ(θ) are given by
φ1(r, θ) = (a1r3 + b1r−1 + c1r + d1r ln r) cos θ + (a˜1r3 + b˜1r−1 + c˜1r + d˜1r ln r) sin θ. [S48]
• Solution 3: Last, when ω ≥ 2, there are four types of solutions corresponding to periodic functions of θ of
pulsation ω ∈ {±(n− 2),±n}:
φ2(r, θ) =
∞∑
n=4
rn [cn1 cos (n− 2)θ + c˜n1 sin (n− 2)θ] +
∞∑
n=2
rn [cn2 cosnθ + c˜n2 sinnθ]
+
0∑
n=−∞
rn [cn3 cos (−n+ 2)θ + c˜n3 sin (−n+ 2)θ]
+
−2∑
n=−∞
rn [cn4 cos (−nθ) + c˜n4 sin (−nθ)] .
Applying changes of variables (n− 2) = m1, −n+ 2 = m3 and −n = m4, to the first, third and fourth terms
of the right hand side of Eq. (S49), we obtain
φ2(r, θ) =
∞∑
m1=2
rm1+2
[
c(m1+2)1 cosm1θ + c˜(m1+2)1 sinm1θ
]
+
∞∑
n=2
rn [cn2 cosnθ + c˜n2 sinnθ]
+
∞∑
m3=2
r−m3+2
[
c(2−m3)3 cosm3θ + c˜(2−m3)3 sinm3θ
]
+
∞∑
m4=2
r−m4
[
c(−m4)4 cos (m4θ) + c˜(−m4)4 sin (m4θ)
]
,
which can be further rewritten as
∞∑
n=2
φ2n(r, θ) =
∞∑
n=2
[
cn1r
n+2 + cn2rn + cn3r−n+2 + cn4r−n
]
cosnθ
+
[
c˜n1r
n+2 + c˜n2rn + c˜n3r−n+2 + c˜n4r−n
]
sinnθ.
This ends the analysis for possible solutions for ω ≥ 0. We now proceed to analyze the choice of ω < 0.
Choice of ω < 0: This leads to two solutions corresponding to ω = −1 and ω ≤ −2.
• Solution 1: For ω = −1 (i.e., n = 1), the function R(r) is the same as in the case of ω = 1. However, Θ is
not a periodic solution in contrast to the previous case, but is made of super-position of cosh(θ) and sinh(θ)
with the same analysis as before. This leads to the following solution:
φ3(r, θ) = (a1r3 + b1r−1 + c1r + d1r ln r) cosh(θ)
+ (a˜1r3 + b˜1r−1 + c˜1r + d˜1r ln r) sinh(θ).
[S49]
• Solution 2: For ω ≤ −2, we proceed as in the case of ω ≥ 2 to solve d
4Θ
dθ4
= ω4Θ. The solution takes a
similar form, with the periodic cos and sin functions being replaced by the hyperbolic cosh(nθ) and sinh(nθ)
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functions. Again, following similar arguments as made for the case ω ≤ −2, we obtain the fifth and last set
of solutions for the case R1 = 0 as
∞∑
n=2
φ4n(r, θ) =
∞∑
n=2
[
cn1r
n+2 + cn2rn + cn3r−n+2 + cn4r−n
]
cosh(nθ)
+
[
c˜n1r
n+2 + c˜n2rn + c˜n3r−n+2 + c˜n4r−n
]
sinh(nθ).
We now proceed onto the second case when R′1 = 0.
2. Due to Eq. (S41), R′1 = 0 also implies R′2 = 0. Therefore, R1 = C1 and R2 = C2 where C1 and C2 will be found
so that they correspond to the same solution R. Injecting guess solutions of the form ∼ rn into R1 −C1 = 0 and
R1 − C2 = 0, we find that
C1 = (n− 1)2 + 1, [S50a]
C2 = n2(n− 2)2. [S50b]
First, let us consider only real values of C1 such that C1 − 1 = β2 ≥ 0. So, we find n ∈ {−β + 1, β + 1} and
C2 = (β + 1)2(β − 1)2. This leads to three sets of solutions:
• Solution 1: For β = 0, C1 = 1 and C2 = 1. So, R1 − C1 = 0 becomes
r2R′′ − rR′ +R = 0. [S51]
Proceeding as before to solve Eq. (S51), we find that R = c01r+ c02r ln r. Since C2 = 1 in this case, Eq. (S40)
for Θ becomes
d4Θ
dθ4
+ 2d
2Θ
dθ2
+ Θ = 0. [S52]
In order to solve Eq. (S52), we start with guess solutions of the form ∼ ekθ and find k = ±i, where i = √−1.
Then applying the method of variation of constants, we obtain the solution as Θ = (c03 + c04θ) cos θ + (c′03 +
c′04θ) sin θ. So, the first set of solutions R(r)Θ(θ) takes the form
φ˜0(r, θ) = [c01r + c02r ln r] [(c03 + c04θ) cos θ + (c˜03 + c˜04θ) sin θ] .
We note that the periodic part of this solution is already accounted for in φ2(r, θ) and thus reduce this set of
solutions to
φ˜0(r, θ) = (c1r + c2r ln r) θ cos θ + (c˜1r + c˜2r ln r) θ sin θ.
• Solution 2: For β = 1, C1 = 2 and C2 = 0. So, the equation R1 − C1 = 0 becomes
r2R′′ − rR′ = 0. [S53]
Searching for solutions to Eq. (S53) in the form ∼ rn, we find R = c11r2 + c12. This reduces the equation
for Θ(θ) to
d4Θ
dθ4
+ 4d
2Θ
dθ2
= 0. [S54]
Therefore, Θ = c1 cos 2θ + c2 sin 2θ + c3θ + c4, so that the second set of solutions read
φ˜1(r, θ) =
(
c11r
2 + c12
)
(c3θ + c4) +
(
c11r
2 + c12
)
(c1 cos 2θ + c2 sin 2θ) .
Note that this set of solutions can be lumped with the sets φ0(r, θ) and φ2(r, θ) obtained previously.
• Solution 3: For β ≥ 2, C1 = β2 + 1 and C2 = (1− β2)2. So the equation R1 − C1 = 0 becomes
r2R′′ − rR′ + (1− β2)R = 0. [S55]
Searching for solutions to Eq. (S55) in the form ∼ rn, we find R = c11r1+β + c12r1−β . On the other hand,
Eq. (S40) for Θ becomes
d4Θ
dθ4
+ 2(1 + β2)d
2Θ
dθ2
+ (1− β2)2Θ = 0. [S56]
Searching for solutions to Eq. (S56) in the form ∼ ekθ leads to
Θ = cn1 cos[(1 + β)θ] + c˜n1 sin[(1 + β)θ] + cn2 cos[(1− β)θ] + c˜n2 sin[(1− β)θ].
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Therefore, the third set of solutions reads
∞∑
β=2
φ˜2β(r, θ) =
∞∑
β=2
(
c11r
1+β + c12r1−β
)
(cn1 cos[(1 + β)θ] + c˜n1 sin[(1 + β)θ]) +(
c11r
1+β + c12r1−β
)
(cn2 cos[(1− β)θ] + c˜n2 sin[(1− β)θ]) .
Here as well, these solutions can be lumped with φ1(r, θ) and φ2(r, θ).
In the second case, we follow the approach by other authors (21) and consider complex values such that C1 − 1 =
−β2 < 0. In this case, Eq. (S50) implies that
n ∈ {−iβ + 1, iβ + 1},
along with
C2 = (iβ + 1)2(iβ − 1)2 = (1 + β2)2.
With these values of n, the solution to R1 − C1 = 0 is given by R = a1r1+iβ + a˜1r1−iβ . Since riβ = eiβ ln r, this
can be rewritten as
R = [a2 cos(β ln r) + a˜2 sin(β ln r)] r.
And Eq. (S40) for Θ becomes
d4Θ
dθ4
+ 2(1− β2)d
2Θ
dθ2
+ (1 + β2)2Θ = 0. [S57]
In order to solve Eq. (S57), we start with guess solutions of the form ekθ and obtain
Θ = (b1eβθ + b˜1e−βθ) cos θ + (c1eβθ + c˜1e−βθ) sin θ.
Therefore, the last set of solutions R(r)Θ(θ) in the case R′1 = 0 reads
∞∑
β=1
φ˜3β(r, θ) =
∞∑
β=1
[
(A1eβθ + A˜1e−βθ)r cos(β ln r) + (A2eβθ + A˜2e−βθ)r sin(β ln r)
]
cos θ
+
[
(A3eβθ + A˜3e−βθ)r cos(β ln r) + (A4eβθ + A˜4e−βθ)r sin(β ln r)
]
sin θ.
Combining all the above derived sets of solutions, we find the general complex solution of the biharmonic
equation (S38) in polar coordinates to be (21–23)
φ(r, θ) = φ0 + φ1 + φ3 + φ˜0 +
∞∑
n=2
φ2n +
∞∑
n=2
φ4n +
∞∑
n=1
φ˜3n.
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In the full extended form, the solution is
φ(r, θ) =(a0r2 + b0r2 ln r + c0 + d0 ln r)θ + (a˜0r2 + b˜0r2 ln r + c˜0 + d˜0 ln r)+
(a1r3 + b1r−1 + c1r + d1r ln r) cos θ + (a˜1r3 + b˜1r−1 + c˜1r + d˜1r ln r) sin θ+
(e1r3 + f1r−1 + g1r + h1r ln r) cosh θ + (e˜1r3 + f˜1r−1 + g˜1r + h˜1r ln r) sinh θ+
(C0r +D0r ln r) θ cos θ +
(
C˜0r + D˜0r ln r
)
θ sin θ+
∞∑
n=2
[
anr
n + bnrn+2 + cnr−n + dnr−n+2
]
cosnθ+
∞∑
n=2
[
a˜nr
n + b˜nrn+2 + c˜nr−n + d˜nr−n+2
]
sinnθ+
∞∑
n=2
[
enr
n + fnrn+2 + gnr−n + hnr−n+2
]
coshnθ+
∞∑
n=2
[
e˜nr
n + f˜nrn+2 + g˜nr−n + h˜nr−n+2
]
sinhnθ+
∞∑
n=1
[
(A1enθ +B1e−nθ)r cos(n ln r)+
]
cos θ+
∞∑
n=1
[
(A2enθ +B2e−nθ)r sin(n ln r)
]
cos θ+
∞∑
n=1
[
(A˜1enθ + B˜1e−nθ)r cos(n ln r)
]
sin θ+
∞∑
n=1
[
(A˜2enθ + B˜2e−nθ)r sin(n ln r)
]
sin θ.
[S58]
Note that due to the definitions of the stress components in Eq. (S34), we can set c˜0 = c1 = c˜1 = 0 in the general
solution without loss of generality, since the terms c˜0, c1r cos θ and c˜1r sin θ do not generate any stress. Moreover, in
most cases, only some of the terms of the general solution Eq. (S58) are relevant to obtain the stress, strain and
displacement fields. Let us recall that for the problem at hand, our goal is to obtain the displacement of the substrate
surface under the action of the slime pressure p(x) and shear stress q(x). To that end, we shall now proceed as follows.
First, we shall consider an elastic half-space under the action of concentrated normal and tangential loads and
identify the relevant terms of Eq. (S58) for which the generated stress fields satisfy the boundary conditions described
at the end of Section 2. The newly found stress and strain fields will then allow us to find the displacement of the
substrate surface due to these concentrated forces. Last, by virtue of the superposition principle, we shall deduce the
response of the substrate under the distributed loads as a superposition of the responses due to elementary loads
Fp = p(s)ds and Fq = q(s)ds. Here, Fp and Fq are respectively the normal and tangential elementary loads acting on
an infinitesimal contact zone of length ds.
2.4 Fundamental solution for substrate deformation under concentrated loads
In this section, we obtain the response of the substrate under the action of point contact forces. Let us consider an
elastic half-space with the point forces Fp and Fq applied on the substrate surface, at the point O of coordinates
(xO, zO) = (s, 0). In this configuration, we shall again work in a polar reference frame whose origin is at the point O.
In this frame, the radial coordinate becomes r = |x− s|, while the azimuthal angle is still defined with respect to
the vertical z−axis. Therefore, under the action of Fp and Fq, the stress tensor components is subject the following
conditions:
• The boundary condition on the surface is σ¯θ = 0, τ¯rθ = 0 for θ = ±pi/2 and r = |x− s| 6= 0
• Far from the substrate surface, the stress components vanish: σr = σθ = τrθ → 0 for r →∞.
• The forces and torques must balance at any finite distance R from the origin. Along the arc of the semi-circle
of radius R, the normal to the boundary is n = er. Thus, the traction on the arc in the plane (er, eθ) reads
σs · n = σrer + τrθeθ. In the reference configuration, the equilibrium of a control volume made of the semi-circle
of arbitrary radius R around the origin O reads:
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– Normal force balance:
−Fp +
∫ pi/2
−pi/2
[−σr(R, θ) cos θ + τrθ(R, θ) sin θ]Rdθ = 0.
– Tangential force balance:
Fq +
∫ pi/2
−pi/2
[σr(R, θ) sin θ + τrθ(R, θ) cos θ]Rdθ = 0.
– Torque balance: ∫ pi/2
−pi/2
[−Rτrθ(R, θ)]Rdθ = 0.
Since R is chosen arbitrarily, the force balance equations must be independent of R. Thus, we deduce that σr ∼ 1/r
and τrθ ∼ 1/r. However, applying the same reasoning to the torque balance implies that τrθ ∼ 1/r2. Therefore, the
tangential stress must be zero everywhere: τrθ = 0. To obtain the radial stress component σr ∼ 1/r, we then only
retain parts of the Airy stress function φ(r, θ) that lead to such a behavior. Let us recall that
σr =
1
r
∂φ
∂r
+ 1
r2
∂2φ
∂θ2
, σθ =
∂2φ
∂r2
, τrθ = − ∂
∂r
(
1
r
∂φ
∂θ
)
. [S59]
To satisfy σr ∼ 1/r, the Airy stress function must then necessarily be limited to
φ(r, θ) = r ln r(d1 cos θ + d˜1 sin θ) + r ln r(h1 cosh θ + h˜1 sinh θ) + rθ(C0 cos θ + C˜0 sin θ).
Therefore, the stress components read
σr =
1
r
(
d1 cos θ + d˜1 sin θ
)
+ 1
r
(
h1 cosh θ + h˜1 sin hθ
)
+ 2
r
(
C0 cos θ + C˜0 sin θ
)
, [S60a]
σθ =
1
r
(
d1 cos θ + d˜1 sin θ
)
+ 1
r
(
h1 cosh θ + h˜1 sinh θ
)
, [S60b]
τrθ =
1
r
(
d1 sin θ − d˜1 cos θ
)− 1
r
(
h1 sinh θ + h˜1 cosh θ
)
. [S60c]
Since we must have τrθ = 0 everywhere, then d1 = d˜1 = h1 = h˜1 = 0. Consequently, we also have σθ = 0 everywhere.
Note that the solutions τrθ = σθ = 0 automatically satisfy the boundary conditions at the surface of the elastic
half-plane. Using these simplifications, the normal and tangential force balance can be rewritten as
−Fp − 2
∫ pi/2
−pi/2
(C0 cos θ + C˜0 sin θ) cos θdθ = 0, [S61a]
Fq + 2
∫ pi/2
−pi/2
(C0 cos θ + C˜0 sin θ) sin θdθ = 0. [S61b]
Computing the integrals in Eq. (S61), we find that
C0 = −Fp
pi
and C˜0 =
Fq
pi
.
Therefore, the polar stress components under the action of concentrated normal and tangential loads read
σr = − 2
pir
(Fp cos θ + Fq sin θ), σθ = 0, τrθ = 0 [S62]
In order to obtain the corresponding displacement field, we shall first obtain the strain field using the Hooke’s
law Eq. (S37). Then, the obtained strain field can be integrated to yield the displacement field in the substrate. To
this end, injecting Eq. (S62) into Eq. (S37), we obtain:
r =
∂ur
∂r
= −1− ν
2
E
2
pir
(Fp cos θ + Fq sin θ), [S63a]
θ =
ur
r
+ 1
r
∂uθ
∂θ
= ν(1 + ν)
E
2
pir
(Fp cos θ + Fq sin θ), [S63b]
γrθ =
1
2
(
1
r
∂ur
∂θ
+ ∂uθ
∂r
− uθ
r
)
= τrθ2G = 0. [S63c]
Integrating Eq. (S63a) gives
ur = −1− ν
2
E
2
pi
(Fp cos θ + Fq sin θ) ln r + f(θ).
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Thus, Eq. (S63b) and Eq. (S63c) become
f + ∂uθ
∂θ
= ν(1 + ν)
E
2
pi
(Fp cos θ + Fq sin θ) +
1− ν2
E
2
pi
(Fp cos θ + Fq sin θ) ln r, [S64]
and
df
dθ
+ r ∂uθ
∂r
− uθ = 1− ν
2
E
2
pi
(−Fp sin θ + Fq cos θ) ln r. [S65]
Differentiating Eq. (S64) with respect to r and Eq. (S65) with respect to θ yields
∂2uθ
∂θ∂r
= 1− ν
2
E
2
pir
(Fp cos θ + Fq sin θ) = −1
r
d2f
dθ2
+ 1
r
∂uθ
∂θ
− 1− ν
2
E
2
pi
(Fp cos θ + Fq sin θ)
ln r
r
,
which can be rewritten as
∂uθ
∂θ
= d
2f
dθ2
+ 1− ν
2
E
2
pi
(Fp cos θ + Fq sin θ)(1 + ln r). [S66]
Therefore, we obtain the azimuthal displacement as
uθ =
df
dθ
+ 1− ν
2
E
2
pi
(Fp sin θ − Fq cos θ)(1 + ln r) + g(r). [S67]
On one hand, Eq. (S67) can be differentiated with respect to r to yield
r
∂uθ
∂r
= 1− ν
2
E
2
pi
(Fp sin θ − Fq cos θ) + rg′. [S68]
On the other hand, Eq. (S67) also implies that
df
dθ
− uθ = −1− ν
2
E
2
pi
(Fp sin θ − Fq cos θ)(1 + ln r)− g(r). [S69]
By combining Eq. (S69) and Eq. (S68) with Eq. (S65), we obtain
1− ν2
E
2
pi
(Fp sin θ − Fq cos θ) + rg′ − 1− ν
2
E
2
pi
(Fp sin θ − Fq cos θ)− g(r) = 0. [S70]
Therefore,
rg′ − g = 0
whose solution is g(r) = C3r where C3 is a constant. In order to find f , we consider again Eq. (S64) and replace the
partial derivative on the left hand side by Eq. (S66), to obtain
f + d
2f
dθ2
+ 1− ν
2
E
2
pi
(Fp cos θ + Fq sin θ)(1 + ln r) =
ν(1 + ν)
E
2
pi
(Fp cos θ + Fq sin θ)+
1− ν2
E
2
pi
(Fp cos θ + Fq sin θ) ln r.
[S71]
Therefore, f is the solution of the following second-order ODE
d2f
dθ2
+ f = (2ν − 1)(1 + ν)
E
2
pi
(Fp cos θ + Fq sin θ). [S72]
The homogeneous solution is found to be fh = A1 cos θ +A2 sin θ, where A1 and A2 are constants to be found. The
particular solution is obtained by choosing fp = l(θ)(B1 cos θ +B2 sin θ) with B1 and B2 as constants. By injecting
fp into the ODE (S72) and equating the cos and sin terms from both sides of the equality, we obtain the system of
equations
B1
d2l
dθ2
+ 2B2
dl
dθ
= Pf , [S73a]
B2
d2l
dθ2
− 2B1 dl
dθ
= Qf , [S73b]
where Pf =
(2ν − 1)(1 + ν)
E
2
pi
Fp and Qf =
(2ν − 1)(1 + ν)
E
2
pi
Fq. Solving the system of Eq. (S73) yields
l(θ) = Pf2B2
θ +D,
with D as a constant, along with the equality
Pf
2B2
= − Qf2B1 .
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The particular solution of the ODE (S72) thus reads
fp =
(
P
2B2
θ +D
)
(B1 cos θ +B2 sin θ),
fp = DB1 cos θ +DB2 sin θ +
Pf
2 θ sin θ −
Qf
2 θ cos θ.
Adding fh and fp, we find f in the form
f(θ) = C1 cos θ + C2 sin θ +
(2ν − 1)(1 + ν)
E
θ
pi
(Fp sin θ − Fq cos θ).
Finally, one obtains the displacement field in polar coordinates as
ur(r, θ) =− 2(1− ν
2)
piE
(Fp cos θ + Fq sin θ) ln r+
(2ν − 1)(1 + ν)
piE
θ(Fp sin θ − Fq cos θ)+
C1 cos θ + C2 sin θ.
[S74]
uθ(r, θ) =
2(1− ν2)
piE
(Fp sin θ − Fq cos θ) ln r+
(2ν − 1)(1 + ν)
piE
θ(Fp cos θ + Fq sin θ)+
ν(1 + ν)
piE
(Fp sin θ − Fq cos θ)+
C2 cos θ − C1 sin θ + C3r.
[S75]
Furthermore, we assume that in the absence of applied forces, there is no residual strain in the substrate. In other
words, the displacement field must vanish when Fp = Fq = 0. This implies that we must have C1 = C2 = C3 = 0.
Therefore, at the surface of the substrate (where θ = ±pi/2), the radial and azimuthal displacements read
u¯r+ = ur
(
r,
pi
2
)
= −1− ν
2
piE
2Fq ln r − (1− 2ν)(1 + ν)2E Fp, [S76]
u¯θ+ = uθ
(
r,
pi
2
)
= 1− ν
2
piE
2Fp ln r − (1− 2ν)(1 + ν)2E Fq +
ν(1 + ν)
piE
Fp, [S77]
and
u¯r− = ur
(
r,−pi2
)
= 1− ν
2
piE
2Fq ln r − (1− 2ν)(1 + ν)2E Fp, [S78]
u¯θ− = uθ
(
r,−pi2
)
= −1− ν
2
piE
2Fp ln r − (1− 2ν)(1 + ν)2E Fq −
ν(1 + ν)
piE
Fp. [S79]
Let us rewrite the surface displacements into cartesian coordinates, which is necessary for us to use it in the
modified Reynolds equation. First, since the concentrated forces are applied at x = s, the radial coordinate reads
r = |x − s|. Moreover, on the surface, x ≥ 0 for θ ∈ [0, pi/2], while x ≤ 0 for θ ∈ [−pi/2, 0]. Furthermore,
given that (er, eθ) is a rotating frame which depends on θ, we have (er, eθ)|θ=pi/2 = (ex, ez) for θ = pi2 . However,
(er, eθ)|θ=−pi/2 = (−ex,−ez), which implies that the cartesian displacements (u¯s, w¯s) at the surface of the substrate
verify the relationships:
u¯s+ = u¯r+ ; w¯s+ = u¯θ+ ; u¯s− = −u¯r− ; w¯s− = −u¯θ− .
Therefore, the surface displacements read in cartesian coordinates
u¯s(x) = −2(1− ν
2)
piE
Fq ln |x− s| − (1− 2ν)(1 + ν)2E sgn(x− s)Fp, [S80a]
w¯s(x) =
2(1− ν2)
piE
Fp ln |x− s| − (1− 2ν)(1 + ν)2E sgn(x− s)Fq +
ν(1 + ν)
piE
Fp, [S80b]
where sgn(x− s) = 1 if x− s > 0 and −1 if x− s < 0. The expression of w¯s contains a constant term ν(1 + ν)
piE
Fp,
which doesn’t depend of the coordinate x. As suggested by Johnson (19), one can choose this constant as a datum
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point x0, i.e the position on the surface at which the substrate displacement decays to zero. Rewriting this constant
term as a logarithm, the displacement fields can thus be recast into
u¯s(x) = −2(1− ν
2)
piE
Fq ln |x− s| − (1− 2ν)(1 + ν)2E sgn(x− s)Fp, [S81a]
w¯s(x) =
2(1− ν2)
piE
Fp ln
|x− s|
x0
− (1− 2ν)(1 + ν)2E sgn(x− s)Fq. [S81b]
Eq. (S81) constitutes the response of the substrate surface under the action of concentrated loads acting over
an infinitesimal zone of length ds. Using the superposition principle, we next generalize this result to the case of
distributed normal and tangential loads on an elastic half-space.
2.5 Substrate deformation under distributed loads
We now proceed to compute the displacement field in the substrate, under the action of the distributed slime pressure
p(x) and shear stress q(x) acting over a contact zone − `2 ≤ x ≤
`
2 at the substrate surface. The response of the
substrate under a distributed load can be found by superimposing the responses due to all the elementary forces
composing the load (18). Recalling that Fp = p(s)ds and Fq = q(s)ds, we thus sum Eq. (S81) in an integral sense
and obtain
u¯s(x) = −2(1− ν
2)
piE
∫ `/2
−`/2
q(s) ln |x− s|ds− (1− 2ν)(1 + ν)2E
[∫ x
−`/2
p(s)ds−
∫ `/2
x
p(s)ds
]
, [S82a]
w¯s(x) =
2(1− ν2)
piE
∫ `/2
−`/2
p(s) ln |x− s|
x0
ds− (1− 2ν)(1 + ν)2E
[∫ x
−`/2
q(s)ds−
∫ `/2
x
q(s)ds
]
. [S82b]
Eq. (S82) can be further simplified owing to the lubrication approximation in the slime. In this thin film, note that
the pressure scale is much larger than that of the shear stress. Indeed, on one hand, the shear stress is given by
q(x) = µ
(
∂ux
∂z
+ ∂uz
∂x
)
= µV
h0
∂uˆx
∂zˆ
+ 2µV
h0
∂uˆz
∂xˆ
,
while on the other hand, the lubrication pressure is defined as
p(x) = 1

µV
h0
pˆ.
Since O (q/p) ∼  1, we can neglect the contribution of the shear stress in the deformation of the substrate and
simplify Eq. (S82) into
u¯s(x) ≈ − (1− 2ν)(1 + ν)2E
[∫ x
−`/2
p(s)ds−
∫ `/2
x
p(s)ds
]
, [S83a]
w¯s(x) ≈ 2(1− ν
2)
piE
∫ `/2
−`/2
p(s) ln |x− s|
x0
ds. [S83b]
Furthermore, as discussed at the beginning of Section 2, we consider the substrate to be in equilibrium at every
instant. This hypothesis allows us to straightforwardly substitute the pressure in Eq. (S83) by the time-dependent
traveling pressure p(x, t) and thus obtain
u¯s(x, t) ≈ − (1− 2ν)(1 + ν)2E
[∫ x
−`/2
p(s, t)ds−
∫ `/2
x
p(s, t)ds
]
, [S84a]
δ(x, t) ≈ 2(1− ν
2)
piE
∫ `/2
−`/2
p(s, t) ln |x− s|
x0
ds. [S84b]
where we also rewrote the vertical deformation to be δ(x, t). Thus, Eq. (S84a) and Eq. (S84b) are respectively the
horizontal and vertical deformations of the substrate surface due to the stresses from the thin slime secreted by the
myxobacteria during gliding.
Note that Eq. (S84a) allows for the possibility of a non-zero horizontal velocity du¯sdt of the material points at the
substrate surface, unless ν = 1/2. However, the horizontal velocity profile of the lubricating slime was obtained earlier
by assuming that material points of the substrate surface only move vertically, at speed dδdt (see Section 1). Therefore,
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in order to ensure a consistent formulation, we hereafter limit our analysis to incompressible substrates for which
ν = 1/2. In this case, the substrate then deforms only vertically according to
δ(x, t) = 1− ν
piG
∫ `/2
−`/2
p(x′, t) ln |x− x
′|
x0
dx′, [S85]
where we used the definition of the shear modulus G = E/ [2(1 + ν)] and left the explicit dependency on the Poisson
ratio. Eq. (S85) constitutes the substrate deformation which will be used in conjunction with the modified Reynolds
equation.
3. Non-dimensionalization
In this subsection, we shall recast in a dimensionless form the previously derived Eq. (S16) and Eq. (S85) that govern
the problem at hand. To this end, we use the following scalings:
xˆ = x
L
, n = `
L
, tˆ = t
L/C
, zˆ = z
h0
= z
L
, uˆx =
ux
C
, uˆz =
uz
C
, Vˆ = V
C
, Uˆ = U
C
.
pˆ = p
P
= ph
2
0
µCL
, δˆ = δ∆ =
δG
(1− ν)PL ,
where ∆ is, by definition, the vertical deformation scale of the substrate. The dimensionless height of the lubrication
gap is then given by hˆ(xˆ, t) = 1 + b(x, t)/h0 = 1 + bˆ(x, t) and η = ∆/h0 is the so-called softness parameter. This
dimensionless number η compares the deformation of the soft substrate caused by the fluid pressure to the mean
thickness of the slime film and can also be rewritten as
η = (1− ν)PL
Gh0
= µ(1− ν)L
2C
Gh30
. [S86]
Therefore, the dimensionless equations governing the soft lubrication problem corresponding to myxobacterial gliding
motility are
∂
∂xˆ
[
∂pˆ
∂xˆ
(hˆ− ηδˆ)3 + 6(Vˆ − 2)(hˆ− ηδˆ)
]
= 0, [S87a]
δˆ(xˆ, t)− 1
pi
∫ n/2
−n/2
pˆ(xˆ′, t) ln |xˆ− xˆ
′|
xˆ0
dxˆ′ = 0. [S87b]
In order to solve for the three unknowns of the problem, i.e. pˆ(xˆ), δˆ(xˆ) and V , Eq. (S87) must be complemented
with an extra equation for the gliding speed and with two boundary conditions on the pressure to solve the 2nd-order
PDE in Eq. (S87a) . To obtain the governing equation for the gliding speed of the myxobacteria, we use the Newton’s
second law of motion which requires, at zero Reynolds number, the total external force and torque on the self-propelled
bacteria to vanish (7). In other words, the bacteria glide when the lift (or vertical) and drag (or horizontal) forces
vanish.
4. Force and torque on the bacteria
In this section, we give expressions for the force and torque on the myxobacteria. These loads can arise, when they
exist, from surface and volume contributions. The surface force and torque on the bacteria come from the slime, while
gravity exerts body force and torque on the bacteria. However, we shall show that the body force and torque can be
neglected in the system at hand.
In the case of surface loads, the force and the torque on the bacteria are respectively given by
F =
∫ ∫
σf · ndS
and
M =
∫ ∫
(r− rc)× σf · ndS,
where σf is the stress tensor in the slime. Here, S is the surface of the bacteria membrane, r = xex + zez is the
position vector and rc is the position of the bacteria’s center of mass. Using the reference pressure P as the reference
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scale of stresses, the slime stress tensor reads in its dimensionless form
σf(xˆ, zˆ) =

−pˆ+ 22 ∂uˆx
∂xˆ

∂uˆx
∂zˆ
+ 3 ∂uˆz
∂xˆ

∂uˆx
∂zˆ
+ 3 ∂uˆz
∂xˆ
−pˆ+ 22 ∂uˆz
∂zˆ
 . [S88]
In 2D, the dimensionless forces (resp. torque) per unit length of the y−direction, after being rescaled with PL (resp.
PL2), read
F(tˆ) =
∫ n/2
−n/2
σf(x, z = h) · nbdxˆ, [S89a]
M(tˆ) =
∫ n/2
−n/2
[(xˆ− xˆc)ex + hez]× [σf(x, z = h) · nb] dxˆ, [S89b]
where xˆc = 0 and nb =
(
bˆ′ex − ez
)
/
√
1 + 2bˆ′2 is the unit normal vector to the boundary of the bacteria. Hereinafter,
the prime symbol (·)′ denotes the differentiation with respect to xˆ. The normal vector can be approximated up to
order O() by
nb ≈ −ez + bˆ′ex. [S90]
Therefore, the force and torque per unit length can be rewritten as
F(tˆ) =
(∫ n/2
−n/2
pˆdxˆ
)
ez − 
(∫ n/2
−n/2
(
pˆbˆ′(xˆ) + ∂zuˆx|zˆ=hˆ
)
dxˆ
)
ex +O(2), [S91a]
M(tˆ) =
(∫ n/2
−n/2
xˆpˆdxˆ
)
ey +O(). [S91b]
However, Eq. (S9) shows that
∂uˆx
∂zˆ
∣∣∣∣
zˆ=hˆ
= 12
∂pˆ
∂xˆ
(
hˆ− ηδˆ
)
+ Vˆ
hˆ− ηδˆ .
Thus, we can approximate the force on the bacteria and rewrite it as
F ≈
(∫ n/2
−n/2
pˆdxˆ
)
ez − 
(∫ n/2
−n/2
[
pˆbˆ′ + pˆ
′
2
(
hˆ− ηδˆ
)
+ Vˆ
hˆ− ηδˆ
]
dxˆ
)
ex. [S92]
From Eq. (S92), we can then obtain, up to order O(), the drag (horizontal force), the lift (vertical force) and the
moment per unit length as
F (tˆ) = −
∫ n/2
−n/2
(
pˆbˆ′ + pˆ
′
2
(
hˆ− ηδˆ
)
+ Vˆ
hˆ− ηδˆ
)
dxˆ, [S93a]
L (tˆ) =
∫ n/2
−n/2
pˆdxˆ, [S93b]
M (tˆ) =
∫ n/2
−n/2
xˆpˆdxˆ. [S93c]
Having thus determined the surface forces and torque, we now turn to the volume contributions.
The only body force on the bacteria is the buoyancy force in the vertical direction. However, this contribution
can be neglected with respect to the lift from the slime. This is apparent by comparing the order of magnitude
of these forces. Indeed, for a typical cylindrical bacteria of radius R ≈ 250 nm and length ` ≈ 5µm and density
ρ ≈ 1300 kg/m3, the weight W = ρpiR2`g ≈ 10−3 nN whereas, for h0 ≈ 10 nm and V ≈ 4µ/min, the lift is about
P`R ∼ µV L`R/h20 ≈ 8.4 nN. Therefore, the lift force dominates in the normal direction to the gliding and the vertical
force balance condition reduces to
L (tˆ) =
∫ n/2
−n/2
pˆ(xˆ, tˆ)dxˆ = 0. [S94]
In the horizontal direction, the force balance results in
F (tˆ) = −
∫ n/2
−n/2
(
pˆbˆ′ + pˆ
′
2
(
hˆ− ηδˆ
)
+ Vˆ
hˆ− ηδˆ
)
dxˆ = 0. [S95]
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Eq. (S95) constitutes the governing equation for the gliding speed Vˆ , for a given bacterial shape and substrate
parameters while Eq. (S94) constitutes the first condition on the unknown pressure distribution underneath the
bacteria. For the second condition needed to solve Eq. (S87a), we impose the pressure at the bacteria’s leading edge
to match the atmospheric (zero) pressure, i.e.
pˆ(n/2, tˆ) = 0. [S96]
Having already imposed two conditions on the pressure, the problem would be over-constrained if we were to require
the torque to vanish as well. Therefore, we ignore here the zero-torque condition, as commonly seen in the literature
of swimming sheets (24–26), which comes as a consequence of having imposed the shape of the bacteria. A more
complete treatment that remedies to this drawback of the model would consists in solving for the membrane shape
under the requirement that its bending and tensile stresses balance those due to any non-zero torque exerted by the
slime. This approach, that we will leave for future work, has been formerly applied to buoyancy-driven fluid-lubricated
foils whose swimming speed and geometry shape were simultaneously computed as part of the solution (27).
As a final remark before ending this section, the zero-lift condition can be used to simplify Eq. (S87b) to yield
δˆ(xˆ) = 1
pi
∫ n/2
−n/2
pˆ(xˆ′) ln |xˆ− xˆ
′|
xˆ0
dxˆ′ = 1
pi
∫ n/2
−n/2
pˆ(xˆ′) ln |xˆ− xˆ′| dxˆ′ − ln xˆ0
pi
∫ n/2
−n/2
pˆ(xˆ′)dxˆ′︸ ︷︷ ︸
=0
.
Therefore, the constant xˆ0 will be, hereinafter, left out of the substrate deformation which simply reads
δˆ(xˆ) = 1
pi
∫ n/2
−n/2
pˆ(xˆ′) ln |xˆ− xˆ′|dxˆ′. [S97]
This ends the derivation of the governing equations of the elasto-hydrodynamics problem of myxobacterial gliding
on a thick elastic substrate. As the Reynolds equation Eq. (S87a) is nonlinear in δˆ, we proceed with the numerical
resolution of the elasto-hydrodynamics problem using Newton’s algorithm. The linearized equations obtained at every
iteration are solved numerically using the finite element method (28), as described below.
5. Numerical resolution of the elasto-hydrodynamics problem
In this section, we describe the numerical scheme used to solve the governing equations of the elasto-hydrodynamics
problem, namely Eq. (S87a), Eq. (S97) and Eq. (S95), under the conditions given by Eq. (S94) and Eq. (S96).
For the numerical resolution of the Reynolds equation under the zero-lift global constraint, it is convenient to
integrate Eq. (S87a) once and instead solve
∂pˆ
∂xˆ
(hˆ− ηδˆ)3 + 6(Vˆ − 2)(hˆ− ηδˆ) = mˆ(tˆ), [S98]
with the boundary condition pˆ(n/2, tˆ) = 0. The unknown mˆ has the dimension of a mass flux and is related to
Qˆh = Qh/(Ch0), the dimensionless slime flow rate across a section of the lubrication gap, by the following expression
Qˆh =
∫ hˆ
ηδˆ
uˆxdzˆ = −
[
1
12
∂pˆ
∂xˆ
(hˆ− ηδˆ)3 + Vˆ2 (hˆ− ηδˆ)
]
= − mˆ12 − (hˆ− ηδˆ). [S99]
Therefore, the elasto-hydrodynamics problem is now represented by the system of equations
Q1(pˆ, δˆ, mˆ, Vˆ ) =
∂pˆ
∂xˆ
(hˆ− ηδˆ)3 + 6(Vˆ − 2)(hˆ− ηδˆ)− mˆ(tˆ) = 0, [S100a]
Q2(pˆ, δˆ, mˆ, Vˆ ) = δˆ(xˆ, tˆ)− 1
pi
∫ n/2
−n/2
pˆ(xˆ′, tˆ) ln |xˆ− xˆ′| dxˆ′ = 0, [S100b]
Q3(pˆ, δˆ, mˆ, Vˆ ) =
∫ n/2
−n/2
pˆ(xˆ, tˆ)dxˆ = 0, [S100c]
Q4(pˆ, δˆ, mˆ, Vˆ ) =
∫ n/2
−n/2
(
pˆbˆ′ + pˆ
′
2
(
hˆ− ηδˆ
)
+ Vˆ
hˆ− ηδˆ
)
dxˆ = 0. [S100d]
In the next subsection, we shall present how we solve Eq. (S100) at each instant tˆ and find the solution represented
by the vector q = (pˆ, δˆ, Vˆ , mˆ) for a given value of the softness parameter η.
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5.1 Newton’s method
The solution to the system of equations Eq. (S100), supplemented with the boundary condition pˆ(n/2, tˆ) = 0, is
found iteratively : given qk =
(
pˆk, δˆk, mˆk, Vˆk
)T
at iteration k, the solution of the problem at the next iteration
reads qk+1 = qk + q˜k. We use Newton’s method to find the correction q˜k =
(
p˜k, δ˜k, m˜k, V˜k
)T . To that end, we first
linearize Eq. (S100) around the solution at iteration k and obtain
∂p˜k
∂xˆ
(hˆ− ηδˆk)3 − 3η ∂pˆk
∂xˆ
(hˆ− ηδˆk)2δ˜k − 6(Vˆk − 2)ηδ˜k + 6V˜k(hˆ− ηδˆk)− m˜k = −Q1k, [S101a]
δ˜k − 1
pi
∫ n/2
−n/2
p˜k(xˆ′, tˆ) ln |xˆ− xˆ′| dxˆ′ = −Q2k, [S101b]
−
∫ n/2
−n/2
p˜kdxˆ = −Q3k, [S101c]
∫ n/2
−n/2
p˜k bˆ′ + 12 ∂p˜′k∂xˆ (hˆ− ηδˆk)− 12 ∂pˆk∂xˆ ηδ˜k + V˜khˆ− ηδˆk + ηδ˜kVˆk(hˆ− ηδˆk)2
dxˆ = −Q4k, [S101d]
where Qlk = Ql(pˆk, δˆk, mˆk, Vˆk) for different values l = 1, 2, 3, 4, and k refers to the Newton’s iteration step. By
inverting Eq. (S101), we obtain q˜k, and subsequently qk+1. We then repeat this process of linearization and inversion
to obtain the corrections at iteration q˜k+1. This process is repeated until the L2-norm of the correction vector q˜k is
lower than a given tolerance, that we choose to be around ∼ 10−10.
Given that Newton’s method requires to invert the linearized system of equations Eq. (S101) at every iteration, we
now proceed to describe how this computation is carried out numerically.
5.2 Finite element implementation
We solve the linearized system of equations (S101) numerically, using the finite element method (FEM) (28). To that
end, we choose q(xˆ) and κ(xˆ) as test functions for the pressure and the substrate deformation, respectively, and write
the weak form of Eq. (S101) as〈
q,
∂p˜k
∂xˆ
(hˆ− ηδˆk)3 − 3η ∂pˆk
∂xˆ
(hˆ− ηδˆk)2δ˜k − 6(Vˆk − 2)ηδ˜k + 6V˜k(hˆ− ηδˆk)− m˜k
〉
Ω
+N 〈q, p˜k〉∂Ω1 +N 〈q, pˆk〉∂Ω1 +
〈
q,Q1(pˆk, δˆk, mˆk, Vˆk)
〉
Ω
+
〈
κ, δ˜k
〉
Ω −
〈
κ,
1
pi
∫ n/2
−n/2
p˜k(xˆ′, tˆ) ln |xˆ− xˆ′| dxˆ′
〉
Ω
+
〈
κ,Q2(pˆk, δˆk, mˆk, Vˆk)
〉
Ω
−〈1, p˜k〉Ω + 〈1, pˆk〉Ω −
〈
1, p˜k bˆ′ +
1
2
∂p˜k
∂xˆ
(
hˆ− ηδˆk
)
− 12
∂pˆk
∂xˆ
ηδ˜k +
V˜k
hˆ− ηδˆk
+ ηδ˜kVˆk(
hˆ− ηδˆk
)2
〉
Ω
+
〈
1, pˆk bˆ′ +
1
2
∂pˆk
∂xˆ
(
hˆ− ηδˆk
)
+ Vˆk
hˆ− ηδˆ
〉
Ω
= 0,
where < a, b >Ω is the canonical hermitian inner product between two fields a and b over Ω, i.e.
∫
Ω a
∗bdx where the
star symbol denotes the complex transpose. Also, here < a, b >∂Ω1 is the inner product a∗b|xˆ=n/2 at the leading edge.
We enforce the pressure value at the leading edge by a penalty technique using a very large weigth N = 1030 on the
nodes of that boundary.
Next, we expand the pressure and deformation fields in the basis of shape functions (chosen to be the same as the
test functions):
p˜k(xˆ, tˆ) =
N∑
j=1
p˜kj (tˆ)qj(xˆ) , δ˜k(xˆ, tˆ) =
N∑
j=1
δ˜kj (tˆ)κj(xˆ),
where N is the number of nodes. Inserting this decomposition into the weak form, the problem to solve can be recast
as
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
Ak Bk Lk D1k
Ck Ek 0 0
−LTk 0 0 0
Dk1 Dk2 0 Dk


p˜kj
δ˜kj
m˜k
V˜k
 = −

〈
q,Q1(pˆk, δˆk, mˆk, Vˆk)
〉
Ω
−N 〈q, (pˆk)〉∂Ω1〈
κ,Q2(pˆk, δˆk, mˆk, Vˆk)
〉
Ω〈1, pˆk〉Ω〈
1, Q4(pˆk, δˆk, mˆk, Vˆk)
〉
Ω
 , [S103]
where the terms of Eq. (S103) are given by
Ak =
〈
q,
dqj
∂xˆ
(hˆ− ηδˆk)3
〉
Ω
+N 〈q, qj〉∂Ω1
Bk = −
〈
q,
(
3η ∂pˆk
dx
(hˆ− ηδˆk)2 + 6(Vˆk − 2)η
)
κj
〉
Ω
,
Ck = −
〈
κ,
1
pi
∫ n/2
−n/2
qj(xˆ′) ln |xˆ− xˆ′| dxˆ′︸ ︷︷ ︸
φj
〉
Ω
,
Ek = 〈κ, κj〉Ω ,
Lk = −〈q, 1〉Ω ,
D1k =
〈
q, 6V˜k
(
hˆ− ηδˆk
)〉
Ω
,
Dk1 = −
〈
1, qj bˆ′ +
1
2
∂qj
∂xˆ
(
hˆ− ηδˆk
)〉
Ω
,
Dk2 = −
〈
1,−12
∂pˆk
∂xˆ
ηκj +
ηVˆkκj(
hˆ− ηδˆk
)2
〉
Ω
,
Dk = −
〈
1, 1
hˆ− ηδˆk
〉
Ω
,
and
q4 = pˆk bˆ′ +
1
2
∂pˆk
∂xˆ
(
hˆ− ηδˆk
)
+ Vˆk
hˆ− ηδˆ .
Note that for every node, the Green’s function integral in Ck is computed using a quadrature formula. If Ne is the
number of element segments on the x-boundary of the domain and Ng the number of Gauss quadrature points, then
the shape function φj(x) is computed as
φj(x) =
1
pi
Ne∑
e=1
Ng∑
g=1
qj(xeg ) ln
∣∣x− xeg ∣∣ωg, [S104]
where ωg are the weights of the quadrature formula. φj(x) is computed at all nodes xj before being interpolated on all
segments [xj , xj+1]. However, the logarithm in Eq. (S104) implies that φj(xj) is well defined only if xj 6= xeg for any
element on the boundary. Therefore, a careful choice of the type of finite elements and of the order of Gauss quadrature
must be made, lest the constraint xj 6= xeg be violated. For instance, if the shape functions are chosen as quadratic
(P2), an element e defined by the interval x ∈ [ei, ej ] has three nodes: x1 = ei, x2 = (ei + ej)/2, x3 = ej . Then if
one chooses Ng = 3, i.e. a three-point quadrature, the xej points are xe1 = (ei + ej −
√
3/5)/2, xe2 = (ei + ej)/2,
xe3 = (ei + ej +
√
3/5)/2. Therefore, the integral cannot be computed continuously since x2 = xe2 . However, these
numerical constraints are satisfied for P1-elements which we thus choose for our subsequent computations. For such
linear elements, exact quadrature formula exist even for Ng = 1. Hereafter, we set Ng = 2 once for all.
Last, regarding the computational domain (or mesh), we use a 2D rectangular domain given by Ω = [−n/2, n/2]×
[−εy, εy] where y  n. The domain is discretized with triangles as shown in Fig. S3. The use of a 2D domain to
solve the 1D system of equations Eq. (S101) is simply a constraint of the software package FreeFem++ (29), the
finite element solver we use. However, in order to ensure that the discretized problem remains 1D, we impose periodic
conditions in the y-direction, thereby allowing variations in the x-direction only. As a proof of the method, let us
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recall that we use P1-elements on each triangle. Thus, the 3 shape functions are given by N1 = x, N2 = y, and
N3 = 1− x− y. Any field X(x, y) then reads
X =
3∑
i=1
XiNi(x, y) = (X1 −X3)x+ (X2 −X3)y +X3.
Therefore, imposing the periodicity in the y-direction enforces the condition X2 = X3. Thence,
X(x) = (X1 −X2)x+X2 =
2∑
i=1
XiN˜i(x),
where N˜1 = x and N˜2 = 1− x, which are precisely the P1-elements in 1D.
∆x
y
x
Fig. S3. Typical mesh for the computation of the elasto-hydrodynamics problem.
Next, we proceed to show that our FEM implementation converges well as we increase the number of elements and
the order of quadrature used for numerical integrations. We will also show that our FEM code can reproduce results
from previous elasto-hydrodynamics related works (30, 31).
5.3 Numerical validation
Convergence study.Before going into the details of results, we evaluate the convergence performance of our FEM code.
For this purpose, the basal geometry of the bacteria is chosen as
hˆ(xˆ, tˆ) = 1 + Aˆ sin
[
2pi(xˆ+ tˆ)
]
, [S105]
where Aˆ = A/h0 = 0.15 is the amplitude. For two values of the softness parameter, η1 = 10−4 and η2 = 1, we
compute the gliding velocity for different mesh sizes ∆x ∈ [0.01, 0.1]. In order to show the convergence of our FEM
code, let us define the relative error on the time-averaged gliding speed as
εVˆ =
‖〈Vˆ 〉− 〈Vˆ 〉
ref
‖〈
Vˆ
〉
ref
, [S106]
where
〈 · 〉 = ∫ 10 (·)dtˆ is the time-average operator and 〈Vˆ 〉ref is the reference velocity obtained at our most refined
mesh, for each of the softness parameters. The convergence of the numerical scheme is demonstrated on Fig. S4
where the relative error on the speed is plotted as a function of the inverse mesh size. We find that the gliding speed
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Fig. S4. Relative error on the gliding speed as a function of the inverse mesh size, in (a) linear scale and in (b) logarithmic scale. The right subfigure shows that for both stiff
and soft substrate, the error decreases with the mesh size almost quadratically.
Tchoufag et al.
0 1 2 3 4
0
0.1
0.2
0.3
η
L
Fig. S5. Lift force as a function of η in the case Y = 1000. The blue line is the result of our numerical code while the red symbols are extracted data from a previous work (31).
converges slightly faster in the case of soft substrates. However, since η1 is the lowest value of the softness parameter
we will investigate, we choose for the subsequent computations the mesh size ∆x ∼ 0.025, thus bounding the relative
error to remain less than 0.2%.
Given that the reference solution of our convergence study was obtained with our own code, we shall also ensure
that our FEM code accurately reproduces previously obtained results, from the elasto-hydrodynamics literature.
Comparison with previous work. In this subsection, we verify that our code reproduces accurately the results from Skotheim
and Mahadevan (31) who computed the lift force on a large and soft cylinder sliding on a rigid surface. As noticed in
(31), this problem is equivalent to that of a rigid slider moving a soft semi-infinite substrate, which we implemented
and compared with results from (31). In both cases, the shape of the contact surface of the cylinder is given by
hˆ(xˆ) = 1 + xˆ2,
and the deformation of the substrate by
δˆ(xˆ) = −
∫ ∞
−∞
pˆ(xˆ′) ln |Y |
(xˆ− xˆ′)2 dxˆ
′
for a 3D cylinder of finite length Y . We computed the lift force as a function of η and compared with the result with
that from Skotheim and Mahadevan. Simulating the Reynolds equation coupled to that of the substrate deformation
in the particular setting of this problem, we obtain results which are in excellent agreement with those of the
aforementioned authors, as shown in Fig. S5.
Having validated our FEM code, we show in the next sections a selection of numerical results that are supplementary
to those of the main paper.
5.4 Trajectories for different values of η
We show on Fig. S6 the trajectories xˆ(tˆ) of the center of mass of the myxobacteria in three configurations: a very stiff
(η = 10−3), soft (η = 1) and very soft (η = 103) substrate. For all these cases, Aˆ = 0.15 and n = 5. Each trajectory is
found to be the superposition of a non-zero mean component and an oscillatory perturbation that causes the cell to
glide intermittently. On the very stiff substrate, the trajectory resembles that of a stick-slip motion. Surprisingly, this
type of trajectory was also recently observed in a colony of myxobacteria gliding through the use of a different motility
apparatus, namely type IV pili (32). However, in that work, Gibiansky et al. showed that the stick-slip movements
were aperiodic, unlike the periodic trajectory shown in Fig. S6. Nevertheless, as suggested by these authors and now
confirmed by our work, the stick-slip character of myxobacteria gliding may neither be due to chemotaxis nor due to
the exact nature of the motility apparatus. Instead, it may depend on the cell-substrate interaction mediated by a
lubricating slime (32).
5.5 Influence of the dimensionless bacterial length n
In the main text, we have shown in Fig. 2 that, for very stiff substrates (i.e small η), we recover the theoretical
swimming speed for a Taylor’s sheet moving near a rigid wall (24, 33), as given by〈
Vˆη=0
〉
= 3
2 + 1/Aˆ2
. [S107]
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Fig. S6. Instantaneous (a) speed and (b) trajectories of the center of mass of the bacteria on substrates with different softness numbers. The simulation parameters are
Aˆ = 0.15, n = 5.
However, Fig. S7 shows that the precision of the agreement between
〈
Vˆ
〉
and
〈
Vˆη=0
〉
depends on the bacterial length.
Given that Taylor’s swimmer is an infinitely long sheet, we find accordingly that longer bacteria (i.e large n) have a
gliding speed closer to the theoretical prediction.
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Fig. S7. Comparison between the gliding speed from the elasto-hydrodynamic problem and the theoretical speed of Taylor’s swimmer near a rigid wall, for different bacterial
lengths. Here the softness parameter was set to η = 10−4.
5.6 Instantaneous pressure and substrate deformation
Fig. S8 shows the distribution of the slime pressure at different instants of the periodic cycle. At every instant,
increasing the softness parameter η has three major consequences. First, the amplitude of the pressure decays with
η. In agreement with the decrease of the gliding speed with η (see Fig. 2 in the main paper), this diminution is
moderate for η ≤ 1 and very abrupt when η > 1. Second, there is a net (oscillating) front-back pressure gradient that
decreases to zero as the softness parameter increases. Last, as η increases, the pressure field pˆ(xˆ) and the deformation
of the bacterial shape ∂bˆ
∂xˆ
gradually shift from being in phase to being out of phase. To illustrate this shift, note
that for η = 10−3, the peaks of pressure and those of the membrane deformations occur at the same locations.
However, for η = 1, these peaks no longer appear at the same locations on the xˆ−axis (see plots at tˆ =, 1/2), meaning
that pˆ(xˆ) and ∂bˆ
∂xˆ
are less in phase. These observations imply that, the pressure-dependent terms I1 = −pˆ ∂bˆ
∂xˆ
and
I2 = −12
∂pˆ
∂xˆ
(hˆ− ηδˆ) decrease to zero with the softness parameter.
Fig. S9 shows snapshots of the substrate at different instants of the periodic cycle. At every instant, we find, as
expected, that the amplitude of the substrate deformation increases with the softness parameter. However, Fig. S9
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shows that the substrate deformation does not increase indefinitely (since the pressure meanwhile decreases), but
instead converges to the shape of the myxobacteria. For large values η →∞, the substrate is such that ηδˆ(xˆ, tˆ) ≈ bˆ(xˆ, tˆ).
As for the phase behavior, we see here as well the phase shift previously described between the pressure and the
membrane deformation. Clearly, on very soft substrates (η = 103), the deformation δˆ(xˆ) and the bacterial shape
bˆ(xˆ) are in phase. However, they are almost exactly out-of-phase for a harder substrate, as shown by the case η = 1.
Besides the phase behavior, the amplitude of the substrate deformation also shows a striking contrast between the
large and the low values of the softness parameter η. Fig. S9 shows that the substrate amplitude is almost zero for
very low values of η (as expected, since we approach the rigid wall limit). But for very soft substrates, the substrate
amplitude almost equals that of the bacterial shape. These different limits for the substrate amplitude can be derived
from the depth averaged mass balance, given by Eq. (S11c). To derive the limiting behaviors, Eq. (S11c) in its
dimensionless form reads
∂bˆ
∂tˆ
= η ∂δˆ
∂tˆ
− ∂Qˆh(η)
∂xˆ
,
where Qˆh(η) is the dimensionless flow rate given by Eq. (S99).
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Fig. S8. Snapshots of the pressure field in the lubricating film at different instants of the periodic cycle tˆ = 0, 1/4, 1/2, 3/4 and for different values of the softness parameter
η. The pressure being periodic as the oscillations of the bacterial membrane, we checked that the distribution at tˆ = 1 is exactly the same at tˆ = 0. Here, the dotted line
shows the deformation of the bacterial shape− ∂bˆ
∂xˆ
. The parameters of the bacterial geometry are Aˆ = 0.15 and n = 5.
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At very low values of η, using the ansatz s = s0 + ηs1 +O(η2), where s = [pˆ, δˆ, Vˆ , Qˆh]T , the mass balance at zeroth
order in η reads
∂bˆ
∂tˆ
= −∂Qˆh0
∂xˆ
. [S108]
Furthermore, it is straightforward to see from the low-η expansion above that the substrate deformation is given by
δ
h0
= ηδˆ = ηδˆ0 + η2δˆ1 +O(η3). Therefore, as shown on Fig. S9, the substrate deformation vanishes in the limit η → 0,
corresponding to very stiff substrates. We conclude that at the lowest order in η, the substrate remains undeformed
while, as stipulated by Eq. (S108), the membrane oscillations are converted into a slime flow in the gap.
In the limit of large η, using the ansatz s = η−1s˜1 +O(η−2), we obtain at lowest order
∂bˆ
∂tˆ
= ∂
˜ˆ
δ1
∂tˆ
. [S109]
Therefore, in the limit η → ∞, the substrate deformation reads δˆ = η−1bˆ + O(η−2), or equivalently ηδˆ ≈ bˆ. As a
result, the slime pressure compatible with such deformation, in the linear elasticity framework, decreases to zero as
pˆ ∼ δˆ ∼ 1/η.
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Fig. S9. Snapshots of the substrate deformation at differents instants of the periodic cycle tˆ = 0, 1/4, 1/2, 3/4 and for different values of the softness parameter η. Here, the
dotted line shows the bacterial shape bˆ(xˆ). The parameters of the bacterial geometry are Aˆ = 0.15 and n = 5.
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6. Elasto-capillary deformation of a soft substrate
Contrary to the prediction of the elasto-hydrodynamics model, experiments show that M. xanthus cells can glide
with a non-zero speed even on very soft substrates. Hereafter, we show that this mismatch is due to capillary
effects which can no longer be neglected in the limit of very soft substrates. There are two motivations to
account for capillary effects. First, in the vicinity of the triple line of the slime-substrate-air interfaces, the
surface tension of the slime-air can cause a ridge to form, as well documented in the literature of soft solids
(34–38). Such a ridge can create a curvature of the slime-air interface (see Fig. S10), which can then induce a
pressure difference at the leading edge of the cell. Therefore, the zero pressure condition at the leading edge,
pˆ(n/2, tˆ) = 0, does not hold for very soft substrates. Second, the singularity of the displacement at xˆ = s
existing in the case of the pure elastic half-space (see Eq. (S80)) is removed by accounting for the capillary effects.
Indeed, this singularity is due to the fact that very close to the application point of the load, the deformation
is so large that the force balance cannot be written on the reference (undeformed) configuration. In the de-
formed state, one must also account, in the vertical force balance, for the surface tension of the slime-substrate interface.
In the next subsections, we shall derive the expression of the elasto-capillary deformation of the substrate surface in
a dimensional form before carrying out the non-dimensionalization of the full elasto-capillary-hydrodynamics problem.
Proceeding as before, we shall first obtain the substrate deformation in the case of concentrated loads Fp = p(s)ds
and Fq = q(s)ds that include the effects of the surface tension between the slime and the substrate, and then we shall
generalize the results using the superposition principle for distributed loads.
6.1 Solution for a concentrated line load
In the limit of small deformations, the angle of action of γs, the slime-substrate interfacial tension, corresponds to
the slope of the substrate deformation ∂w¯s
∂x
, where w¯s is the vertical deformation of the substrate surface, given by
Eq. (S80). By differentiating Eq. (S80) and adding the contribution of the surface tension to the vertical force Fp, we
obtain (39):
∂u¯s
∂x
≈ −2(1− ν
2)
piE
Fq
|x− s| −
(1− 2ν)(1 + ν)
E
δ(x− s)
(
Fp − 2γs ∂w¯s
∂x
)
, [S110a]
∂w¯s
∂x
≈ 2(1− ν
2)
piE
1
|x− s|
(
Fp − 2γs ∂w¯s
∂x
)
− (1− 2ν)(1 + ν)
E
δ(x− s)Fq. [S110b]
In Eq. (S110), we only added the vertical projection of the slime-substrate surface tension, since we consider only
small angles of action. Therefore, the horizontal load remains Fq, while the vertical one becomes
(
Fp − 2γs ∂w¯s
∂x
)
.
Note that the factor 2 in front of γs originates from the fact that the surface tension acts twice, on each side of the
(symmetric) ridge located at x = s where the concentrated load is applied. Let us stress that this is an approximate
approach to remove the singularity at x = s. A more rigorous derivation would require including the surface tension
effects from the start rather than first obtaining the slope in absence of the surface tension, and then adding the
correction as we do here. Nevertheless, Limat et al. showed that this approximation is very satisfactory when
compared to the full solution (39, 40). The derivation of the full solution is more cumbersome, yet it adds little
Fig. S10. Schematic description of the elasto-capillary problem: a gliding bacterium (in grey) with a sinusoidal ventral shape. A ridge is formed and balanced by the surface
tensions at the slime-air, substrate-slime and air-substrate interfaces. The latter two tensions are assumed equal in the rest of the problem. See the text for a description of the
variables.
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precision to the elegant approximation first derived by Limat (39), which we now set to reproduce in the context of
our problem.
To obtain the elasto-capillary deformation of the substrate surface, we make the following assumptions. First, as
demonstrated in the case of the pure elastic substrate (see Section 2), we can neglect the contribution of the shear
stress from the slime to the deformation of the substrate (i.e Fq ≈ 0). Moreover, we assume the substrate to be
incompressible (ν = 1/2). As a result, u¯s ≈ 0 and we can restrict our analysis to the vertical deformation of the
surface. In this case, the slope of the substrate surface reads(
|x− s|+ 2(1− ν
2)
piE
2γs
)
∂w¯s
∂x
≈ 2(1− ν
2)
piE
Fp − (1− 2ν)(1 + ν)
E
|x− s|δ(x− s)Fq.
Let `s =
2(1− ν2)
E
2γs =
(1− ν)
G
2γs, be the elasto-capillary length scale, then
(|x− s|+ `s/pi) ∂w¯s
∂x
≈ 2(1− ν
2)
piE
Fp − (1− 2ν)(1 + ν)
E
|x− s|δ(x− s)Fq,
=⇒ ∂w¯s
∂x
≈ 2(1− ν
2)
piE
Fp
(|x− s|+ `s/pi) +
(1− 2ν)(1 + ν)
E
|x− s|
(|x− s|+ `s/pi)δ(x− s)Fq.
Therefore,
w¯s(x) =
2(1− ν2)
piE
Fp ln
|x− s|+ `s/pi
x1
, [S111]
where x1 is a constant. Having obtained the response due the point load Fp, we now proceed to compute the response
due to the slime pressure p(x), acting over a contact length −`/2 ≤ x ≤ `/2.
6.2 Solution for distributed loads
The elasto-capillary response of the substrate under a distributed load can be found by superimposing the responses
due to all the elementary force composing the load (18). Recalling that Fp = p(s)ds, we thus sum Eq. (S111) in an
integral sense and obtain
w¯s(x) =
2(1− ν2)
piE
∫ `/2
−`/2
p(s) ln |x− s|+ `s/pi
x1
ds. [S112]
Furthermore, we consider the substrate at equilibrium at every instant, thereby substituting with no further
complication the pressure in Eq. (S83) by the time-dependent traveling pressure p(x, t). Last, we use the shear
modulus definition G = E/2(1 + ν) and find the substrate deformation as
δ(x, t) = 1− ν
piG
∫ `/2
−`/2
p(x′, t) ln
( |x− x′|+ `s/pi
x1
)
dx′. [S113]
Equation Eq. (S113) is to be solved with the Reynolds equation Eq. (S16) governing the pressure distribution in
the slime. However, as stated earlier, the deformation of a very soft substrate at the leading edge of the bacteria
can cause a non-zero curvature of the slime-air interface, as shown in Fig. S10. Due to the pressure difference across
a curved interface (Laplace’s law), the slime pressure at the leading edge to the left of the curved interface will
be different from the atmospheric reference pressure, i.e. p(`/2, t) 6= 0. We now proceed to obtain the appropriate
boundary condition at the leading edge of the bacteria.
6.3 Boundary condition at the leading edge
In order to obtain an equation for p(`/2, t), let us consider the pressure jump across the slime-air interface, M(s), as
indicated in Fig. S10. In the limit of small curvatures, the pressure jump is given by the Laplace equation
− p(`/2) ≈ γ d
2M
ds2
, [S114]
where γ is the slime-air surface tension. We find the shape M(s) by integrating this equation with the boundary
conditions M(s = 0) = M(s = st) = 0, where st = h(`/2) − δ(`/2) is the position of the tip of the ridge, in the
(s,M)-coordinate system (see Fig. S10). Therefore,
M(s) = −p(`/2)2γ s(s− st). [S115]
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Moroever, the contact angle θ at the slime-substrate-air ridge is related to the slope of the slime-air interface through
θ = pi2 − tan
−1
[
dM
ds
∣∣∣∣
st
]
︸ ︷︷ ︸
θM
,
where θM = tan−1
[
−p(`/2)2γ st
]
using Eq. (S115). Therefore, cos θ = sin θM and sin θ = cos θM .
Next, we assume that the slime-air interface spreads at the top of the ridge over a small extent 2a (37, 40, 42). In
so doing, we define Γ, the distributed surface tension over the length 2a such that
γep = Γ
∫ `/2+a
`/2−a
ndx. [S116]
In Eq. (S116), ep = (− cos θ, sin θ)T = (− sin θM , cos θM )T is the orientation vector defining the contact angle of the
slime on the substrate, while n =
(
− ∂δ
∂x
, 1
)T [(
∂δ
∂x
)2
+ 1
]−1/2
is the normal vector to the substrate. Therefore,
the horizontal and vertical projections of Eq. (S116) read respectively
−γ sin θM ' Γ
∫ `/2+a
`/2−a
− ∂δ
∂x
dx = −Γ(δ(`/2 + a)− δ(`/2− a)) ≈ −Γ ∂δ
∂x
∣∣∣∣
`/2−a
2a, [S117a]
γ cos θM ' Γ
∫ `/2+a
`/2−a
dx = 2aΓ. [S117b]
Combining these two equations yields the relation
tan θM =
∂δ
∂x
∣∣∣∣
`/2−a
. [S118]
Following the work of Dervaux & Limat (40), we can obtain the expression of the substrate deformation ∂δ
∂x
∣∣∣∣
`/2−a
due to the distributed pressure Γ to be
∂δ
∂x
∣∣∣∣
`/2−a
= 2(1− ν
2)
piE
∫ `/2+a
`/2−a
Γ
|`/2− a− x′|+ `s/pidx
′ + 2(1− ν
2)
piE
∫ `/2
−`/2
p(x′)
|`/2− a− x′|+ `s/pidx
′ [S119a]
' 2(1− ν
2)
piE
Γ ln 2a+ `s/pi
`s/pi
+ `s
pi
∫ `/2
−`/2
p(x′)
|`/2− a− x′|+ `s/pidx
′ [S119b]
' 2(1− ν
2)γ cos θM
piE2a ln
(
1 + 2a
`s/pi
)
+ `s
pi
∫ `/2
−`/2
p(x′)
|`/2− a− x′|+ `s/pidx
′ [S119c]
' γ cos θM2γs
`s/pi
2a ln
(
1 + 2a
`s/pi
)
+ `s
pi
∫ `/2
−`/2
p(x′)
|`/2− a− x′|+ `s/pidx
′. [S119d]
Therefore, Eq. (S118) becomes
tan θM
cos θM
= γ2γs
`s/pi
2a ln
(
1 + 2a
`s/pi
)
+ `s/picos θM
∫ `/2
−`/2
p(x′)
|`/2− a− x′|+ `s/pidx
′. [S120]
Using the definition θM = tan−1
(
−p(`/2)2γ [h(`/2)− δ(`/2)]
)
, we obtain the following equation
−p(`/2) [h(`/2)− δ(`/2)]2γ
√
1 +
(
p(`/2) [h(`/2)− δ(`/2)]
2γ
)2
=
γ
2γs
`s/pi
2a ln
(
1 + 2a
`s/pi
)
+
√
1 +
(
p(`/2) [h(`/2)− δ(`/2)]
2γ
)2
`s
pi
∫ `/2
−`/2
p(x′)
|`/2− a− x′|+ `s/pidx
′
︸ ︷︷ ︸
Z
,
where we used the identity 1/ cos(tan−1(x)) =
√
1 + x2. The previous equation can also be recast as
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(
p(`/2)
2γ [h(`/2)− δ(`/2)]
)4
+ 2Z
(
p(`/2)
2γ [h(`/2)− δ(`/2)]
)3
+ (1 + Z2)
(
p(`/2)
2γ [h(`/2)− δ(`/2)]
)2
+2Z
(
p(`/2)
2γ [h(`/2)− δ(`/2)]
)
+ Z2 −
[
γ
2γs
`s/pi
2a ln
(
1 + 2a
`s/pi
)]2
= 0.
Note that when Z = 0, which is true in the limit of extremely soft substrates (`s  `) and under the zero-lift
constraint
(∫ `/2
−`/2 p(x)dx = 0
)
, the previous equation becomes
p(`/2)4 + p(`/2)2
(
2γ
h(`/2)− δ(`/2)
)2
−
[
γ
2γs
`s/pi
2a ln
(
1 + 2a
`s/pi
)]2( 2γ
h(`/2)− δ(`/2)
)4
= 0. [S121]
Equation (S121) admits 4 solutions among which the only relevant one (i.e. real and negative) is
p(`/2) = − γ
h(`/2)− δ(`/2)
2
√
1 +
[
γ
γs
`s/pi
2a ln
(
1 + 2a
`s/pi
)]2
− 2
1/2 . [S122]
Later in this paper, it will appear clear why we impose a negative pressure at the leading edge as a physical condition.
We shall see that the gliding thrust on very soft substrates is given by a term ∝ −∂p
∂x
h. Since the pressure built
up beneath the bacteria is zero almost everywhere on very soft substrates, it must be negative at the leading edge
in order for the thrust to be in the positive direction (i.e, from left to right in our setup). Otherwise, the bacteria
would glide in the opposite direction, turning the leading edge into the trailing one. This would imply that slime
is not deposited in the wake of the cell but instead remain pinned, during gliding, between the bacteria and the
substrate. Given that such scenario is in contradiction with experimental observations, we thus require the pressure
at the leading edge to be negative.
This ends the derivation of the boundary condition at the leading of the elasto-capillary-hydrodynamics problem.
We now proceed to recast the full problem in its dimensionless form.
6.4 Non-dimensionalization
There are 10 input variables for the problem
A,C, `, L, h0, a, γ, γs, (1− ν)/G, µ,
which correspond to 3 dimensions: [L], [T ], [M ]. Therefore, we can define the following 7 dimensionless quantities
 = h0
L
, n = `
L
, Aˆ = A
h0
, aˆ = api
L
,
ξ = 2γs(1− ν)
GL
, η = µ(1− ν)CL
2
Gh30
, Ca = µC
γ
.
As before, we used L and C as the reference length and velocity. Note that this does not mean that the gliding
velocity scales as C, but only that it is made dimensionless by normalizing with the wave speed. In addition to the
dimensionless variables from Section 3, there are new dimensionless parameters such as aˆ, the interface half-thickness
and ξ = `s/L, the elasto-capillary number.
While the dimensionless Reynolds equation is still given by Eq. (S87a), the substrate deformation with the
capillarity correction is non-dimensionalized as follows:
δ(x/L, t/(L/C))
∆ =
1
∆
(1− ν)PL
piG
∫ `/(2L)
−`/(2L)
pˆ(xˆ′, tˆ) ln
[
L
x1
( |x− x′|
L
+ `s
Lpi
)]
dxˆ′.
By applying the definition of ∆ = (1− ν)PL/G = (1− ν)µCL2/(Gh20) and the zero-lift condition
∫ n/2
−n/2 pˆ(xˆ)dxˆ = 0,
we obtain the dimensionless substrate deformation as
δˆ(xˆ, tˆ) = 1
pi
∫ n/2
−n/2
pˆ(xˆ′, tˆ) ln
(
|xˆ− xˆ′|+ ξ
pi
)
dxˆ′.
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Next, the non-dimensionalization of the boundary condition for the pressure at the leading edge, given by Eq. (S122),
is obtained as follows:
p(`/2)
µCL/h20
= − 1
L/h20
(γ/µC)
h(`/2)− δ(`/2)
2
√
1 +
[
γ
γs
`s/pi
2a ln
(
1 + 2a
`s/pi
)]2
− 2
1/2
=⇒ pˆ(n/2) = − /Ca
hˆ(n/2)− ηδˆ(n/2)
2
√
1 +
[
R
`s/L
2api/L ln
(
1 + 2api/L
`s/L
)]2
− 2
1/2
=⇒ pˆ(n/2) = − /Ca
hˆ(n/2)− ηδˆ(n/2)
2
√
1 +
[
R
ξ
2aˆ ln
(
1 + 2aˆ
ξ
)]2
− 2
1/2 , [S123a]
where R = γ/γs is the ratio of slime-air to slime-substrate surface tensions. Therefore, the leading edge pressure reads
pˆ(n/2) = − /Ca
hˆ(n/2)− ηδˆ(n/2)
2
√
1 +
[
R
ξ
2aˆ ln
(
1 + 2aˆ
ξ
)]2
− 2
1/2 . [S124]
With the aforementioned simplifications and non-dimensionalization, the dimensionless system of equations for the
full elasto-capillary-hydrodynamic problem now reads
Q1 =
∂pˆ
∂xˆ
(hˆ− ηδˆ)3 + 6(Vˆ − 2)(hˆ− ηδˆ)− mˆ(tˆ) = 0, [S125a]
Q2 = δˆ(xˆ, tˆ)− 1
pi
∫ n/2
−n/2
pˆ(xˆ′, tˆ) ln
(
|xˆ− xˆ′|+ ξ
pi
)
dxˆ′ = 0, [S125b]
Q3 =
∫ n/2
−n/2
pˆ(xˆ, tˆ)dxˆ = 0, [S125c]
Q4 =
∫ n/2
−n/2
(
pˆbˆ′ + pˆ
′
2
(
hˆ− ηδˆ
)
+ Vˆ
hˆ− ηδˆ
)
dxˆ = 0, [S125d]
Q5 = pˆ(n/2) +
/Ca
hˆ(n/2)− ηδˆ(n/2)
2
√
1 +
[
R
ξ
2aˆ ln
(
1 + 2aˆ
ξ
)]2
− 2
1/2 = 0. [S125e]
The elasto-capillary number ξ compares compares capillary stresses at the slime-substrate interface to the elastic
stresses in the bulk of the substrate. Depending on its value, the problem may be in regimes dominated by elasticity
or by capillary effects. For very soft substrates in particular, we will show in the next subsection that it is possible to
obtain a semi-analytical solution for the gliding speed.
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6.5 Asymptotic regimes
Elasticity-dominated regime. In the limit where elastic forces dominate over the capillary ones,
ξ = 2γs(1− ν)
GL
→ 0.
In this case, substituting ξ = 0 into Eq. (S125), we obtain the system of Eq. (S126) given below.
∂pˆ
∂xˆ
(hˆ− ηδˆ)3 + 6(Vˆ − 2)(hˆ− ηδˆ)− mˆ(tˆ) = 0, [S126a]
δˆ(xˆ, tˆ)− 1
pi
∫ n/2
−n/2
pˆ(xˆ′, tˆ) ln (|xˆ− xˆ′|) dxˆ′ = 0, [S126b]∫ n/2
−n/2
pˆ(xˆ, tˆ)dxˆ = 0, [S126c]
∫ n/2
−n/2
(
pˆbˆ′ + pˆ
′
2
(
hˆ− ηδˆ
)
+ Vˆ
hˆ− ηδˆ
)
dxˆ = 0, [S126d]
pˆ(n/2) = 0. [S126e]
These equations show that the leading edge pressure, given by Eq. (S125e), as well as the capillary correction in the
substrate deformation, given by Eq. (S125b), both converge to zero. Therefore, in the elasticity-dominated regime,
given by ξ → 0, the previously derived elasto-hydrodynamic equations (see Eq. (S100)) are fully recovered.
Capillarity-dominated regime. In the opposite limit of very soft substrates, capillary effects at the slime-substrate interface
dominate over the weak elastic ones in the substrate bulk. In this limit,
ξ = 2γs(1− ν)
GL
→∞.
Therefore, we can expand Eq. (S125b) using Taylor series, and make use of the zero-lift condition
∫ n/2
−n/2 pˆ(xˆ, tˆ)dxˆ = 0
to obtain
δˆ(xˆ, tˆ) = 1
pi
∫ n/2
−n/2
pˆ(xˆ′, tˆ) ln
(
|xˆ− xˆ′|+ ξ
pi
)
dxˆ′, [S127a]
= 1
pi
∫ n/2
−n/2
pˆ(xˆ′, tˆ) ln
[
ξ
pi
(
pi
ξ
|xˆ− xˆ′|+ 1
)]
dxˆ′, [S127b]
= 1
ξ
∫ n/2
−n/2
pˆ(xˆ′, tˆ)|xˆ− xˆ′|dxˆ′ +O
(
1
ξ2
)
. [S127c]
Moreover, note that the elasto-capillary and softness numbers are related through
ξ = (1− ν)2γs
GL
= (1− ν)µCL
2
Gh30
2γs
γ
γ
µC
h30
L3
= 2
3
RCa
η,
As a result, although a very soft substrate is characterized by η →∞, its normalized deformation (ηδˆ = δ/h0) remains
finite and reads
ηδˆ(xˆ, tˆ) ' RCa23
∫ n/2
−n/2
pˆ(xˆ′, tˆ)|xˆ− xˆ′|dxˆ′ = δˆ∞(xˆ, tˆ).
In this capillary-dominated regime, we can also obtain a simplified expression for the pressure through a Taylor
expansion of Eq. (S124) as
pˆ(n/2) ' − 
Ca
χ
hˆ(n/2)− ηδˆ(n/2) ,
where χ =
(
2
√
1 +R2 − 2)1/2. Therefore, the pressure at the leading edge scales as Ca−1. In other words, on very
soft substrates where the capillary number is small, the bacteria motion will be mainly driven by the slime-air surface
tension.
Furthermore, by assuming the pressure field to vary over the length scale of the capillary ridge lc  L (see Fig. S10
for the definition of lc), the drag-free condition Eq. (S125d) can be approximated as∫ n/2
−n/2
(
1
2
∂pˆ
∂xˆ
(
hˆ− ηδˆ
)
+ Vˆ
hˆ− ηδˆ
)
dxˆ ' 0. [S128]
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This relation can be used to rewrite Reynolds equation Eq. (S125a) in the following integral form
∂pˆ
∂xˆ
(hˆ− ηδˆ)3 + 6(Vˆ − 2) (hˆ− ηδˆ)︸ ︷︷ ︸
(hˆ−δˆ∞)
−mˆ = 0, [S129a]
=⇒ ∂pˆ
∂xˆ
(hˆ− δˆ∞) + 6 (Vˆ − 2)(hˆ− δˆ∞)
− mˆ
(hˆ− δˆ∞)2
= 0, [S129b]
=⇒ ∂pˆ
∂xˆ
(hˆ− δˆ∞) = −6 (Vˆ − 2)(hˆ− δˆ∞)
+ mˆ
(hˆ− δˆ∞)2
. [S129c]
Substituting this expression of Eq. (S129c) into Eq. (S128) and multiplying both sides of the resulting equation by -2,
we obtain: ∫ n/2
−n/2
(
4Vˆ
(hˆ− δˆ∞)
− 12
(hˆ− δˆ∞)
− mˆ
(hˆ− δˆ∞)2
)
dxˆ ' 0. [S130]
Defining ζj as the integral,
ζj =
∫ n/2
−n/2
1
(hˆ− δˆ∞)j
dxˆ,
the gliding speed can be obtained from Eq. (S130) as
Vˆ = 3 + mˆζ24ζ1
. [S131]
In order to eliminate mˆ, we can also use Eq. (S129c) to write∫ n/2
−n/2
∂pˆ
∂xˆ
dxˆ︸ ︷︷ ︸
[pˆ(n/2)−pˆ(−n/2)]=∆pˆ
=
∫ n/2
−n/2
− 6(Vˆ − 2)
(hˆ− δˆ∞)2
+ mˆ
(hˆ− δˆ∞)3
dxˆ,
which leads to
Vˆ = 2 + mˆζ3 −∆pˆ6ζ2 . [S132]
Using Eq. (S131) and Eq. (S132), we obtain
mˆ = 6ζ2 + ∆pˆ
ζ3 − 3ζ
2
2
2ζ1
. [S133]
Therefore, in the limit of extremely soft substrates, the gliding speed Vˆ takes the asymptotic expression
Vˆ∞ ≈ 2−∆pˆ (1− α)
β
+ α, [S134]
where
α =
(
1− 3ζ
2
2
2ζ1ζ3
)−1
, and β = 6ζ2.
In order to verify the prediction of Eq. (S134) and to solve the problem in non-asymptotic regimes, where elastic
and capillary effects are comparable, we numerically solve the governing equations Eq. (S125). However, as we will
show in the next section, the governing equations of the elasto-capillary-hydrodynamics problem give rise to various
scaling laws. These scaling relationships are important to the numerical resolution of Eq. (S125) because they guide
the discretization of the computational domain. Such inference from scaling laws is similar to that of boundary
layer (BL) problems in fluid mechanics, where the scaling of the BL thickness provides insight into the level of mesh
refinement near boundaries, if one is to capture the BL physics properly.
7. Scaling analysis
In this section, we derive some scaling laws existing in the full elasto-capillary-hydrodynamics problem. Starting from
the equations in their dimensional form, we will show how, in the capillarity-dominated regime, one can obtain scaling
relationships between the dimensions of the capillary ridge and the bacteria speed as a function of the dimensionless
parameters of the problem.
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Let vc, ∆r and lc be the scales of gliding speed, the ridge height and its extent, respectively. For each of these
unknowns, we can find a relation in the limit of very soft substrates, where G→ 0 and the elasto-capillary length is
so large that `s  lc.
The first relation comes from balancing the capillary-induced depression (thrust) at the leading edge with the
lubrication viscous stress (friction) at the scale of the entire body, i.e.,
p(`/2) ∼ µvc`
h20
.
However, recall that in the limit of large `s  a, the leading edge pressure, given by Eq. (S122), simplifies into
p(`/2) ' − γχ
h(`/2)− δ(`/2) ,
where χ =
(
2
√
1 + (γ/γs)2 − 2
)1/2
. Therefore, the aforementioned balance reads
γχ
h0
∼ µvc`
h20
. [S135]
This balance is confirmed by Fig. 7 of the main text, which shows that as the bacterial length increases, the gliding
speed vc decreases due to an increased friction. Therefore,
vc ∼ γ
µC
Ch0χ
`
.
The second relation comes from requiring that mass balance be verified. As implied by the Reynolds equa-
tion Eq. (S16), the slime flow induced by the vertical motion of the substrate at the speed C (since we look for
solutions ∂δ∂t = C
∂δ
∂x ) must be converted in the horizontal gliding motion of the cell. That is, the gliding velocity and
the traveling wave verify
O(V h) ∼ O(Cδ),
vch0 ∼ C∆r.
Therefore,
∆r ∼ γ
µC
h20χ
`
. [S136]
Last, the scale of the ridge extent lc is obtained by searching for the length over which the slime-substrate tension
balances the lubrication pressure in order to maintain an equilibrium shape to the ridge. We thus have
γs
∆r
l2c
∼ µvclc
h20
. [S137]
Combining Eq. (S135), (S136) and (S137), we thus obtain
l3c ∼
∆rh20γs
µvc
∼ γs
µC
∆rC
h0vc︸ ︷︷ ︸
1
h30.
Hence,
lc ∼ h0
(
γs
µC
)1/3
∼ h0R−1/3
(
γ
µC
)1/3
,
where R = γ/γs is the ratio of the interfacial tensions.
In summary, we obtain the following scaling laws
vc ∼ C χ
n
Ca−1, [S138a]
∆r ∼ h0 χ
n
Ca−1, [S138b]
lc ∼ h0R−1/3Ca−1/3. [S138c]
In Eq. (S138),  = h0/L, n = `/L and Ca is the previously defined capillary number based on the wave speed. Since
χ =
(
2
√
1 +R2 − 2)1/2, the ridge height ∆r thus increases with R. Therefore, among the physically admissible
values of the surface tension ratio, there exists a maximum Rmax at which the substrate ridge is so high that its
closes the lubrication gap at the leading edge.
The scaling laws given by Eq. (S138) have been verified numerically and shown to be valid for large values of the
softness parameters (see Fig. 6 of the main paper). In the next section, we describe the numerical method used to
solve the full elasto-capillary-hydrodynamics problem, not only in the capillary regime where the scaling laws hold,
but also for mildly soft substrates where elastic and capillary effects are comparable.
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8. Numerical resolution of the elasto-hydro-capillary problem
The system of equations (S125) is solved iteratively by Newton’s method similar to the previous elasto-hydrodynamics
problem. We use the fact that
ξ = η 2
3
RCa
, [S139]
and rewrite the system as a function of η only. At each iteration, we solve the system of linearized equations (S140)
using the finite element method.
8.1 Newton’s method
Let the unknown field w be
w(xˆ, tˆ) =
[
pˆ(xˆ, tˆ), δˆ(xˆ, tˆ), mˆ(tˆ), Vˆ (tˆ), pˆ(n/2, tˆ)
]T
.
For different values of η, we solve the system (S125) by starting with a guess solutions wk and at the iteration k and
searching for the solution of the problem at the next iteration wk+1 = wk + w˜k. In order to obtain the corrections
w˜k, the system of equations (S125) is linearized and inverted. In its linearized form, it reads
∂p˜k
∂xˆ
(hˆ− ηδˆk)3 − 3η ∂pˆk
∂xˆ
(hˆ− ηδˆk)2δ˜k − 6(Vˆk − 2)ηδ˜k + 6V˜k(hˆ− ηδˆk)− m˜k = −Q1(wk), [S140a]
δ˜k − 1
pi
∫ n/2
−n/2
p˜k(xˆ′, tˆ) ln
(
|xˆ− xˆ′|+ 2η
3
piRCa
)
dxˆ′ = −Q2(wk), [S140b]∫ n/2
−n/2
p˜kdxˆ = −Q3(wk), [S140c]
∫ n/2
−n/2
p˜k bˆ′ + 12 ∂p˜′k∂xˆ (hˆ− ηδˆk)− 12 ∂pˆk∂xˆ ηδ˜k + V˜khˆ− ηδˆk + ηδ˜kVˆk(hˆ− ηδˆk)2
dxˆ = −Q4(wk), [S140d]
p˜(n/2)k +
ηδ˜k(n/2)[
hˆ(n/2)− ηδˆk(n/2)
]2 [S140e]
× 
Ca
2
√
1 +R2
[
η3
aˆRCa
ln
(
1 + aˆRCa
η3
)]2
− 2
1/2 = −Q5(wk)
Upon finding w˜k from the inversion of Eq. (S140), we obtain wk+1 and proceed to solve for w˜k+1. These iterations
are repeated until the correction verifies ‖w˜k‖L2 <= tol. Here, we set the tolerance to tol = 1 × 10−12, which is
satisfied after 5 or 6 iterations, depending on the value of the parameter η and the initial solution.
8.2 Finite element Implementation
Proceeding as before, we choose q(xˆ) and κ(xˆ) as test functions for the pressure and deformation fields, respectively.
The weak form of the linearized system (S140) then reads
44 | Tchoufag et al.
〈
q,
∂p˜k
∂xˆ
(hˆ− ηδˆk)3 − 3η ∂pˆk
∂xˆ
(hˆ− ηδˆk)2δ˜k − 6(Vˆk − 2)ηδ˜k + 6V˜k(hˆ− ηδˆk)− m˜k
〉
Ω
[S141a]
+N 〈q, (p˜k − p˜(n/2)k)〉∂Ω1 +N 〈q, (pˆk − pˆ(n/2)k)〉∂Ω1 + 〈q,Q1(wk)〉Ω [S141b]
+
〈
κ, δ˜k
〉
Ω −
〈
κ,
1
pi
∫ n/2
−n/2
p˜k(xˆ′, tˆ) ln
(
|xˆ− xˆ′|+ 2η
3
piRCa
)
dxˆ′
〉
Ω
+ 〈κ,Q2(wk)〉Ω [S141c]
−〈1, p˜k〉Ω + 〈1, pˆk〉Ω
−
〈
1, p˜k bˆ′ +
1
2
∂p˜k
∂xˆ
(
hˆ− ηδˆk
)
− 12
∂pˆk
∂xˆ
ηδ˜k +
V˜k
hˆ− ηδˆk
+ ηδ˜kVˆk(
hˆ− ηδˆk
)2
〉
Ω
[S141d]
+
〈
1, pˆk bˆ′ +
1
2
∂pˆk
∂xˆ
(
hˆ− ηδˆk
)
+ Vˆk
hˆ− ηδˆ
〉
Ω
[S141e]
+ 〈1, p˜(n/2)k〉Ω [S141f]
+
〈
1, η
˜ˆ
δk(n/2)[
hˆ(n/2)− ηδˆk(n/2)
]2 Ca
2
√
1 +R2
[
η3
aˆRCa
ln
(
1 + aˆRCa
η3
)]2
− 2
1/2〉
Ω
[S141g]
+ 〈1, pˆ(n/2)k〉Ω [S141h]
+
〈
1,+ 1
hˆ(n/2)− ηδˆk(n/2)

Ca
2
√
1 +R2
[
η3
aˆRCa
ln
(
1 + aˆRCa
η3
)]2
− 2
1/2〉
Ω
= 0. [S141i]
Again, we expand the pressure and deformation fields in the basis of shape functions (chosen to be the same as the
test functions) and write
p˜k(xˆ, tˆ) =
N∑
j=1
p˜kj (tˆ)qj(xˆ) , δ˜k(xˆ, tˆ) =
N∑
j=1
δ˜kj (tˆ)κj(xˆ).
Inserting this decomposition into the weak form, the problem to solve can be recast as:
Ak Bk Lk D1k J1k
Ck Ek 0 0 0
−LTk 0 0 0 0
Dk1 Dk2 0 Dk 0
Jk1 0 0 0 Jk


p˜nj
δ˜nj
m˜k
V˜k
p˜(n/2)k
 = −

〈q,Q1(wk)〉Ω −N 〈q, (pˆk − pˆ(n/2))〉∂Ω1〈κ,Q2(wk)〉Ω
〈1, pˆk〉Ω
〈1, q4(wk)〉Ω
〈1, q5(wk)〉Ω
 , [S142]
where the terms in Eq. (S142) are given by
Ak =
〈
q,
dqj
∂xˆ
(hˆ− ηδˆk)3
〉
Ω
+N 〈q, qj〉∂Ω1 ,
Bk = −
〈
q,
(
3η ∂pˆk
dx
(hˆ− ηδˆk)2 + 6(Vˆk − 2)η
)
κj
〉
Ω
,
Ck = −
〈
κ,
1
pi
∫ n/2
−n/2
qj(xˆ′) ln
(
|xˆ− xˆ′|+ η
3
piRCa
)
dxˆ′︸ ︷︷ ︸
φj
〉
Ω
,
Ek = 〈κ, κj〉Ω ,
Lk = −〈q, 1〉Ω ,
D1k =
〈
q, 6V˜k
(
hˆ− ηδˆk
)〉
Ω
,
Dk1 = −
〈
1, qj bˆ′ +
1
2
∂qj
∂xˆ
(
hˆ− ηδˆk
)〉
Ω
,
Dk2 = −
〈
1,−12
∂pˆk
∂xˆ
ηκj +
ηVˆkκj(
hˆ− ηδˆk
)2
〉
Ω
,
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Dk = −
〈
1, 1
hˆ− ηδˆk
〉
Ω
,
J1k = −N 〈q, 1〉∂Ω1 ,
Jk1 = −N
〈
1,+ ηφj(n/2)[
hˆ(n/2)− ηδˆk(n/2)
]2 Ca
2
√
1 +R2
[
η3
aˆRCa
ln
(
1 + aˆRCa
η3
)]2
− 2
1/2〉
∂Ω1
,
Jk = 1,
q4 = pˆk bˆ′ +
1
2
∂pˆk
∂xˆ
(
hˆ− ηδˆk
)
+ Vˆk
hˆ− ηδˆ ,
q5 = pˆ(n/2)k +
1
bˆ(n/2)− ηδˆk(n/2)

Ca
2
√
1 +R2
[
η3
aˆRCa
ln
(
1 + aˆRCa
η3
)]2
− 2
1/2 .
These equations are solved on a computational domain using the finite element open solver FreeFem++ (29).
8.3 Mesh convergence
The scaling laws given by Eq. (S138) show that an accurate computation of the substrate ridge and the gliding
speed requires to refine the mesh in the vicinity of the leading edge. Given that the extent of the ridge scales as
lc ∼ R−1/3Ca−1/3, then for large values of Ca and R, we can expect the ridge to be confined to a “boundary layer”
(BL) near the leading edge of the bacteria. In order to accurately capture the sharp contrast between the deformation
from the substrate ridge (BL) and the rest of the quasi-undeformed part of the substrate (bulk), we need to refine the
mesh near the leading edge, in the computation domain. A typical case of this mesh refinement is shown in Fig. S11.
x
Fig. S11. Typical mesh for the computation of the elasto-capillary-hydrodynamics problem. The mesh is finer in the boundary layer prior to the leading edge (right of the
rectangular domain).
Strictly speaking, the scaling laws (S138) are verified in the limit of very soft substrates, where capillary effects
dominate. Therefore, in order to choose a spatial discretization that can be used for all the range of softness numbers,
say [ηmin, ηmax], we must carry out the mesh convergence test at the largest value ηmax. In the following, we set
[ηmin, ηmax] = [10−3, 5× 103] and compute the error on the gliding speed εVˆ and on the lubrication gap at the leading
edge εgap. These quantities are defined by
εVˆ =
〈
Vˆ
〉− 〈Vˆ 〉
ref〈
Vˆ
〉
ref
, εgap =
〈
sˆt
〉− 〈sˆt〉ref〈
sˆt
〉
ref
,
where
〈 · 〉 = ∫ 10 (·)dtˆ is the time-average operator and 〈sˆt〉 = 1− η〈δˆ(n/2)〉. Here, 〈Vˆ 〉ref and 〈sˆt〉ref are respectively
the reference time-averaged gliding speed and gap, and correspond to our most refined mesh.
Fig. S12 shows the convergence of the results with NBL, the number of nodes in the refined part near the right
end of the computational domain. This region covers a 1/5-th of the domain length. Furthermore, in the legend of
Fig. S12, NB is the number of nodes of the remaining 4/5-th of the computational domain. It can easily be deduced
from Fig. S12 that although the precision of the results depends on both NB and NBL, they converge fast with the
former and more slowly with the latter. Note that here, the aforementioned reference gliding speed and lubrication
gap are given by their values in the case of the most refined mesh, i.e. with NB ≈ 39 and NBL = 270.
For the subsequent computations (shown in the present document and in the main paper), the gliding speed (resp.
lubrication gap) was obtained with a relative error ≤ 0.01% (resp. ≤ 1%).
Having verified the convergence of our FEM code, we show in the next sections a selection of numerical results
that are supplementary to those of the main paper.
8.4 Trajectories for different values of η
We show on Fig. S13 the trajectories xˆ(tˆ) of the center of mass of the myxobacteria for three values of the softness
parameter, corresponding to very stiff (η = 10−3), soft (η = 1) and very soft (η = 103) substrates. For all three
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Fig. S12. Time-averaged gliding speed (a) and gap (b) as a function of the number of nodes in the “boundary layer” as described in Fig. S11. Here, Aˆ = 0.25, n = 5, aˆ ≈
3× 10−3, Ca ≈ 5× 10−3,R = 0.16, η = 5× 103.
cases, Aˆ = 0.25 and n = 5. As in the case of purely elastic substrate, the computed trajectories are, in general,
superpositions of a non-zero mean component plus an oscillatory perturbation that causes the bacteria to glide
intermittently. However, while this oscillatory component never vanishes (as evidenced by the instantaneous velocity),
its influence decreases with the substrate softness. Therefore, as η increases, the quasi stick-slip behavior progressively
becomes a more persistent motion, as clearly seen in Fig. S13.
This transition from intermittent to persistent gliding results from a strong correlation between the motion and
the pressure gradient that drives the lubricating flow of slime. This is evidenced in Fig. S14 which shows the time
evolution of the gliding speed and that of the spatial averages I˜j(tˆ) of the contributions to the horizontal force balance.
These averages are defined by:
I˜j(tˆ) =
1
n
∫ n/2
−n/2
Ij(xˆ, tˆ)dxˆ,
where the terms Ij read
I1(xˆ, tˆ) = −pˆ ∂bˆ
∂xˆ
, I2(xˆ, tˆ) = −12
∂pˆ
∂xˆ
(
hˆ− ηδˆ
)
, I3(xˆ, tˆ) =
−Vˆ
hˆ− ηδˆ .
As expected, the friction term I˜3 ∝ Vˆ simply reflects the evolution of the gliding speed. However, although the source
of the thrust changes from I1 to I2 as the softness number increases, we find that it is always the pressure gradient
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Fig. S13. Instantaneous (a) speed and (b) trajectories of the center of mass of the bacteria on substrates with different softness numbers. Here, Aˆ = 0.25, n = 5, aˆ ≈
3× 10−3, Ca ≈ 1.67× 10−3,R = 0.1.
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Fig. S14. Time evolution of the gliding velocity and the spatial averages I˜j (defined in the text), for different values of the softness parameters. The parameters of the bacterial
geometry Aˆ = 0.25, n = 5, aˆ ≈ 3× 10−3, Ca ≈ 2× 10−3,R = 0.1.
term I2 which dictates the time evolution of the velocity. On very stiff substrates (e.g. η = 10−3) where I˜2 is always
negative (friction), the maximum velocity is reached when this friction term is minimum, and vice versa. Conversely,
on very soft substrates (e.g. η = 103) where I˜2 is always positive (thrust), the maximum velocity is attained when
this thrust term is maximum. Therefore, the time evolution of the speed Vˆ (tˆ) directly depends on that of I˜2. Given
that the trajectories xˆ(tˆ) is obtained as xˆ(0) +
∫ tˆ
0 Vˆ (tˆ
′)dtˆ′, the nature of I˜2 explains why xˆ(tˆ) is more intermittent on
stiffer substrates. Indeed, for a stiff substrate, the term I˜2 directly arises from the bacterial shape oscillations and
thus experiences strong time oscillations. These oscillations cause the gliding speed Vˆ to increase and decrease almost
by a factor of 3 (see Fig. S13(a) for η = 10−3). As a result, the bacteria will intermittently glide and then slows down
considerably, in almost a stick-slip manner. However, in the case of a soft substrate, this term I˜2 mainly arises from
the Laplace pressure jump across the curved slime-air interface. Given that this is a time-independent quantity, the
term I˜2 will also be quasi-constant and thence the speed Vˆ (tˆ). Consequently, the resulting trajectory xˆ(tˆ) on very
soft substrates is more persistent (linear) as shown in Fig. S13(b).
8.5 Influence of the capillary number Ca
Fig. S15 shows in log-log axis how the average gliding speed depends on the capillary number. For large Ca ∝ γ−1,
the surface tension is small compared to the viscous forces and capillary corrections to the gliding speed remain small
but do not vanish. However, as the substrate gets softer, the capillarity effects are more strongly pronounced and
ultimately dominate at larger η, regardless of the value of Ca.
We also show, in Fig. S16, the effects of the capillary number on the deformation field, for a very soft substrate
(η = 103). We find, in accordance with Eq. (S138c), that increasing the capillary number results in a ridge that is
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Fig. S15. Time-averaged gliding speed as a function of the softness parameter. Here Aˆ = 0.25, n = 5,  = 0.008,R = 0.1, aˆ ≈ 3× 10−3.
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Fig. S16. Deformation of the substrate beneath the bacteria. The parameters for the simulations are Aˆ = 0.25, n = 5,  = 0.008,R = 0.1, aˆ ≈ 3× 10−3, η = 103.
both smaller (since ∆ ∼ Ca−1) and narrower (since lˆc ∼ Ca−1/3). This is because as Ca increases, the interfacial
tension γ decreases, thereby limiting the capillary-induced ridge to a smaller and smaller extent at the leading edge of
the bacteria.
8.6 Influence of slime-air interfacial thickness aˆ
Fig. S17 shows that, as the softness parameter increases (i.e 1/η decreases), the thickness of the slime-air interface
at the leading edge of the bacteria selects the value of η beyond which capillarity effects start to contribute to the
bacterial gliding speed. We find that the thinner the interface, the stronger its influence on the gliding speed since
the jump across the interface is sharper. However, we also find that the exact value of the aˆ is of little importance
when the gliding occurs on very soft substrates. Fig. S17 shows that the asymptotic solution
〈
Vˆ∞
〉
(Eq. (S134)),
plotted here for aˆ ≈ 3× 10−3, is a good approximation in the limit η →∞ over a range of values for aˆ spanning two
orders of magnitude.
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