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We report the measurements of the transverse (P ′x) and longitudinal (P
′
z) components of the
polarization transfer to a bound proton in carbon via the quasi-free 12C(~e, e′~p) reaction, over a
wide range of missing momenta. We determine these polarization-transfers separately for protons
knocked out from the s- and p-shells. The electron-beam polarization was measured to determine
the individual components with systematic uncertainties which allow a detailed comparison with
theoretical calculations.
I. INTRODUCTION
Polarization transfer from a polarized electron to a pro-
ton in elastic scattering has become a recognized method
to measure the proton’s elastic electromagnetic form fac-
tors, GE and GM [1–9]. Assuming the one-photon ex-
change approximation, the ratio of the transverse (P ′x)
to longitudinal (P ′z) polarization-transfer components is
proportional to the ratio of these form factors, GE/GM
[10]. This provides a direct measurement of the form fac-
tor (FF) ratio, even under conditions where one of the
FFs is much larger than the other, and eliminates many
systematic uncertainties [11].
Measuring the ratio of the components of the polariza-
tion transfer to a bound proton in quasi-free kinematics
on nuclei, which is sensitive to the electromagnetic FF
ratio, has been suggested as a method to study differ-
ences between free and bound protons [4, 5]. As such
it can be used as a tool to identify medium modifica-
tions in the bound proton’s internal structure, reflected
in the FFs and thereby in the polarization transfer. De-
viations between measured polarization ratios in quasi-
free A(~e, e′~p) and elastic ~ep scattering can be interpreted
only by comparing the measurements with realistic cal-
∗Corresponding author: paulsebouh@mail.tau.ac.il
culations of nuclear effects such as final-state interactions
(FSI).
Polarization-transfer experiments have been carried
out on 2H and 12C target nuclei at the Mainz Microtron
(MAMI) [12–15], as well as on 2H, 4He and 16O at Jeffer-
son Lab (JLab) [16–18], in search of medium modification
in the proton internal structure. These experiments were
performed to study deeply bound nucleons, characterized
by high missing momentum which is equivalent (neglect-
ing FSI) to protons with high initial momentum. It was
shown for the 2H measurements that the deviations in
P ′x/P
′
z from that of elastic ~ep scattering can be explained
by nuclear effects without the necessity of introducing
modified FFs [12–14]. Furthermore, when comparing the
quasi-elastic polarization transfer to that of elastic ~ep
scattering, the double ratio (P ′x/P
′
z)
A/(P ′x/P
′
z)
1H exhibits
a very similar behavior for 2H [12, 14, 17], 4He [18], and
12C [15], suggesting a universality.
While the ratio of the components is better deter-
mined experimentally than the individual components
(smaller systematic uncertainties), it is insensitive to pos-
sible common effects to P ′x and P
′
z which cancel in the
ratio. To test calculations in better detail, and further
corroborate their reliability, measurements of individual
components of the polarization transfer are required.
The polarization-transfer components have previously
been measured for 2H at MAMI [13, 14, 19], as well as
4He at JLab [18]. For 2H, statistically significant but rel-
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2atively small deviations were observed between the mea-
sured components and the predicted values, but not in
their ratio [13, 14].
The 12C nucleus is a particularly appealing target for
such studies as one can selectively probe protons from
specific nuclear shells, s and p. The average local densi-
ties in these shells differ by about a factor of two, which
was predicted to impact the polarization transfer to s-
and p-shell protons differently [20]. If modifications to
the bound-proton structure by the nuclear medium exist,
and are reflected in the proton FFs, then they may de-
pend either on the off-shellness of the bound proton (vir-
tuality), or on the local nuclear density, or both. There-
fore, it is important to measure the components of the
polarization-transfer in both shells over a large missing-
momentum range and to have reliable calculations for
them in order to identify modifications which can be re-
lated to the FFs.
In this work, we present measurements of the
12C(~e, e′~p) reaction at MAMI over a wide range of missing
momentum of the struck proton. The beam-polarization
determination had a sufficient accuracy for extracting the
individual polarization-transfer components P ′x and P
′
z
and for allowing a meaningful comparison with theoreti-
cal calculations. The results of the measured ratio P ′x/P
′
z
have been reported in [15]. The new analysis presented
here includes improvements in the corrections for the en-
ergy loss of the particles when exiting the target, as well
as the polarization-extraction procedure.
Section II describes the experimental setup, including
the beam-line, target and spectrometers. Details of the
measured reaction and its kinematics are given in Section
III. The data analysis and determination of the polariza-
tion components are described in Section IV. Finally, in
Section V, we interpret the data, compare them to a set
of calculations, and explore the sensitivity to the proton
FFs.
II. EXPERIMENTAL SETUP
The experiment was performed at MAMI using the
beam-line and spectrometers of the A1 Collaboration
[21]. We used a 600 MeV continuous-wave polarized elec-
tron beam with a current of about 10 µA and an ∼80%
polarization. The beam helicity was flipped at a rate of 1
Hz in order to reduce time-dependent systematics in the
polarization-transfer measurements.
The beam polarization was measured with a Møller
polarimeter [22, 23] about twice daily, and verified by a
Mott polarimetry measurement [24] taken at the start of
the measurement period. These two methods of beam-
polarization measurement produced mutually consistent
results, as shown in Fig. 1, and each had a systematic
uncertainty of 2%.
In between taking the two datasets at different kine-
matic settings, we refreshed the GaAs crystal in the po-
larized beam source. This resulted in a drop in the beam
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FIG. 1: The measured beam polarizations using the Møller
(black circles) and Mott (square, green online) polarimeters.
The average beam polarizations for each dataset are shown
as horizontal lines. The error bars shown are statistical er-
rors, and do not include systematic errors, estimated to be
around 2% for both the Møller and Mott polarimeters. The
shaded regions represent the data-taking periods for the two
kinematic settings of the experiment.
polarization from 82.6% to 79.1%. These values reflect
the average beam-polarization measurements before and
after the crystal was refreshed. During the data-taking,
the beam polarization remained constant within error.
The target consisted of three carbon (graphite) foils
of 0.8 mm thickness each, separated by about 15 mm
and tilted at an angle of 40◦ with respect to the beam.
Their transverse dimensions were 4 mm × 20 mm, as
shown in Fig. 2. This design reduced the distance that
the protons would travel through the target foils, both by
using multiple foils (rather than a single thick foil) and by
rotating each foil such that the detected protons would
exit nearly normal to the foil. This reduced their energy
loss in the target. It also improved the resolution for
the reaction-vertex determination, consequently reducing
the systematic uncertainty in the measured polarization-
transfer components at the reaction point.
FIG. 2: Schematic view of the carbon target, consisting of
three graphite foils. The thick arrow (orange online) indicates
the direction of the electron beam. The dimensions shown
are h× l × w = 20 mm × 4 mm × 0.8 mm, d = 15 mm, and
φt = 40
◦.
3Two high-resolution, small-solid-angle spectrometers
with momentum acceptances of 20-25% were used to
detect the scattered electrons in coincidence with the
knocked-out protons. Each of these spectrometers con-
sists of a magnet system with a quadrupole-sextupole-
dipole-dipole configuration, followed by vertical drift
chambers (VDC) for tracking, and a scintillator system
for triggering and the timing coincidence between the two
spectrometers. The electron spectrometer also includes
a Cˇerenkov detector for identifying electrons and distin-
guishing them from background particles such as pi− and
cosmic rays.
The proton spectrometer was equipped with a focal-
plane-polarimeter (FPP) consisting of a 7 cm thick car-
bon analyzer [21, 25] and horizontal drift chambers
(HDC) to measure the secondary scattering of the pro-
ton in the analyzer. The spin-dependent scattering of the
polarized proton by the carbon analyzer enables the de-
termination of the proton’s transverse polarization com-
ponents at the focal plane [21]. The polarization-transfer
components at the reaction point were obtained by trans-
forming the measured components using the known spin
precession in the magnetic field of the spectrometer.
III. MEASURED REACTION AND
KINEMATICS
The kinematics of the measured reaction are shown in
Fig. 3. The electron’s initial and final momenta are ~k and
~k′ respectively, and they define the scattering plane of the
reaction. The proton’s initial momentum introduces, in
addition, the reaction plane defined by the momentum
transfer ~q = ~k − ~k ′ and the exiting proton’s momentum
~p ′. The angle between the scattering plane and the re-
action plane is denoted by φpq.
Following the convention of [16], we express the com-
ponents of the polarization transfer ~P ′ in the scattering-
plane coordinate system, where zˆ is along the direction
of the momentum transfer ~q, yˆ is along the direction of
~k×~k ′, and xˆ = yˆ× zˆ, forming a right-handed coordinate
system.
ϕ
FIG. 3: Kinematics of the measured reaction.
The missing momentum ~pmiss = ~q−~p ′ is the recoil mo-
mentum of the residual nucleus. Neglecting FSI, −~pmiss
is equal to the initial momentum of the emitted proton.
We conventionally define positive and negative signs for
pmiss as the sign of ~pmiss · ~q.
Our data were taken at two kinematic settings, A and
B, covering different ranges in pmiss at different invari-
ant four-momentum transfers, Q2 = −q2. Setting A
was centered near pmiss = 0, at Q
2 = 0.40 (GeV/c)2.
Setting B covered a region of large negative pmiss, at
Q2 = 0.18 (GeV/c)2. The details of these kinematic set-
tings are given in Table I.
TABLE I: The kinematic settings in the 12C(~e, e′~p) experi-
ment. The angles and momenta represent the central values
for the two spectrometers: pp and θp (pe and θe) are the
knocked out proton (scattered electron) momentum and scat-
tering angles, respectively.
Kinematic Setup
A B
Ebeam [MeV] 600 600
Q2 [(GeV/c)2] 0.40 0.18
pmiss [MeV] −130 to 100 −250 to −100
pe [MeV/c] 385 368
θe [deg] 82.4 52.9
pp [MeV/c] 668 665
θp [deg] −34.7 −37.8
# of events after cuts 1.7 M 1.1 M
Following [26], we distinguish between protons knock-
out from the s- and p-shells using cuts on the missing
energy, Emiss in the reaction, defined as:
Emiss ≡ ω − Tp − T11B, (1)
where ω = k0− k′ 0 is the energy transfer, Tp is the mea-
sured kinetic energy of the outgoing proton, and T11B is
the calculated kinetic energy of the recoiling 11B nucleus.
The measured Emiss spectrum is shown in Fig. 4. For the
s-shell sample, we used the cut 30 MeV < Emiss < 60
MeV, while for the p-shell sample, we used 15 MeV
< Emiss < 25 MeV [15]. Also shown in Fig. 4 are the
pmiss spectra for the two shells.
When protons are knocked out from the p-shell of the
carbon nucleus, the A − 1 system is left in a discrete
state (either the ground state or one of the excited states
of 11B). However, knockout from the s-shell leaves the
residual A − 1 system unbound, leading to a continuum
of residual states. The wave function at p = 0 has a
minimum for the p-state and a maximum for the s-state
(see inset of Fig. 4).
An important quantity characterizing the proton prior
to its knock-out is its “off-shellness”. We quantify this
using the virtuality, ν, a variable defined as [12]
ν ≡
(
MAc−
√
M2A−1c2 + p
2
miss
)2
− p2miss −M2p c2, (2)
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FIG. 4: The measured proton missing-energy spectrum for
12C(~e, e′~p) (data shown are for Setup A). The distinct peaks
correspond to removal of p3/2 -shell protons in
12C result-
ing in 11B ground state and excited states as noted. The
Emiss ranges considered in the analysis for p3/2 and s1/2 pro-
tons are marked in red and blue, respectively (color online).
The inset shows the momentum distribution predictions of the
independent-particle shell model for p3/2 and s1/2 protons in
12C, adapted from [26].
where MA is the mass of the target nucleus, MA−1 ≡√
(ω − Ep +MAc)2 − p2miss is the mass of the residual
nucleus (not necessarily in its ground state) determined
event by event, and Ep is the total energy of the outgoing
proton. We note that the virtuality depends not only on
pmiss, but also on MA−1. The minimum value of |ν| (for
a given target nucleus) is
|ν|min =
(
M2p −
(
MA −Mg.s.A−1
)2)
c2, (3)
where Mg.s.A−1 is the ground-state mass of the the resid-
ual nucleus (in this case, 11B). For the 12C(~e, e′~p)11B
reaction, |ν|min = 0.0297 (GeV/c)2. Protons knocked out
from the s-shell are generally further off-shell than those
in the p-shell (even in events at the same pmiss, due to
their larger Emiss).
IV. DATA ANALYSIS
A. Event reconstruction and selection
For the event reconstruction, we used the Cola++ re-
construction framework [27], developed by the A1 col-
laboration. The reconstructed angles and positions of
the tracks at the VDC plane are used in a fit to find
the initial momentum, angle and vertex position of each
particle. A multivariate polynomial fit is then used to
reconstruct the proton’s spin-transfer matrix (STM) for
each event.
Software cuts were then applied to the data. We re-
quire the time-coincidence between the scintillators of the
two spectrometers to be within a ±5 ns window, and
that the signal in the Cˇerenkov detector be above the
electron-detection threshold. We include tracking cuts
which ensure good tracking in the spectrometers and re-
quire both the electron and the proton originate from
the carbon target. Further tracking cuts require the pro-
ton’s trajectory to be within the part of the spectrometer
where the precession of the proton’s spin is well known.
In the FPP, we removed events with (spin-
independent) Coulomb-scattering in the carbon analyzer
by selection only events where the proton scattered by
more than 8◦. We also required the fitted position of the
scattering point in the FPP (determined by the HDC and
the extrapolated trajectory from the VDC) to be consis-
tent with the actual position of the analyzer.
B. Polarization fitting
There are two types of polarization observables that
can be obtained in this experimental setup: the induced
polarization, ~P , (which is the proton polarization for an
unpolarized electron beam) and the polarization transfer,
~P ′, (which determines the beam polarization-dependent
part of the proton polarization). The total outgoing pro-
ton polarization is related to these observables via:
~Pp,tot = ~P + hPe ~P
′, (4)
where h and Pe are the helicity and polarization of the
electron beam.
We perform a fit to obtain ~P and ~P ′ by maximizing
the log-likelihood
logL =
∑
k
log(1 + ~Pp,tot · ~λk), (5)
where the ~λk for each event are given by
~λk = aS
−1
 − sinφFPPcosφFPP
0
 , (6)
and φFPP is the measured azimuthal scattering angle in
the FPP. S is the calculated spin-transfer matrix for
the event and a is the analyzing power of the event (as
determined in [28, 29]).
Three of these components (Px, P
′
y and Pz) are ex-
pected to be very small for individual events and anti-
symmetric in their dependence on φpq [30]. Hence, they
would average to zero when considering event samples
5that have symmetric distributions in φpq, as is nearly
the case in our dataset. Therefore, in order to improve
the stability of our fit, we fix these parameters to zero1,
leaving us with
~Pp,tot =
 hPeP ′xPy
hPeP
′
z
 . (7)
We partitioned both the s- and p-shell knockout data
into bins by pmiss, and performed the above procedure
on each bin separately, the results of which are shown in
Fig. 5(a). Likewise, we binned the data by the virtuality,
and show the results in Fig. 5(b). We present the results
binned by both variables to show how the polarization
may vary with the protons’ motion (pmiss bins) and also
their off-shellness (virtuality bins). This avoids conflating
effects related to one variable with those related to the
other, as the two are correlated.
C. Systematic uncertainties in the measurements
The systematic errors in these measurements are due
to a few sources, which are presented in Table II. The
largest contribution to the uncertainty in the polariza-
tion components P ′x and P
′
z is due to the beam polariza-
tion, which was determined with an estimated accuracy
of 2%. These components are also sensitive to the analyz-
ing power of the carbon secondary scatterer, which in this
kinematic region is known to about 1% [21, 28, 29]. How-
ever, the ratio P ′x/P
′
z is independent of both the beam
polarization and the analyzing power.
The uncertainties in the beam energy and the central
kinematics of the spectrometers in each dataset affect the
basis vectors that define the scattering-plane coordinate
system, as well as which bin an event goes into. The
alignment between the HDC coordinate system and the
tracks extrapolated from the VDC to the HDC plane
also affected the polarization measurement, since these
measurements depend on the distribution of the angles
of the secondary scattering.
These three sources of uncertainty (beam energy, cen-
tral kinematics, and detector alignment) were determined
in the following manner. We modified each of the vari-
ables one-by-one by their uncertainty values, and re-
peated the analysis, and then determined how much this
affected the extracted polarizations. The errors from
each source were then added in quadrature.
The systematics due to software cuts were studied by
reanalyzing the data with each cut slightly tighter than
1 We have also performed the fit with all six parameters included,
and have found that this does not strongly affect the outcome of
the fit except in bins with poor statistics.
TABLE II: Systematic uncertainties of P ′x, P
′
z and P
′
x/P
′
z.
All values are in percent. See text for details.
dP ′x/P
′
x dP
′
z/P
′
z
d[P ′x/P
′
z ]
P ′x/P ′z
Beam pol. 2.0 2.0 0.0
Analyzing power 1.0 1.0 0.0
Beam energy 0.2 0.6 0.8
Central kinematics 0.6 0.8 0.9
Alignment <0.1 0.1 0.1
Software cuts 1.7 2.1 1.9
Precession (STM fit) 0.3 0.3 0.3
Precession (trajectory) 0.2 0.3 <0.1
Total 2.9 3.3 2.3
the actual value that is used in the final analysis and
taking the average of the effects of the modified cut over
all of the bins. The values in the row labeled “software
cuts” in Table II are the quadratic sums of the effects
from each of the different cuts.
The uncertainty in the spin-precession evaluation was
estimated by comparing the STM calculated internally by
the Cola++ software in the event reconstruction (which
uses a polynomial fit) and a more precise (but much
slower) calculation using the QSPIN program [21]. The
fit was able to reproduce the spin-precession with an ac-
curacy of 0.3% [21].
Furthermore, the finite resolution of the proton’s tra-
jectory parameters, especially the vertex position, adds
additional systematic uncertainty to the precession. To
begin determining this part of the systematic uncertainty,
we used QSPIN to calculate the spin-transfer matrix, Sref ,
for a reference trajectory. We then produced 100 other
trajectories with normally distributed variations in each
parameter, where the standard deviation of each param-
eter equals the resolution of that parameter, to produce
precession matrices Si. The resulting uncertainty on the
measured polarization due to the trajectory is then
δ ~P = (I3 − avgi[Si]S−1ref )~P , (8)
where I3 is the 3× 3 identity matrix and avgi[Si] repre-
sents the average of the matrices Si. The average is per-
formed because the measured polarization is calculated
using an ensemble of trajectories, rather than a single
trajectory.
The total estimated systematic uncertainties are cal-
culated by adding the effects of each of the individual
sources in quadrature. The systematic uncertainties for
the individual transfer components P ′x and P
′
z are ∼3%
and the uncertainty for their ratio is ∼2%. These are
consistent with estimates of the systematic uncertainties
from previous polarization-transfer measurements on the
deuteron using the same experimental setup and compa-
rable kinematic settings [12–15].
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(a) Polarization-transfer components and their ratio
versus missing momentum.
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virtuality.
FIG. 5: The measured polarization-transfer components, P ′x (top), P
′
z (middle), and their ratio, P
′
x/P
′
z (bottom). These are
plotted versus the missing-momentum (a) and virtuality (b). In the virtuality plot (b), the data with positive (negative) pmiss
are shown separately. The grey band shows the kinematically forbidden region at |ν| < 0.0297 (GeV/c)2 (see Eq. 3). The
uncertainties shown are statistical only. Systematic errors are discussed in Section IV C. Triangles (circles) refer to kinematic
Setting A (B). Symbols that are open on the left (right) side refer to s- (p-) shell removals, and are colored blue (red) online.
The legend is common to all panels in the figure.
V. INTERPRETATION OF RESULTS
A. General observations
As shown in Fig. 5, the P ′x components are less sen-
sitive to the different kinematic variables, pmiss and ν,
than P ′z. We find that P
′
x is nearly identical for s- and
p- shells at the same pmiss. The P
′
z component for p-shell
knockout dips down at small negative pmiss, while this
does not seem to be the case in s-shell knockout.
We observe that where the two kinematic settings over-
lap in virtuality, there is no regularity in P ′z, and that P
′
z
is much larger at Setting A than at Setting B.
In order to further interpret our polarization-transfer
data, we compare them to dedicated calculations of
12C(~e, e′~p) described in Section V B below.
B. Calculations of the polarization transfer for 12C
We compared the measured polarization transfer to
relativistic distorted-wave impulse approximation (RD-
WIA) calculations [31] where the FSI between the out-
going nucleon and the residual nucleus are described by
a phenomenological relativistic optical potential.
In the calculations, the so-called “democratic” opti-
cal potential [32] has been used, which has been ob-
tained using a global fit to over 200 datasets using elas-
tic proton-nucleus scattering over a broad range of nu-
clei from helium to lead. The differences in the calcu-
lated polarization transfer due to the choice of the opti-
cal potential were estimated at about 2-4%. The evalu-
ation was done by comparing the results obtained with
the democratic and the energy-dependent and atomic-
7number-independent (EDAI) relativistic optical poten-
tial [33], which is a single-nucleus parameterization, con-
structed to reproduce elastic proton-scattering data just
on 12C.
The relativistic bound-state wave functions used in the
calculations have been obtained by solving the relativistic
Hartree-Bogoliubov Equations using the program ADFX
[34]. The model is applied in the mean-field approxi-
mation to the description of ground-state properties of
spherical nuclei, using a Lagrangian containing the σ, ω
and ρ mesons and the photon field [35–38]. Moreover,
finite-range interactions are included to describe pair-
ing correlations and the coupling to particle continuum
states. The Lagrangian parameters are usually obtained
by a fitting procedure to some bulk properties of a set of
nuclei. The wave-functions used in our calculations were
obtained with the NL-SH parametrization [39]. The re-
sults of the calculations using different parameterizations
differ by about 0.5-0.8%.
The Coulomb distortion of the electron wave functions
is considered using the effective-momentum approxima-
tion. Our calculation uses the parameterization of the
free-proton FFs from [40], which are known to within
0.5% in the kinematic region of our experiment.
In coplanar kinematics, a set of 8 structure functions
contribute to the polarization transfer [30, 41]. In non-
coplanar kinematics, an additional structure function,
h¯′N01 , contributes to P
′
x, but not P
′
z.
The RDWIA program [31] was written to perform cal-
culations only in the coplanar kinematics of the usual
A(~e, e′~p) experiments. Therefore, it calculates only the
structure functions that contribute in coplanar kinemat-
ics and not h¯′N01 . We performed calculations in non-
coplanar kinematics using the approximation
h¯′N01 = −h¯′S01, (9)
where h¯′S01 is one of the structure functions calculated in
[31]. Eq. 9 is exactly true in parallel kinematics (θpq = 0)
[30], and we assume that it provides a valid approxima-
tion at small θpq, which dominate the kinematics of our
data.
We averaged the polarizations calculated for the kine-
matics of 1500 events in each pmiss bin and show the
results in Fig. 6 as solid curves, compared to our data.
In order to examine the sensitivity of the calculations to
the proton FFs, we show as long-dashed (dotted) curves
the results obtained with GE/GM rescaled by +(−) 10%.
For Setting B, the curves for P ′x at ±10% are very close
to the calculations for unmodified FFs, indicating that P ′x
is not sensitive to the FF ratios in this region. This makes
the P ′x at large pmiss useful for testing the agreement
between the calculations and the data. By contrast, P ′z
is strongly sensitive to the FF scaling. At Setting A,
on the other hand, both P ′x and P
′
z are sensitive to the
scaling of the FF ratio.
For the s-shell knockout at both kinematic settings,
there is excellent agreement between the calculations and
the data, except in P ′z at large negative pmiss (Setting B),
where they differ by about 10%. One may consider the
possibility of scaling GE/GM in order to obtain a better
fit to the data.
For the p-shell knockout, the calculations and the data
are in decent agreement with each other, but the agree-
ment is not as good as for the s-shell. Specifically, at
Setting A, P ′z is overestimated by the calculations, while
the magnitude of P ′x appears to be somewhat underesti-
mated by the calculations.
Before quantifying the agreement between the calcula-
tions and the data, we discuss in Sec. V C the uncertain-
ties and limitations of the calculations.
C. Uncertainties of the calculations
We have adopted a model (RDWIA) which is based
on some assumptions and approximations which may af-
fect the comparison with the data. Within the model
there are uncertainties due to the choice of the different
ingredients (bound-state wave functions, optical poten-
tials, and proton form factors) that are adopted in the
calculations. We evaluated the combined contribution to
the uncertainty in the calculation due to the parameteri-
zations of these ingredients to be 2.2%, 3.8% and 4.0% for
P ′x, P
′
z, and P
′
x/P
′
z, respectively. These were obtained by
adding the estimated contributions, as discussed in Sec-
tion V B, from those three sources in quadrature. By far
the largest contribution to this uncertainty comes from
the choice of the optical potential.
In the calculations for the p-shell knockout, it is as-
sumed that the 11B residual nucleus is left in its ground
state. The data include also the excited states, as shown
in the measured missing-energy spectrum of Fig. 4. How-
ever, the majority of the p-shell contribution comes from
the ground state and we have checked that the excited
states do not strongly affect the data for p-shell knock-
out. Furthermore, the wave-function of the p-shell has
a minimum at p = 0, possibly reducing the numerical
accuracy of the calculations at low pmiss for this shell.
The s-shell wave-function does not have this problem,
but the fact that in this case the A − 1 system is in
the continuum, while the DWIA model is in principle
devised for discrete states, introduces an additional (al-
though presumably reasonable) approximation. Finally,
we note that in the calculations a relativistic mean-field
approximation has been assumed. A more sophisticated
model for nuclear structure may impact the results and
improve the agreement with the experimental data.
D. Quantifying the agreement of the calculations
with the data
To quantify the agreement between the calculations
and the data, we use a bin-by-bin comparison, employing
the χ2 criterion:
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FIG. 6: DWIA calculations of the polarization observables, with unmodified FFs (solid curves), and with GE/GM scaled by
+10% (−10%) shown as long-dashed (dotted) curves. These calculation curves are overlaid over the measured values from
Fig. 5(a). These are shown separately for s-shell knockout (a) (blue online) and p-shell knockout (b) (red online).
χ2 =
∑
α∈{x,z}
i∈ bins
(P ′measα,i − P ′ calcα,i )2
(dP ′measα,i )2 + (dP
′ calc
α,i )
2
, (10)
where P ′measα,i and P
′ calc
α,i are the measured and calcu-
lated values of the polarization transfer for a given axis,
α (x and z), in the ith bin. The uncertainty in the mea-
surement, dP ′measα,i , includes the statistical error of the
fit and the systematic uncertainty2 added in quadrature.
For dP ′ calcα,i , we only included the errors of the calcula-
tion due to the parameterizations of the optical poten-
tial, wave-function, and free-proton FFs (see Sec. V C),
2 about 3% for both P ′x and P ′z , see Table II.
since the impacts of other effects on the calculations are
undetermined. The χ2 values are then converted to p-
values, denoted by pval[χ
2], where the number of degrees
of freedom is twice the number of bins, as there is a mea-
surement of P ′x and P
′
z for each bin.
Scaling the FF ratio GE/GM has been suggested above
in order to obtain a better fit to the data. In order to
determine if this scaling improves the agreement between
the calculations and the data, we varied the value of
amod ≡
(
GE
GM
)bound/(
GE
GM
)free
− 1, (11)
and then reevaluated χ2 and the p-values. We deter-
mined the optimal values of amod which minimized the
χ2 separately for the s- and p-shells in each kinematic
setting. The uncertainty on the fitted values of amod are
9given by
δamod =
[
∂2
∂a2mod
[χ2]
]−1/2
, (12)
evaluated where χ2 is at its minimum. The results of
these comparisons are given in Table III.
TABLE III: The p-values for the fits with unscaled and opti-
mally scaled FFs. We also include the amod for the optimal
scaling. The number of degrees of freedom for the compari-
son with scaled FFs is one fewer than for those with unscaled
FFs.
shell/ w/ unmod. FFs amod w/ mod. FFs
setting ndof pval[χ
2] (%) ndof pval[χ
2]
s1/2
A 24 0.91 0.3± 2.5 23 0.89
B 12 0.29 −8.6± 3.8 11 0.60
p3/2
A 24 0.017 10.4± 2.6 23 0.37
B 12 0.049 −2.5± 3.1 11 0.04
This comparison shows that the s-shell calculations at
both kinematic settings agree with the data, even with-
out scaling the FFs. At Setting B the optimized scaling
amod = −8.6% improves the agreement for P ′z, while at
Setting A there is no need of FF scaling.
The p-shell calculations, without and even with FF
scaling, are generally in worse agreement with the data
than those for the s-shell. However, as shown in Table III,
a scaling of amod = 10.4% at Setting A greatly improves
the agreement with the data. This is an indication of
either genuine modifications to the FFs, or of other pos-
sible effects which mimic a modification to the FFs. At
Setting B, no FF scaling improves the agreement with
the data.
VI. CONCLUSIONS
Measurements of the transverse and longitudinal
components of the polarization transfer in quasi-free
12C(~e, e′~p) reaction have been presented and compared
to RDWIA calculations. The comparison gives an over-
all good agreement, but some discrepancies are observed
in s-shell knockout at large negative pmiss and in p-shell
knockout.
For s-shell knockout, both P ′x and P
′
z are in very good
agreement with the data at low pmiss. P
′
x is in good
agreement with the data also at high pmiss. The only no-
table discrepancy for the s-shell is that the calculations
underestimate P ′z by about 10% at large negative pmiss.
The s-shell knockout at large pmiss is a region of partic-
ular interest when searching for medium modifications
to the form factors [20], because it has both the largest
virtuality and the largest nuclear density in our dataset.
We note that in this region, P ′x is insensitive to GE/GM ,
and therefore the agreement between the calculated and
measured P ′x gives further credibility to the calculations.
Modifying the form-factor ratio in the calculations by
−8.6% in this region improves their agreement with the
data (by scaling P ′z while keeping P
′
x unchanged).
For the p-shell knockout, the agreement with the data
is not as good as for the s-shell. At low pmiss, scaling the
form-factor ratio by +10.4% greatly improves the agree-
ment with the data, which however, remains worse than
for the s-shell. At high pmiss, scaling the form-factor ratio
does not improve the agreement with the data. Further
theoretical work is required to understand the source of
the discrepancies for p-shell knockout.
No global scaling to GE/GM , common to all kinematic
regions in our dataset, would solve all the discrepancies.
Scaling the form-factor ratio differently for each kine-
matic region leads to a good agreement between the data
and calculations. We note, however, that form-factor
modification is not the only possible solution. Other ex-
planations can be envisaged and deserve further explo-
ration.
From the experimental point of view, the large statis-
tical errors at the large negative pmiss setting for both
shells will be reduced by combining our data with those
of a recent measurement from MAMI on 12C at the same
kinematic setting. The combined dataset could either
improve the statistical significance of the deviations or
show them to be statistical fluctuations.
Furthermore, the study of s-shell knockout in future
experiments may be useful in search of medium modi-
fications of the nucleon form factors in nuclei. Such a
measurement has been proposed at MAMI on 40Ca [42].
Since the 1s-shell has large virtuality in 40Ca (similar to
that of 12C), it would be a suitable nucleus to extend the
searches for medium modifications.
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