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ABSTRAK
Aspek kualitas kebutuhan non-fungsional merupakan salah satu faktor
penting yang berperan dalam kesuksesan pengembangan perangkat lunak. Aspek
kualitas kebutuhan non-fungsional yang telah diketahui sejak tahap awal analisa
kebutuhan diharapkan dapat meminimalisir hal-hal yang tidak diinginkan ketika
produk perangkat lunak sudah dibuat. Namun, mengidentifikasi aspek kualitas
kebutuhan non-fungsional merupakan hal yang sulit untuk dilakukan. Karena
aspek kualitas kebutuhan non-fungsional sering ditemukan tidak lengkap,
tersembunyi, dan tercampur di dalam kalimat-kalimat kebutuhan lain pada
dokumen. Oleh karena itu dibutuhkan suatu cara untuk dapat mengidentifikasi
aspek kualitas kebutuhan non-fungsional.
Penelitian yang ada telah mampu mengidentifikasi kebutuhan non-
fungsional dengan menggunakan metode klasifikasi multi-label. Salah satunya
adalah metode FSKKN dengan penambahan variabel semantik yang disebut
semantik-FSKNN. Penambahan variabel tersebut membuat data yang dibentuk
untuk pola pelatihan tersaring lebih ketat sehingga membuat kinerja klasifikasi
lebih kecil dibandingkan metode FSKNN. Disamping itu standar kualitas yang
digunakan tidak cocok untuk mengukur kualitas perangkat lunak. Oleh karena itu,
penelitian ini mengusulkan pengukuran semantik antar term-term relevan setiap
aspek kualitas dengan term-term pada dokumen yang akan dilabeli berbasis
ISO/IEC 25010:2011. Proses pengukuran semantik dilakukan dengan
menggunakan metode HSO. Metode HSO dipilih karena mampu mengukur
keterkaitan semantik antara dua kata yang berbeda jenis katanya seperti noun dan
verb. Sedangkan ISO/IEC 25010 dipilih sebagai acuan karena merupakan
peningkatan dari ISO/IEC 9126.
Dari pengujian yang telah dilakukan dengan menggunakan dataset voip dan
geolocation diketahui bahwa klasifikasi menggunakan metode FSKNN dengan
pengembangan term sebanyak 1 level hipernim dan 20 sinonim dengan
mempertimbangakan keterkaitan semantik dapat meningkatkan performa
klasifikasi. Hal ini ditunjukan dengan nilai accuracy, precision, recall dan F1
terbaik sebesar 97.10%, 25.05%, 21.35%, dan 14.73%.
Kata kunci: non-fungsional, iso/iec 25010, hipernim, hso, klasifikasi, fsknn.
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ABSTRACT
The quality aspect of non-functional requirements is one of the important
factors that play a role in the success of software development. The quality
aspects of non-functional requirements that have been known from the initial
stage of requirements analysis are expected to minimize unwanted things when
software products have been created. However, identifying aspects of quality of
non-functional requirements is a difficult thing to do. Because the quality aspect
of non-functional requirements is often found incomplete, hidden, and mixed in
the sentences of other requirements in the document. Therefore we need a way to
be able to identify aspects of the quality of non-functional requirements.
Existing research has been able to identify non-functional requirements
using the multi-label classification method. One of them is the FSKKN method
with the addition of semantic variables called semantics-FSKNN. The addition of
these variables makes the data formed for the training pattern filtered tighter so as
to make classification performance smaller than the FSKNN method. Besides that,
the quality standards used are not suitable for measuring software quality.
Therefore, this study proposes semantic measurement between relevant terms of
each quality aspect with the terms of the document to be labeled based on ISO /
IEC 25010:2011. The semantic measurement process is carried out using the HSO
method. The HSO method was chosen because it was able to measure semantic
linkages between two words of different types of words such as noun and verb.
Whereas ISO / IEC 25010 was chosen as a reference because it is an increase
from ISO / IEC 9126.
From the testing that has been performed using VoIP datasets and
geolocation, it is known that the classification using the FSKNN method with the
term development is 1 hypernym level and 20 synonyms by considering the
semantic linkages can improve classification performance. This is indicated by the
best accuracy, precision, recall and F1 values of 97.10%, 25.05%, 21.35%, and
14.73%.
Keywords: non-functional, iso/iec 25010, hypernim, hso, classification, fsknn.
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Pada Bab ini akan dijelaskan mengenai beberapa hal dasar dalam
pembuatan proposal penelitian yang meliputi latar belakang, perumusan masalah,
tujuan, manfaat, kontribusi penelitian, dan batasan masalah.
1.1. Latar Belakang
Kebutuhan non-fungsional yang berkaitan erat dengan aspek kualitas
perangkat lunak merupakan salah satu faktor penting untuk mendukung
kesuksesan pengembangan perangkat lunak (Ullah, Iqbal and Khan,
2011)(Ramadhani, Rochimah and Yuhana, 2015). Non-fungsional merupakan
kendala pada layanan atau fungsi yang ditawarkan oleh sistem secara keseluruhan
seperti usability, flexibility, efficiency, availability, and portability (Sommerville,
2010). Non-fungsional berfokus pada produktivitas yang buruk, pemrosesan yang
lambat, biaya yang relatif  tinggi, kualitas yang rendah, dan ketidak puasan
pelanggan (Chung and Leite, 2009).
Mengidentifikasi aspek kualitas kebutuhan non-fungsional merupakan hal
yang sulit untuk dilakukan. Karena aspek kualitas kebutuhan non-fungsional
tersebut ditemukan tidak lengkap, tersembunyi, dan tercampur di dalam kalimat-
kalimat kebutuhan lain pada dokumen. Permasalahan tersebut menyebabkan
aspek kualitas kebutuhan non-fungsional sering terlewatkan selama proses
pengembangan sistem perangkat lunak (Rahimi, Mirakhorli and Cleland-Huang,
2014)(Casamayor, Godoy and Campo, 2010). Kalimat kebutuhan yang memiliki
kaitan dengan aspek kualitas kebutuhan non-fungsional pada umumnya ditulis
dalam bentuk bahasa alami. Kalimat kebutuhan yang ditulis dalam bahasa alami
biasanya memiliki kerancuan. Kerancuan akan mempersulit analis dalam
mengidentifikasi aspek kualitas kebutuhan non-fungsional yang terdapat di
dalamnya(Rashwan, Ormandjieva and Witte, 2013). Oleh karena itu dibutuhkan
suatu cara untuk dapat mengidentifikasi aspek kualitas kebutuhan non-fungsional,
salah satunya dengan cara melakukan klasifikasi dari kalimat-kalimat kebutuhan
yang tertulis dalam dokumen kebutuhan tersebut (Ramadhani, Rochimah and
Yuhana, 2015).
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Ada empat metode yang digunakan untuk menyelesaikan permasalahan
identifikasi aspek kualitas kebutuhan non-fungsional (Casamayor, Godoy and
Campo, 2010)(Cleland-Huang et al., 2006)(Suharso and Rochimah,
2012)(Ramadhani, Rochimah and Yuhana, 2015). Keempat metode tersebut
dibagi menjadi dua pendekatan pembelajaran yaitu pendekatan pembelajaran
semi-diawasi (semi-supervised learning) dan pembelajaran diawasi (supervised
learning). Pendekatan yang paling sering digunakan adalah pendekatan
pembelajaran diawasi (supervised learning).
Penelitian yang menggunakan pendekatan pembelajaran semi-diawasi untuk
mengidentifikasi aspek kualitas kebutuhan non-fungsional berbasis algoritma
Naive Bayes adalah Casamayor dkk (2010) (Casamayor, Godoy and Campo,
2010). Algoritma Naive Bayes digunakan untuk proses pelatihan yang
digabungkan dengan metode Expectation Maximization (EM) yang bertujuan
untuk mengurangi jumlah data latih. Proses pertama yaitu dengan melakukan
praproses terhadap kalimat - kalimat kebutuhan untuk mendapatkan term kunci.
Proses kedua adalah melakukan klasifikasi dengan metode gabungan tersebut.
Metode EM terdiri dari 2 proses yaitu proses E-step dan M-step, dimana proses E-
step berfungsi untuk mengisi data yang hilang berdasarkan estimasi pada
parameter dan pada proses M-step melakukan re-estimasi parameter untuk
mendapatkan kemungkinan termaksimal. Dalam penelitian menggunakan metode
gabungan Naive Bayes dengan EM ini, kalimat kebutuhan yang tidak terlabeli
dianggap kehilangan data karena kurangnya label kelas tersebut.
Metode Naive Bayes dengan menggunakan pendekatan semi-diawasi telah
terbukti mampu melakukan identifikasi aspek kualitas kebutuhan non-fungsional
dari kalimat kebutuhan dengan baik, tetapi metode ini hanya mampu
mengklasifikasikan kalimat kebutuhan non-fungsional terbatas ke dalam satu
aspek kualitas (single-label). Sedangkan menurut Huang dkk (2010) dan Rashwan
dkk (2013) (Cleland-Huang et al., 2006)(Rashwan, Ormandjieva and Witte, 2013)
ada kemungkinan bahwa satu opsi kalimat kebutuhan dalam dokumen kebutuhan
mengandung lebih dari satu aspek kebutuhan non-fungsional (multi-label). Oleh
karena itu dibutuhkan suatu cara untuk dapat mengidentifikasi aspek kualitas
kebutuhan non-fungsional ke dalam lebih dari satu aspek kualitas (multi-label).
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Ada tiga penelitian utama terkait pengidentifikasian aspek kualitas
kebutuhan non-fungsional yang menggunakan pendekatan pembelajaran diawasi.
Penelitian pertama adalah mengidentifikasi aspek kualitas kebutuhan non-
fungsional berbasis algoritma klasifikasi model probabilistik (Cleland-Huang et
al., 2006). Penelitian ini terdiri dari dua tahap yaitu tahap awal dan tahap
pengembangan. Tahap awal pada penelitian ini terdiri dari dua proses. Proses
pertama adalah menyediakan sekumpulan kata kunci baku. Kata kunci baku
tersebut diambil dari katalog metode operasionalisasi softgoal keamanan dan
kinerja pada Softgoal interdependency graphs (SIG )(Chung and Leite, 2009).
Sedangkan proses kedua adalah menggunakan kata kunci baku tersebut untuk
mengklasifikasi setiap tipe non-fungsional dari kebutuhan yang tidak terklasifikasi
ke dalam lebih dari satu aspek kualitas (multi-label). Tahap awal pada penelitian
ini diidentifikasi memiliki masalah yaitu kesulitan dalam menemukan katalog
yang dapat diterima dan terstandarisasi pada tipe non-fungsional lain, sehingga
tidak dievaluasi lebih lanjut (Cleland-Huang et al., 2006).
Tahap pengembangan pada penelitian ini terdiri dari tiga proses yaitu
pelabelan data latih, penambangan term indikator, dan klasifikasi. Tahap
pengembangan pada penelitian ini memiliki tingkat subjektivitas yang tinggi
karena proses pelabelan data latih dilakukan secara manual. Disamping itu,
banyaknya aspek kualitas yang ditawarkan oleh model-model kualitas seperti
model McCall, Boehm, Dromey, FURPS, BNN, Star, dan ISO menyebabkan
kebingungan dalam menentukan aspek kualitas(Behkamal, Kahani and Akbari,
2009).
Penelitian kedua adalah pelabelan otomatis aspek kualitas kebutuhan non-
fungsional berbasis ISO/IEC 9126:2001 (Suharso and Rochimah, 2012).
Penelitian ini terdiri dari tiga proses yaitu pelabelan otomatis data pelatihan,
penambangan term indikator, dan klasifikasi. Penelitian ini belum
mempertimbangkan faktor hubungan semantik antara term-term relevan dengan
setiap aspek kualitas yang diproses selama pelatihan. Faktanya faktor semantik
dapat meningkatkan hasil klasifikasi menjadi lebih baik (Jensen and Martinez,
2000)(Çelik, 2013).
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Penelitian ketiga adalah klasifikasi aspek kualitas kebutuhan non-fungsional
menggunakan semantic-FSKNN berbasis ISO/IEC 9126:2001 (Ramadhani,
Rochimah and Yuhana, 2015). Penelitian ini terdiri dari tiga proses yaitu
pelabelan otomatis data pelatihan, pengukuran keterkaitan semantik, dan
klasifikasi. Proses pelabelan otomatis data pelatihan dilakukan untuk menghemat
lebih banyak waktu dibandingkan proses pelabelan dilakukan secara manual,
proses ini dilakukan dengan pembobotan TF-IDF dengan pencarian tingkat
kemiripan menggunakan Cosine Measure (Suharso and Rochimah, 2012). Proses
pengukuran semantik dilakukan dengan menggunakan metode HSO (Hirst and St-
onge, 1995) untuk mendapatkan hubungan semantik antar term-term relevan
setiap aspek kualitas dengan setiap aspek kualitas. Sedangkan untuk proses
klasifikasi, menggunakan metode FSKNN yang telah diperkenalkan oleh Jiang
dkk (2012) (Jiang, Tsai and Lee, 2012). Pada proses ini dilakukan penambahan
variabel baru dalam fase pengelompokan pola pelatihan ke dalam kluster.
Variabel tersebut diperoleh dari nilai keterkaitan semantik dalam proses
sebelumnya. Proses penambahan variabel semantik pada metode FSKNN disebut
semantic-FSKNN. Kelas yang digunakan untuk proses klasifikasi berdasarkan
Aspek kualitas ISO/IEC 9126:2001.
Penelitian ketiga diidentifikasi mempunyai tiga permasalahan.
Permasalahan pertama adalah aspek kualitas yang digunakan sebagai acuan masih
menggunaan standart lama yaitu ISO/IEC 9126:2001. Menurut Al-Kilidar dkk
(2005) (Al-Kilidar, Cox and Kitchenham, 2005), ISO/IEC 9126:2001 tidak cocok
untuk mengukur kualitas perangkat lunak. Ini menimbulkan keraguan serius
tentang validitas standar secara keseluruhan. Buruknya kualitas perangkat lunak
dapat menyebabkan kerugian(Al-Qutaish, 2010). Disamping itu, evaluasi kritis
dari penelitian yang dilakukan oleh Al-Kilidar dkk (2005) (Al-Kilidar, Cox and
Kitchenham, 2005) dan Al-Qutaish (2010) (Al-Qutaish, 2010) mengungkapkan
ambiguity pada enam sub-atribut compliance pada struktur hirarki ISO/IEC
9126:2001. Sejalan dengan evaluasi ini, Behkamal dkk (2009) (Behkamal, Kahani
and Akbari, 2009) hanya menggunakan 21 sub-atribut dari total 27 sub-atribut
yang dimiliki oleh ISO/IEC 9126:2001.
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Permasalahan kedua adalah pengembangan term menggunakan 2 level
hipernim dapat mengurangi kinerja akurasi. Berdasarkan hasil penelitian yang
dilakukan oleh Ramadhani dkk (2015) (Ramadhani, Rochimah and Yuhana, 2015)
permasalahan tersebut terjadi karena penggunaan hipernim yang terlalu banyak
dapat menghilangkan makna asli dari term yang dikembangkan. Menurut Rozi
dkk (2015) (Rozi, Fatichah and Purwitasari, 2015) penggunaan hipernim mampu
meningkatkan akurasi. Namun, penggunaan hipernim dalam beberapa dataset
hanya akan menambah jumlah term yang akan dianggap sebagai noise sehingga
mengurangi akurasi.
Permasalahan ketiga adalah pengukuran keterkaitan semantik dilakukan
antar term-term relevan setiap aspek kualitas dengan setiap aspek kualitas. Hasil
dari pengukuran semantik tersebut akan dijadikan variabel baru berupa faktor
semantik ke dalam proses algoritma FSKNN. Variabel baru tersebut akan
ditambahkan pada tahap pengelompokan pola training ke dalam kluster. Evaluasi
kritis dari penelitian Ramadhani dkk (2015) (Ramadhani, Rochimah and Yuhana,
2015) mengungkapkan perubahan metode dari FSKNN ke semantik-FSKNN tidak
memiliki perbedaan yang signifikan. Hal ini dikarenakan penambahan variabel
tersebut membuat data yang dibentuk untuk pola pelatihan tersaring lebih ketat
sehingga membuat kinerja klasifikasi lebih kecil dibandingkan metode FSKNN.
Penelitian ini mengajukan tiga solusi dari permasalahan di atas. Solusi
pertama adalah menggunakan ISO/IEC 25010:2011 sebagai acuan untuk
mengukur aspek kualitas. ISO/IEC 25010:2011 dipilih sebagai acuan karena
merupakan peningkatan dari ISO/IEC 9126:2001 (Saptarini, Rochimah and
Yuhana, 2016). ISO/IEC 25010:2011 adalah bagian dari rangkaian standart
international SquaRE dan telah menggantikan ISO/IEC 9126:2001 pada tahun
2011. Disamping itu, ISO/IEC 25010:2011 menambahkan beberapa amandemen
seperti security dari sub-atribut dirubah menjadi atribut dan memiliki lima sub-
atribut baru. ISO/IEC 25010:2011 mendefinisikan model kualitas perangkat
lunak, yang terdiri dari delapan atribut meliputi functional suitability, reliability,
performance efficiency, usability, security, compatibility, maintainability dan
portability. Setiap atribut terbagi menjadi beberapa sub-atribut (Kadi, Idri and
Ouhbi, 2016).
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Solusi kedua adalah pengembangan term gabungan akan menggunakan dua
skenario. Skenario pertama menggunakan 2 level hipernim dan 9 sinonim pada
masing-masing hipernim seperti penelitian sebelumnya (Ramadhani, Rochimah
and Yuhana, 2015). Sedangkan skenario kedua pengembangan term menggunakan
1 level hipernim dan 20 sinonim. Skenario kedua diharapkan dapat meningkatkan
kinerja klasifikasi.
Solusi ketiga adalah pengukuran keterkaitan semantik akan dilakukan pada
proses otomatisasi data pelatihan. Penerapan Pengukuran semantik pada proses
otomatisasi data pelatihan ini akan menggunakan dua skenario. Skenario pertama
adalah menghasilkan data pelatihan secara otomatis tanpa melakukan pengukuran
keterkaitan semantik menggunakan 1 level hipernim dan 20 sinonim. Sedangkan
skenario kedua adalah data pelatihan pada skenario pertama ditambahkan
pengukuran keteraitan semantik antar term-term relevan setiap aspek kualitas
dengan term-term pada dokumen yang akan dilabeli. Kedua data latih tersebut
akan digunakan pada proses klasifikasi. Penambahan pengukuran semantik pada
data latih yang diperoleh dari proses otomatisasi data pelatihan ini dilakukan
dengan tujuan untuk menghasilkan data latih yang lebih baik. Skenario kedua
diharapan dapat menghasilkan akurasi yang lebih tinggi dibandingkan dengan
skenario pertama.
Hasil dari penelitian ini dapat membantu para analis kebutuhan untuk
mengetahui aspek kualitas kebutuhan non-fungsional apa saja yang diperlukan
untuk mendukung kesuksesan proses pengembangan perangkat lunak. Aspek
kualitas kebutuhan non-fungsional yang telah diketahui sejak tahap awal analisa
kebutuhan diharapkan dapat meminimalisir hal-hal yang tidak diinginkan ketika
produk perangkat lunak sudah dibuat.
1.2. Perumusan Masalah
Rumusan masalah yang diangkat dalam penelitian ini adalah sebagai
berikut:
1. Bagaimana cara menghasilkan data latih secara otomatis berdasarkan
aspek kualitas ISO/IEC 25010:2011?
2. Bagaimana mengetahui performa otomatisasi data pelatihan berdasarkan
ground truth dari dua skenario antara data latih yang diperoleh dari
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pengembangan term menggunakan 2 level hipernim dengan 9 sinonim
dan pengembangan term menggunakan 1 level hipernim dengan 20
sinonim?
3. Bagaimana menambahkan pengukuran keterkaitan semantik antara term-
term relevan setiap aspek kualitas dengan term-term pada dokumen yang
akan dilabeli ke dalam data latih yang diperoleh pada proses otomatisasi
data pelatihan?
1.3. Tujuan Penelitian
Tujuan yang akan dicapai dalam penelitian ini adalah membangun kerangka
kerja untuk melakukan otomatisasi data pelatihan berdasarkan aspek kualitas
ISO/IEC 25010:2011. Hasil dari proses ini adalah semua kalimat kebutuhan yang
sudah terlabeli berdasarkan aspek kualitas ISO/IEC 25010:2011. Pelabelan yang
dilakukan meliputi pengembangan term menggunakan hipernim dan sinonim serta
pengukuran keterkaitan semantik menggunakan metode HSO. Pengukuran
semantik dilakukan antara term-term relevan setiap aspek kualitas dengan term-
term pada dokumen yang akan dilabeli. Selanjutnya yaitu menghitung bobot
berdasarkan term frekuensi(tf), inverse dokumen frekuensi(idf), tf-idf, dan nilai
similarity. Proses terakhir akan dilakukan klasifikasi untuk mengetahui perbedaan
data latih yang diperoleh dari dua level hipernim dan data latih baik yang
memperhatikan pengukuran keterkaitan semantik maupun tidak.
1.4. Manfaat Penelitian
Manfaat dari penelitian ini adalah membantu para analis kebutuhan dalam
menganalisa aspek kualitas kebutuhan non-fungsional apa saja yang harus
dipenuhi untuk mendukung kesuksesan proses pengembangan perangkat lunak.
Aspek kualitas kebutuhan non-fungsional yang telah diketahui sejak tahap awal
analisa kebutuhan diharapkan dapat meminimalisir hal-hal yang tidak diinginkan
ketika produk perangkat lunak sudah dibuat.
1.5. Kontribusi Penelitian
Kontribusi yang diharapkan dari penelitian ini adalah melakukan klasifikasi
untuk mengetahui aspek kualitas kebutuhan non-fungsional apa saja yang harus
dipenuhi untuk mendukung kesuksesan proses pengembangan perangkat lunak.
Sebelum melakukan pengklasifikasian, dibutuhkan otomatisasi data pelatihan
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menggunakan aspek kualitas ISO/IEC 25010:2011. Proses otomatisasi data
pelatihan akan menghasilkan data latih yang diperoleh dari pengembangan term
menggunakan 1 level hipernim dengan 20 sinonim. Selain itu, data latih yang
diperoleh dari proses otomatisasi data pelatihan akan dilakukan penambahan term
frekuensi yang diperoleh dari pengukuran semantik antara term-term relevan
setiap aspek kualitas dengan term-term pada dokumen yang akan dilabeli.
1.6. Batasan Masalah
Batasan masalah pada penelitian ini adalah:
1. Sebagaimana penelitian sebelumnya yang dilakukan oleh Suharso dkk
(2012) dan Ramadhani dkk (2012) (Suharso and Rochimah,
2012)(Ramadhani, Rochimah and Yuhana, 2015), dalam penelitian ini
aspek kualitas yang digunakan hanya sub-atribut dari aspek kualitas
ISO/IEC 25010:2011.
2. Dokumen yang digunakan dalam proses klasifikasi berada pada tingkatan
sentences level pada dokumen kebutuhan.
3. Dataset berupa gabungan domain daftar spesifikasi kebutuhan perangkat




Bab ini merupakan pembahasan dari referensi terkait yang telah dilakukan
dalam menyelesaikan permasalahan sesuai dengan uraian pada latar belakang.
Bab ini diawali dengan menjabarkan hal-hal yang diterapkan pada metode yang
diusulkan, kelemahan yang terdapat pada penelitian sebelumnya, komparasi
penelitian sebelumnya. Selanjutnya dilanjutkan dengan kelebihan dari metode
yang akan digunakan untuk menyelesaikan permasalahan deteksi aspek kualitas
kebutuhan non-fungsional, metode usulan.
2.1 Kebutuhan Non-Fungsional
Kebutuhan non-fungsional dapat dianggap sebagai kriteria kualitas atau
kinerja yang harus dipenuhi oleh sistem perangkat lunak (Xiang et al., 2015).
Non-fungsional adalah elemen kunci yang perlu ditangani selama proses
pengembangan. Non-fungsional dapat bersifat subjektif, relatif, beragam dan
interaktif (Pavel Kruliš, 2012). Kebutuhan non-fungsional sering juga disebut
aspek kualitas dari sebuah sistem. Kebutuhan non-fungsional atau aspek kualitas
merupakan sebuah konsep penting dalam rekayasa kebutuhan. Konsep tersebut
menentukan kesuksesan atau kegagalan sebuah sistem perangkat lunak (Khatter
and Kalia, 2013).
Kebutuhan non-fungsional dapat digolongkan menjadi 2 bagian, yaitu
kebutuhan non-fungsional primer dan kebutuhan non-fungsional spesifik. Yang
dimaksud kebutuhan non-fungsional primer adalah abstraksi dari tingkat tertinggi
suatu kebutuhan non-fungsional yang dapat diurai menjadi kebutuhan non-
fungsional spesifik, sedangkan kebutuhan non-fungsional spesifik memiliki
tingkat yang lebih detail dan menunjukkan aspek yang terhubung dengan
kebutuhan non-fungsional primer (Khatter and Kalia, 2013). Jika mengacu pada
ISO/IEC 25010:2011, yang tergolong kebutuhan non fungsional primer seperti
functionality suitability, performance efficiency, compatibility, usability,
reliability, security, maintanability, portability, sedangkan kebutuhan non-
fungsional spesifik, salah satu contoh yang dapat diambil dari usability yaitu
appropriateness recognizability, learnability, operability, user error protection,
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user interface aesthetics, dan accessibility. Detail kebutuhan non-fungsional
primer dan spesifik menurut ISO/IEC 25010:2011 dijabarkan pada Gambar 2.1.
Walaupun kebutuhan non-fungsional dipertimbangkan selama proses
pengembangan sistem perangkat lunak, tetapi belum ada kesepakatan dalam
komunitas rekayasa kebutuhan tentang bagaimana kebutuhan non-fungsional
dapat dielisitasi, direpresentasikan dan diintegrasikan. Kondisi inilah yang
memicu permasalahan utama dalam kebutuhan non-fungsional yaitu ketiadaan
ketentuan formal untuk melakukan elisitasi atau identifikasi kebutuhan non-
fungsional (Khatter and Kalia, 2013).
Oleh karena itu fokus dalam penelitian ini adalah untuk mencari cara
melakukan elisitasi atau identifikasi kebutuhan non-fungsional dengan hasil yang
dapat memberikan akurasi yang tinggi.
2.2 ISO/IEC 25010:2011
ISO 25010:2011 disiapkan oleh Joint Technical Committee ISO/IEC JTC 1,
Information technlogy, subcommittee SC 7, Software and system engineering.
Edisi pertma ISO/IEC 25010:2011 membatalkan dan menggantikan ISO/IEC
9126-1: 2001, yang telah direvisi secara teknis. ISO/IEC 25010:2011 adalah
bagian dari rangkaian Standart International SquaRE, yang terdiri dari divisi-
divisi berikut :
1. Quality Management Division (ISO/IEC 2500n).
2. Quality Model Division (ISO/IEC 2501n).
3. Quality Measurement Division (ISO/IEC 2502n).
4. Quality Requirements Division (ISO/IEC 2503n).
5. Quality Evaluation Division (ISO/IEC 2504n).
6. SquaRE Extension Division (ISO/IEC 25050 - ISO/IEC 25099).
Mengukur kualitas sistem dengan cara seberapa baik suatu sistem dapat
memenuhi berbagai kebutuhan pemangku kepentingan. Oleh karena itu, perlu
untuk mempertimbangkan kualitas dari perspektif pemangku kepentingan yang
berbeda. Model-model kualitas menyediakan kerangka untuk mengumpulkan
kebutuhan pemangku kepentingan. Di antara dokumen dalam standar ISO / IEC,
25010:2011 "Model Kualitas" mendefinisikan model kualitas produk yang terdiri
dari delapan atribut yang selanjutnya dibagi lagi menjadi sub-atribut (Gambar
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2.1). Model ini dipahami sebagai model struktural yang didefinisikan oleh
SQuaRE sebagai; "Kualitas model: set karakteristik yang ditetapkan, dan
hubungan di antara mereka.". Standar ini juga memberikan definisi dari masing-
masing atribut kualitas dan sub-atribut (Febrero, Calero and Moraga, 2016).
Gambar 2. 1 ISO/IEC 25010:2011 untuk Quality Model
Strategi Dekomposisi Hierarki ini dimaksudkan untuk menyediakan sarana
untuk menangani kompleksitas konseptual. Penanganan kompleksitas tersebut
bertujuan untuk menggambarkan Kualitas sebagai properti multidimensi. Selain
itu, Dekomposisi Hierarki ini juga menyediakan sarana untuk memperoleh atribut
terukur sederhana yang cocok untuk kombinasi lebih lanjut ke dalam indeks
kualitas (Febrero, Calero and Moraga, 2016).
Dalam penelitian ini yang digunakan sebagai dasar acuan dalam model
aspek kualitas adalah dokumen ISO 25010:2011 yang berisi 1 model kualitas
yaitu kualitas produk perangkat lunak. Model tersebut terdiri dari delapan atribut
kualitas yang terbagi lagi menjadi 31 sub-atribut kualitas, detail sub-atribut
tersebut dapat dilihat pada Gambar 2.1. Pada penelitian ini model kualitas produk
ISO 25010:2011 yang digunakan sebagai dasar acuan model kualitas untuk
melakukan identifikasi aspek kualitas dari kalimat kebutuhan, tetapi hanya 31
sub-atribut yang digunakan karena sub-atribut lebih spesifik dari atribut.
Disamping itu, beberapa penelitian sebelumnya lebih cenderung menggunakan
sub-atribut dibandingkan atribut (Suharso and Rochimah, 2012)(Ramadhani,
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Rochimah and Yuhana, 2015). Definisi dari 31 sub-atribut tersebut ditunjukkan
pada Tabel 2.1.












The functions facilitate the accomplishment of
specified tasks and objectives.
4 Time behaviour The response and processing times and throughput




The amounts and types of resources used by a product
or system, when performing its functions, meet
requirements.
6 Capacity The maximum limits of a product or system parameter
meet requirements.
7 Co-exixtence perform its required functions efficiently while sharing
a common environment and resources with other
products, without detrimental impact on any other
product.




Users can recognize whether a product or system is
appropriate for their needs.
10 Learnability a product or system can be used by specified users to
achieve specified goals of learning to use the product
or system with effectiveness, efficiency, freedom from
risk and satisfaction in a specified context of use.
11 Operability Easy to operate and control.
12 User error
protection
Protects users against making errors.
13 User interface
aesthetics
Enables pleasing and satisfying interaction for the
user.
14 Accessibility System can be used by people with the widest range of
characteristics and capabilities to achieve a specified
goal in a specified context of use.
15 Maturity Meets needs for reliability under normal operation.
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No. SubAtribut Definisi
16 Availability Operational and accessible when required for use.
17 Fault tolerance Operates as intended despite the presence of hardware
or software faults.
18 Recoverability The event of an interruption or a failure, a product or
system can recover the data directly affected and re-
establish the desired state of the system.
19 Confidentiality System ensures that data are accessible only to those
authorized to have access.
20 Integrity Prevents unauthorized access to, or modification of,
computer programs or data.
21 Non-repudiation Proven to have taken place, so that the events or
actions cannot be repudiated later.
22 Accountability The actions of an entity can be traced uniquely to the
entity.
23 Authenticity The identity of a subject or resource can be proved to
be the one claimed.
24 Modularity Computer program is composed of discrete
components such that a change to one component has
minimal impact on other components.
25 Reusability An asset can be used in more than one system, or in
building other assets.
26 Analysability Effectiveness and efficiency with which it is possible to
assess the impact on a product or system of an
intended change to one or more of its parts, or to
diagnose a product for deficiencies or causes of
failures, or to identify parts to be modified.
27 Modifiability A product or system can be effectively and efficiently
modified without introducing defects or degrading
existing product quality.
28 Testability Effectiveness and efficiency with which test criteria
can be established for a system, product or component
and tests can be performed to determine whether those
criteria have been met.
29 Adaptability A product or system can effectively and efficiently be
adapted for different or evolving hardware, software
or other operational or usage environments.
30 Installability Effectiveness and efficiency with which a product or
system can be successfully installed and/or uninstalled
in a specified environment.
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No. SubAtribut Definisi
31 Replaceability Replace another specified software product for the
same purpose in the same environment.
2.3 Klasifikasi Teks
Klasifikasi teks adalah suatu proses otomatisasi untuk menetapkan suatu
masukan teks ke dalam label atau kelas yang memiliki hubungan dengan teks
tersebut. Klasifikasi teks dibagi menjadi dua yaitu berdasarkan jumlah pelabelan
dan tingkatan masukan teks yang digunakan. Berdasarkan jumlah pelabelan
sendiri dibagi menjadi dua yaitu klasifikasi single-label dan multi-label,
sedangkan berdasarkan tingkatan masukan teks yang digunakan juga dibagi
menjadi dua yaitu sentence level dan document level(Pan, 2006).
Dalam penelitian ini jenis klasifikasi yang digunakan untuk melakukan
identifikasi kebutuhan non-fungsional adalah klasifikasi multi-label dengan
masukan teks berada pada sentence level karena berupa opsi-opsi kalimat
kebutuhan dalam bentuk kalimat singkat yang tertulis dalam dokumen kebutuhan.
2.4 Klasifikasi Multi-Label
Dalam penjelasan sebelumnya klasifikasi multi-label merupakan proses
klasifikasi teks yang dapat mengklasifikasikan teks ke dalam beberapa label atau
kelas secara bersamaan. Klasifikasi multi-label dalam penyelesaiannya memiliki
dua pendekatan yang berbeda yaitu metode transformasi masalah dan metode
adaptasi algoritma (Prajapati, Thakkar and Ganatra, 2012).
Dalam penelitian ini jenis pendekatan yang digunakan adalah  metode
adaptasi algoritma. Metode adaptasi algoritma digunakan untuk menyelesaikan
permasalahan multi-label. Metode yang digunakan mengadaptasi pada algoritma
yang ada untuk menyelesaikan permasalahan single-label. Algoritma tersebut
dikembangkan agar dapat menyelesaikan permasalahan multi-label tersebut
(Prajapati, Thakkar and Ganatra, 2012). Beberapa algoritma yang digunakan
dalam metode ini seperti ML-KNN, BPMLL, dan FSKNN. Dalam penelitian ini
algoritma yang digunakan untuk klasifikasi multi-label pada proses identifikasi
kebutuhan non-fungsional adalah algoritma FSKNN(Jiang, Tsai and Lee, 2012).
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2.5 Algoritma Otomatisasi Data Pelatihan
Pemrosesan bahasa alami merupakan teknik untuk mengajarkan komputer
dalam memahami maksud dari kata-kata yang digunakan oleh manusia. Metode
ini lah yang kemudian diadaptasi oleh bidang Rekaya Perangkat Lunak salah satu
nya dalam memproses aspek perubahan dari suatu produk perangkat lunak.
2.5.1. Praproses
Salah satu teknik pemrosesan bahasa alami yang kerap digunakan pada pra
proses adalah teknik-teknik berikut, yaitu:
1. Tokenisasi
Pada tahap ini, input kalimat kebutuhan dipecah menjadi unit terkecil.
Biasanya unit tersebut berupa kata-kata atau kalimat atau paragraf. Contoh
dari tokenisasi misalnya salah satu kalimat kebutuhan yaitu “the system
must be maintainable” akan ditokenisasi menjadi “the”, “system”, ”must”,
”be”, dan “maintainable”.
2. Case Folding
Merubah semua huruf menjadi huruf kecil. Huruf yang diterima dalam
proses case folding adalah huruf “a” hingga “z”, karakter selain huruf yang
diterima akan dihilangkan dan dianggap delimiter.
3. Stopwords Removal
Stopwords Removal merupakan proses menghilangkan kata, tanda baca,
simbol dan bilangan yang tidak berpotensi menjadi indikator topik pada
kalimat kebutuhan. Contoh dari stopwords removal yaitu “a”, “an”, “and”,
“as”, “be”, tanda baca koma dan sebagainya.
4. Stemming
Stemming memiliki peran untuk menjadikan teks menjadi kata dasar. Misal
dari contoh kalimat kebutuhan pada tahap sebelumnya maka kata
“maintainable” akan diubah menjadi “maintan”.
2.5.2. Pengembangan Term Gabungan antara Hipernim dan Sinonim
Pada tahap ini pengembangan akan dilakukan dengan menggunakan term
gabungan antara hipernim dan sinonim. Pengembangan term tersebut disesuaikan
dengan penelitian sebelumnya yang dilakukan oleh Suharso dkk (2013) dan
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Ramadhani dkk (2015) (Suharso and Rochimah, 2012) (Ramadhani, Rochimah
and Yuhana, 2015).
Pengembangan term gabungan antara hipernim dan sinonim hanya
dilakukan pada term yang berkaitan langsung dengan ISO/IEC 25010:2011. Hal
ini dikarenakan term-term tersebut akan dijadikan acuan dasar untuk melakukan
proses klasifikasi kalimat kebutuhan. Disamping itu, pengembangan term pada
penelitian ini disesuaikan dengan evaluasi kritis yang dilakukan oleh Ramadhani
dkk (2015) bahwa penggunaan hipernim terlalu banyak dikhawatirkan akan
menghilangkan makna asli dari term yang dikembangkan. Untuk membuktikan
hipotesa ini maka pengembangan term gabungan dilakukan menggunakan dua
skenario. Skenario pertama menggunakan 2 level hipernim dan 9 sinonim pada
masing-masing hipernim seperti penelitian sebelumnya (Ramadhani, Rochimah
and Yuhana, 2015). Sedangkan skenario kedua pengembangan term menggunakan
1 level hipernim dan 20 sinonim.
Pola pengembangan term gabungan antara hipernim dan sinonim
ditunjukkan pada Gambar 2.2. Sedangkan term-term relevan dengan 31 sub-
atribut aspek kualitas dari ISO/IEC 25010:2011 yang akan digunakan dalam
penelitian ini ditunjukkan pada Tabel 2.2.
Gambar 2.2 Pola Pengembangan Gabungan Hipernim dan Sinonim
Tabel 2.2 Daftar term relevan dengan 31 subatribut aspek kualitas ISO/IEC
25010:2011
No. SubAtribut Term Relevan
1 Functional
completeness


















No. SubAtribut Term Relevan
3 Functional
appropriateness
Functional, suitability, appropriateness,  facilitate,
accomplishment, tasks, objectives.
4 Time behaviour Performance, efficiency, time, behaviour,  response,
processing, throughput, rates, functions.
5 Resource
utilization
Performance, efficiency, resource, utilization,
amounts,  functions.
6 Capacity Performance, efficiency, capacity,  maximum, limits,
parameter.
7 Co-exixtence Compatibility, coexistence, required, sharing,
environment, detrimental, impact.
8 Interoperability Compatibility, interoperability, exchange, information.
9 Appropriateness
recognizability
Usability, appropriateness, recognizability, users,
system, needs.
10 Learnability Usability, learn, achieve, goals, freedom, risk,
satisfaction.
11 Operability Usability, operability, easy, control.
12 User error
protection
Usability, user, error, protection, making.
13 User interface
aesthetics
Usability, user, interface, aesthetics, enables, pleasing,
satisfying, interaction.
14 Accessibility Usability, access, system, people, wide, range,
characteristics, capability.
15 Maturity Reliability, maturity,  under, normal, operation.
16 Availability Reliability, available, accessible, required.
17 Fault tolerance Reliability, fault, tolerance, intended, despite,
presence, hardware, software.
18 Recoverability Reliability, recover, event, interruption, failure,  data,
directly, affected, desired.
19 Confidentiality Security, confidentiality, ensures, data, accessible,
authorized.
20 Integrity Security, integrity,  prevents, unauthorized,
access,modify, data.
21 Non-repudiation Security, repudiation, verify,  place, events,actions,
repudiated, later.
22 Accountability Security, accountability,  traced, uniquely, entity.
23 Authenticity Security, authenticity, identity, subject, resource,
proved, claimed.
24 Modularity Maintain, modular, composed, discrete, components,
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No. SubAtribut Term Relevan
change, minimal, impact.
25 Reusability Maintain, reusable, asset, more, than, system,
building, other.
26 Analysability Maintain, analyze, possible , assess, impact,  intended,
change, diagnose, deficiencies, causes, failures,
identify, modified.
27 Modifiability Maintain, modified, defects, degrading,
existing,quality.
28 Testability Maintain, tested, test, criterion, established,
determine.
29 Adaptability Portability, adaptability, different, evolving, hardware,
software,  operational,  environments.
30 Installability Portability, installed, effectiveness, efficiency,
successfully, remove.
31 Replaceability Portability, replaceability, another,  product, same,
purpose.
2.5.3. Relasi Hipernim
Secara umum hipernim merupakan suatu kata yang memiliki ruang lingkup
makna yang mencakup hal - hal umum atau mencakup aspek yang luas. Relasi
Hipernim dalam Wordnet menurut Miller (Miller, 1995) memiliki kata lain super-
name, yaitu hubungan transitif antar synsets, hubungan semantik ini mengatur
makna kata dalam struktur hirarki. Struktur hirarki yang dimaksud adalah struktur
hirarki pohon IS-A, dimana kata Y merupakan hipernim dari suatu kata X, jika
setiap X adalah (IS-A) Y (Koirala & Rasheed, 2008). Berikut ilustrasi dari relasi
hipernim berdasarkan leksikal Wordnet pada Gambar 2.3.
Gambar 2.3 Representasi Relasi Hipernim dalam Wordnet (Chen, Tseng and
Liang, 2010)
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Pada Gambar 2.3 diatas dapat diketahui bahwa berdasarkan hubungan IS-A
pada struktur hirarki pohon diatas, kata marketing merupakan hipernim untuk kata
sales dan retail pada level 1, sedangkan kata commerce yang berada pada level 2
merupakan hipernim untuk kata sales, retail, marketing, dan trade.
2.5.4.Pengukuran Keterkaitan Semantik
Pengukuran semantik menurut Gomaa dan Fahmy digolongkan menjadi tiga
kelompok yang berbeda yaitu String-based similarity measure, Corpus-based
similarity measure, dan Knowledge-based similarity measure. Pengukuran
semantik yang berhubungan dengan pemanfaatan informasi yang terdapat dalam
wordnet termasuk ke dalam kelompok Knowledge-based similarity measure.
Kelompok Knowledge-based similarity measure terbagi lagi menjadi dua bagian
yang berbeda yaitu semantic similarity measure dan semantic relatedness
measure, detail pembagian kelompok dapat dilihat pada Gambar 2.4 (Gomaa &
Fahmy, 2013).
Gambar 2.4 Bagan Kelompok Knowledge-based Similarity Measures (Gomaa,
2013)
Berdasarkan Gambar 2.4, pada penelitian ini akan menggunakan metode
Hirst & S-Onge (HSO) yang berada pada bagian semantic relatedness measure.
Metode HSO digunakan karena memiliki beberapa kelebihan dibandingkan
metode pada bagian semantic similarity measure, seperti salah satunya memiliki
kemampuan untuk dapat mengukur keterkaitan semantik antara dua kata yang


















Korelasi persepsi manusia dengan metode HSO berbasis tes acuan Miller-Charles
dan Rubenstein-Goodenough juga menunjukkan bahwa metode HSO memiliki
korelasi yang lebih tinggi dibandingkan pada metode - metode yang ada pada
bagian semantic similarity measure (Wan & Angryk, 2007).
Ide dasar dari metode HSO adalah menentukan keterkaitan semantik antara
dua kata yang dibandingkan menggunakan relasi kohesi untuk menghitung jalur
yang diperbolehkan antara dua kata tersebut. Metode HSO memiliki tiga tipe
relasi kohesi berbeda yang secara langsung menghubungkan keterkaitan semantik
antara dua kata sebagai berikut (Choudhari, 2012)(Hirst & St-Onge, 1998):
1. Extra Strong Relation
Extra Strong Relation merupakan relasi antara dua kata yang memiliki
bobot tertinggi dari semua jenis hubungan lainnya dan menghasilkan
keterkaitan yang tinggi. Contoh dari extra strong relation adalah misal
perbandingan kata yang sama yaitu man dan man (Hirst & St-Onge, 1998).
2. Strong Relation
Kata dikatakan Strong Relation apabila memenuhi tiga kriteria. Kriteria
pertama adalah dua buah kata yang memiliki kata induk yang sama atau
didapatkan dari induk yang sama. Kriteria kedua adalah relasi yang
digunakan dalam konsep kata induk yang memiliki bentuk horizontal link
(antonim, similar to, see also, attribute). Misalnya kata man dan woman
memiliki hubungan strong relation karena keduanya memiliki horizontal
link dalam bentuk antonim. Sedangkan keriteria ketiga adalah ketika ada
link apapun antara kata induk dari setiap kata, jika salah satu kata
merupakan kata majemuk atau frase yang mencakup kata lainnya. Misalnya
kata color dan water-color.
3. Medium Strong Relation
Dalam medium strong relation, pengukuran keterkaitan semantik dilakukan
dengan mempertimbangkan jalur yang diperbolehkan (allowable path) dan
jumlah perubahan arah jalur (number of change of direction). Jalur yang
diperbolehkan merupakan penggabungan jalur dari kata sumber ke suatu
kata lainnya yang tidak menyimpang dari arti kata sumber, detail jalur yang
diperbolehkan dan tidak diperbolehkan dapat dilihat pada Gambar 2.5.
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Gambar 2.5 (a) Pola Jalur Diperbolehkan (b) Pola Jalur yang Tidak
Diperbolehkan (Budanitsky and Hirst, 1998)
Pada Gambar 2.6 menunjukkan contoh keterkaitan semantik antara dua kata yang
saling terhubung. Keterkaitan semantik tersebut terhubung dengan salah satu jalur
yang diperbolehkan dan juga contoh dua kata yang terhubung dengan jalur yang
tidak diperbolehkan. Dalam Gambar 2.6 kata parrot dan eagle menunjukkan
hubungan strong relation antara satu dengan yang lainnya, dan keduanya
terhubung dengan salah satu pola jalur yang diperbolehkan. Pada kata bird dan
vitamins hubungan secara semantik sangat jauh antara satu dengan yang lainnya
dan terhubung dengan pola jalur yang tidak diperbolehkan sehingga sangat masuk
akal apabila tidak mempertimbangkan hubungan bird dengan vitamins karena
kedua kata ini sangat berbeda.





















Metode HSO memberikan penjelasan tentang kenapa hanya pola jalur yang
ditunjukkan pada Gambar 2.5 (a) saja yang diperbolehkan, karena jika jalur
multilink antara dua kata menjadi indikasi beberapa pertimbangan kedekatan
secara semantik maka semantik untuk setiap relasi harus dipertimbangkan (Hirst
& St-Onge, 1998). Seperti yang ditunjukkan pada Gambar 2.6, hubungan keatas
(upward link) dari sebuah kata menunjukkan arti sebuah generalisasi. Kata flying
bird merupakan generalisasi untuk kata parrot dan eagle yang berarti bahwa
flying bird secara semantik lebih general dibandingkan dibandingkan kata parrot
dan eagle. Demikian pula untuk hubungan ke bawah (downward link) yang
menunjukkan arti spesialisasi. Pada kata yang terhubung dengan kedua hubungan
upward dan downward link tidak menunjukkan banyak penyimpangan dari makna
pada kata aslinya. Sedangkan untuk hubungan yang ditunjukkan oleh horizontal
link bisa memiliki dua arah yang berbeda tergantung pada makna horizontal link
antara dua kata tersebut, seperti pada contoh pada Gambar 2.6 yang menunjukkan
hubungan antara bird dengan vitamin melalui dua buah horizontal link, yang
mengakibatkan penyimpangan jauh secara semantik antara kata bird dengan
vitamins. Berbeda halnya untuk horizontal link yang menghubungkan antara kata
man dan woman yang secara semantik memilliki makna antonim antara
keduanya. Oleh sebab itu metode HSO memberikan dua aturan untuk memastikan
bahwa suatu jalur sesuai dengan hubungan antara kata sumber dan kata sasaran,
sebagai berikut :
a. Aturan 1 : tidak ada link yang mendahului upward link.
Setelah suatu kata dipersempit ke bawah dengan menggunakan downward
link maupun horizontal link, tidak diperbolehkan untuk menggeneralisasi
kata tersebut lagi dengan menggunakan upward link.
b. Aturan 2 : paling banyak satu perubahan arah yang diperbolehkan.
Suatu tindakan merubah arah merupakan suatu langkah besar dalam
penentuan keterkaitan semantik antara dua kata, oleh karena itu perubahan
arah harus dibatasi. Tetapi ada pengecualian untuk aturan 2 ini yaitu :
Diijinkan untuk menggunakan horizontal link untuk membuat transisi dari
atas ke arah bawah. Sebagai contoh kata heat dan hot, dimana keduanya
terhubung dengan horizontal link dalam bentuk relasi attribute.
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Dalam medium strong relation untuk mengukur keterkaitan semantik antara
dua kata metode HSO menggunakan persamaan sebagai berikut :ℎ = − ℎ ℎ − ∗ ℎ (2.28)
Dimana C dan k merupakan suatu konstanta.
Penelitian sebelumnya (Ramadhani, Rochimah and Yuhana, 2015) melakukan
pengembangan dengan memperbolehkan path length sepanjang 6 jalur sehingga
nilai konstanta C = 9 dan k tetap bernilai 1. Nilai untuk strong relation di
dapatkan dari 2*C, sehingga jika dua kata menunjukkan keterkaitan semantik
yang kuat maka akan menerima nilai 18. Untuk dua kata yang memiliki hubungan
medium strong relation dapat diukur dengan persamaan 2.28. Nilai yang
didapatkan dari pengukuran keterkaitan semantik tersebut akan disesuaikan ke
dalam konsep fuzzy yaitu jarak nilai hanya dari 0 hingga 1, kemudian nilai
tersebut akan dibagi dengan 18. Nilai 18 merupakan nilai tertinggi yang bisa
didapatkan ketika dua kata dilakukan pengukuran keterkaitan semantiknya.
2.5.5.Pembobotan TF-IDF
Tahapan pembobotan TF-IDF dilakukan untuk mendapatkan bobot setiap
term terhadap suatu kalimat kebutuhan. Nilai dari hasil pembobotan ini
merepresentasikan pengaruh term terhadap isi dari kalimat kebutuhan tersebut.
Proses pembobotan TF-IDF terdiri dari tiga proses pencarian term frequency (TF)
dari setiap term, pencarian kemunculan tiap term terhadap seluruh kalimat
kebutuhan atau disebut inverse document frequency (IDF), dan yang terakhir
adalah proses perkalian TF dan IDF dengan dilakukan normalisasi agar nilai
bobot yang didapatkan berada dalam rentang nilai 0 hingga 1. Berikut penjelasan
masing - masing proses beserta contohnya :
1. Term Frequency (TF)
Pencarian term frequency baik dari setiap term atribut aspek kualitas
maupun dari setiap term kalimat kebutuhan, dilakukan berdasarkan
persamaan := ( , ) (2.1)
Dimana ti adalah term ke-i dan D adalah suatu kalimat kebutuhan yang
mengandung term ke-i.
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2. Inverse Document Frequency (IDF)
Berdasarkan Tabel 2.2, maka dapat dihitung nilai IDF untuk setiap term
dengan menggunakan persamaan := ( , ) + 1 (2.2)
Dimana N adalah jumlah total kebutuhan dalam koleksi kalimat kebutuhan
dan ( , ) adalah jumlah kebutuhan yang mengandung term .
3. Pembobotan TF-IDF
Pada tahap ini, melakukan pembobotan TF-IDF dengan menggunakan
persamaan :( ) = ( , )× ( , )∑ ( ( , )× ( , ) ) (2.3)
2.5.6.Pengukuran Nilai Kemiripan
Setelah dilakukan tahapan pembobotan TF-IDF maka dapat dilakukan
pengukuran nilai kemiripan antara kalimat kebutuhan K dengan suatu atribut
aspek kualitas dengan persamaan :( , ) = ∑ ( ) × ( ) (2.4)
Dimana ( ) merupakan bobot dari term yang berasal atribut aspek
kualitas, sedangkan ( ) merupakan bobot yang didapatkan dari term yang
berasal suatu kalimat kebutuhan K. Dengan menggunakan penentuan nilai
threshold tertentu maka akan dapat dihasilkan kalimat - kalimat kebutuhan K
yang terlabeli ke dalam satu atau lebih atribut aspek kualitas yang kemudian dapat
digunakan sebagai data latih dalam algoritma FSKNN.
2.6 Algoritma Fuzzy Similarity based K-Nearest Neighbor (FSKNN)
Algoritma FSKNN menggunakan pendekatan fuzzy similarity measure (FS)
untuk menghitung similaritas antara term, dokumen dan aspek kualitas dalam data
pelatihan digunakan untuk mendapatkan suatu pola pelatihan. Pola pelatihan
tersebut dikelompokkan ke dalam beberapa kluster berdasarkan nilai threshold
tertentu. Hasil kluster tersebut digunakan untuk mendapatkan search set pada
setiap data latih. Searh set inilah yang digunakan untuk menemukan K-Nearest
Neighbor (KNN) dari suatu dataset baik dalam proses pelatihan maupun proses
klasifikasi. Suatu dokumen uji akan dilabeli atau dimasukkan ke dalam aspek
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tertentu berdasarkan pada K-Nearest Neighbor-nya dengan menggunakan estimasi
maximum a posteriori (MAP).
Algoritma fuzzy yang digunakan untuk mengukur similaritas dalam
pendekatan FSKNN ini berdasarkan pada formula khusus berbasis fuzzy
information retrieval yang diajukan oleh Widyantoro dan Yen, dimana formula
ini terbukti memiliki performa yang baik(Widyantoro and Yen, 2000). Berikut
detail proses algoritma FSKNN (Jiang, Tsai and Lee, 2012):
2.6.1 Struktur Data Pelatihan
Dalam klasifikasi dokumen multi-label diberikan suatu rangkaian (D,T,C)
dimana := {( , ), ( , ), … , ( , )} (2.5)
D merupakan satu set l pola pelatihan, T = { , , … , } merupakan satu set
term, dan C = { , , … , } merupakan satu set p aspek kualitas. T memuat
semua term kunci yang telah dipilih untuk dokumen , , … , . Pola pelatihan
ke i terdiri dari dua komponen yaitu dokumen dan label-vektor . Sebuah
dokumen , 1 ≤ i ≤ l, direpresentasikan sebagai sebuah vektor 〈 , , … , 〉
dimana adalah frekuensi term dari term , yaitu jumlah kemunculan dari
dalam dokumen . Setiap dokumen dapat dikelompokkan pada satu atau lebih
dari satu aspek kualitas di C. Untuk setiap , 1 ≤ i ≤ l, adalah sebuah vektor
dengan p komponen, yaitu = 〈 , , … , 〉 dimana := 1,0, (2.6)
Untuk 1 ≤ j≤ p. Dalam klasifikasi single-label, hanya satu komponen dalam
yang bernilai 1, tetapi dalam klasifikasi multi-label, beberapa komponen mungkin
bernilai 1 dalam . Sebagai contoh = 〈0, 1, 0, 1〉 mengindikasikan bahwa
termasuk dalam aspek kualitas dan .
2.6.2 Proses Pelatihan
Proses Pelatihan dalam FSKNN terdiri dari dua bagian yaitu bagian pertama
adalah pengelompokan pola pelatihan ke dalam kluster, dan bagian kedua adalah
perhitungan nilai prior probability dan nilai likelihood.
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1. Pengelompokan Pola Pelatihan ke Dalam Kluster
Pengelompokan dokumen pelatihan , , … , ke dalam p kluster berbasis
pada fuzzy similarity measure. Diberikan , dan , yang
merupakan distribusi term pada aspek kualitas , yang didefinisikan
sebagai berikut:, = ∑∑ (2.7), = ∑ ( )∑ (2.8)
Untuk 1 ≤ i ≤ m dan 1 ≤ j ≤ p, dimana :( ) = 1, > 00, = 0 (2.9)
Sehingga tentunya akan didapatkan 0 ≤ , dan , ≤ 1.
Tahapan selanjutnya mendefinisikan derajat keanggotaan terhadap aspek
kualitas sebagai berikut :, = ,, ( , ) × ,, ( , ) (2.10)
Untuk 1 ≤ i ≤ m dan 1 ≤ j ≤ p.
Tahapan selanjutnya adalah menentukan fuzzy similarity dari setiap
dokumen d, d = 〈 , , … , 〉, terhadap aspek kualitas sebagai berikut :, = ∑ , ⨂ ( )∑ , ⨁ ( ) (2.11)
Dimana ⨂ dan ⨁ merupakan fuzzy t-norm dan t-conorm yang secara
berurutan didefinisikan sebagai berikut :⨂ = × (2.12)⨁ = + − × (2.13)
Dan( ) = (2.14)( )merupakan derajat keanggotaan dari term terhadap d. Tahapan
terakhir adalah mendefinisikan derajat keanggotaan dari  dokumen d
terhadap aspek kualitas sebagai berikut :( ) = ,( , ) (2.15)
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Untuk 1 ≤ j ≤ p.
Untuk setiap dokumen pelatihan , 1 ≤ i ≤ l, akan dilakukan perhitungan( ), 1 ≤ j ≤ p, dengan menggunakan persamaan 2.11. Untuk
mendefinisikan p kluster, , , … , , adalah sebagai berikut := { | ( ) ≥ , 1 ≤ ≤ } (2.16)
Untuk 1 ≤ v ≤ p, dimana α adalah threshold yang didefinisikan oleh user
untuk digunakan dalam proses pelatihan. Pertimbangan dilakukannya
pengelompokan pola pelatihan yang sudah terlabeli ke dalam kluster karena
ada kemungkinan bahwa dokumen pelatihan belum secara sempurna
diklasifikasikan ke dalam aspek kualitas yang benar. Selain itu error
mungkin juga terjadi selama proses pencatatan, pemunculan term, dan
pelabelan data latih, sehingga dengan menggunakan pengelompokan dapat
menghilangkan dan memperbaiki kesalahan tersebut (Jiang, et al.,
2012).Untuk setiap , 1 ≤ i ≤ l, didefinisikan search set untuk setiap⊆ jika dan hanya jika ∈ ,  1 ≤ v ≤ p. Proses berikutnya akan
dijelaskan pada pseudo-code yang ditunjukkan pada Gambar 2.7, dengan
catatan pada mulanya = ∅, 1 ≤ v ≤ p, dan = ∅, 1 ≤ u ≤ l.
Gambar 2.7 Pseodo-code proses pengelompokan dan proses pendefinisian search
set Gi (Jiang, 2012)
Keluaran yang berupa search set , , … , selanjutnya akan digunakan untuk
menentukan data tetangga terdekat yang dapat membantu melakukan perhitungan
nilai prior probability dan nilai likelihood pada tahapan berikutnya.
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2. Perhitungan Nilai Prior Probability dan Nilai Likelihood
Diberikan yang merupakan prior probability yang harus diketahui
nilainya terlebih dahulu sebelum melanjutkan ke dalam setiap observasi,
sedangkan | merupakan suatu kelas likelihood dan merupakan
sebuah conditional probability bahwa memiliki keterkaitan dengan
observasi E. Perhitungan probabilitas ini dilakukan dari pola pelatihan yang
didapatkan sebelumnya, sebagai berikut := 1 = ∑ (2.17)= 0 = 1 − = 1 (2.18)
Dimana s merupakan nilai smoothing constant, yang biasanya bernilai real
positif kecil. Tahapan berikutnya melakukan perhitungan kelas likelihood| . E dapat bernilai 0,1, ... , atauk. Untuk setiap dokumen pelatihan
, 1 ≤ i ≤ l, dimana = 〈 , , … , 〉 merupakan k-nearest neighbor
yang diambil dari search set dan = 〈 , , … , 〉, yang merupakan
vektor jumlah label yang didefinisikan := ∑ (2.19)
Untuk 1 ≤ j ≤ p. Tahap selanjutnya didefinisikan :( , ) = ∑ ( ) (2.20)( , ) = ∑ ( ) (2.21)
Dimana = 1 − dan( ) = 1, =0, ≠ (2.22)
Kemudian didefinisikan likelihoods, sebagai berikut := | = 1 = ( , )( ) ∑ ( , ) (2.23)= | = 0 = ( , )( ) ∑ ( , ) (2.24)
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Untuk setiap e= 0, 1, ... , k dan j = 1, 2, ... , p, karena ukuran dari , 1 ≤ i ≤ l
selalu lebih kecil daripada jumlah pola pelatihan awal, menghitung likelihoods
dapat dilakukan secara efisien.
2.6.3 Proses Testing
Proses testing dalam algoritma FSKNN dilakukan dengan menggunakan
estimasi maximum a posteriori (MAP). Dimisalkan = { , , … , }
merupakan satu set k-nearest neighbors untuk dokumen testing , dan =〈 , , … , 〉 merupakan vektor jumlah label untuk (persamaan 2.15), untuk
menentukan aspek kualitas mana yang memiliki hubungan dengan yaitu
dengan cara menghitung vektor label = 〈 , , … , 〉 dari dokumen
dengan menggunakan estimasi maximum a posteriori (MAP) sebagai berikut :1, = 1 = > = 0 =0, = 0 = > = 1 =[0,1], ℎ (2.25)
Untuk 1 ≤ j ≤ p, dimana adalah variabel acak untuk mengetahui masuk
ke dalam aspek kualitas atau tidak ( = 1 untuk iya, dan = 0 untuk tidak),
E merupakan variabel untuk jumlah dokumen dalam yang berhubungan
dengan aspek kualitas , dan R[0,1] mengindikasikan 0 atau 1 dipilih secara acak.
Dengan menggunakan Bayes Rule didapatkan := = = ( ) (2.26)
Untuk b = 0, 1. Oleh karena itu persamaan 2.25 akan berubah menjadi :1, = 1 = = 1 > = 0 = = 00, = 0 = = 0 > = 1 = = 1[0,1], ℎ (2.27)
Untuk 1 ≤ j ≤ p. Tentunya untuk menghitung harus ditemukan , dan
menghitung (Persamaan 2.13 dan 2.14) dan juga | (Persamaan 2.19
dan 2.20). Perhitungan yang tidak tergantung pada dapat dilakukan pada proses
pelatihan dan sisanya dilakukan ketika proses testing.Berikut tahapan selama
proses testing :
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1. Hitung ( ), 1 ≤ j ≤ p dengan Persamaan 2.11 menggunakan informasi
atau hasil perhitungan yang dilakukan dengan Persamaan 2.6, 2.7 dan 2.10.
2. Periksa jika ( ) ≥ untuk 1 ≤ j ≤ p, maka akan didapatkan search set
untuk yaitu = ∪ ∪ … ∪ .
3. Temukan set dari k-nearest neighbors terhadap dari , dan dapatkan
vektor jumlah label .
4. Hitung , 1 ≤ j ≤ pmenggunakan Persamaan 2.23 dengan menggunakan
informasi yang telah dihitung dalam proses pelatihan dengan Persamaan
2.13, 2.14, 2.19 dan 2.20.
5. Jika yang didapatkan bernilai 1, maka termasuk ke dalam aspek
kualitas , jika sebaliknya maka tidak termasuk ke dalam .
Algoritma FSKNN yang digunakan pada penelitian sebelumnya (Jiang, Tsai
and Lee, 2012)(Ramadhani, Rochimah and Yuhana, 2015) diidentifiksai memiliki
dua keterbatasan yaitu (1) Term kunci yang digunakan pada proses pelatihan
hanya terbatas pada term yang muncul dalam dokumen pelatihan saja. (2)
Penambahan variabel baru berupa faktor semantik ke dalam proses algoritma
FSKNN membuat peningkatan kinerja klasifikasi tidak signifikan. Oleh karena
itu, pada penelitian ini akan menambahan pengukuran semantik antara term-term
relevan  setiap aspek kualitas dengan term-term pada dokumen yang akan dilabeli.
Penambahan pengukuran semantik ini akan meningkatkan jumlah term frekuensi
pada data latih yang diperoleh pada proses sebelumnya. Peningkatan jumlah term
frekuensi tersebut diharapkan mampu meningkatkan jumlah tetangga terdekat.
Peningkatan jumlah tetangga terdekat akan mempengaruhi vektor yang
dihasilkan. Perubahan vektor tersebut diharapkan mampu meningkatkan kinerja
klasifikasi.
2.7 Wordnet
Wordnet adalah sistem referensi leksikal bahasa inggris yang dikembangkan
oleh para ilmuan di Universitas Princeton pada tahun 1990 (Christiane,
1998)(Miller, 1995). Wordnet dikembangkan untuk menyediakan kamus online
yang dibangun tidak hanya dalam urutan abjad tetapi dalam cara yang lebih
konseptual yang menunjukkan hubungan semantik.
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Wordnet telah meningkatkan jumlah kata dan menambahkan hubungan kata
dalam 17 jenis berbeda diantaranya sinonim, antonim, hyponyms, dan mironim.
Sekarang ini, wordnet menampung lebih dari 150.000 term. Term tersebut
diorganisasikan didalam 115.000 arti kata atau set sinonim yang disebut synsets,
dan setiap synsets dapat terhubung dengan synsets yang lainnya. Menggunakan
wordnet dapat untuk mengukur keterkaitan term dari kata - kata, sehingga dapat
dihitung nilai similaritas dan keterkaitan semantik antar term yang ditemukan
dalam wordnet. Wordnet memiliki 41 kategori leksikal sebagai nouns, verbs,
adjectives, dan adverb. Wordnet juga dapat digunakan untuk mendapatkan
hubungan sinonim, hipernim, hiponim, meronim dan informasi topik yang
didapatkan dari suatu kata. (Chua & Kulathuramaiyer, 2004)(Çelik & Güngör,
2013)(Patil & Atique, 2013).
Dalam penelitian ini, wordnet digunakan sebagai referensi leksikal untuk
melakukan pengembangan term atau memperkaya term dari data latih dengan
menggunakan relasi hipernim yang didapatkan dari wordnet tersebut.
2.8 Gwet’s AC1
Gwet’s AC1 adalah salah satu metode yang digunakan untuk mengukur
indeks kesepakatan antara dua pengamat. Gwet’s AC1 menunjukkan pendekatan
yang lebih dapat diandalkan dibandingan dengan Cohen Kappa(Gwet, 2013).
Penghitungan nilai AC1, hasil dari observasi pengamat dimasukkan dalam matrik
2x2 seperti yang ditunjukkan pada Tabel 2.3 Penulisan Hasil Pengamatan di
bawah ini:




Ya a b B1=a+b
Tidak c d B2=c+d
Total A1=a+c A2=b+d N
Pada Tabel 2.3 terdapat dua pengamat yang mengklasifikasikan N subjek ke
dua kemungkinan kategori. Dua kategori dilabelkan sebagai “ya” dan “tidak”.
Variabel a diklasifikasikan oleh dua pengamat sebagai ya, Variabel b
diklasifikasikan oleh pengamat 2 tidak, Variabel d diklasifikasikan oleh dua
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pengamat sebagai tidak, dan Variabel c diklasifikasikan oleh pengamat 1 sebagai
tidak. Variabel B1 menunjukkan jumlah dari variabel a dan variabel b, Variabel
B2 menunjukkan jumlah dari variabel c dan variabel c, Variabel A1 menunjukkan
jumlah dari variabel a dan variabel c, dan Variabel A2 menunjukkan jumlah dari
variabel b dan variabel d.
Perhitungan AC1-statistic :
Kesepakatan yang terobservasi, = + (2.28)
Dimana variabel a adalah banyaknya data yang dikelompokkan ke dalam
kategori “Ya” oleh kedua pengamat sedangkan variabel d adalah banyaknya data
yang dikelompokkan ke dalam kategori “tidak” oleh kedua pengamat.
Sedangkan untuk menghitung probabilitas acak antara kedua pengamat
yaitu :
- Pengamat 1 mengatakan Ya sebanyak 2dan Tidak sebanyak 0.
- Pengamat 1 mengatakan Ya sebanyak 2dan Tidak sebanyak 0.
Diketahui bahwa kedua pengamat mengatakan Ya sebanyak 100 %. Jadi,
probabilitas yang diharapkan dari kedua pengamat mengatakan Ya secara acak
ditunjukkan pada persamaan 2.29, 2.30 dan untuk probabilitas keseluruhan
ditunjukkan pada persamaan 2.31. Sedangkan untuk menghitung nilai indeks
Kappa menggunakan Cohen Kappa statistik dengan persamaan 2.32.
Pya= ∗ (2.29)
Ptidak= ∗ (2.30)
Pe = Pya + Ptidak (2.31)
k= (2.32)
Probabilitas chance-agreement, ℯ(ɣ) = 2 (1 − ) (2.33)
AC1-statistic, 1 = ℯ(ɣ)ℯ(ɣ) (2.34)
Tabel 2.4 berikut merupakan interpretasi nilai dari Gwet AC1 yang mengukur
indeks kesepakatan antar dua pengamat.
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Tabel 2.4 Interpretasi Nilai Gwet AC1
Index Kappa Proporsi Kesepakatan
< 0 Rendah
0.01 - 0.20 Sedikit
0.21 - 0.40 Cukup
0.41 - 0.60 Sedang
0.61 - 0.80 Substansial
0.81 – 1 Hampir sempurna
Berikut adalah contoh perhitungan AC1-static:
Terdapat dua orang pengamat yang dimintai pendapatnya terhadap satu
kalimat kebutuhan berdasarkan satu aspek kualitas ISO/IEC 25010:2011, apakah
kalimat kebutuhan tersebut masuk ke dalam aspek kualitas Functional
Completeness atau tidak. Hasil pengamatan terlihat seperti Tabel 2.5 di bawah ini:




Ya 2 0 2
Tidak 0 0 0
Total 2 0 2
Po = = = 1
Jika dihitung menggunakan indeks Cohen Kappa statistik maka didapat nilai
indeks Kappa sesuai persamaan 2.29, 2.30, 2.31, dan 2.32 sebagai berikut := = 1= = 0= + = 1
Kappa = (1 – 1) / (1-1) = 0
Nilai indeks Cohen Kappa yang dihasilkan pada data pengamatan Tabel 2.5
sangatlah rendah yaitu 0, hal ini dikarenakan pengamatan kedua pakar hanya
berdasarkan satu aspek kualitas saja. Hasilnya akan tetap bernilai 0 meskipun
kedua pengamat sudah menyatakan persetujuannya dengan memilih kategori Ya.
Oleh karena itu, penelitian ini menggunakan Gwet’s AC1. Gwet’s AC1 terbukti
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mampu menghasilkan nilai yang benar sesuai dengan kesepakatan kedua
pengamat. Berikut perhitungan dari Gwet’s AC1sesuai persamaan 2.33, dan 2.34 :
е(γ) =2 1 − = 2 * 0 = 0
AC1 = (1 -0) / (1 - 0) = 1
Berdasarkan nilai AC1, maka dapat disimpulkan bahwa kalimat kebutuhan
masuk ke dalam aspek kualitas Functional Completeness.
2.9 Evaluasi
Terdapat banyak macam-macam metode evaluasi yang dapat digunakan
untuk mengukur kehandalan dari metode yang diusulkan. Proposal ini
mengusulkan metode pengukuran dengan menggunakan accuracy, precision,
recall, dan F1. Adapun proses perhitungan dari accuracy, precision, dan recall
ditentukan dari prediksi informasi terhadap nilai sebenarnya yang
direpresentasikan dengan True Positive (TP), True Negative (TN), False Positive
(FP), dan False Negative (FN).
 Accuracy = (2.29)
 Precision adalah tingkat ketepatan antara informasi yang diminta oleh
pengguna dengan jawaban yang diberikan oleh sistem.
precision = (2.29)
 Recall adalah tingkat keberhasilan sistem dalam menemukan kembali
sebuah informasi.
recall = (2.30)
 F1 adalah rata-rata harmonik dari precision dan recall.
F1-Score = 2 × × (2.31)
2.10 Penelitian Sebelumnya
Pada perbandingan penelitian ini, penulis akan membandingkan metode-
metode yang berada pada ruang lingkup ekstraksi aspek kualitas perangkat lunak
berbasis algoritma klasifikasi. Secara garis besar, metode ekstraksi bisa dilakukan
menggunakan dua pendekatan yaitu pendekatan pembelajaran semi-diawasi
(semi-supervised learning) dan diawasi (supervised learning).
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(Casamayor, Godoy and Campo, 2010) Casamayor dkk (2010) pada
penelitiannya yang berjudul ‘Identification of non-functional requirement in
textual specification a semi supervised learning approach’ mengusulkan sebuah
cara untuk menyelesaikan permasalahan identifikasi aspek kualitas kebutuhan
non-fungsional dengan pendekatan pembelajaran semi-diawasi (semi-supervised
learning) berbasis algoritma Naive Bayes. Pendekatan ini memiliki kelemahan
yaitu proses klasifikasi terbatas pada satu aspek kualitas (single-label).
Beberapa penelitian lainnya yang mengusulkan sebuah cara untuk
menyelesaikan permasalahan identifikasi aspek kualitas kebutuhan non-fungsional
dengan pendekatan pembelajaran diawasi (supervised learning) dengan
menggunakan algoritma klasifikasi model probabilistik adalah penelitian yang
dilakukan oleh Huang dkk (2006) (Cleland-Huang et al., 2006). Pada
penelitiannya yang berjudul ‘The detection and classification of non-functional
requirement with application to early aspect’ mengusulkan proses identifikasi
aspek kualitas kebutuhan non-functional dengan menggunakan kata kunci yang
dihasilkan dari proses penambangan term indikator berbobot. Term indicator
tersebut digunakan untuk mengklasifikasi setiap tipe non-fungsional dari
kebutuhan yang tidak terklasifikasi. Pendekatan ini diidentifikasi memiliki dua
kelemahan. Kelemahan pertama adalah kesulitan dalam menemukan katalog yang
dapat diterima dan terstandarisasi pada tipe non-fungsional lain, sehingga tidak
dievaluasi lebih lanjut. Kelemahan kedua adalah penentuan label menggunakan
model yang tidak terstandarisasi.
Suharso dkk (2012) pada penelitiannya yang berjudul ‘Sistem penambangan
term indikator pada pelatihan kebutuhan non-fungsional berbasis ISO/IEC 9126’
mengusulkan kerangka kerja untuk melakukan otomatisasi pelabelan data latih.
Penelitian ini memanfaatkan pengukuran similaritas dokumen dengan
menggunakan cosine measure untuk melakukan proses pelabelan data latih
(Suharso and Rochimah, 2012). Pendekatan ini memiliki kelemahan yaitu belum
memperhatikan hubungan keterkaitan semantik.
Ramadhani dkk (2015) pada penelitiannya yang berjudul ‘Classification of
Non-Functional Requirements Using Semantic-FSKNN Based ISO/IEC 9126’
mengusulkan metode semantik-FSKNN untuk melakukan identifikasi aspek
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kualitas kebutuhan non-fungsional. Penelitian ini terdiri dari tiga proses, yaitu (1)
Pelabelan otomatis data pelatihan, (2) Pengukuran keterkaitan semantik, dan (3)
Klasifikasi aspek kualitas kebutuhan non-fungsional(Ramadhani, Rochimah and
Yuhana, 2015).
Proses pelabelan otomatis data pelatihan dilakukan dengan mencari
bobot TF-IDF dengan pencarian tingkat kemiripan menggunakan cosine
measure(Suharso and Rochimah, 2012). Proses pengukuran semantik dilakukan
dengan menggunakan metode HSO (Hirst and St-onge, 1995) untuk mendapatkan
hubungan semantik antar term-term relevan setiap aspek kualitas dengan setiap
aspek kualitas. Sedangkan untuk proses klasifikasi, menggunakan metode FSKNN
yang telah diperkenalkan oleh (Jiang, Tsai and Lee, 2012). Pada proses ini
dilakukan penambahan variabel baru dalam fase pelatihan sehingga nilai
keterkaitan semantik yang diperoleh dalam proses sebelumnya dapat
dipertimbangkan selama proses pelatihan. Kelas yang digunakan untuk proses
klasifikasi berdasarkan Aspek kualitas ISO/IEC 9126:2001.
Pendekatan ini diidentifikasi memiliki tiga kelemahan. Kelemahan pertama
adalah aspek kualitas yang digunakan sebagai acuan masih menggunaan standart
lama yaitu ISO/IEC 9126:2001. Permasalahan kedua adalah pengembangan term
menggunakan 2 level hipernim dapat mengurangi kinerja akurasi. Berdasarkan
hasil penelitian yang dilakukan oleh Ramadhani dkk (2015) (Ramadhani,
Rochimah and Yuhana, 2015) permasalahan tersebut terjadi karena penggunaan
hipernim yang terlalu banyak dapat menghilangkan makna asli dari term yang
dikembangkan. Menurut Rozi dkk (2015) (Rozi, Fatichah and Purwitasari, 2015)
penggunaan hipernim mampu meningkatkan akurasi. Namun, penggunaan
hipernim dalam beberapa dataset hanya akan menambah jumlah term yang akan
dianggap sebagai noise sehingga mengurangi akurasi.
Permasalahan ketiga adalah penambahan variabel baru ke dalam fase
pelatihan pada metode FSKNN membuat kinerja klasifikasi menurun. Hal ini
disebabkan karena data yang dibentuk untuk pola pelatihan tersaring lebih ketat
(Ramadhani, Rochimah and Yuhana, 2015).
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2.11 Kesimpulan Hasil Studi Komparasi
Tabel 2.6 menunjukkan perbandingan keempat pendekatan klasifikasi diatas
dengan pendekatan yang diusulkan dalam penelitian ini. Pendekatan yang
diusulkan memiliki tiga kelebihan. Kelebihan pertama adalah aspek kualitas yang
digunakan sebagai acuan untuk melakukan pelabelan merupakan standar kualitas
ISO/IEC 25010:2011 menghasilkan data latih berdasarkan ISO/IEC 25010:2011.
ISO/IEC 25010:2011 merupakan peningkatan dari ISO/IEC 9126:2001 (Saptarini,
Rochimah and Yuhana, 2016). Kelebihan kedua adalah pengembangan term yang
dilakukan hanya menggunakan 1 level hipernim saja. Pembatasan ini dilakukan
karena terlalu banyak penggunaan hipernim dikhawatirkan akan menghilangkan
makna asli dari term yang dikembangkan.
Kelebihan ketiga adalah menambahkan pengukuran keterkaitan semantik
antara term-term relevan setiap aspek kualitas dengan term-term pada dokumen
yang akan dilabeli. Pengukuran semantik menggunakan metode HSO yang
terinspirasi dari paper(Budanitsky and Hirst, 1998).
Pada proses otomatisasi data pelatihan, kalimat kebutuhan digeneralisasi
menjadi kelas label untuk setiap kalimat kebutuhan. Kelas label terdiri dari
kebutuhan fungsional dan non-fungsional. Kelas non-fungsional sendiri terdiri
dari 31 fitur yang diambil dari standar internasional ISO/IEC 25010:2011.
Kalimat kebutuhan yang telah terlabeli selanjutnya dapat digunakan sebagai input
pada proses klasifikasi. Metode klasifikasi akan menggunakan metode FSKNN.
Pada proses pengklasifikasian kalimat kebutuhan, terdapat banyak jenis
aspek kualitas yang dapat digunakan. Penelitian ini akan mengidentifikasi aspek
kualitas kebutuhan non-fungsional pada kalimat-kalimat kebutuhan seperti yang
diusulkan pada paper Huang dkk (2006), Suharso dkk (2012), dan Ramadhani dkk
(2015). Fokus penelitian ketiga paper tersebut untuk mengidentifikasi aspek
kualitas kebutuhan non-fungsional. Aspek kualitas kebutuhan non-fungsional
yang telah diketahui sejak tahap awal analisa kebutuhan diharapkan dapat





Bab ini akan memaparkan tentang metodologi penelitian yang digunakan
pada penelitian ini, yang terdiri dari (1) studi literatur, (2) penelitian, dan (3)
dokumentasi. Ilustrasi alur metodologi penelitian dapat dilihat pada Gambar 3.1
Gambar 3.1 Alur Metodologi Penelitian
Penjelasan tahapan metode penelitian pada Gambar 3.1 akan diterangkan secara
terperinci pada sub-bab berikut.
3.1 Studi Literatur
Studi literatur dilakukan untuk mendapatkan informasi tentang
perkembangan penelitian terkait identifikasi atau elisitasi aspek kualitas
kebutuhan non-fungsional perangkat lunak, baik dalam perkembangan pendekatan
metode yang telah digunakan, dan informasi tentang kelebihan dan kekurangan
dari masing - masing penelitian pendahulu yang telah dilakukan. Studi literatur
yang dilakukan diharapkan dapat memberikan gambaran secara lengkap dan dapat
memberikan dasar kontribusi tentang identifikasi aspek kualitas kebutuhan non-
fungsional perangkat lunak yang akan dilakukan pada penelitian ini. Studi
literatur yang dilakukan yaitu mencari dan mempelajari beberapa referensi
sebagai berikut :
1. Penelitian terdahulu yang telah melakukan pembahasan identifikasi aspek











2. Dasar teori tentang kebutuhan non-fungsional, ISO/IEC 25010:2011,
klasifikasi dokumen dan klasifikasi multi-label.
3. Metode pengukuran keterkaitan semantik Hirst-St.Onge (HSO) berbasis
wordnet.
4. Metode klasifikasi FSKNN.
5. Dasar teori tentang sistem referensi leksikal wordnet.
6. Metode evaluasi klasifikasi multi-label dengan accuracy, precision, recall,
dan F1.
3.2 Rancangan Arsitektur Deteksi dan Klasifikasi








































Pada Gambar 3.2 terdiri dari dua proses utama yaitu otomatisasi data
pelatihan, dan proses klasifikasi yang terdiri dari langkah-langkah pelatihan dan
klasifikasi. Proses otomatisasi data pelatihan sendiri terdiri dari tujuh sub-proses
yaitu praproses, perluasan gabungan hipernim dan sinonim, pengukuran
keterkaitan semantik, term frequency (tf), inverse document frequency (idf), tf-idf
dan pengukuran kemiripan menggunakan cosine measure. Proses ini bertujuan
untuk menghasilkan sejumlah daftar kebutuhan terklasifikasi secara otomatis
sebagai data latih berdasarkan standart kualitas ISO/IEC 25010:2011.
Sedangkan untuk proses klasifikasi terdiri dari tiga proses utama yaitu
pengelompokan pola pelatihan ke dalam kluster, perhitungan prior probability dan
nilai likelihoods, dan klasifikasi FSKNN. Proses pertama terdiri dari enam sub-
proses yaitu penentuan distribusi term ti pada aspek kualitas cj, penentuan derajat
keanggotaan , dan ( ), penentuan nilai similaritas , dengan
fuzzy similarity measure, penentuan nilai derajat keanggotaan ( ),
pengelompokan data latih ke dalam beberapa kluster, dan pencarian search set
untuk setiap data lath dari setiap kluster.
Proses kedua terdiri dari empat sub-proses yaitu penentuan nilai prior
probability, penentuan jumlah tetangga terdekat (k), (Ni), dan vektor jumlah label
(ni), penentuan nilai ( , ) dan ( , ), dan penentuan nilai likelihoods | .
Sedangkan proses ketiga terdiri dari empat sub-proses yaitu penentuan nilai
similaritas , dan derajat keanggotaan ( ), pengecekan( ) berdasarkan thresholdα dan menemukan search set, penentuan tetangga
terdekat dari dokumen uji (Ni) dan nilai vektor jumlah label (ni), dan penentuan
nilai MAP untuk menentukan aspek kualitas pada dokumen uji.
Pada sub-bab ini akan diberikan contoh eksperimen awal dari setiap fase
yang terdapat dalam desain sistem yang telah dijelaskan pada sub-bab 3.2 dan
digambarkan pada Gambar 3.2 diatas. Pada eksperimen awal ini dibatasi
melakukan klasifikasi ke dalam 4 aspek kualitas yaitu functional correctness,
capacity, time behaviour, maturity dengan 4 kalimat kebutuhan yang akan dilabeli
sebagai data latih, sebagai contoh penjabaran proses hanya dilakukan pada 1
kalimat kebutuhan saja. Ketiga kalimat kebutuhannya adalah sebagai berikut :
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KK1. The system must not charge a diversity user when a call to administrator
is placed.
KK2. The system must be suitability with user requests.
KK3. The maximum time it takes for sound to travel from speaker to receiver
should be 500 milliseconds.
KK4. The system shall refresh the display every 60 seconds.
3.2.1 Otomatisasi Data Pelatihan
Fase pertama adalah proses otomatisasi data pelatihan. Fase ini terdiri dari
tahap praproses, pengembangan term relevan dengan hipernim dan sinonim,
pengukuran keterkaitan semantik, pembobotan TF-IDF, dan pengukuran nilai
derajat kemiripan dari setiap kalimat kebutuhan yang akan dijadikan data latih
seperti yang telah dijelaskan pada subbab 2.6. Suatu kalimat kebutuhan masuk ke
dalam aspek kualitas tertentu berdasarkan penerapan threshold atau ambang batas
tertentu.
1. Tahap Praproses
Pada fase ini 1366 kalimat kebutuhan akan dilakukan praproses untuk
mendapatkan term atau kata dari setiap kalimat kebutuhan yang akan digunakan
sebagai data latih. Hasil dari tahap praproses melalui sistem dapat dilihat pada
Tabel 3.1 dibawah.
Tabel 3.1 Tahap Praproses Kalimat Kebutuhan KK1
Proses Hasil
1. Case folding
the system must not charge a diversity user when a call to
administrator is placed.
2. Tokenisasi
the, system, must, not, charge, a, diversity, user, when, a,
call, to, administrator, is, placed.
3. Filtering
system, must, not, charge, diversity, user, when, call,
administrator, placed.
4. Stemming system, must, charge, diversity, user, call, administr, place.
2. Pengembangan Term Relevan (Hipernim dan Sinonim)
Berdasarkan daftar term relevan pada Tabel 2.2 pada sub-bab 2.5.2 akan
dikembangkan term relevan precision untuk aspek kualitas functional correctness,
maka proses pertama adalah mencari hipernim dari term precision hingga
mencapai 1 level diatasnya dengan 20 term sinonimnya. Penggambaran proses
pencarian dapat dilihat pada Gambar 3.3.
59
Dari Gambar 3.3 dapat diketahui hipernim untuk term precision adalah
exactness untuk level 1 dan claim untuk level 2, dimana kemudian masing -
masing hipernim tersebut dicari sinonimnya hingga mencapai sejumlah sinonim.
Perluasan gabungan hipernim-sinonim ini menggunakan dua skenario. Skenario
pertama adalah menggunakan 2 level hipernim dan 9 sinonim pada masing-
masing hipernim. Sedangkan skenario kedua menggunakan 1 level hipernim dan
20 sinonim. Total perluasan term yang didapatkan pada skenario satu sebanyak 20
term dan 21 pada skenario dua. Dengan langkah yang sama maka dapat dicari
perluasan term untuk semua term relevan pada keempat aspek kualitas. Contoh
pengembangan term gabungan antara hipernim dan sinonim pada aspek kualitas
functional correctness ditunjukkan pada Tabel 3.2.
Gambar 3. 3Ilustrasi Perluasan Term dengan Gabungan Hipernim dan Sinonim
Tabel 3.2 Contoh hasil pengembangan term gabungan antara hipernim dan










operable, functioning, operational, serviceable,
useful, usable, operative, practical, useable,
structural, working, utilitarian, running
result
phenomenon, turn, upshot, chelation, shape,
variation, fortune, metempsychosis, levitate, loop,
process, impeach, ....
needed
status, diversity, death, danger, situation, feeling,
Order, dishabille, full, ...
degree
property, division, shiner, fact, salty, viable, rule,



















Hasil Pengembangan Term dengan Gabungan
Hipernim dan Sinonim
precision
exactness, cost, draw, call, command, demand,
claim, compel, take, govern, claim, charge,
ultimatum, pre emption, seat, allege, contention,
pretension, enjoyment, admission
3. Pengukuran keterkaitan semantik antara term pada aspek kualitas
dengan term pada dokumen
Berdasarkan daftar term-term relevan dan aspek kualitas pada contoh proses
otomatisasi data pelatihan, maka dapat diketahui bahwa ada 4 aspek kualitas yaitu
functional correctness, capacity, time behaviour, dan Maturity. Dimisalkan total
keseluruhan term relevan pada keempat aspek kualitas tersebut adalah 10. Term
relevan tersebut ditunjukkan dalam Tabel 3.3. Dari data tersebut kemudian akan
dilakukan pengukuran keterkaitan semantik antara setiap term-term relevan dan
term-term pada dokumen yang akan dilabeli, sebagai contoh diambil proses
pengukuran keterkaitan semantik antara term functional dengan term suitability
pada kalimat kebutuhan KK2.
Memanfaatkan referensi leksikal wordnet maka diketahui struktur relasi
horizontal link, upward link dan downward link antara term functional dengan
term suitability pada aspek kualitas functional correctness seperti yang
ditunjukkan pada Gambar 3.4.
Gambar 3.4 Ilustrasi Struktur Relasi untuk Term Functionality dan Term

















Berdasarkan struktur relasi pada Gambar 3.4 diketahui bahwa keterkaitan
semantik antara term functionality dengan term suitability pada aspek kualitas
functional correctness merupakan hubungan relasi medium strong relation,
dimana jalur berwarna biru merupakan salah satu pola dari jalur yang
diperbolehkan.
Berdasarkan Gambar 3.4 diatas dapat diketahui juga nilai dari number of
change of direction adalah 1, nilai untuk panjang jalur atau path length dari kedua
kata adalah 4, dengan diketahui nilai - nilai tersebut maka nilai keterkaitan
semantik antara functional dan suitability dapat dihitung dengan persamaan 2.28
sebagai berikut : ℎ ( , ) = 9 − 4 − (1 ∗ 1) = 4
Sesuai penjelasan pada sub-bab 2.9 dimana nilai yang didapatkan akan
disesuaikan dengan konsep fuzzy, maka nilai 4 yang didapatkan pada contoh
diatas akan dibagi dengan 18 sehingga nilai yang didapatkan adalah 0,222.
Dengan langkah yang sama seperti penjelasan diatas maka dapat diketahui
nilai keterkaitan semantik antara 10 term relevan dengan semua term pada kalimat
kebutuhan KK2 seperti yang dapat dilihat pada Tabel 3.3.
Tabel 3.3 Ilustrasi Hasil Pengukuran keterkaitan Semantik Antara 10 Term
Relevan dengan semua term pada kalimat kebutuhan KK2
Term Set system suitability user request
(t1) functionality 0.2222 0.2222 0.1667 0.0
(t2) suitability 0.1667 1.0 0.2778 0.1111
(t3) correctness 0.0 0.0 0.0 0.0
(t4) result 0.0 0.0 0.0 0.0
(t5) needed 0.0 0.0 0.0 0.0
(t6) degree 0.0 0.0 0.0 0.1667
(t7) precision 0.2222 0.2222 0.1667 0.0
(t8) reliability 0.3333 0.2778 0.2778 0.1111
(t9) maturity 0.1667 0.1667 0.1111 0.2222
(t10) under 0.0 0.0 0.0 0.0
Penambahan faktor semantik merupakan pengukuran keterkaitan semantik
antara semua term relevan pada aspek kualitas dengan seluruh term pada
dokumen yang akan dilabeli, dimana hasil dari pengukuran ini akan ditambahkan
pada tahapan otomatisasi data pelatihan, proses ini memiliki tujuan untuk
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menghasilkan data latih baru. Data latih baru tersebut akan dibandingkan dengan
data latih yang diperoleh tanpa pengukuran semantik. Hal ini dilakukan karena
ada kemungkinan data latih tanpa pengukuran semantik masih memiliki kesalahan
(Jiang, et al., 2012). Contoh berikut memberikan gambaran mengapa penambahan
pengukuran keterkaitan semantik diperlukan dalam proses otomatisasi data
pelatihan.
Dalam proses pencarian TF pada kalimat kebutuhan KK2. Jika tanpa adanya
pengukuran keterkaitan semantik, maka hasil pengukuran frekuensi term antara
term relevan aspek kualitas functional correctness dengan kalimat kebutuhan
KK2 hanya akan menghasilkan nilai 1 jumlah term frekuensi yaitu term
suitability, sedangkan untuk keseluruhan term yang lain akan menghasilkan nilai
0. Hal ini dikarenakan term relevan yang memiliki kesamaan dengan kalimat
kebutuhan KK2 hanya satu term saja. Sedangkan jika term relevan pada aspek
kualitas functional correctness tersebut telah dilakukan pengukuran keterkaitan
semantik, maka hasil pengukuran jumlah frekuensi akan menghasilkan hasil yang
berbeda seperti pada Tabel 3.4 dibawah :
Tabel 3.4 Ilustrasi Pencarian Term Frequency (TF) antara aspek kualitas
functional correctness dengan kalimat kebutuhan KK2


















Dari Tabel 3.4 diatas diketahui bahwa untuk term relevan functional
memiliki jumlah term relevan 2, hal ini dikarenakan dari pengukuran keterkaitan
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semantik untuk term relevan functional memiliki hubungan semantik dengan tiga
term yaitu system sebesar 0.2222, suitability sebesar 0.2222, dan user sebesar
0.1667. Jika threshold yang digunakan adalah 0.2 maka term functional dipastikan
memiliki hubungan semantik dengan term system dan suitability.
4. Pembobotan TF-IDF
Pembobotan TF-IDF terdiri dari tiga proses pencarian term frequency (TF)
dari setiap term, pencarian kemunculan tiap term terhadap seluruh kalimat
kebutuhan atau disebut inverse document frequency (IDF), dan yang terakhir
adalah pembobotan TF-IDF dengan normalisasi nilai.
a. Term Frequency
Dalam proses pencarian TF, frekuensi yang muncul dari term hasil
pengembangan pada tahap sebelumnya diakumulasikan ke dalam term
relevan. Jika tanpa adanya pengembangan term dengan hipernim dan
sinonim, maka hasil pengukuran frekuensi term antara term relevan aspek
kualitas functional correctness dengan kalimat kebutuhan KK1 akan
menghasilkan jumlah frekuensi 0 untuk keseluruhan term relevan
dikarenakan tidak ada satupun term relevan yang muncul pada kalimat
kebutuhan KK1 diatas. Sedangkan jika term relevan pada aspek kualitas
functional correctness tersebut telah dilakukan pengembangan dengan
hipernim dan sinonim, maka hasil pengukuran jumlah frekuensi akan
menghasilkan hasil yang berbeda seperti pada Tabel 3.5 dibawah :
Tabel 3.5 Ilustrasi Pencarian Term Frequency (TF) antara aspek kualitas
functional correctness dengan kalimat kebutuhan KK1






















Dari Tabel 3.5 diatas diketahui bahwa untuk term relevan needed dan
precision memiliki masing - masing jumlah term relevan 1, hal ini
dikarenakan dari pengembangan term dengan menggunakan hipernim dan
sinonim untuk term relevan needed menghasilkan term diversity dan untuk
term relevan precision menghasilkan term call, dimana term diversity dan
term call muncul pada kalimat kebutuhan KK1 sebanyak satu kali.
Keseluruhan hasil pengembangan term hipernim dan sinonim pada aspek
kualitas functional correctness dapat dilihat pada Tabel 3.2.
Pengembangan ini adalah term yang dihasilkan oleh penelitian yang
dilakukan oleh Ramadhani dkk (2015) (Ramadhani, Rochimah, dan
Yuhana, 2015).
b. Invers Document Frequency (IDF)
Berdasarkan Tabel 3.5, maka dapat dihitung nilai IDF untuk setiap
term dengan menggunakan persamaan 2.25. Sebagai contoh akan dihitung
nilai IDF dari term correct dari hubungan aspek kualitas functional
correctness pada kalimat kebutuhan 1, sebagai berikut :
= 21 + 1= 0.301 + 1= .
Serta term needed dari hubungan aspek kualitas functional
correctness pada kalimat kebutuhan 1, sebagai berikut :
= 22 + 1= 0 + 1=
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Dengan cara yang sama maka didapatkan nilai IDF untuk term-term
relevan yang lain seperti yang ditunjukkan pada Tabel 3.6.










Berdasarkan hasil pencarian dan perhitungan TF dan IDF antara aspek
kualitas functional correctness dengan kalimat kebutuhan KK1 pada Tabel
3.5 dan 3.6, maka langkah selanjutnya adalah melakukan pembobotan TF-
IDF dengan menggunakan persamaan 2.26. Sebagai contoh dilakukan
perhitungan pembobotan untuk term correct dan term needed pada kalimat
kebutuhan KK1 sebagai berikut:
( ) = ( , ) × ( , ) + 1∑ ( ( , ) × ( , ) + 1)









=(0×1.301) / sqrt ((0 × 1.301)2+(0 × 1.301)2+(0 × 1.301)2+(0 ×
1.301)2+ (1 × 1)2+(0 × 1.301)2+  (1 × 1)2)
= 0.0 “Hasil TFxIDF untuk Term correctness”









=(1×1) / sqrt ((0 × 1.301)2+(0 × 1.301)2+(0 × 1.301)2+(0 × 1.301)2+
(1 × 1)2+(0 × 1.301)2+  (1 × 1)2)
= 0.707 “Hasil TFxIDF untuk Term needed”
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Dengan cara yang sama seperti proses diatas, maka dapat dicari
bobot TF-IDF untuk semua term pada setiap bentuk kebutuhan
seperti yang ditunjukkan pada Tabel 3.7.
Tabel 3.7 Ilustrasi Hasil Perhitungan Bobot TF-IDF untuk aspek kualitas
functional correctness dan kalimat kebutuhan KK1



















5. Pengukuran derajat Kemiripan
Setelah dilakukan tahapan pembobotan TF-IDF maka dapat dilakukan
pengukuran nilai kemiripan antara suatu kalimat kebutuhan dengan suatu atribut
aspek kualitas dengan persamaan 2.27. Meneruskan contoh pada tahap
sebelumnya akan diukur nilai kemiripan antara kalimat kebutuhan KK1 dengan
atribut aspek kualitas functional correctness sebagai berikut :
( , ) = ( ) × ( )
= (ωsuit,t1 × ωK,t1) + (ωsuit,t2 × ωK,t2) + (ωsuit,t3 × ωK,t3) + (ωsuit,t4 × ωK,t4) + (ωsuit,t5 ×
ωK,t5) + (ωsuit,t6 × ωK,t6) + (ωsuit,t7 × ωK,t7)
= (0.402 × 0) + (0. 402 × 0) +(0.402 × 0) + (0. 402 × 0) + (0.309 × 0.707) + (0.
402 × 0) + (0.309 × 0.707)
= 0.219
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Dengan tahapan proses yang sama dapat diperoleh nilai kemiripan antara
kalimat kebutuhan KK1 dengan aspek kualitas lainnya seperti yang ditunjukkan
pada Tabel 3.8. Nilai threshold tertentu digunakan untuk melabeli kalimat
kebutuhan KK1 ke dalam satu atau lebih aspek kualitas.
Tabel 3.8 Daftar Nilai Derajat Kemiripan Antara Semua Aspek Kualitas dengan
Kalimat Kebutuhan KK1





Dimisalkan untuk nilai derajat kemiripan pada Tabel 3.8 diterapkan
threshold 0.1 maka dapat disimpulkan kalimat kebutuhan KK1 termasuk ke dalam
aspek kualitas functional correctnes dan maturity.
Dengan cara yang sama seperti yang dilakukan pada kalimat kebutuhan
KK1, maka kalimat kebutuhan KK2, KK3 dan KK4 juga dapat dilabeli secara
otomatis untuk digunakan sebagai data latih. Hasil atau keluaran dari fase ini
adalah semua kalimat kebutuhan yang sudah terlabeli seperti Tabel 3.9 dan juga
data TF untuk semua kalimat kebutuhan seperti pada Tabel 3.10. Kedua data
tersebut nantinya digunakan untuk proses pelatihan pada metode FSKNN.





KK1 Functional correctness, maturity 1,0,0,1
KK2 Functional correctness, time behaviour. 1,0,1,0
KK3 Functional correctness, time behaviour 1,0,1,0
KK4 Functional correctness, time behaviour 1,0,1,0











3.2.2 Pengelompokan Pola Pelatihan
Berdasarkan hubungan similaritas antara dokumen dan aspek kualitas
kemudian dilakukan pengelompokan ke dalam beberapa kluster dengan
menggunakan suatu nilai threshold α yang telah didefinisikan sebelumnya. Tujuan
pada fase ini adalah untuk mengelompokkan data latih ke dalam kluster
berdasarkan nilai similaritas dan menentukan search set pada setiap data latih
untuk mendukung fase pelatihan berikutnya.
1. Penentuan distribusi termti pada aspek kualitas cj
Penentuan distribusi , dan , berdasarkan pada Tabel 3.9 dan
Tabel 3.10 dengan diketahui :
a. 1 ≤ i ≤ 10 yang merepresentasikan jumlah term dan 1 ≤ j ≤ 4 yang
merepresentasikan jumlah aspek kualitas.
b.Dimisalkan penentuan , dan , untuk t5 ( needed ) pada
aspek kualitas c1, c2, c3, dan c4:
( , ) = ( ) ( ) ( ) ( ) = ( , ) = ( ) ( ) ( ) ( ) = .( , ) = ( ) ( ) ( ) ( ) = ( , ) = ( ) ( ) ( ) ( ) =( , ) = ( ) ( ) ( ) ( ) = . ( , ) = ( ) ( ) ( ) ( ) = .( , ) = ( ) ( ) ( ) ( ) = . ( , ) = ( ) ( ) ( ) ( ) =
Tabel 3.11 Hasil penentuan nilai dt t , c dan dd t , c
Term Set
, ,
C1 C2 C3 C4 C1 C2 C3 C4
(t1) functional 1 1 0 0 1 1 0 0
(t2) suitability 1 1 0 0 0.5 0.5 0 0
(t3) correctness 1 1 0 0 1 1 0 0
(t4) result 0 0 1 1 0 0 1 0.5
(t5) needed 1 0 0.5 0.5 0.5 0 0.3 1
(t6) degree 0 0 1 1 0 0 1 0.5
(t7) precision 0 0 0.5 1 0 0 1 1
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(t8) reliability 1 1 0.0 0 1 1 0 0
(t9) maturity 0 0 1 1 0 0 1 0.5
(t10) under 0.667 0.667 0.334 0.334 1 1 1 0.0
2. Penentuan derajat keanggotaan , dan ( )
Data dari Tabel 3.11 maka akan digunakan untuk penentuan derajat
keanggotaan , berdasarkan persamaan 2.10 dan penentuan derajat
keanggotaan ( ) berdasarkan persamaan 2.14. Dimisalkan penentuan, untuk t5(needed) pada aspek kualitas c1 , c2 , c3 , dan c4 :
( , ) = × . = . ( , ) = . × . = .( , ) = × = ( , ) = . × = .











(t1) functional 1 1 0 0
(t2) suitability 0.5 0.5 0 0
(t3) correctness 1 1 0 0
(t4) result 0 0 1 0.5
(t5) needed 0.5 0 0.165 0.5
(t6) degree 0 0 1 0.5
(t7) precision 0 0 0.5 1
(t8) reliability 1 1 0 0
(t9) maturity 0 0 1 0.5
(t10) under 0.667 0.667 0.334 0
Sedangkan untuk penentuan ( ) menggunakan data yang ditunjukkan pada
Tabel 3.9 , dimisalkan penentuan ( ) untuk kalimat kebutuhan KK1 sebagai
berikut :( ) = ( ) = ( ) = ( ) = ( ) = 12 = 0.5( ) = ( ) = ( ) = ( ) = 02 = 0
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( ) = 22 = 1
Sehingga hasil keseluruhan derajat keanggotaan ( ) seperti yang
ditunjukkan pada Tabel 3.13.
Tabel 3.13 Hasil Penentuan Derajat Keanggotan μ (t )
Term Set
Kalimat Kebutuhan
KK1 KK2 KK3 KK4
(t1) functional 0.5 0 0.5 0
(t2) suitability 1 0 0 0
(t3) correctness 0.5 0 1 0
(t4) result 0 1 0 0
(t5) needed 0.5 0 0 1
(t6) degree 0 1 0 0
(t7) precision 0 1 0 1
(t8) reliability 0.5 0 0.5 0
(t9) maturity 0 1 0 0
(t10) under 0.5 1 0.5 0
3. Penentuan nilai similaritas , dengan fuzzy similarity measure
Derajat keanggotaan , dan ( ) dari data yang didapatkan pada
Tabel 3.12 dan Tabel 3.13 dapat digunakan untuk penentuan nilai similaritas
dengan fuzzy similarity measure berdasarkan persamaan 2.11, 2.12, 2.13.
Dimisalkan penentuan similaritas untuk kalimat kebutuhan KK1 terhadap aspek
kualitas c1adalah sebagai berikut :
( , ) = ∑ ( , )⨂ ( )∑ ( , )⨁ ( )= 1 ⊗ 0.5 + 0.5 ⊗ 1 + 1 ⊗ 0.5 +⋯+ 0.667 ⊗ 0.51 ⊕ 0.5 + 0.5 ⊕ 1 + 1 ⊕ 0.5 +⋯+ 0.667 ⊕ 0.5= 2.5849.167 = 0.282
Dengan langkah yang sama maka didapatkan nilai similaritas antara setiap
kalimat kebutuhan dengan setiap aspek kualitas yang ditunjukkan pada Tabel
3.14.
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KK1 KK2 KK3 KK4
c1 0.282 0.042 0.304 0.048
c2 0.269 0.044 0.350 0
c3 0.018 0.371 0.014 0.062
c4 0.022 0.227 0 0.214
Nilai yang bercetak tebal pada Tabel 3.14 diatas merupakan nilai tertinggi dari
pengukuran setiap kalimat kebutuhan terhadap setiap aspek kualitas, nilai tersebut
nantinya digunakan untuk proses pada tahap selanjutnya.
4. Penentuan nilai derajat keanggotaan ( )
Setelah proses penentuan similaritas antara kalimat kebutuhan dengan aspek
kualitas, tahapan selanjutnya adalah menentukan derajat keanggotaan antara
kalimat kebutuhan dengan aspek kualitas ( ) berdasarkan persamaan 2.15.
Menggunakan data pada Tabel 3.14, diambil contoh penentuan ( ) untuk
beberapa kalimat kebutuhan dan ketegori yaitu kk3 dengan c1, kk4 dengan c2, kk1
dengan c4, kk2 dengan c4, dan k4 dengan c4 sebagai berikut :( ) = ( , )( , ) = 0.0220.282= . ( ) =
( , )( , ) = 00.214 =
( ) = ( , )( , ) = 0.2270.067= . ( ) =
( , )( , ) = 0.2140.214 =
( ) = ( , )( , ) = 0.3040.350= .
Hasil penentuan ( ) untuk semua kalimat kebutuhan ditunjukkan pada Tabel
3.15.









KK1 KK2 KK3 KK4
c1 1 0.113 0.869 0.224
c2 0.954 0.119 1 0
c3 0.064 1 0.040 0.290
c4 0.078 0.612 0 1
5. Pengelompokan data pelatihan ke dalam beberapa kluster
Berdasarkan data yang didapatkan pada Tabel 3.15 kemudian akan dilakukan
pengelompokan ke dalam beberapa kluster berdasarkan nilai threshold (α) tertentu
berdasarkan persamaan 2.16 dengan proses pada pseudo-code yang telah
dijelaskan pada Gambar 2.7. Pada ilustrasi ini akan digunakan nilai α = 0.7,
sehingga kluster yang terbentuk adalah sebagai berikut := 1, 3= 1, 3= 2= 4
6. Pencarian search set untuk setiap data pelatihan dari setiap kluster
Proses pencarian search set untuk setiap data pelatihan dari setiap kluster
juga berdasarkan pada pseudo-code yang dijelaskan pada Gambar 2.7. Hasil
pencarian search set tersebut adalah sebagai berikut := ⋃== ⋃=
3.2.3 Penghitungan Prior Probability dan Nilai likelihoods
1. Penentuan nilai prior probability
Tahapan selanjutnya dalam proses pelatihan adalah menentukan nilai prior
probability berdasarkan pada persamaan 2.17 dan 2.18. Dalam proses penentuan
nilai prior probability menggunakan nilai smoothing constant (s),  seperti pada
penelitian sebelumnya dalam ilustrasi ini akan digunakan nilai s = 0.1.
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Berdasarkan data pada Tabel 3.9, dimisalkan contoh penentuan nilai prior
probability untuk aspek kualitas c1, c2, c3, dan c4 sebagai berikut :
c1( = 1) = . ∗ . = .. = .( = 0) = 1 − 0.976 = .
c2( = 1) = . ∗ . = .. = .( = 0) = 1 − 0.024 = .
c3( = 1) = . ∗ . = .. = .( = 0) = 1 − 0.738 = .
c4( = 1) = . ∗ . = .. = .( = 0) = 1 − 0.262 = .
Dengan langkah yang sama maka didapatkan nilai prior probability untuk
seluruh aspek kualitas sebagai berikut :
Tabel 3.16 Hasil Penentuan Nilai Prior Probability= =
c1 c2 c3 c4 c1 c2 c3 c4
0.976 0.024 0.738 0.262 0.024 0.976 0.262 0.738
2. Penentuan jumlah tetangga terdekat (k), penentuan tetangga terdekat
(Ni) dan vektor jumlah label(ni)
Tahapan selanjutnya adalah menentukan jumlah tetangga terdekat (k), jumlah
tetangga terdekat yang digunakan dalam ilustrasi ini adalah 2. Setelah jumlah
tetangga terdekat didefinisikan maka selanjutnya adalah mencari atau menentukan
tetangga terdekat untuk setiap data pelatihan (Ni).
Penentuan Ni berdasarkan pada kluster dan search set yang telah didapatkan
pada proses sebelumnya, dimisalkan untuk melakukan penentuan tetangga
terdekat untuk kalimat kebutuhan KK1 berarti berdasarkan pada search set ,
sehingga didapatkan tetangga terdekat untuk kalimat kebutuhan KK1 adalah
{KK3}.
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Tahapan selanjutnya adalah penentuan nilai vektor jumlah label (ni)
berdasarkan pada persamaan 2.19 dengan menggunakan data yang didapatkan
ketika menentukan Ni dan data  pada Tabel 3.9, misal penentuan nilai ni untuk
kalimat kebutuhan KK1, karena hanya ada satu kalimat kebutuhan terdekat yaitu
KK3 maka nilai n
i untuk KK1 sama seperti vektor label dari KK3, sebagai berikut:= 3= 〈1,0,1,0〉
Dengan langkah yang sama, maka dihasilkan nilai Ni dan ni untuk semua
kalimat kebutuhan sebagai berikut :
Tabel 3.17 Hasil Penentuan nilai Ni dan ni
Kalimat Ni ni
KK1 {K3} 〈1,0,1,0〉
KK2 { Ø } 〈0,0,0,0〉
KK3 {K1} 〈1,0,0,1〉
KK4 { Ø } 〈0,0,0,0〉
Hasil penentuan tetangga terdekat pada K2 dan K4 sama dengan Ø karena
pada tahap pembentukan kluster terlihat bahwa kluster yang memiliki anggota
kalimat kebutuhan K2 atau K4 tidak memiliki anggota lain selain kalimat
kebutuhan K2 atau K4 itu sendiri, sehingga kalimat K2 maupun K4 tidak memiliki
tetangga terdekat satupun. Untuk mengatasi hal ini seharusnya jumlah kalimat
kebutuhan yang akan digunakan sebagai data latih harus dalam jumlah yang besar.
3. Penentuan nilai ( , ) dan ( , )
Tahapan selanjutnya adalah penentuan nilai ( , ) dan ( , ), kedua nilai
ini nantinya digunakan untuk penentuan nilai likelihood pada proses selanjutnya.
Penentuan nilai ( , ) dan ( , ) menggunakan persamaan 2.20, 2.21 dan 2.22
dengan memanfaatkan data yang didapatkan pada Tabel 1 dan Tabel 3.17. Misal
dilakukan penentuan nilai ( , ) dan ( , ) untuk e = 0,  dimana 0 ≤ e ≤ k dan j
= 1, dimana 0 ≤ j ≤ jumlah label, sebagai berikut :(0,1) = (1) + (1) + (1) + (1)= (1 × 0) + (1 × 1) + (1 × 0) + (1 × 1) = 2(0,1) = (1) + (1) + (1) + (1)= (0 × 0) + (0 × 1) + (0 × 0) + (0 × 1) = 0
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Berdasarkan tahapan yang sama maka didapatkan keseluruhan nilai ( , )
dan ( , ) yang ditunjukkan pada Tabel 3.18.
Tabel 3 18 Hasil Penentuan Nilai Z(e, j) dan Z(e, j)( , ) ( , )
e = 0 e = 1 e = 2 e = 0 e = 1 e = 2
j = 1 2 0 0 0 0 0
j = 2 0 0 0 4 0 0
j = 3 3 2 0 0 0 0
j = 4 1 2 0 2 0 0
4. Penentuan nilai likelihoods |
Tahapan selanjutnya adalah menentukan nilai likelihood berdasarkan pada
persamaan 2.23 dan 2.24 dengan menggunakan data yang telah didapatkan pada
Tabel Tabel 3.18, dimisalkan dilakukan penentuan nilai likelihood dengan e = 0 ,
dimana 0 ≤ e ≤ k dan j = 1, dimana 0 ≤ j ≤ jumlah label, sebagai berikut :( = 0| = 1) = + (0.1)( + 1) + (0.1) + (1.1) + (2.1)= 0.1 + 20.3 + 2 + 0 + 0 = .( = 0| = 0) = + (0.1)( + 1) + (0.1) + (1.1) + (2.1)= 0.1 + 00.3 + 0 + 0 + 0 = .
Berdasarkan tahapan yang sama maka didapatkan seluruh nilai likelihood
seperti yang ditunjukkan pada Tabel 3.19 :
Tabel 3.19 Hasil Penentuan Nilai Likelihood P E|H= | = = | =
e = 0 e = 1 e = 2 e = 0 e = 1 e = 2
j = 1 0.969 0.023 0.023 0.333 0.333 0.333
j = 2 0.846 0.077 0.077 0.939 0.030 0.030
j = 3 0.043 0.913 0.043 0.913 0.043 0.043
j = 4 0.488 0.488 0.023 0.333 0.333 0.333
76
3.2.4 Pengklasifikasi FSKNN
Dalam fase klasifikasi ini akan diuji dengan 3 kalimat yang memiliki tingkat
keterhubungan dengan kualitas perangkat lunak yang berbeda - beda, yaitu
dengan kalimat yang memiliki hubungan yang sangat dekat, dekat, dan jauh.
Berikut kalimat yang akan digunakan sebagai data uji beserta jumlah frekuensi
term dan data derajat keanggotaan ( ) :
KU1. The system shall refresh the display every 60 seconds.
KU2. The product shall ensure that it can only be accessed by authorized users.
The product will be able to distinguish between authorized and
unauthorized users in all access attempts.
KU3. Scientists have discovered a new species of titi monkey in Brazil.
Tabel 3.20 Daftar Frekuensi 37 Term Relevan dari Kalimat Uji
Kalimat
Kebutuhan




Tabel 3.21 Daftar Nilai Derajat Keanggotaan μ (t ) Kalimat Uji
Kalimat
Kebutuhan




1. Penentuan nilai similaritas , dan derajat keanggotaan ( )
Seperti tahapan ketika proses pelatihan, kalimat uji juga harus ditentukan
nilai similaritasnya dengan setiap aspek kualitas yang telah didefinisikan. Hasil
penentuan similaritas tersebut kemudian digunakan untuk mengukur derajat
keanggotaan dokumen uji dengan setiap aspek kualitas. Berdasarkan persamaan
2.11, 2.12, 2.13 dan 2.15 dengan menggunakan data pada Tabel 3.20 dan Tabel
3.21, maka didapatkan nilai , dan ( ) sebagai berikut :
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KU1 KU2 KU3 KU1 KU2 KU3
c1 0 0 0 0 0 0
c2 0 0 0 0 0 0
c3 0.167 0 0 1 0 0
c4 0.096 0.009 0 0.575 1 0
2. Pengecekan ( ) berdasarkan thresholdα dan menemukan search set
Dari hasil ( )yang didapatkan pada Tabel 3.22 maka akan dilakukan
pengecekan dengan nilai threshold α. Nilai α disesuaikan seperti ketika ilustrasi
pada tahap pelatihan yaitu 0.7, sehingga diketahui bahwa kalimat - kalimat uji
diatas memiliki search set seperti yang ditunjukkan pada Tabel 3.23.
Tabel 3.23 Data Search Set untuk Kalimat Uji




3. Penentuan tetangga terdekat dari dokumen uji (Ni) dan nilai vektor
jumlah label (ni)
Dari hasil search set yang didapatkan pada proses sebelumnya maka dapat
ditentukan tetangga terdekat Ni dari kalimat uji dan nilai ni seperti pada Tabel
3.24.
Tabel 3.24 Data tetangga terdekat dari dokumen uji (Ni) dan nilai vektor jumlah
label (ni) untuk Kalimat Uji




4. Penentuan nilai MAP untuk menentukan aspek kualitas pada dokumen
uji.
Penentuan nilai MAP dilakukan berdasarkan persamaan 2.27 dengan
memanfaatkan data klasifier yang ditunjukkan pada Tabel 3.16 dan Tabel 3.19.
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Berikut hasil yang didapatkan dari proses penentuan nilai MAP untuk menentukan
aspek kualitas dokumen uji :( = 1) ( = 2| = 1) = 0.976 × 0.969 = .( = 0) ( = 2| = 0) = 0.024 × 0.333 = .
Berdasarkan persamaan 2.23 karena 0,0946 > 0,008 maka nilai = yang
menandakan bahwa dokumen uji dt termasuk kedalam aspek kualitas c1,
dengan cara yang sama didapatkan pula nilai MAP lainnya sebagai berikut :( = 1) ( = 2| = 1) = 0.024 × 0.846 = .( = 0) ( = 2| = 0) = 0.976 × 0.939 = .
0.021 < 0.916 maka nilai =( = 1) ( = 0| = 1) = 0.738 × 0.043 = .( = 0) ( = 0| = 0) = 0.262 × 0.913 = .
0.032 < 0.239 maka nilai =( = 1) ( = 0| = 1) = 0.262 × 0.488 = .( = 0) ( = 0| = 0) = 0.738 × 0.333 = .
0,128 < 0,246 maka nilai =
Dari hasil diatas dapat disimpulkan bahwa dokumen uji dt termasuk kedalam
aspek kualitas c1yaitu functional correctness.
3.3 Pembuatan Perangkat Lunak
Pada tahapan ini dilakukan implementasi dari desain sistem ke dalam kode
program yang dapat dimengerti oleh komputer. Sistem yang dikembangkan dalam
bentuk desktop base dengan bahasa pemrograman Java dan Python. Sedangkan
untuk penyimpanan data pelatihan dan data uji menggunakan Basis Data MySQL
dan Excell sehingga data yang digunakan  untuk semua proses dapat diakses.
3.4 Uji Coba Sistem
Pada penelitian ini dilakukan pengujian perbandingan persentase accuracy,
precision, recall, dan F1 antara data latih yang diperoleh dengan
mempertimbangkan faktor semantik dengan data latih yang diperoleh tanpa
mempertimbangkan faktor semantik. Tujuan dari pengujian ini adalah untuk
mengetahui bahwa penambahan pengukuran semantik pada data latih yang
diperoleh dapat meningkatkan kinerja klasifikasi. Disamping itu, penggunaan
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hipernim dibatasi hanya 1 level. Hal ini dikarenakan jika penggunaan hipernim
terlalu banyak dikhawatirkan akan menghilangkan makna asli dari term yang
dikembangkan(Ramadhani, Rochimah and Yuhana, 2015).
Permasalahan lain apabila tidak ada batasan dalam penggunaan hipernim
maka akan berdampak pada penurunan kinerja klasifikasi. Menurut Rozi dkk
(2015) (Rozi, Fatichah and Purwitasari, 2015) penggunaan hipernim mampu
meningkatkan akurasi. Namun, penggunaan hipernim dalam beberapa dataset
hanya akan menambah jumlah term yang akan dianggap sebagai noise sehingga
mengurangi akurasi. Untuk membuktikan hipotesa ini maka pengembangan term
gabungan dilakukan menggunakan dua skenario. Skenario pertama menggunakan
2 level hipernim dan 9 sinonim pada masing-masing hipernim seperti penelitian
sebelumnya (Ramadhani, Rochimah and Yuhana, 2015). Sedangkan skenario
kedua menggunakan 1 level hipernim dan 20 sinonim.
Uji coba ini, dilakukan terhadap hasil klasifikasi kalimat kebutuhan
berdasarkan ISO/IEC 25010:2011. Hasil uji coba selanjutnya, akan diperiksa oleh
tiga orang pakar di bidang rekayasa kebutuhan dan kualitas perangkat lunak, yang
berprofesi sebagai dosen pengampu mata kuliah Rekayasa Perangkat Lunak dari
Jurusan Teknik Informatika. Sedangkan untuk mengetahui kehandalan sistem
yang dibangun, dapat dilakukan dengan cara membandingkan pengetahuan yang
dimiliki oleh tiga pakar dengan keluaran yang dihasilkan oleh metode yang
diusulkan. Pakar tersebut bertindak sebagai penguji pertama, sedangkan metode
yang diusulkan bertindak sebagai penguji kedua. Analisis terhadap hasil pengujian
dilakukan dengan menghitung nilai indeks statistik Gwet’s AC1.
Adapun skenario uji coba yang dilakukan pada penelitian ini dapat
diuraikan melalui beberapa tahapan berikut:
1) Menyediakan definisi standar kualitas ISO/IEC yang sudah ada. Definisi
tersebut akan menjadi dasar bagi ahli untuk melakukan penilaian,
2) Memetakan hubungan kalimat kebutuhan dengan standar kualitas ISO/IEC
25010:2011, dengan menghitung kemiripan teks pada kalimat kebutuhan
dan standar kualitas,
3) Membandingkan hasil nilai keluaran yang diperoleh dari tiga orang pakar
dan metode yang diusulkan. Perbandingan nilai keluaran ini, digunakan
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untuk melihat seberapa reliable hasil yang diperoleh dari metode yang
diusulkan.
Sesuai pada penjelasan dalam sub-bab 2.8, dan 2.9, pada penelitian ini
dilakukan dua model pengujian. Pengujian pertama pengukuran kesepakatan
antara tiga pakar menggunakan gabungan dari Cohen Kappa dan  Gwet’s AC1.
Kesepakan ketiga pakar tersebut akan menjadi rujukan dari pelabelan data latih
yang peroleh oleh metode yang diusulkan. Pengujian kedua pengukuran
menggunakan accuracy, precision, recall, dan F1 antara pelabelan yang didapatan





Pada pembahasan ini diberikan pemaparan mengenai implementasi sistem
serta pengujian dari sistem berdasarkan skenario yang telah dirancang pada Bab
Tiga. Proses implementasi dilakukan berdasarkan tahapan yang telah diberikan
pada pembahasan sebelumnya. Selanjutnya pengujian sistem dilakukan dengan
beberapa kondisi yang disesuaikan dengan skenario pengujian. Dari hasil
pengujian yang telah didapatkan, selanjutnya diberikan pembahasan dan analisa
dari setiap pengujian yang dilakukan dengan tujuan untuk mendapatkan hasil dari
penelitian, sehingga mendapatkan kesimpulan yang diberikan pada pembahasan
selanjutnya.
4.1 Lingkungan Pengujian
Lingkungan pengujian pada penelitian ini meliputi spesifikasi perangkat
keras ditunjukkan dalam Tabel 4.1 dan spesifikasi perangkat lunak ditunjukkan
dalam Tabel 4.2.
Tabel 4.1 Spesifikasi perangkat keras
No Nama Spesifikasi
1 Processor Intel(R) Core(TM) 2 Duo CPU P7570 @2.26 GHz
2 Memori 4.00 GB
3 Harddisk 500 GB
4 VGA Mobile Intel(R) 4 Series Express Chipset Family
Tabel 4.2 Spesifikasi perangkat lunak
No Nama Spesifikasi
1 Sistem Operasi Windows 7 Ultimate 64-bit (6.1, Build 7600)
2 Development Java NetBeans 8.2, JDK 8
3 Library Apache Lucene 4.8.3, ritaWordnet, Apache POI, MIT JWI
4 Database MySQL
5 Web Server XAMPP
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4.2 Skenario Pengujian
Pengujian dilakukan menggunakan dataset voip dan geolocation dengan
jumlah 1366 kalimat kebutuhan. Kedua dataset tersebut terdiri dari 1141
kebutuhan fungsional dan 225 kebutuhan non-fungsional (Cleland-Huang et al.,
2006). Dimana 1366 kalimat kebutuhan tersebut akan dilabeli secara otomatis
dengan tahapan yang telah dijelaskan pada bab sebelumnya, dari 1366 kalimat
akan diambil 60% (820 kalimat) untuk digunakan sebagai data latih dan 40% (546
kalimat) digunakan untuk data uji. Untuk mengetahui kinerja dari masing -
masing metode akan dilakukan proses evaluasi dengan pengukuran accuracy,
precision, recall, dan F1. Berdasarkan hasil evaluasi tersebut nantinya akan
diketahui kinerja klasifikasi terbaik dari ketiga skenario.
Skenario pengujian dilakukan dengan cara menjalankan sistem
menggunakan dua data latih berbeda yaitu data latih yang digunakan
menggunakan 2 level hipernim dan 9 sinonim pada masing-masing hipernim
disebut skenario 1, dan data latih yang digunakan menggunakan 1 level hipernim
dan 20 sinonim disebut skenario 2. Kedua data latih tersebut akan dievaluasi
berdasarkan ground truth yang diperoleh dari kesepakatan ketiga pakar. Tujuan
dari evaluasi ini untuk mengukur seberapa baik metode unsupervised yang
digunakan untuk melakukan pelabelan secara otomatis. Kedua data latih tersebut
akan dievaluasi menggunakan sejumlah rentang nilai yang dihasilkan sistem
berupa threshold yaitu 0.1 hingga 0.7. Hasil evaluasi ini akan digunakan untuk
menentukan nilai threshold yang seimbang antara keempat metode evaluasi. Nilai
threshold terpilih akan digunakan pada proses klasifikasi.
Hasil pengukuran semantik antara term-term relevan  setiap aspek kualitas
dengan term-term pada dokumen ditambahkan pada data latih yang diperoleh dari
skenario 2. Data latih dengan penambahan semantik disebut skenario 3.
Selanjutnya, ketiga data latih tersebut akan dilakukan perbandingan kinerja
klasifikasi menggunakan metode FSKNN. Metode klasifikasi yang digunakan
menggunakan parameter jumlah tetangga terdekat (k) 10, 20, dan 30 dengan nilai
threshold 0.5. Pengujian ini dilakukan untuk mengetahui pengaruh penambahan
faktor semantik pada data latih yang diperoleh pada tahap otomatisasi data
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pelatihan dan juga untuk mengetahui pengaruh pengembangan term gabungan
antara 1 level hipernim dan 2 level hipernim.
Hasil klasifikasi dari ketiga skenario akan diukur menggunakan empat
evaluasi metrik yaitu accuracy, precision, recall, dan F1. Pengukuran dilakukan
menggunakan dua model. Model pertama menggunakan ground truth. Sedangkan
model kedua menggunakan hasil pelabelan dari metode unsupervised.
4.3 Evaluasi Hasil Pengujian
Pada subbab ini akan dibahas hasil pengujian dan evaluasi hasil pengujian
dari setiap skenario yang telah dibahas sebelumnya. Data pengujian untuk
keperluan evaluasi sistem diambil dari data latih yang terlabeli sebanyak 546
kalimat kebutuhan yang akan diklasifikasi ke dalam 31 aspek kualitas. Hasil
pengujian yang peroleh dari rentang threshold 0.1 hingga 0.7 pada data latih yang
dihasilkan secara otomatis dievaluasi menggunakan accuracy, precision, recall,
dan F1. Begitu juga dengan hasil pengujian menggunakan metode klasifikasi
FSKNN dengan jumlah tetangga terdekat (k) 10, 20, dan 30.
4.3.1 Evaluasi Hasil Pengujian Skenario 1
Nilai tertinggi evaluasi metrik precision pada skenario 1 terdapat pada nilai
threshold 0.5. Akan tetapi berdasarkan keempat evaluasi metrik disimpulkan
bahwa threshold 0.5 merupakan nilai yang memiliki tingkat keseimbangan
tertinggi. Evalusi hasil pengujian evaluasi pada skenario 1 berdasarkan ground
truth pakar ditunjukkan pada Tabel 4.3 dan Gambar 4.1. Sedangkan hasil evaluasi
menggunakan metode klasifikasi FSKNN dengan nilai (k) 10, 20, dan 30
ditunjukkan pada Tabel 4.4 dan Gambar 4.2.
Tabel 4.3 Tabulasi rata-rata kinerja accuracy, precision, recall, dan F1
berdasarkan ground truth pada skenario 1
Threshold Skenario 1
2 Level Hipernim @9 Sinonim
Accuracy Precision Recall F1
0.1 74.5% 5.4% 74.7% 9.2%
0.2 74.5% 5.4% 74.7% 9.2%
0.3 89.1% 10.5% 52.7% 14.4%
0.4 95.6% 15.8% 36.4% 18.0%
0.5 97.3% 33.1% 15.3% 14.0%
0.6 97.7% 27.1% 11.1% 9.7%
0.7 97.6% 23.5% 3.9% 4.2%
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Gambar 4.1 Grafik rata-rata kinerja accuracy, precision, recall, dan F1
berdasarkan ground truth pada skenario 1
Tabel 4.4 Tabulasi rata-rata kinerja accuracy, precision, recall, dan F1





Accuracy Precision Recall F1
10
Pakar 98.32% 0.00% 0.00% 0.00%
Unsupervised 97.72% 5.06% 4.34% 4.62%
20
Pakar 97.73% 0.00% 0.00% 0.00%
Unsupervised 97.16% 5.81% 5.03% 5.11%
30
Pakar 98.58% 0.00% 0.00% 0.00%
Unsupervised 98.41% 6.94% 3.72% 4.83%
Gambar 4.2 Grafik tabulasi rata-rata kinerja accuracy, precision, recall, dan F1
menggunakan metode FSKNN pada skenario 1
4.3.2 Evaluasi Hasil Pengujian Skenario 2
Nilai tertinggi evaluasi metrik precision pada skenario 2 terdapat pada nilai
threshold 0.7. Akan tetapi berdasarkan keempat evaluasi metrik disimpulkan
bahwa threshold 0.5 merupakan nilai yang memiliki tingkat keseimbangan
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tertinggi. Evalusi hasil pengujian evaluasi pada skenario 2 berdasarkan ground
truth pakar ditunjukkan pada Tabel 4.5 dan Gambar 4.3. Sedangkan hasil evaluasi
menggunakan metode klasifikasi FSKNN dengan nilai (k) 10, 20, dan 30
ditunjukkan pada Tabel 4.6 dan Gambar 4.4.
Tabel 4.5 Tabulasi rata-rata kinerja accuracy, precision, recall, dan F1
berdasarkan ground truth pada skenario 2
Threshold Skenario 2
1 Level Hipernim @20 Sinonim
Accuracy Precision Recall F1
0.1 71.8% 4.1% 84.9% 7.6%
0.2 71.8% 4.1% 84.9% 7.6%
0.3 86.2% 10.0% 64.1% 1479%
0.4 93.0% 15.2% 51.8% 20.3%
0.5 94.0% 34.3% 32.1% 25.2%
0.6 97.8% 36.3% 21.3% 17.2%
0.7 97.8% 41.6% 11.3% 8.4%
Gambar 4.3 Grafik rata-rata kinerja accuracy, precision, recall, dan F1
berdasarkan ground truth pada skenario 2
Tabel 4.6 Tabulasi rata-rata kinerja accuracy, precision, recall, dan F1





Accuracy Precision Recall F1
10
Pakar 91.97% 6.15% 15.63% 6.79%
Unsupervised 98.00% 22.55% 22.65% 17.46%
20
Pakar 91.20% 5.65% 14.23% 5.98%
Unsupervised 97.84% 15.10% 25.90% 17.09%
30
Pakar 87.92% 2.12% 19.86% 3.64%
Unsupervised 96.89% 7.55% 27.64% 11.77%
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Gambar 4.4 Grafik tabulasi rata-rata kinerja accuracy, precision, recall, dan F1
menggunakan metode FSKNN pada skenario 2
4.3.3 Evaluasi Hasil Pengujian Skenario 3
Hasil evaluasi pada data latih dengan penambahan pengukuran semantik
menggunakan metode klasifikasi FSKNN dengan nilai (k) 10, 20, dan 30
ditunjukkan pada Tabel 4.7 dan Gambar 4.5.
Tabel 4.7 Tabulasi rata-rata kinerja accuracy, precision, recall, dan F1





Accuracy Precision Recall F1
10
Pakar 97.25% 4.17% 6.67% 5.13%
Unsupervised 96.33% 13.42% 17.09% 13.45%
20
Pakar 76.13% 1.88% 30.86% 3.48%
Unsupervised 94.55% 4.18% 18.15% 6.35%
30
Pakar 49.45% 2.74% 16.91% 4.35%
Unsupervised 97.10% 25.05% 21.35% 14.73%
Gambar 4.5 Grafik tabulasi rata-rata kinerja accuracy, precision, recall, dan F1
menggunakan metode FSKNN pada skenario 3
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4.4 Implementasi Sistem
Penelitian ini menggunakan standar ISO/IEC 25010:2011. Standar ISO/IEC
25010:2011 digunakan sebagai acuan untuk melakukan pelabelan pada 1366
kalimat kebutuhan. Tidak adanya standar baku untuk menentukan pelabelan
menjadi permasalahan tersendiri. Oleh karena itu, proses pelabelan ditentukan
menggunakan metode unsupervised. Sehingga untuk mengevaluasi performa dari
metode yang dikembangkan, maka penelitian ini dibantu oleh beberapa pakar
untuk melabeli kalimat kebutuhan yang diproses. Adapun proses annotasi yang
dilakukan adalah dengan melakukan pelabelan sejumlah 225 kalimat kebutuhan
yang sudah diidentifikasi non-fungsional oleh peneliti sebelumnya (Cleland-
Huang et al., 2006). Pelabelan pada 225 kalimat kebutuhan tersebut dilakukan
oleh tiga pakar. Setiap kalimat kebutuhan bisa dilabeli lebih dari satu aspek
kualitas.
Tabel 4.8 Komposisi Kelas dari 225 Kalimat Kebutuhan
Keputusan No. Aspek Kualitas SubTotal NFRs
3 Pakar Sepakat 1 Functional completeness 13
2 Functional correctness 31
3 Functional appropriateness 13
4 Time behaviour 31




9 Appropriateness recognizability 26
10 Learnability 2
11 Operability 15
12 User error protection 5






















2 Pakar Sepakat 1 Functional completeness 1
2 Functional correctness 5
3 Functional appropriateness 2
4 Time behaviour 14




9 Appropriateness recognizability 1
10 Learnability 5
11 Operability 6
12 User error protection 1






















Berdasarkan Tabel 4.8, penulis hendak membandingkan apakah pelabelan
otomatis yang dilakukan oleh sistem sudah reliable. Pelabelan otomatis dilakukan
menggunakan metode unsupervised dengan dua skenario yaitu 2 level hipernim,
dan 1 level hipernim. Dalam proses pelabelan, kalimat kebutuhan dicocokan
dengan hasil annotasi oleh pakar yang bertugas untuk membuat ground truth
setiap kalimat kebutuhan.
Adapun pada implementasinya, kalimat kebutuhan dilakukan praproses
terlebih dulu. Praproses terdiri dari tokenisasi, stopword, dan stemming.
Kontribusi utama pada penelitian ini yaitu menambahkan pengukuran keterkaitan
semantik pada data pelatihan yang diperoleh pada proses otomatisasi pelabelan.
Berikut tahapan - tahapan prosesnya sesuai dengan desain sistem pada subbab 3.2:
1.Fase Otomatisasi Pelabelan Data Latih
a. Praproses
Pada fase ini 1366 kalimat kebutuhan akan dilakukan praproses untuk
mendapatkan term atau kata dari setiap kalimat kebutuhan yang akan
digunakan sebagai data latih. Hasil dari tahap praproses melalui sistem
dapat ditunjukkan pada Gambar 4.1 dibawah ini.
Gambar 4.6 Potongan Praproses dalam sistem
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b. Pengembangan Term Gabungan antara Hipernim dan Sinonim
Pada fase ini seluruh term relevan pada Tabel 2.2 dikembangkan
dengan menggunakan term gabungan antara hipernim dan sinonim.
Keseluruhan term relevan berjumlah 210. Hasil pengembangan term
tersebut dapat dilihat pada Gambar 4.2. Secara keseluruhan
pengembangan term relevan dapat dilihat pada Lampiran 1.
Gambar 4.7 Pengembangan term pada sistem
c. Pembobotan TF-IDF
Menggunakan hasil yang diperoleh dari tahap praproses dari kalimat
kebutuhan dan tahap pengembangan term relevan maka dapat
dilakukan pembobotan TF-IDF melalui sistem dengan persamaan 2.24,
2.25, 2.26. Hasil pembobotan TF-IDF terdiri dari bobot TF-IDF untuk
tiap-tiap term relevan dalam setiap aspek kualitas dan dalam setiap
kalimat kebutuhan yang akan dilabeli sebagai data latih. Hasil
pembobotan TF-IDF dapat dilihat pada Gambar 4.3.
Gambar 4.8 Hasil tahap pembobotan TF-IDF
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d. Pengukuran Nilai Derajat Kemiripan
Setelah dilakukan tahapan pembobotan TF-IDF maka dapat dilakukan
pengukuran nilai kemiripan antara suatu kalimat kebutuhan dengan
suatu aspek kualitas dengan persamaan 2.27. Pengukuran nilai derajat
kemiripan ini dilakukan terhadap 1366 kalimat kebutuhan dimana
setiap kalimat kebutuhan dicari nilai derajat kemiripannya dengan 31
aspek kualitas berdasarkan padaTabel 2.1. Dengan menerapkan nilai
batas ambang tertentu terhadap nilai derajat kemiripan yang
didapatkan maka akan dihasilkan 1366 kalimat kebutuhan yang
terlabeli ke dalam 31 aspek kualitas. Hasil yang didapatkan dari
pengukuran nilai derajat kemiripan melalui sistem dengan penerapan
nilai ambang batas 0.1 adalah seperti yang ditunjukkan pada Gambar
4.4.
Gambar 4.9 Hasil pengukuran derajat kemiripan dalam database
2.Fase Pengukuran Keterkaitan Semantik
Pengukuran keterkaitan semantik dilakukan  antara term-term relevan pada
masing-masing aspek kualitas sejumlah 210 dengan term-term pada
dokumen yang akan dilabeli. Proses pengukuran semantik dilakukan dengan
menggunakan metode HSO (Hirst and St-onge, 1995). Hasil pengukuran
keterkaitan semantik tersebut akan diterapkan pada proses otomatisasi data
pelatihan . Contoh pengukuran keterkaitan semantik dapat dilihat pada
Gambar 4.5.
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Gambar 4.10 Hasil Pengukuran Keterkaitan Semantik
3.Fase Pengelompokan Pola Pelatihan Ke Dalam Kluster
Mengacu pada penjelasan di subbab 3.2.3 maka fase ini terdiri dari
beberapa tahap sebagai berikut :
a. Penentuan distribusi termti pada aspek kualitas cj
Dalam proses ini merupakan penentuan distribusi term dan distribusi
kalimat kebutuhan dari 210 term relevan dengan 31 aspek kualitas.
Hasil penentuan tersebut dapat dilihat pada Gambar 4.6 dan Gambar
4.7.
Gambar 4.11 Hasil Pada Tahap Penentuan Distribusi Term , Pada Apek
Kualitas cj
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Gambar 4.12 Hasil Pada Tahap Penentuan Distribusi Term , Pada Apek
Kualitas cj
b. Penentuan derajat keanggotaan , dan ( )
Hasil dari penentuan distribusi term ti pada kategori cj dapat digunakan
untuk menentukan derajat keanggotaan , dan penentuan
derajat keanggotaan , dilakukan terhadap 210 term relevan
dengan 31 kategori kualitas sedangkan penentuan derajat
keanggotaan ( ) dilakukan terhadap setiap data latih yaitu 820
kalimat kebutuhan dengan 210 term relevan. Potongan hasil
penentuan tersebut pada sistem dapat dilihat pada Gambar 4.8 dan
Gambar 4.9.
Gambar 4.13 Hasil Pada Tahap Penentuan derajat keanggotaan ,
Gambar 4.14 Hasil Pada Tahap Penentuan derajat keanggotaan ( )
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c. Penentuan nilai similaritas , dengan fuzzy similarity measure
Derajat keanggotaan , dan ( ) yang telah didapatkan pada
tahap sebelumnya dapat digunakan untuk penentuan nilai similaritas
dengan fuzzy similarity measure. Penentuan nilai fuzzy similarity
measureini dilakukan antara setiap kalimat kebutuhan yang digunakan
untuk data latih sebanyak 820 dengan tiap-tiap kategori kualitas
sebanyak 31 kategori. Hasil penentuan fuzzy similarity measure dapat
dilihat pada Gambar 4.10.
Gambar 4.15 Hasil Pada Tahap Penentuan nilai similaritas ,
d. Penentuan nilai derajat keanggotaan ( )
Setelah proses penentuan similaritas antara kalimat kebutuhan dengan
aspek kualitas, tahapan selanjutnya adalah menentukan derajat
keanggotaan antara kalimat kebutuhan dengan aspek kualitas ( ).
Penentuan nilai derajat keanggotaan ( ) dilakukan terhadap setiap
kalimat kebutuhan yang digunakan sebagai data latih sebanyak 820
kalimat kebutuhan dengan tiap – tiap aspek kualitas sebanyak 31
kategori. Hasil dari penentuan nilai derajat keanggotaan ( ) dapat
dilihat pada Gambar 4.11
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Gambar 4.16 Hasil Pada Tahap Penentuan nilai derajat keanggotaan ( )
e. Pengelompokan data pelatihan ke dalam beberapa kluster
Hasil derajat keanggotaan ( ) dapat digunakan untuk membentuk
kluster atau kelompok kategori kualitas untuk setiap kalimat kebutuhan
yang digunakan sebagai data latih dengan menggunakan nilai ambang
batas tertentu. Pengelompokan ke dalam beberapa kluster berdasarkan
nilai threshold (α) tertentu dengan proses pada pseudo-code yang telah
dijelaskan pada Gambar 2.7. Pada pengujian khusus ini akan
digunakan nilai α = 0,04, sehingga kluster yang terbentuk adalah
seperti yang ditunjukkan pada Gambar 4.12.
Gambar 4.17 Hasil Pada Tahap Pengelompokan data pelatihan ke dalam beberapa
kluster
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f. Pencarian search set untuk setiap data pelatihandari setiap kluster
Proses pencarian search set untuk setiap data pelatihan dari setiap
kluster juga berdasarkan pada pseudo-code yang dijelaskan pada
Gambar 2.7. Hasil pencarian search set tersebut dapat dilihat pada
Gambar 4.13.
Gambar 4.18 Hasil Pada Tahap Pencarian search set untuk setiap data Pelatihan
4.Fase Penghitungan Prior Probability dan Nilai Likelihoods
a. Penentuan nilai prior probability
Tahapan selanjutnya dalam proses pelatihan adalah menentukan nilai
prior probability. Dalam proses penentuan nilai prior probability
menggunakan nilai smoothing constant (s),  seperti pada penelitian
sebelumnya dalam pengujian khusus ini akan digunakan nilai s = 0.1.
Hasil dari penentuan nilai prior probability dapat dilihat pada Gambar
4.14.
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Gambar 4.19 Hasil Pada Tahap Penentuan Nilai Prior Probability
b. Penentuan jumlah tetangga terdekat (k), penentuan tetangga terdekat
(Ni) dan vektor jumlah label(ni)
Tahapan selanjutnya adalah menentukan jumlah tetangga terdekat (k),
jumlah tetangga terdekat yang digunakan dalam pengujian khusus ini
adalah 30. Setelah jumlah tetangga terdekat didefinisikan maka
selanjutnya adalah mencari atau menentukan tetangga terdekat untuk
setiap data pelatihan (Ni) dan menentukan nilai vektor jumlah label (ni)
seperti yang telah dicontohkan pada subbab 3.3.4. Potongan hasil dari
penentuan jumlah tetangga terdekat (k) dapat dilihat pada Gambar
4.15.
Gambar 4.20 Hasil Pada Tahap Penentuan jumlah k, (Ni),(ni)
c. Penentuan nilai ( , ) dan ( , )
Tahapan selanjutnya adalah penentuan nilai ( , ) dan ( , ), kedua
nilai ini nantinya digunakan untuk penentuan nilai likelihood pada
proses selanjutnya. Hasil dari penentuan nilai ( , ) dan ( , ) dapat
dilihat pada Gambar 4.16.
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Gambar 4.21 Hasil Pada Tahap Penentuan nilai ( , ) dan ( , )
d. Penentuan nilai likelihoods |
Tahapan selanjutnya adalah menentukan nilai likelihood dengan
menggunakan data yang telah didapatkan pada tahap penentuan prior
probability dan penentuan vektor jumlah label maka dapat dihitung nilai
likelihoods seperti pada Gambar 4.17.
Gambar 4.22 Pada Tahap Penentuan nilai likelihoods |
5.Fase Klasifikasi FSKNN
Dalam fase klasifikasi ini akan diuji dengan 3 kalimat yang memiliki
tingkat keterhubungan dengan kualitas perangkat lunak yang berbeda –
beda, yaitu dengan kalimat yang memiliki hubungan yang sangat dekat,
dekat, dan jauh. Berikut kalimat yang akan digunakan sebagai data uji :
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KU1. Shall update Decommutated_eng_mem_list with the values
extracted from Current_HK_telem, Prior_HK_telem, and
Sci_eng_data. [Kalimat Kebutuhan ke 1343 dari 1366]
KU2. The geolocation software shall follow the coding standards
established by the MODIS project in MODIS Software
Development Standards and Guidelines. [1344]
KU3. The geolocation software shall use all applicable mandatory
SDPTK routines and any additional SDPTK routines that are
useful. [1345]
a. Hasil Kalimat Uji 1
Dari langkah – langkah seperti yang telah dijelaskan pada subbab 3.2.5
dan eksperimen awal pada subbab 3.3.5 maka dapat ditentukan hasil
klasifikasi dari sistem untuk kalimat uji KU1 seperti yang ditunjukkan
pada Gambar 4.18.
Gambar 4.23 Hasil Klasifikasi Kalimat Uji 1
b. Hasil Kalimat Uji 2
Dari langkah – langkah seperti yang telah dijelaskan pada subbab 3.2.5
dan eksperimen awal pada subbab 3.3.5 maka dapat ditentukan hasil
klasifikasi dari sistem untuk kalimat uji KU2 seperti yang ditunjukkan
pada Gambar 4.19.
Gambar 4. 24 Hasil Klasifikasi Kalimat Uji 2
c. Hasil Kalimat Uji 3
Dari langkah – langkah seperti yang telah dijelaskan pada subbab 3.2.5
dan eksperimen awal pada subbab 3.3.5 maka dapat ditentukan hasil
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klasifikasi dari sistem untuk kalimat uji KU2 seperti yang ditunjukkan
pada Gambar 4.20.




Pada bab ini akan membahas kesimpulan dari penelitian yang telah
dilakukan dan memberikan saran untuk penelitian selanjutnya berdasarkan hasil
pengujian dan evaluasi pada bab sebelumnya.
5.1 Kesimpulan
Dari hasil penelitian yang telah dilakukan maka dapat disimpulkan beberapa
hal sebagai berikut :
1. Data latih dapat dihasilkan secara otomatis dengan menggunakan
pendekatan unsupervised berdasarkan aspek kualitas ISO/IEC
25010:2011. Data latih didapatkan dengan mempertimbangkan dua
pengembangan term yaitu menggunakan 2 level hipernim dengan 9
sinonim dan pengembangan term menggunakan 1 level hipernim dengan
20 sinonim.
2. Penggunaan 1 level hipernim dan 20 sinonim pada fase otomatisasi data
pelatihan terbukti dapat meningkatkan akurasi berdasarkan ground truth
dari pakar.
3. Penambahan semantik dilakukan dengan menggunakan metode HSO.
Perbandingan antara term-term relevan aspek kualitas dengan term-term
pada dokumen akan menghasilkan jumlah term yang memiliki
keterkaitan semantik. Jumlah tersebut akan ditambakan pada data latih
yang diperoleh pada skenario 2.
4. Penambahan pengukuran semantik pada data latih yang diperoleh pada
skenario 2 terbukti dapat meningkatkan kinerja klasifikasi.
5. Pendekatan yang disulkan yaitu skenario 2 dan skenario 3 terbukti lebih
baik dibandingkan skenario 1 untuk keempat evaluasi metrik baik
menggunakan ground truth pakar maupun sistem.
6. Penggunaan dataset dengan jumlah kelas yang tidak imbang membuat
nilai evaluasi untuk precision dan recall rendah pada semua pengujian.
7. Karena jumlah kebutuhan non-fungsional lebih sedikit dibandingkan
kebutuhan fungsional membuat evaluasi metrik precision menjadi tolak
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ukur untuk menentukan kualitas sistem. Semakin tinggi nilai precision
maka semakin baik pendekatan yang diusulkan.
5.2 Saran
Sistem klasifikasi kebutuhan non-fungsional ini menggunakan dataset
dengan jumlah kelas tidak seimbang yaitu 1141 fungsional dan 225 non-
fungsional. Ketidakseimbangan tersebut berdampak pada kinerja klasifikasi yang
sangat rendah baik menggunakan pendekatan unsupervised maupun supervised.
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Hasil Pengukuran Keterkaitan Semantik antara Term Relevan Aspek Kualias
dengan Term pada Kalimat Kebutuhan.
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Kalimat Kebutuhan Ke : 401
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
---------------------------------------------------
TermRel ID :1  Term Relevan : function
---------------------------------------------------
Term Kalimat 401 : calle
Term Kalimat 401 : disabl
Term Kalimat 401 : account
Term Kalimat 401 : can
Term Kalimat 401 : receiv
Term Kalimat 401 : ani
Term Kalimat 401 : phone
Pos : n
HSO value : 0.2222
Term Kalimat 401 : call
Pos : n
HSO value : 0.2222
Term Kalimat 401 : from
Term Kalimat 401 : ani
Term Kalimat 401 : caller
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Kalimat Kebutuhan Ke : 407
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
-------------------------------------------------
TermRel ID :94  Term Relevan : under
-------------------------------------------------
Term Kalimat 407: caller
Term Kalimat 407: whose
Term Kalimat 407: number
Term Kalimat 407: identifi
Term Kalimat 407: be
Term Kalimat 407: restrict
Term Kalimat 407: under
Pos : a
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HSO value : 1
Pos : r
HSO value : 1
Term Kalimat 407: calle
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Kalimat Kebutuhan Ke : 484
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
----------------------------------------------
TermRel ID :187  Term Relevan : test
----------------------------------------------
Term Kalimat 484: system
Term Kalimat 484: need
Term Kalimat 484: construct
Term Kalimat 484: maintain
Term Kalimat 484: map
Term Kalimat 484: from
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Kalimat Kebutuhan Ke : 526
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
----------------------------------------------
TermRel ID :35  Term Relevan : amount
----------------------------------------------
Term Kalimat 526: system
Pos : n
HSO value : 0.2778
Term Kalimat 526: softwar
Term Kalimat 526: must
Term Kalimat 526: abl
Term Kalimat 526: expand
Term Kalimat 526: maximum
Pos : n
HSO value : 0.3333
Term Kalimat 526: number
Pos : n
HSO value : 0.4444
Term Kalimat 526: user
Term Kalimat 526: account
Term Kalimat 526: system
Pos : n
HSO value : 0.2778
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8. Lampiran  3
Kesepatakan ketiga Pakar dalam membuat Ground Truth menggunakan AC1
KK Functional Completeness
Hasil Kesepakatan ( Gwet's
AC1 )
Pakar 1 Pakar 2 Pakar 3 P1+P2 P2+P3 P1+P3
50 √ √ 1 0,2 0,2








Lampiran 3 merupakan kesepatan dari ketiga pakar dalam menentukan apakah
kalimat kebutuhan tersebut masuk ke dalam aspek kualitas tertentu. Kalimat
Kebutuhan ke 50 dan 51 masuk ke dalam aspek kualitas Functional
Completeness. Hal ini dikarenakan kesepakatan yang diperoleh dari dua pakar.
Kesepakatan tertinggi dari keduanya menghasilkan nilai 1. Akan tetatpi, salah satu
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