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Re´sume´. Nous pre´sentons dans cette note un re´sultat de comple´tude pour
les types a` quantificateurs positifs du syste`me F de J.-Y. Girard. Ce re´sultat
ge´ne´ralise un the´ore`me de R. Labib-Sami (voir [3]).
A Completeness Result for the ∀+ Types
of System F
Abstract. We presente in this note a completeness result for the types with
positive quantifiers of the J.-Y. Girard type system F . This result generalizes
a theorem of R. Labib-Sami (see [3]).
Abridged English Version. The F type system have been introduced by
J.-Y. Girard (see [1]). This system is based on the second order intuitionistic
propositional calculus, and thus it gives the possibility to quantify on types.
In addition to strong normalisation theorem which certifies the termination of
programs, the system F has two more properties :
It allows to write programs for all the fonctions whose termination can be proved
in the Peano’s second order arithmetics.
- It allows to define all the usual data types : booleans, integers, lists, etc.
The semantics of the system F proposed by J.-Y. Girard and J.-L. Krivine (see
[1] and [2]) consists in associating to each type A a set of λ-terms |A|, in order
to obtain the following result: if a λ-term t is of type A, then it belongs to the
set |A|. This result is known as the adequation lemma, and it allows to prove
the strong normalisation of system F and the unicity of data representation.
The converse of the adequation lemma (a completeness result) is not true. The
difficulty comes from the interpretation of second order quantifier. R. Labib-
Sami proved a completeness result for the types with positive quantifiers and
for a semantic based on the sets stable by the βη-equivalence (see [3]). In this
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note we prove a refined result by indicating that week-head-expansion suffices.
Hence, it presents a generalisation of R. Labib-Sami’s result. In the end of this
note, we deduce some consequences among which the fact that for each type
with positive quantifiers A, the set |A| is stable by β-equivalence.
1 Notations et de´finitions
On de´signera par Λ l’ensemble des termes du λ-calcul pur, dits aussi λ-termes.
E´tant donne´s des λ-termes t, u, u1, ..., un, l’application de t a` u sera note´e (t)u,
et (...((t)u1)...)un sera note´ (t)u1...un. Si t est un λ-terme, on de´signe par
Fv(t) l’ensemble de ses variables libres. On note par →β la β-re´duction, et
par ≃β la β-e´quivalence. Un λ-terme t soit posse`de un redex de teˆte faible [i.e.
t = (λxu)vv1...vm, le redex de teˆte faible est (λxu)v], soit est en forme normale
de teˆte faible [i.e. t = (x)v1...vm ou t = λxv]. La notation u ≻f v signifie que v
est obtenu a` partir de u par re´duction de teˆte faible.
Nous utilisons comme syste`me de typage le syste`me F de J.-Y. Girard. Les types
de ce syste`me sont les formules construites a` l’aide d’un ensemble de´nombrable
de variables propositionnellesX,Y ,..., et deux connecteurs→ et ∀. E´tant donne´s
un λ-terme t, un type A, et un contexte Γ = {x1 : A1, ..., xn : An}, on de´finit au
moyen des re`gles suivantes la notion “t est typable de type A dans le contexte
Γ”. Cette notion est note´e Γ ⊢F t : A.
(1) Γ ⊢F xi : Ai (1 ≤ i ≤ n).
(2) Si Γ, x : B ⊢F t : C, alors Γ ⊢F λxt : B → C.
(3) Si Γ ⊢F u : B → C, et Γ ⊢F v : B, alors Γ ⊢F (u)v : C.
(4) Si Γ ⊢F t : A, et X ne figure pas dans Γ, alors Γ ⊢F t : ∀XA.
(5) Si Γ ⊢F t : ∀XA, alors, pour tout type C, Γ ⊢F t : A[C/X ].
Il est facile de voir que : Si Γ ⊢F t : A et Γ ⊆ Γ
′, alors Γ′ ⊢F t : A. Et si
Γ ⊢F t : A, alors Γ
′ ⊢F t : A, ou` Γ
′ est la restriction de Γ aux de´clarations
contenant les variables libres de t.
Le syste`me F posse`de les proprie´te´s suivantes (voir [2]):
The´ore`me 1 (i) Si Γ ⊢F t : A, et t→β t
′, alors Γ ⊢F t
′ : A.
(ii) Si Γ ⊢F t : A, alors t est fortement normalisable.
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Une partie G de Λ est dite sature´e si, quels que soient les termes t et u, on a
: (u ∈ G et t ≻f u) ⇒ t ∈ G. Il est clair que l’intersection d’un ensemble de
parties sature´es de Λ est sature´e. E´tant donne´es deux parties G et G′ de Λ, on
de´finit une partie de Λ, note´e G → G′, en posant : u ∈ (G → G′)⇔ (u)t ∈ G′
quel que soit t ∈ G. Si G′ est sature´e, alors G→ G′ est sature´e pour toute par-
tie G ⊂ Λ. Une interpre´tation I est, par de´finition, une application X → |X |I
de l’ensemble des variables de type dans l’ensemble des parties sature´es de Λ.
X e´tant une variable de type, et G une partie sature´e de Λ, on de´finit une
interpre´tation J = I[X ← G] en posant |X |J = G, et |Y |J = |Y |I pour toute
variable Y 6= X . Pour chaque type A, sa valeur |A|I dans l’interpre´tation I est
une partie sature´e de´finie comme suit, par induction sur A :
- Si A est une variable de type, |A|I est de´ja` de´finie ;
- |A→ B|I = |A|I → |B|I ;
- |∀XA|I = ∩{|A|I[X←G] pour toute partie sature´e G}.
Il est facile de ve´rifier que : si A,F sont deux types, X une variable, et I une
interpre´tation, alors |A[F/X ]|I = |A|I[X←|F |I ].
Pour tout type A, on note |A| = ∩{|A|I ; I interpre´tation}.
The´ore`me 2 [lemme d’ade´quation] Soient A un type, et t un λ-terme clos.
Si ⊢F t : A, alors t ∈ |A|.
2 Le re´sultat de comple´tude
On de´finit de la fac¸on suivante les types a` quantificateurs positifs (resp. a` quan-
tificateurs ne´gatifs), note´s en abre´ge´ ∀+ (resp. ∀−) :
- Une variable propositionnelle X est ∀+ et ∀− ;
- Si A est ∀+ (resp. ∀−) et B est ∀− (resp. ∀+), alors B → A est ∀+ (resp. ∀−)
;
- Si A est ∀+ et X est libre dans A, alors ∀XA est ∀+.
On se propose de de´montrer le the´ore`me suivant :
The´ore`me 3 Soient A un type ∀+ du syste`me F , et t un λ-terme, alors :
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t ∈ |A| ⇔ (t→β t
′ et ⊢F t
′ : A).
Pour la preuve, nous avons besoin de deux lemmes (lemme 1 et lemme 2).
Lemme 1 Soient I une interpre´tation, et t′ un λ-terme normal. Si Γ =
x1 : B1, ..., xn : Bn ⊢F t
′ : A, t ≃β t
′, et ui ∈ |Bi|I (1 ≤ i ≤ n), alors
t[u1/x1, ..., un/xn] ∈ |A|I .
Preuve : Par induction sur le typage. On conside`re la dernie`re re`gle utilise´e.
• Si c’est la re`gle (1), alors t′ = xi (1 ≤ i ≤ n) et Bi = A. Comme
t ≃β xi, alors t ≻f xi, et t[u1/x1, ..., un/xn] ≻f ui. Or ui ∈ |Bi|I , donc
t[u1/x1, ..., un/xn] ∈ |Bi|I , car |Bi|I est une partie sature´e.
• Si c’est la re`gle (2), alors t′ = λxu′, A = B → C et Γ, x : B ⊢F u
′ : A.
Comme t ≃β λxu
′, alors t ≻f λxu avec u ≃β u
′, et t[u1/x1, ..., un/xn] ≻f
λxu[u1/x1, ..., un/xn]. Donc, d’apre`s l’hypothe`se d’induction, u[u1/x1, ..., un/xn, v/x] ∈
|C|I pour tout v ∈ |B|I . D’autre part (λxu[u1/x1, ..., un/xn])v ≻f u[u1/x1, ..., un/xn, v/x],
donc λxu[u1/x1, ..., un/xn] ∈ |B → C|I , par conse´quent t[u1/x1, ..., un/xn] ∈
|A|I .
• Si c’est la re`gle (3), comme t′ est normal, alors t′ = (u)v, Γ ⊢F u : B → A




m−1 et v = v
′





donc t ≻f (xr)v1...vm, avec vi ≃β v
′
i (1 ≤ i ≤ m), d’ou`, d’apre`s l’hypothe`se
d’induction,
(ur)v1[u1/x1, ..., un/xn]...vm−1[u1/x1, ..., un/xn] ∈ |B → A|I , et vm[u1/x1, ..., un/xn] ∈
|B|I . Par conse´quent (ur)v1[u1/x1, ..., un/xn]...vm−1[u1/x1, ..., un/xn]vm[u1/x1, ..., un/xn] ∈
|A|I , et donc t[u1/x1, ..., un/xn] ∈ |A|I .
• Si c’est la re`gle (4), alors Γ ⊢F t
′ : B et A = ∀XB avec X ne figure
pas dans Γ. Soit G une partie sature´e et J = I[X ← G]. Par hypothe`se
d’induction, t[u1/x1, ..., un/xn] ∈ |B|J , et donc t[u1/x1, ..., un/xn] ∈ |A|I .
• Si c’est la re`gle (5), alors Γ ⊢F t
′ : ∀XB et A = B[C/X ]. Par hypothe`se
d’induction, t[u1/x1, ..., un/xn] ∈ |∀XB|I , d’ou` t[u1/x1, ..., un/xn] ∈ |B|I[X←|C|I ] =
|A|I . ♠
Soient Ω = {xi/i ∈ N} une e´nume´ration d’un ensemble infini de variables
du λ-calcul, et {Ai/i ∈ N} une e´nume´ration des types ∀
− du syste`me F ,
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ou` chaque type ∀− se re´pe`te une infinite´ de fois. On de´finit alors l’ensemble
Γ− = {xi : Ai/i ∈ N}. Soit u un λ-terme, tel que Fv(u) ⊆ Ω, on de´finit le
contexte Γ−u comme e´tant la restriction de Γ
− aux de´clarations contenant les
variables de Fv(u). La notation Γ− ⊢F u : B exprime que Γ
−
u ⊢F u : B. On
pose Γ− ⊢+F u : A ssi il existe un λ-terme u
′, tel que u →β u
′ et Γ− ⊢F u
′ : A.
On de´finit ensuite une interpre´tation I en posant |X |I = {τ ∈ Λ : Γ
− ⊢+F τ : X}
pour toute variable de type X . Les parties |X |I sont e´videmment sature´es.
Lemme 2 (i) Si S est un type ∀+, et τ ∈ |S|I, alors Γ
− ⊢+F τ : S.
(ii) Si S est un type ∀−, et Γ− ⊢+F τ : S, alors τ ∈ |S|I.
Preuve : Par induction simultane´e sur les types ∀+ et ∀−.
Preuve de (i)
• Si S est une variable, alors le re´sultat de´coule imme´diatement de la de´finition
de I.
• Si S = ∀XB, ou` B est ∀+, alors soit τ ∈ |∀XB|I , et soit Y une variable
propositionnelle qui ne figure pas dans Γ−τ et B. Donc τ ∈ |B|I[X←|Y |I ] =
|B[Y/X ]|I , d’ou` par hypothe`se d’induction Γ
− ⊢+F τ : B[Y/X ], donc
τ →β τ
′ et Γ−τ ′ ⊢F τ
′ : B[Y/X ]. Comme Fv(τ ′) ⊆ Fv(τ), alors par
le choix de Y , on de´duit que Γ−τ ′ ⊢F τ
′ : ∀Y B[Y/X ] = ∀XB, et donc
Γ− ⊢+F τ : S.
• Si S = B → C, ou` B est ∀− et C est ∀+, alors soit τ ∈ |B → C|I et
soit y une variable du λ-calcul telle que y : B appartient a` Γ−. On a
y : B ⊢F y : B, donc d’apre`s (ii) y ∈ |B|I , par suite (τ)y ∈ |C|I , et
donc, d’apre`s l’hypothe`se d’induction, Γ− ⊢+F (τ)y : C. D’ou` (τ)y →β τ
′,
et Γ−τ ′ ⊢F τ
′ : C. Il en re´sulte que (τ)y est normalisable, et donc τ est
normalisable. La forme normale de τ est (x)τ1...τn (n ≥ 0) ou λxθ.
Cas 1: Si τ →β (x)τ1...τn, avec n ≥ 0, alors (τ)y →β (x)τ1...τny. Comme
Γ−τ ′ ⊢F τ
′ : C, on aura Γ−τ ′ ⊢F (x)τ...τny : C. Or Fv((x)τ1...τny) ⊆
Fv(τ ′), donc Γ−(x)τ...τny ⊢F (x)τ...τny : C. Donc x est de´clare´e de type
E dans le contexte Γ−(x)τ...τny. Comme E est ∀
−, alors E = C1 → (... →
(Cn → (F → G)...)), Γ
−
(x)τ...τny




y : F . Or y est de´clare´e de type B, qui est ∀−, dans le contexte Γ−(x)τ...τny,
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donc on ne peut pas appliquer la re`gle de typage (5) a` y : B ⊢F y : B.
D’autre part, si on applique la re`gle de typage (4) a` y : B ⊢F y : B, F sera
le type B devant lequel on a quantifie´ sur une variable qui n’est pas libre
dans B, ce qui contredit le fait que F est ∀+. D’ou` F = B. De la meˆme
fac¸on, comme G est ∀− et C est ∀+, alors de Γ−(x)τ...τny ⊢F (x)τ...τny : C
et Γ−(x)τ...τny ⊢F (x)τ...τny : G, on de´duit que G = C. Par conse´quent
Γ− ⊢F (x)τ...τn : B → C, et donc Γ
− ⊢+F τ : S.
Cas 2: Si τ →β λxθ, alors, comme l’ensemble Γ
− contient une infinite´ de
de´clarations pour chaque type ∀−, soit y une variable de´clare´e de type B
dans Γ−, n’appartenant pas a` Fv(θ). Alors (τ)y →β (λxθ)y →β θ[y/x].
On a Γ−τ ′ ⊢F τ
′ : C, donc Γ−τ ′ ⊢F θ[y/x] : C, et Γ
−
θ[y/x] ⊢F θ[y/x] : C, car
Fv(θ[y/x]) ⊆ Fv(τ ′). Donc Γ−λyθ[y/x] ⊢F λyθ[y/x] : B → C. Comme y
n’est pas libre dans θ, alors λyθ[y/x] = λxθ, par conse´quent Γ− ⊢F λxθ :
S et Γ− ⊢+F τ : S.
Preuve de (ii)
• Si S est une variable, alors le re´sultat de´coule imme´diatement de la de´finition
de I.
• Si S = B → C, ou` B est ∀+ et C est ∀−, alors supposons que Γ− ⊢+F τ :
B → C, donc τ →β τ
′ et Γ−τ ′ ⊢F τ
′ : B → C. Si u ∈ |B|I , alors d’apre`s (i),
Γ− ⊢+F u : B, donc u→β u
′ et Γ−u′ ⊢F u
′ : B. D’ou` Γ−(τ ′)u′ ⊢F (τ
′)u′ : C, et
comme (τ)u →β (τ
′)u′, alors Γ− ⊢+F (τ)u : C. D’ou`, d’apre`s l’hypothe`se
d’induction, (τ)u ∈ |C|I . Par conse´quent τ ∈ |B → C|I . ♠
Preuve du the´ore`me 3
⇐) D’apre`s le lemme 1.
⇒) Si t ∈ |A|, alors t ∈ |A|I pour toute interpre´tation I associe´e a` un ensemble
Γ−. Or on peut supposer que Γ− ne contient pas de de´clarations de variables
libres de t, d’ou`, d’apre`s le (i) du lemme 2 et le fait que Fv(t′) ⊆ Fv(t), on a
t→β t
′ et ⊢F t
′ : A. ♠
Corollaire 1 Soient A un type ∀+ du syste`me F , et t un λ-terme.
(i) Si t ∈ |A|, alors t est normalisable et β-e´quivalent a` un terme clos.
(ii) |A| est stable par β-e´quivalence (i.e si t ∈ |A| et t ≃β t
′, alors t′ ∈ |A|).
Preuve : La partie (i) est une conse´quence directe du the´ore`me 3 et la partie
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(ii) se de´duit du the´ore`me 3 et du lemme 1. ♠
On conside`re le syste`me de typage F0 qui n’est autre que le syste`me F , ou` on
remplace la re`gle de typage (5) par la re`gle : Γ ⊢F0 t : ∀XA⇒ Γ ⊢F0 t : A[Y/X ]
ou` Y est une variable.
Il e´tait de´montre´ dans [4] que si A est un type ∀+ du syste`me F , et t est un
λ-terme normal clos, alors ⊢F t : A⇒⊢F0 t : A. On a donc le the´ore`me suivant :
The´ore`me 4 Soient A un type ∀+ du syste`me F , et t un λ-terme, alors :
t ∈ |A| ⇔ (t→β t
′ et ⊢F0 t
′ : A).
Remarques. (1) Si on interpre`te les types par des ensembles β-sature´s [un
ensemble G est dit β-sature´ si, quels que soient les termes t et u, on a : u ∈ G
et t →β u ⇒ t ∈ G], alors le lemme 2 reste vrai ainsi que le the´ore`me 3. On
peut donc de´duire que les interpre´tations (sature´e et β-sature´e) d’un type ∀+
sont e´gales.
(2) Les types de donne´es peuvent eˆtre de´finis dans le syste`me F par des types
∀+ clos. Par exemple : le type boole´en est la formule : Bool = ∀X{X → (X →
X)}, le type des entiers est la formule Ent = ∀X{(X → X) → (X → X)},
et le type des listes d’e´le´ments de type Ent est donne´e par la formule LEnt =
∀X{(Ent → (X → X)) → (X → X)}. On peut donc de´duire du the´ore`me 4




(3) Pour obtenir son re´sultat, R. Labib-Sami a autorise´ la quantification sur une
variable meˆme si elle ne figure pas dans le type. Dans ce cas le the´ore`me 3 n’est
plus vrai. Par exemple si on prend le type A = ∀X{(X → ∀Y X)→ (X → X)},
alors on peut remarquer facilement que le terme I = λxx ∈ |A| et 6⊢F I : A
(mais I ≃βη I
′ = λxλy(x)y et ⊢F I
′ : A).
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