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1. INTRODUCTION 
In this paper we shall study the dynamics of semilinear parabolic PDE’s 
of the following type: 
%=Ux,+f(x, u) O<x<l, t>o, 
u(0, t) = u( 1, f) = 0 t > 0, (1) 
44 0) = d(x). 
We make the following assumptions about the smoothness of the non- 
linear source term f(x, u): 
(fl) f, f,, f,,, and f,, are continuous on [0, l] x R. 
About the wayf(x, U) may grow as IuJ + co we assume: 
(f2) 3K> 0: 1 f(x, u)/ < K( 1 + 1~1) for all (x, 24) E CO, l] x IF!. 
It is well known that Problem I has a unique classical solutian u(x, t) for 
any initial value d(x) belonging to the Hilbert space 
x= ffgo, 1). 
See Henry’s book [6] for details. In fact the mappings T(t): X-+ X defined 
by 
(T(t) 4)(x) = u(t, xl, 
where u(t, X) is the classical solution of Problem I with initial value d(x), 
form a semiflow on X. Each map T(t) has a Frtchet derivative DT(t), and 
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is continuous from [0, co) xXxX to X. Here DT(t) b is the derivative of 
T(t) at 4. Again we refer to [6] for more details. 
Our main result is that, if 4 and $ are hyperbolic fixed points of the 
semillow T(t), then the stable manifold of 4 intersects the unstable one of $ 
transversally. 
This implies that any semiflow T(t) that has a finite number of fixed 
points, all of which are hyperbolic, is a Morse-Smale system in the sense of 
Hale, Magelhaes, and Oliva [S]. It is shown in [5] that such systems are 
structurally stable. 
The proof of our result relies on a theorem of Matano. This theorem says 
that if U(X, t) is a solution of a linear parabolic equation, then the number 
of sign changes in the x direction of U(X, t) cannot increase with time (see 
Sect. 3). Matano’s results have been used by other authors (Matano [9], 
Hale [4]) to study semilinear parabolic equations. The difference between 
our approach and the foregoing ones is that we apply Matano’s ideas to 
the derivative DT(t) of T(t) instead of to T(t) it self. 
The organization of this paper is the following. In Section two we collect 
some basic facts about the semiflow r(t), its derivative DT(t), and the 
stable and unstable manifolds of hyperbolic points of T(t). In Section 3 we 
use Matano’s theorem to derive precise information about solutions which 
lie entirely on the stable or unstable manifold of a fixed point. The main 
result is proved in Section 4. 
2. THE DERIVATIVE or(t) 
For given 4 E X the solution of Problem I with initial value 4 is given by 
u(t) = T(t) 4. If we change the initial value 4 slightly, by $, then the orbit 
u(t) will generally change slightly, say by u(t). This change is measured by 
the derivative DT( t) 4. 
For any $ E X there is a curve v(t) in X given by 
This curve represents the classical solution u(t, x) of the linearized equation 
0, = ox, Sfu(x, 44 f)) fJ O<X<l, t>o, 
v(0, t) = v(l, t) = 0 I > 0, (11) 
4-T 0) = bw) O<x<l. 
Note that unless 4 is a fixed point of the semigroup T(t), Problem II is not 
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autonomous. Actually one should speak of the curve (u(t), v(t)) in the 
tangent bundle TX of X. However we shall identify TX with Xx X. 
LEMMA 1. For any 4 E X and t > 0 the derivative DT(t) cj satisfies 
(4 Ke@W 9) = (0) 
(b) Range(DT(t) 4) is dense in X. 
Proof. The first statement is equivalent to backward uniqueness for 
Problem II which is known to hold (see [ 1,8,9]). In [6] Henry shows 
that (b) follows from backward uniqueness for the adjoint equation (apply 
his Theorem 7.3.3, with a = 0, fl= 4, and X= &(O, 1)). 
Consider a fixed point 4 E X of the semillow. From the chain rule it then 
follows that 
U(t) = DT(t) 4 
is a strongly continuous one parameter semi-group on X. Its generator is 
easily seen to be 
A= -g 2+fAww ( 1 
D(A) = H*(O, 1) n H;(O, 1). 
Thus its spectrum is given by 
o(U(t))= {O-c **f <eRzt-ceR1t<ehO"}, 
where {A, > jl, > jt2 > *. *} are the eigenvalues of A. 
The fixed point is said to be hyperbolic if for all t > 0, o( U(t)) is disjoint 
from the unit circle. Hence 4 is hyperbolic if zero is not an eigenvalue of A. 
In this case only a finite number of eigenvalues of A is positive, say k. 
This number k 3 0 is called the Morse-index of 4, or just the index for 
short. 
Let vi E X be the eigenvector of A with eigenvalue Aj (j = 0, 1,2,...). We 
denote the subspace of X spanned by the first k eigenvectors by X, , and 
the closed subspace generated by the other eigenfunctions by X- . We then 
have the following U(t) invariant splitting of X X= X, OX- . 
The global stable and unstable manifolds are defined as follows: 
W(d)= (VEX: T(t)q-td as t-+co} 
IV(4) = 111 EX: there exists an orbit U: (-co, 0] -+ X such that 
u(O)=q and u(t) -+ 4 as t -+ --a>. 
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Fk0P0sIT10~ 1. W(4) and W(4) are imbedded subman~~o~ds of X. 
Furthermore 
Td W(4) = X- 
Tb v(b) = X+ 
holds, and in particular dim V(b) = k, the index of 4. 
This is proved in [6, Theorems 6.1.9 and 6.1.101. Lemma 1 and the 
gradient structure of the semiflow play an important role in the proof. 
3. MATANO'S PRINCIPLE 
For a given 4 E C( [0, 11) we define the number of sign changes 
Y’(d) = sup(k > 0: There exist 0 < to < t, < . *. < t, < 1 
such that d(t,) q5(tj- 1) < 0 j= 1,2 ,..., k). 
When the supremum does not exist, we shall define Y(4) to be infinite. 
Matano’s principle can now be formulated as follows: 
PROPOSITION 2. Let u(x, t) be a classical solution of 
u, = a(x, t) u,, + b(x, t) u, + c(x, t) u, O<x<l,O<t<T, 
u(0, t) = u( 1, t) = 0, O<t<T. 
Here a, b, and c are continuous on [O, 1 ] x [0, T] and there exists a positive 
constant M such that 
M-‘<a(x, t)dM, O<x<l, O<t<T, 
i.e., the equation is uniformly parabolic. If one defines b(x) = u(x, 0) and 
t,+(x) = u(x, T) then 
ati) G Y”(4). 
In other words, the number of sign changes of a solution of a linear 
parabolic equation cannot increase with time. A proof of this fact can be 
found in [9, Lemma 2.61. 
This principle can be applied to the linear equation which defines 
DT(t) 4. We then get 
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LEMMA 2. Let 4, $0~ X be given. Define 
$(t) = @T(t) 4). $0. 
Then Y($(t)) is nonincreasing in t. 
ProoJ The curve $(t) represents a classical solution u(?, x) of 
Problem II, to which Matano’s principle is directly applicable. 
We shall now explore some of the consequences of this lemma for the 
stable and unstable manifolds of a fixed point of T(t). 
Let #E X be a hyperbolic fixed point of T(t), and let w” and IV be its 
unstable and stable manifolds. Recall that the Morse index of 4, defined in 
Section 2, is the dimension of IV”. 
LEMMA 3. Let N, the Morse index of 45, be positive. For each + E W, 
and k = l,..., N there exists a k-dimensional inear subspace LJI,!I) of the 
tangent space of w” at tj, T* W, such that 
In particular, if 1( E T, w” then Y(x) < N. 
Proof The unstable manifold w” is diffeomorphic to [WN, and the 
semiflow IV’ is conjugate to that generated by a C’ vectorfield on [W”‘, say 
F: RN’iRN. 
If we identify I$ with the origin in lQN, then the linear part of F at I$, 
F(O), has eigenvalues 1, > I1 > ... >A,,-1 >O. Let A and rj be defined as 
in Section 2. Note that, since T(t) is given by an ODE on W’, the semiflow 
lJ t) can be defined for t < 0. Now define 
Lk($) = (0) u {q E T, W’ 1 q # 0, and 4 satisfies 
(DT(t) $14 
for somej<k . 
It can be shown that w” is a C1 submanifold of H” n Hk for 1 < s < 2, so 
we may assume that the limit in (3.1) is taken in C’( [0, 11). 
It is a well-known fact from the asymptotic theory of linear ODE’s that 
Lk($) is a k-dimensional subspace of T+ w”. Furthermore, for any nonzero 
q in Lk(ll/) there is a j < k such that (3.1) holds. Hence, for large enough r 
(DT( - t) $) * q has j sign changes. Applying Lemma 2 we see that Y(q) d 
j -=z k holds for all q E &($). 
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Next we shall prove a similar statement about the stable manifold. 
Because this manifold is not finite dimensional, we have to be more careful 
about the asymptotics of the linearized equation. The hard parts of the 
proof will be postponed to the Appendix. 
LEMMA 4. Let $ E w” and x E Tti W\ (0) be given. Then Y”(e) > N. 
ProoJ: Define u(t)=T(t)$ and v(t)=(DT(t)$).X. Let A and vj be 
defined as in Section 2. It is shown in the Appendix (see Lemma 7 and the 
subsequent discussion) that for some j > 0 we have 
v(t) 
TWP 
as t-+m. 
For each t > 0 the point 
W(f)=(u(t), f&)ETX=XxX 
lies in the tangent bundle TW” of W”. This is a locally closed subset of 
Xx X, so the limit w( cc ) = (4, vi) also lies in this bundle. Hence vj E T$ W”, 
soj> N (remember that Td W” is spanned by {vN, vN+i, vNt2,...)!). 
Since v(t)/)jv( t)ll converges in X and therefore in C( [0, 11) to vj we have 
for large enough t > 0: 
Matano’s principle then implies that 
Y(x) = Y(v(0)) 3 Y”(v(t)) 3 iv. 
4. TRANSVERSALITY 
In this section we state and prove our main result. 
THEOREM. Let q5 and + be hyperbolic fixed points of the semigroup T(t) 
determined by Problem I. Then the stable manzyold of q5, W”(d) and the 
unstable manifold of $, W(e), intersect ransversally: 
In particular, if the intersection is nonempty then index($) > index(d). 
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Proof. If W’(4) and W($) do not intersect, then W(q5) m W(e) 
trivially. So we assume that there is a point of intersection, 
Then there exists a connecting orbit U: Iw --+ X such that 
U(---I=$, u(+~)=#, and u(0) = uo. 
To prove that W’(d) 0 IV($) at u. we have to show that 
Lpw)+L,~(~)=~ 
holds. First note that the orbit u(t) is a C’ curve which lies in the intersec- 
tion of W(q5) and u/““(e). This implies that 
u,(O) E T, J+‘W n Lo ~V+O 
Since u,(O) is nonzero Lemmas 3 and 4 imply that 
index q5 < Y(u,(O)) <index $. 
Set N= index 4. From Lemma 3 it follows that there exists an N-dimen- 
sional subspace 
such that for any nonzero XELJU~) one has 
=vx) < N. 
On the other hand, Lemma 2 tells us that for every nonzero x E T,, W”(d), 
Y(x) 2 iv 
holds. This shows that 
LN(UO) n Tu, w’(4) = fO>, 
and because 
we have 
dim L,(uo) = N= codim T,,, W(d), 
L&q) 0 T, W(4) = X 
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FIGURE 1 
and thus 
which completes the proof (see Fig. 1). 
APPENDIX 
In this section we deal with the asymptotic behaviour of solutions of 
Problem II. We shall do this in a slightly more general set up than in sec- 
tion two. Let E be a Hilbert space, and let A be an unbounded selfadjoint 
operator in E which satisfies the following hypotheses: 
(Al) a(A) is bounded from below. 
(A2) There exist sequences (a,} and {a,} such that 
p() < a, < p1 < cl.2 < p2 < . . . 
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and @A) C t)FSO (fik, ak+ 1) (i.e. [ak, flk] n c(A) iS empty for k = 1, 2,...). 
we define Yk = $(ak + &) and & = #k - a& The spectral projections of A 
will be denoted by P(i) (2 E IR), and we shall write 
pk = ptYk) and Qk= lE- Pk. 
Furthermore, we assume that (B(t): t > O> is a family of bounded 
operators on E, which satisfy 
(Bl) t H B(t) is Holder continuous with respect to the operator 
norm on B(E). 
(B2) M=def~~ptzo \lB(t)ll is finite, and in fact ~up~~,(244,/6~)< 1. 
Condition (B2) says that the operators B(t) are small compared to the 
gaps in the spectrum of A. Consider the linear problem 
24, +Au = B(t) 24 o<t<m 
u(O)=u,EE. 
It is well known that problem (III) determines a strongly cantinuous family 
S(t), t > 0, of operators such that for any u0 E E the unique solution 
u(t)E: C’((O, c~~);E)nc(Co, ~0); E)nC((O, QJ);QA)) 
is given by u(t) = s(t) u. (see [6,10 J). To study the large time behaviour of 
u(t) we introduce the subspaces 
V,= (u,E:E: lim eYk’S(t)uO=O), k = 1, 2,... . 
f-rrn 
It is clear that V,, 1 t I’, for all k 3 1. 
LEMMA 5. If (Al), (A2), (Bl), and (B2) hold, then 
(a) Q(Yk) = Qk: Vk t Range( Qk) is an isomorphism. 
(b) fikal Vk= {0), i.e., for any nonzero UE: E there is a k> 1 szlch 
that UE V, but not UE V,,,. 
Remark. It follows from (b) that a solution of Problem (III) cannot 
decay to zero faster than exponentially. 
ProoJ: Let u. E V, be given, then u(t) = S’(t) u. satisfies the integral 
equation 
u(t) = eefAQu(0) + s,’ e-(r-s)AQB(s) U(S) ds 
a! 
- 
1 eC(‘-S)APB(s) u(s) ds, f 
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where Q = Qk = Q(yk), and P = P(yA) (so P + Q = 1). This implies that for 
any k>O, 
u(t) = eYkru( t)
satisfies the integral equation 
u(t) = e’(y-A)Qu(0) + ja K(t -s) B(s) u(s) ds, (IV) 
0 
where y = yk and 
K(z)= Q&-“’ when t > 0, 
=-pe'(Y-A) when z ~0. 
Conversely, if v(t) is a solution of (IV) for which lim, --t m v(t) = 0 holds, 
then u(t) = e-%(t) is a solution of (III). 
Problem (IV) can be solved via the contraction mapping principle. To 
do this, consider the space 
F= (uEC([O, co);E): lim u(t)=O) 
t-cc 
and define L: F-t F by 
Lu(t)f K(t-s)B(s)u(s)ds. 
Note that F with the supremum norm is a Banach space. The linear 
operator L is a contraction on F, and hence bounded. Indeed, we have 
which shows that IILII <M-[Z, /lK(s)lj ds. Now remember that K(S) is 
given by 
K(s)= jm e”+“‘dP(A), 
8k 
s > 0, 
= s ak c?(~-‘) dP(I), s < 0, --co 
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so IlK(s)ll < eds’, where 6 = ak. Therefore 
IlLll +sup y. < 1 
k k 
Now let q. = @(O) E R(Q) be given, and define 
q(t)=ecYMA)‘qo, t>O. 
Problem (IV) is then equivalent to 
u(t) = q(t) + Lv(t) (t z O), 
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(A.1 1 
C4.2) 
(A.3) 
which has the obvious solution 
u(t) = -f Jvq(t). 
j=O 
64.4) 
Let Tk: R(Q) + E be the mapping which assigns u(0) to qo, where v(t) and 
q. are given by (A.2), (A.3), and (A.4). From (A.l) and (A.4) it follows that 
One easily verifies that 
and 
Tk”&= 1,. 
Hence Qk: vk -+ R(Qk) is an isomorphism. 
Next suppose that u E vk for all k >, 1. Then, using (AS), 
(A.5) 
However, limk _ m QkU=O, and sup&,(1 -2M/6,)-‘< 00, SO u=O. This 
proves the second part of the lemma. 
The result we need for the proof of Lemma 4 concerns the asymptotic 
direction of solutions of problem (III). Here we need an extra assumption: 
033) b,, b(t)=O, where b(t)= III?(t)/. 
505/62/3-10 
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Let u(t) = S(t) u. be a solution of (III), and define xk( t) and yk(t) by 
Xk(l) = PkU(f), ok = Q/At). 
We then have 
LEMMA 6. Fir any k > 1, 
Ilxk(t)ll 
Et /I yfJt)jI = O 
or co, 
where the quotient takes values in [0, co 1. 
Proof Note that xk, yk E Cl((O, co); E) n C((0, co); D(A)). Further- 
more 
; ; I/xk11* = (Xk, u’(t)) 
and 
= 4Xk, Ax,) + (Xk, B(t) u) 
; ; I/Ykl12 = 4Yk3 Ay,) + (Y/c, B(t) u). 
Hence, if n(t) = log(llykll/ ll.~ll) then 
2n,(r) = (Xk, Ax,) (Yk, AYk) + (Ykv B(t) u) (Xk, B(t) * u) 
llxkl12 - IlYkl12 IIYkl12 - llXkl12 . 
From 
and 
it follows that 
1 
II4 II4 -- 
2n’(t)Gak-Pk+b(t) /IYkll + IIxkll 
<mk-fip,+b(t){z+e-‘+e”}. 
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Now suppose that A does not converge to -t CO or to -CO as t tends to 
infinity. Then there is a A,,> 0 such that for any to>0 there exists a t, > to 
with 
In( Q Lo. 
Choose to so large that 
b(t). (2+e2’0+e-2”0} <$3k 
for all t 2 to. Then our estimate on l’(t) becomes 
/l’(t) < -$S, when t> to and IA(t)/ <2&. 
So if A(t,) < 1, for some t1 > to, then A(t) will decrease until it is less than 
-I, and after that will never reach this value again, which is a contradic- 
tion. Therefore lim, _ m A(t) = *co, i.e., lim, _ m ( /xklj / // ~~11) is either zero 
or infinity. 
In the proof of Lemma 4 we need the following consequence of Lem- 
mas 5 and 6. 
LEMMA 7. Let u0 # 0, and let u(t) be a solution of Problem (IV). We set 
u(t) C(t)=-. 
Ilu(t 
Then there is a unique integer k, >, 1, which depends on u0 such that 
(a) lim,,, jlPkzi(t)/ =Ofor k<k,, lfor kak,; and 
(b) uo E v/c-1\ v/c,. 
Proof We apply Lemma 6 to the equality 
llcAtNl’= 
Il-dt)ll 2 
ll~&)/12+ llYkWl12’ 
Hence lim t _ m IIP,$(t)\l equals either one or zero. Since ljPks(t)ll < 
IIpk+ 1 zi(t)ll for all k > 1 there exist a unique k, (which may be infinite for 
the moment) such that (a) holds. 
Next we show that 
uOEvk for k<k,. 
Observe that this implies, by Lemma 5, that k. is finite. 
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Let k<k, be given. Since 
we have 
; -g (24, 24) = -(u, Au) + (u, Bu) 
= 4Xk> AXk) - (Yk, AYk) + (u, Bu) 
$ 1% lb4 = { - (Xk, Ax,) - (Yk, 4,) + (4 W} . Ilull -*. 
Hence 
& 1% lbll< -Po l(Pktil12-~~~-llti-~~Zi(/2+b(t) 
= -Po lIccfi/12-Pk(l - IlWll’)+b(t), 
and since b(t) and IIPkzi(t)ll vanish as t-t co, 
This implies that /u( t)ll < Ce- ykf for some constant C> 0 (recall that 
yk < j?,+), and thus that u,, E Vk, for all k < kO. 
It remains to prove that u0 # V,,. To do this we note that 
-$ 1% lhll = { -( xkv Axk) + txk> B(tb)} ’ bkll -* 
Ilu(t 
> -elk- b(t) -. 
IlTk(t)ll 
We put k = k0 and let t tend to infinity. Since 
we find that 
. d 
I’,: fff z Iok? llXk,#)ll 2 -$q, > --yko 
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which implies that e +Y+xk(t) is unbounded. From the orthogonality of 
x,J t) and yk( t) we conclude that eYb’u( t) is also unbounded, and thus that 
u,, 4 V,,. This completes the proof of Lemma 7. 
Finally, let us indicate how this lemma can be applied to the situation in 
Lemma 4. Recall that the problem is 
u,=0,,+a(x, t)v, O<x<l,O<t<co, 
u(0, t) = u( 1, t) = 0, o<t<co, 
with a(x, t) =fJx, U(X, t)), and that U(X, t) converges exponentially to 
4(x), in fG(O, 1). 
We choose E= HA(O, 1) and supply E with the following inner product: 
where a(x) =fJx, 4(x)) and k = inf(a(x): 0 <x < 1). This choice of the 
inner product makes the operator 
-A= -& ?+a(x) ( 1 
D(A)= {UEzP(O, 1):U(o)=u”(o)=U(l)=U”(l)=o) 
self-adjoint. It is natural now to define the operators B(t) by 
(B(t) u)(x) = (4% t) - 4x)). u(x). 
The spectrum of the operator A is given by a sequence of simple eigen- 
values I, < I, < 1, < . . ., and it is known that 
il,=(n+1)%2+0(1) @-,a) 
(see [3]; here we use that A is a bounded perturbation of (6/d~)~ with 
Dirichlet boundary conditions). 
It is clear that conditions (Al), (A2), and (Bl ) are satisfied. Furthermore 
there exists a to>0 such that (B2) also holds, if we put 
M=sup(llB(t)l): t&to). 
Now if u(t) is a solution of problem II with nonzero initial value x, then 
by backward uniqueness v(t,) will also be nonzero. Lemma 7 allows us to 
conclude that the asymptotic direction of u(t) will be one of the 
eigenfunctions v~. 
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