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1Approximation of functions of several variables
by linear methods in the space Sp
VIKTOR V. SAVCHUK and ANDRIY L. SHIDLICH
Abstract. In the spaces Sp of functions of several variables, 2pi-periodic in each variable, we
study the approximative properties of operators A△
̺,r
and P△
̺,s
, which generate two summation
methods of multiple Fourier series on triangular regions. In particular, in the terms of
approximation estimates of these operators, we give a constructive description of classes of
functions, whose generalized derivatives belong to the classes SpHω.
1. Introduction. Let d be an integer, let Rd, Rd+, Z
d be the sets of all ordered
sets k := (k1, . . . , kd) with d real numbers, d real non-negative numbers and d integers,
respectively. Set Td := [0, 2π]d := [0, 2π]× . . .× [0, 2π]︸ ︷︷ ︸
d
.
Further, let Lp := Lp(T
d), 1 ≤ p < ∞ be the space of all functions f , defined on Rd,
2π-periodic in each variable such that
‖f‖
Lp
:=
(∫
Td
|f |pdσ
)1/p
<∞,
where σ is the Lebesgue measure on Td, and let C = C(Td) be the space of all continuous
functions on Rd, 2π-periodic in each variable, with the norm ‖f‖
C
:= max
x∈Td
|f(x)|.
Let us set
(k,x) :=
d∑
j=1
kjxj
and
f̂(k) :=
∫
Td
f(x)e−i(k,x)dσ(x), k ∈ Zd.
The space Sp, 1 ≤ p < ∞, [1, Chap. XI] (see also [2]) is the space of all functions
f ∈ L1 such that
‖f‖
Sp
:=
(∑
k∈Zd
|f̂(k)|p
)1/p
<∞.
Functions f ∈ L1 and g ∈ L1 are equal in the space S
p, if ‖f − g‖
Sp
= 0.
Set
Hν(f)(x) :=
∑
|k|1=ν
f̂(k)ei(k,x), |k|1 :=
d∑
j=1
|kj|, ν ∈ N.
Then Fourier series of the function f ∈ L1 can be represented as
S[f ](x) :=
∑
k∈Zd
f̂(k)ei(x,k) =
∞∑
ν=0
Hν(f)(x).
2Proceeding from the last equation, we consider the following linear operators S△n , σ
△
n , P
△
̺,s
and A△̺,r, defined on L1:
S△n (f)(x) =
n∑
ν=0
Hν(f)(x), n = 0, 1, . . . ,
σ△n (f)(x) =
1
n+ 1
n∑
ν=0
S△ν (f)(x) =
n∑
ν=0
(
1−
ν
n+ 1
)
Hν(f)(x), n ∈ N,
P△̺,s(f)(x) =
∞∑
ν=1
̺ν
s
Hν(f)(x), s > 0, ̺ ∈ [0, 1),
and
A△̺,r(f)(x) = S
△
r−1(f)(x) +
∞∑
ν=r
λν,rHν(f)(x), (1)
where
λν,r := λν,r(̺) :=
r−1∑
k=0
( ν
k
)
(1− ̺)k̺ν−k =
r−1∑
k=0
(1− ̺)k
k!
dk
d̺k
̺ν , r ∈ N, ̺ ∈ [0, 1).
The expressions S△n (f)(x), σ
△
n (f)(x) and P
△
̺,s(f)(x) are called the triangular partial
sum of the Fourier series, the triangular Fejer sum and the generalised triangular Abel–
Poisson sum of the function f , respectively. The expression A△̺,r(f)(x) is called the
triangular Abel–Poisson–Taylor sum of the function f .
Note that the definition of the operator A△̺,r is correct, because
r−1∑
k=0
( ν
k
)
(1− ̺)k̺ν−k ≤ rqννr−1, where q = max(1− ̺, ̺),
and hence, for any function f ∈ L1 and for any 0 < ̺ < 1, the series on the right-hand
side of (1) is majorized by the convergent series
r
∞∑
ν=r
qννr−1
∑
|k|1=ν
|f̂(k)|.
Now we explain the motives for the choice of a title of operators A△̺,r(f).
Recall that the Poisson integral of a function f ∈ L1 is the function P (f), defined on
[0, 1)d × Rd by the equality
P (f)(̺,x) =
∫
Td
f(x+ t)P (̺, t)dσ(t),
where
P (̺, t) :=
d∏
j=1
1− ̺2j
1− 2̺j cos tj + ̺2j
, ̺j ∈ [0, 1),
is the multiple Poisson kernel and x + t := (x1 + t1, . . . , xd + td).
In what follows, the expression P (f)(̺, bfx) means the Poisson integral, where ̺ is a
vector with the same coordinates, i.e. ̺ = (̺, . . . , ̺).
3According to the decomposition of the Poisson kernel in powers of ̺, for any function
f ∈ L1, its Poisson integral P (f)(̺,x), with ̺ ∈ [0, 1), can be written in the form
P (f)(̺,x) =
∞∑
ν=0
̺νHν(f)(x).
The sum of the right-hand side of this equality coincides with the sum of the Abel–
Poisson series
∑∞
ν=0Hν(f)(x), or, what is the same, with the sum of P
△
̺,1(f)(x). For
x = 0 := (0, . . . , 0), we denote by F (̺) the sum of this series and consider it as a function
of the variable ̺. It is clear that the function F is analytic on [0, 1). Therefore, in the
neighborhood of ̺ ∈ [0, 1) for the functions F , the following Taylor’s formula is satisfied:
F (t) =
∞∑
k=0
F (k)(̺)
k!
(t− ̺)k.
By direct computation we see that the partial sum of this series of order r − 1 for t = 1
coincides with the sum A△̺,r(f)(0). In particular, for r = 1, we obtain F (̺) = A
△
̺,1(f)(0) =
P△̺,1(f)(0).
Consequently, on the one hand, the sum of A△̺,r(f)(0) can be interpreted as the Taylor
sum of order r−1 of the function F , and on the other hand, for r = 1, it can be interpreted
as the Abel–Poisson sum.
The purpose of this paper is to investigate the operators A△̺,r and P
△
̺,s as the linear
methods of approximation of functions in the spaces Sp. In this case, our attention is
drawn to the relationship of the approximative properties of the sums A△̺,r(f) and P
△
̺,s(f)
with the differential properties of the function f , namely the properties of the derivatives
which are determineed as follows.
Let ψ = {ψ(k)}k∈Zd be a multiple numerical sequence whose members are not all zero
and
Z (ψ) := Z d(ψ) :=
{
k ∈ Zd : ψ(k) = 0
}
.
In what follows, assume that the number of elements of the set Z (ψ) is finite.
If for the function f ∈ L1, there exists the function g ∈ L1 such that
S[f ](x) =
∑
k∈Z (ψ)
f̂(k)ei(k,x) +
∑
k∈Zd
ψ(k)ĝ(k)ei(k,x), (2)
then we say that for the function f , there exists ψ-derivative g, for which we use the
notation g = fψ. In this case, if Z (ψ) = ∅, then the first sum in (2) is set equal to zero.
It is clear that for any function from the space Sp, its ψ-derivative is the unique up to
the sum
∑
k∈Z (ψ) ake
i(k,x), where ak are any numbers.
This definition of ψ-derivative is adapted to the needs of the research described in this
paper and it is not fundamentally different from the established concept of ψ-derivative
of A.I. Stepanets [1, Ch. XI, §2, 2].
In the paper, for functions from L1, we consider ψ-derivatives of the following two
forms:
1) ψ(k) = ν−r, if |k|1 = ν, ν = 0, 1, . . . , r ≥ 0;
42) ψ(k) =

0, if |k|1 = 0, 1, . . . , r − 1,
(ν − r)!
ν!
, if |k|1 = ν, ν ≥ r, r ∈ N.
In the first case, for ψ-derivative of f , we use the notation f (r) and in the second case, we
use the notation f[r]. If r = 0 then we set f
(0) = f[0] = f.
In the terms of Poisson integrals, one can give the following interpretation of the
derivative f[r]:
Assume that ̺ ∈ [0, 1), then
P (f[r])(̺,x) = ̺
r ∂
r
∂̺r
P (f)(̺,x) (3)
and by virtue of the well-known theorem on radial limit values of the Poisson integral
(see, eg, [3]), for almost all x ∈ Rd
f[r](x) = lim
̺→1−
∂r
∂̺r
P (f)(̺,x).
Also note that f (1) = f[1].
In general case, the operators P△̺,s were perhaps first considered as the aggregates of
approximation of functions of one variable in [4, 5]. The operators A△̺,r were first studied in
[6], where in the terms of these operators, the author gives the structural characteristic of
Hardy-Lipschitz classes Hrp Lipα of one variable functions, holomorphic in the unit circle
in the complex plane. In special cases, when r = s = 1, the operators A△̺,1 and P
△
̺,1 coincide
with each other and generate the Abel–Poisson method of summation of multiple Fourier
series in the triangular areas. The problem of approximation of 2π-periodic functions by
Abel–Poisson sums has a long history, full of many results. Here we mention only the
books [7–9], which contain fundamental results in this subject.
2. The main results. In the formulation of the main results, we use the following
notation. Assume that Zd+ := R
d
+ ∩ Z
d, Zd− :=
{
k ∈ Zd : kj < 0, j = 1, . . . , d
}
, Y :=
Z
d
+ ∪ Z
d
−, and
Lp,Y := Lp,Y (T
d) :=
{
f ∈ Lp : f̂(k) = 0 ∀ k ∈ Z
d \ Y
}
.
Let ω be a function defined on the interval [0, 1]. For the space X, where X is one of
the spaces Lp, S
p or C, set
XHω :=
{
f : f ∈ X, ‖f − fh‖X = O(ω(|h|)), |h| → 0
}
,
where fh(x) := f(x+ h), x+ h := (x1 + h, . . . , xd + h), h ∈ R
1.
Further, we consider the functions ω(t), 0 ≤ t ≤ 1, satisfying the following conditions
1)-4):
1) ω(t) is continuous on [0, 1];
2) ω(t) ↑;
3) ω(t) 6= 0 for any t ∈ (0, 1];
4) ω(t)→ 0 as t→ 0;
5as well-known condition (B):
∞∑
v=n+1
1
v
ω
(1
v
)
= O
[
ω
(1
n
)]
(see, eg. [10]).
PROPOSITION 1. Assume that 1 ≤ p <∞, f ∈ L1(T
d), d ∈ N and ω is the function,
satisfying conditions 1)–4) and (B). The following statements are equivalent:
1)
∥∥S△n (f[1])∥∥
Sp
= O(nω( 1
n
)), n→∞;
2) ‖f − σ△n (f)‖Sp
= O(ω( 1
n
)), n→∞.
Furthermore, if one of the statements 1) or 2) is satisfied, then
3) f ∈ SpHω.
If f ∈ L1,Y (T
d), then the statements 1)–3) are equivalent.
Let us give some comments to Proposition 1.
First, let us note that the implication 2)⇒ 3) is the statement of the type direct and
inverse theorem for Fejer methods [9].
For a given number α ∈ (0, 1] and for the space X, where X is one of the spaces Lp, S
p
or C, set
Lip(α,X) :=
{
f : f ∈ X, ‖f − fh‖X = O(1)|h|
α, |h| → 0
}
,
where fh(x) := f(x+ h), x+ h := (x1 + h, . . . , xd + h), h ∈ R
1.
In the papers [11-18], F.Mo´ricz investigates conditions of absolute convergence of
Fourier series of functions of one and several variables. In particular, in [11], the author
obtains conditions of absolute convergence of Fourier series of functions of one variable
and conditions of belonging such functions to the classes Lip(α,C), which are given in the
terms of estimates of rate of increase partial sums Fourier of their derivates. In [15], similar
results were obtained for the functions of several variables in the terms of rectangular
partial Fourier sums of their mixed derivatives. Proposition 1 is closely related to these
results in the following way:
In the case, where d = 1, p = 1 and ω(t) = tα, the implication 1) ⇒ 3) coincides
with the statement (i) of Theorem 1 [11]. And in the case, where d > 1, the difference of
the implication 1)⇒ 3) from the similar results of the paper [15] is that we consider the
triangular partial Fourier sums.
Proof.
1)⇒ 2). Set aν = ‖Hν(f)‖Sp , ν = 0, 1, . . .. Then
‖f − σ△n (f)‖
p
Sp
=
1
(n+ 1)p
n∑
ν=1
(νaν)
p +
∞∑
ν=n+1
1
νp
(νaν)
p. (4)
For a fixed integer N > n, applying the Abel transformation to the last sum in the
expression
1
(n+ 1)p
n∑
ν=1
(νaν)
p +
N∑
ν=n+1
1
νp
(νaν)
p,
we obtain
1
(n+ 1)p
n∑
ν=1
(νaν)
p+
N∑
ν=n+1
1
νp
(νaν)
p =
1
(n+ 1)p
n∑
ν=1
(νaν)
p−
1
np
n∑
ν=1
(νaν)
p+
1
Np
N∑
k=1
(kak)
p+
6+
N∑
ν=n+1
(
1
(ν − 1)p
−
1
νp
) ν−1∑
k=1
(kak)
p ≤ p
N∑
ν=n
1
νp+1
∥∥S△ν (f[1])∥∥p
Sp
+
1
Np
N∑
k=1
(kak)
p. (5)
By virtue of statement 1), the last sum in this relation tends to zero as N → ∞. Since
the function ω satisfies condition (B), then for any N
N∑
ν=n
1
νp+1
∥∥S△ν (f[1])∥∥p
Sp
≤ O(1)
∞∑
ν=n
ωp(1/ν)
ν
= O(ωp(1/ν)), n→∞. (6)
Combining relations (4)–(6), we conclude that indeed the statement 2) is true.
2)⇒ 1). We have
∥∥S△n (f[1])∥∥
Sp
=
n∑
ν=1
(νaν)
p ≤ (n + 1)p ‖f − σ△n (f)‖
p
Sp
= O(nω(1/n)), n→∞.
Therefore, if one of the statements 1) or 2) is true, then the other statement is also
true. Furthermore, since ω(t)→ 0 as t→ 0, then from statement 2), it follows that f ∈ Sp.
Putting n = 1/[h], h > 0, we get
‖f − fh‖
p
Sp
=
∞∑
ν=0
apν |1− e
iνh|p = 2p
∞∑
ν=1
apν
∣∣∣∣sin νh2
∣∣∣∣p ≤ n−1∑
ν=1
apν
∣∣∣2 sin ν
2n
∣∣∣p + 2p ∞∑
ν=n
apν ≤
≤
2p
np
n−1∑
ν=1
(νaν)
p + 2p
∞∑
ν=n
apν = 2
p
∥∥f − σ△n−1(f)∥∥p
Sp
= O(ω(1/n)) = O(ω(h)), n→∞,
and hence, f ∈ SpHω.
To complete the proof of Proposition 1, it remains to verify that if f ∈ L1,Y (T
d), then
the implication 3)⇒ 1) is true.
Putting hn := π/n, n ∈ N, by virtue of the inequality νhn ≤ π sin(νhn/2), which is
valid for all ν = 1, 2, . . . , n, we obtain
‖S△n (f[1])‖
p
Sp
=
n∑
ν=1
νpapν ≤
1
hpn
n∑
ν=1
(νhn)
papν ≤
π
hpn
n∑
ν=1
apν
∣∣∣∣sin νhn2
∣∣∣∣p ≤
≤
π
hpn
∞∑
ν=1
apν
∣∣∣∣sin νhn2
∣∣∣∣p = O(ω(hn)hn
)
= O(nω(1/n)), n→∞.
Proposition 1 is proved.
In the following theorem, which is the main result of the paper, we give the direct and
inverse theorem of the appoximation of functions by the operator A△̺,r(·) in the space S
p
in the terms of majorants ω.
THEOREM 1. Assume that 1 ≤ p < ∞, r ∈ N, f ∈ L1(T
d), d ∈ N and ω is the
function, satisfying conditions 1)–4) and (B). The following statements are equivalent:
1) ‖f − A△̺,r(f)‖Sp = O((1− ̺)
r−1ω(1− ̺)), ̺→ 1−;
2)
∥∥P (f[r])(̺, ·)∥∥
Sp
= O(ω(1−̺)
1−̺
), ̺→ 1−;
Furthermore, if one of the statements 1) or 2) is satisfied, then
73) f[r−1] ∈ S
pHω.
If f ∈ L1,Y (T
d), then the statements 1)–3) are equivalent.
Let us note that the implication 2)⇒ 3) is the statement of the type Hardy-Littlewood
theorems [19].
Consider the approximative properties of the sums P△̺,s(f) in the space S
p.
Let us show that
‖f − P△̺,s(f)‖
p
Sp
∼ ‖f (s−1) − P△̺,1(f
(s−1))‖p
Sp
, ̺→ 1− . (7)
For this, we set aν := ‖Hν(f)‖Sp , ν = 0, 1, . . . . Then
‖f − P△̺,s(f)‖
p
Sp
=
∞∑
ν=1
(
1− ̺ν
s)p
apν .
Since
lim
̺→1−
1− ̺ν
s
1− ̺
= νs, ν ∈ N, s ≥ 1,
then
lim
̺→1−
‖f − P△̺,s(f)‖
p
Sp
‖f (s−1) − P△̺,1(f
(s−1))‖p
Sp
= lim
̺→1−
∞∑
ν=1
apν
(1− ̺ν
s
)p
(1− ̺)p
∞∑
ν=1
apνν
p(s−1) (1− ̺
ν)p
(1− ̺)p
=
‖f (s)‖p
Sp
‖f (s)‖p
Sp
= 1,
Hence, relation (7) is true.
It is clear that
P△̺,1(f)(x) = A
△
̺,1(f)(x).
Therefore, applying Theorem 1 to the function f = g(s−1) with r = 1 and taking into
account relation (7), we obtain the following result.
THEOREM 2. Assume that 1 ≤ p < ∞, r ∈ N, f ∈ L1(T
d), d ∈ N and ω is the
function, satisfying conditions 1)–4) and (B). The following statements are equivalent:
1) ‖f − P△̺,s(f)‖Sp = O(ω(1− ̺)), ̺→ 1−;
2)
∥∥P (f (s))(̺, ·)∥∥
Sp
= O(ω(1−̺)
1−̺
), ̺→ 1−;
Furthermore, if one of the statements 1) or 2) is satisfied, then
3) f (s−1) ∈ SpHω.
If f ∈ L1,Y (T
d), then the statements 1)–3) are equivalent.
Let us note that in the case, where ω(t) = tα, α > 0, Theorems 1 and 2 were proved
in [20].
REMARK. 1. For d = 1, the space L1,Y (T
1) coincides with the space L1(T
1),
and therefore the statements 1)–3) in Theorems 1 and 2 are equivalent without any
reservations.
83. Proof of the results. It is shown above that the Theorem 2 follows from Theorem
1. Therefore, it remains to prove the truth of Theorem 1.
1)⇒ 2). Let, as previously, aν := ‖Hν(f)‖Sp , ν = 0, 1, . . . . Then
‖f‖
Sp
=
(
∞∑
ν=0
‖Hν(f)‖
p
Sp
)1/p
=
(
∞∑
ν=0
apν
)1/p
.
Since
ν∑
k=0
(
ν
k
)
(1− ̺)k̺ν−k = ((1− ̺) + ̺)ν = 1, ν = 0, 1, . . . , (8)
then
‖f − A△̺,r(f)‖
p
Sp
=
∞∑
ν=r
|1− λν,r(̺)|
papν =
∞∑
ν=r
(
ν∑
k=r
(
ν
k
)
(1− ̺)k̺ν−k
)p
apν ≥
≥ (1− ̺)rp
∞∑
ν=r
(
ν
r
)p
̺(ν−r)papν .
On the other hand
1
(r!)p
∥∥∥∥ ∂r∂̺rP (f)(̺, ·)
∥∥∥∥p
Sp
=
∞∑
ν=r
(
ν
r
)p
apν̺
(ν−r)p.
According to these relations and equality (3), we see that for ̺→ 1−,∥∥P (f[r])(̺, ·)∥∥
Sp
≤ r!(1− ̺)−r‖f −A△̺,r(f)‖Sp = O
(ω(1− ̺)
1− ̺
)
.
Further, for any numbers n > r and ̺ ∈ [0, 1),
1
(r!)p
∥∥∥∥ ∂r∂̺rP (f)(̺, ·)
∥∥∥∥p
Sp
=
∞∑
ν=r
(
ν
r
)p
apν̺
(ν−r)p ≥
≥ ̺(n−r)p
n∑
ν=r
(
ν
r
)p
apν = ̺
(n−r)p 1
(r!)p
∥∥S△n (f[r])∥∥p
Sp
.
From the last relation, putting ̺ = 1− 1/n and taking into account condition 2), we see
that ∥∥S△n (f[r])∥∥
Sp
≤ O(1)
(
1−
1
n
)−n
ω(1/n)
1/n
= O(nω(1/n)), as n→∞.
Hence, if one of the statements 1) or 2) is true, then for the function g = f[r−1], the
statement 1) of Proposition 1 is also true:∥∥S△n (g[1])∥∥
Sp
= O(nω(1/n)), n→∞. (9)
According to Proposition 1, we also conclude that
‖g − σ△n (g)‖Sp
=
∥∥f[r−1] − σ△n (f[r−1])∥∥
Sp
= O(ω(1/n)), n→∞, (10)
9and the function g = f[r−1] as well as the function f (by virtue of definition of derivative
f[r−1]) belongs to S
pHω.
Let us verify the validity of the implication 2)⇒ 1).
From identity (8), it follows that for any ̺ ∈ [0, 1],
ν∑
k=r
(
ν
k
)
(1− ̺)k̺ν−k ≤ 1, ν ≥ r.
This implies the relation
‖f − A△̺,r(f)‖
p
Sp
=
∞∑
ν=r
(
ν∑
k=r
(
ν
k
)
(1− ̺)k̺ν−k
)p
apν ≤ ‖f‖
p
Sp
<∞,
From this relation, we conclude that for any ε > 0 there exists the number n0 such that
for all n > n0 and all ̺ ∈ [0, 1),
‖f − A△̺,r(f)‖
p
Sp
=
n∑
ν=r
(
ν∑
k=r
(
ν
k
)
(1− ̺)k̺ν−k
)p
apν + ε. (11)
Now, let us show that for all ν ≥ r, the following inequality is valid:
ν∑
k=r
(
ν
k
)
(1− ̺)k̺ν−k ≤
(
ν
r
)
(1− ̺)r ∀ ̺ ∈ [0, 1]. (12)
Putting m = ν − r and
ck =
(
ν
k + r
)
(
ν
r
) , k = 0, 1, . . . , m,
we see that inequality (12) is true if and only if
m∑
k=0
ck(1− ̺)
k̺m−k ≤ 1 ∀ ̺ ∈ [0, 1].
To verify the validity of the last inequality it is sufficient to note that
ck =
ν!
(k + r)!(ν − k − r)!
·
r!(ν − r)!
ν!
≤
(ν − r)!
k!(ν − r − k)!
=
(
m
k
)
and to use binomial formula (see (8)).
Thus, by continuing further estimate (11), taking into account (12), we obtain
‖f −A△̺,r(f)‖
p
Sp
≤ (1− ̺)pr
n∑
ν=r
(
ν
k
)p
apν + ε =
(1− ̺)pr
(r!)p
‖S△n (f[r])‖
p
Sp
+ ε ≤
≤
(1− ̺)pr(n + 1)p
(r!)p
∥∥f[r−1] − σ△n (f[r−1])∥∥p
Sp
+ ε.
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Now, let us set in these relations n = n̺ = [(1− ̺)
−1], where [·] means the integer part of
the number. Then in view of (10), we get
‖f − A△̺,r(f)‖
p
Sp
= O(1)(1− ̺)prnp̺
∥∥∥f[r−1] − σ△n̺ (f[r−1])∥∥∥p
Sp
+ ε =
= O(1)(1− ̺)p(r−1)ω(1− ̺) + ε.
as ̺ → 1−. By virtue of arbitrary ε, from this relation it follows that the implication
2)⇒ 1) is true.
Therefore, we proved that statements 1) and 2) are equivalent. Furthermore, we proved
that statements 1) and 2) are equivalent to relations (9) and (10).
The validity of the equivalence of statements 1)–3), in the case, where f ∈ L1,Y (T
d),
follows from Proposition 1.
Theorem 1 is proved.
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