Abstract. Let B be a smooth projective curve of genus g, and S ⊂ B be a finite subset of cardinality s. We give an effective upper bound on the number of deformation types of admissible families of canonically polarized manifolds of dimension n with canonical volume v over B with prescribed degeneracy locus S. The effective bound only depends on the invariants g, s, n and v. The key new ingredient which allows for this kind of result is a careful study of effective birationality for families of canonically polarized manifolds.
Introduction
The origin of the problem addressed here is a conjecture due to Shafarevich, which was proven by Parshin and Arakelov. The statement of the conjecture is as follows. Let B be a smooth projective curve of genus g, and S ⊂ B be a finite subset of cardinality s. Then there are only finitely many isomorphism classes of smooth non-isotrivial families of curves of genus g ′ greater than 1 over B \ S. Recall that a family of varieties is called isotrivial if generic fibers are isomorphic to each other.
Caporaso [Cap02] gave a uniform, but ineffective, bound on the number of isomorphism classes of such families in terms of g, g ′ and s, and the first named author [Hei04] gave an effective bound on that number, also depending on g, g ′ and s. The present work concerns the case of families of higher dimensional manifolds, while the base remains a curve.
We consider a smooth projective variety X of dimension n+1, and a surjective morphism f : X −→ B such that f is non-isotrivial and smooth outside S, and its smooth fibers are canonically polarized manifolds. We think of the smooth fibers F as having either a fixed given Hilbert polynomial h(m) = χ(F, O F (mK F )) or a fixed given canonical volume v = K n F . We call such f : X −→ B an admissible family over (B, S) of canonically polarized manifolds with Hilbert polynomial h or, respectively, with canonical volume v. Our main result is the following. Theorem 1.1. Let B be a smooth projective curve of genus g and S ⊂ B a finite subset with s = #S. Then the number of deformation types of admissible families f : X −→ B over (B, S) of canonically polarized manifolds of dimension n with canonical volume v is bounded by an effective constant C(g, s, n, v) depending only on g, s, n and v. The number of deformation types of such admissible families with Hilbert polynomial h is bounded by an effective constant C(g, s, h) depending only on g, s and h.
The precise definition of deformation type is as follows. Definition 1.2. (1) Let T, X be irreducible quasi-projective varieties. A deformation parametrized by T of the admissible family f : X → B over (B, S) is a holomorphic map F : X → B × T such that F : F −1 ((B \ S) × {t 0 }) → (B \ S) × {t 0 } is isomorphic to f : X \ f −1 (S) → B \ S for some t 0 ∈ T and F : F −1 ((B \ S) × {t}) → (B \ S) × {t} is a smooth family of canonically polarized compact manifolds for every t ∈ T .
(2) Two admissible families f 1 : X 1 → B, f 2 : X 2 → B over (B, S) are said to be of the same deformation type if there exist T, X as above and F , a deformation parametrized by T of f 1 , such that F : F −1 ((B \ S) × {t 2 }) → (B \ S) × {t 2 } is isomorphic to f 2 :
Since the Hilbert polynomial h(x) is of the form (v/n!)x n + . . ., it is immediate that the bound by C(g, s, n, v) is more general than that by C(g, s, h). Nevertheless, we state an estimate by C(g, s, h) for methodical and also traditional reasons. Note that, in the past, the focus was on boundedness in terms of g, s and h (cp. [BV00] , [KL10] ). The question of boundedness in terms of an (effective) constant C(g, s, n, v) seemed to be mostly unaddressed.
The number C(g, s, h) can be described as follows. Its geometric meaning will be explained in the main text. Write h(x) = n k=0 h k x k ∈ Q[x] with h n = K n F /n!. Let m 0 be the smallest integer which is not less than (e + where M = (N + 1)(g + 2) − 1 and p ν = (n + 1)(2g + 1)ν.
To obtain the constant C(g, s, n, v) from the numbers defined above, it is enough to bound all the coefficients of a Hilbert polynomial h(x) = (v/n!)x n + . . . in terms of n and v effectively, as in the following Proposition 1.3. Then the above µ 0h , ℓ *
, and hence C(g, s, h), are bounded above by effective numbers depending only on g, s, n and v. Thus, C(g, s, h) is converted to C(g, s, n, v). We will leave making them more explicit to the reader. Note that Proposition 1.3 will be proven in Subsection 4.2, after being restated as Proposition 4.2. Proposition 1.3. Let F be a canonically polarized manifold of dimension n, and let
for k = 0, 1, . . . , n, where m n = 1 + 1 2
(n + 1)(n + 2) and a p = 2 p(p+3)/2−2 /p! for p ≥ 1.
To put the present work in the proper perspective, we remark that it has been inspired by the earlier paper [Hei11] , which contains the following Theorem 1.4. In particular, this earlier paper developed a new method to identify a given family with an embedded projective model in a way that made unnecessary the technically challenging iterated use of Chow or Hilbert varieties, which was the hallmark of the earlier approaches such as [Par68] , [Hei04] . In the statement of Theorem 1.4, the symbol F denotes the fiber over some fixed base point in B \ S. Theorem 1.4. Let d, p be positive integers, N = (g +2)(p+1)−1, and let m 0 = O(n 7/3 ) be the integer mentioned above. Then the number of deformation types of admissible families f : X → B over (B, S) with "moving intersection numbers" satisfying m 0 K X + (
When K X is nef, the effective bound in Theorem 1.4 can be estimated from above in terms of (g, n, K n F , K n+1 X ) as explained in [Hei11, Remark 2.7, Lemma 2.8]. It would then clearly be desirable to directly bound K n+1 X in terms of (g, s, n, K n F ) or at least (g, s, h). In the case of 1-dimensional fibers, this is done in [Par68, Proposition 1]. However, in the higher dimensional situation, it does not seem to be known how to accomplish this (cp. [LTZ10] ). The present paper circumvents this problem by using an embedding that is better suited to the specific geometric situation at hand.
As for the history of our problem, recall that Bedulev and Viehweg proved the following in [BV00] under the assumption that the Minimal Model Conjecture holds. Let f : X → B be an admissible family over (B, S) such that one (and therefore every) smooth fiber has Hilbert polynomial h. Then the number of deformation types of admissible families over (B, S) whose smooth fibers also have Hilbert polynomial h is finite. Kovács and Lieblich [KL10] then showed that this number can uniformly, but ineffectively, be bounded by a constant depending only on g, s and h.
There are two kinds of effective arguments needed to obtain Theorem 1.1. The first is a pluricanonical birational embedding of X into a projective space P N with effective bounds on N and on the degree of X in P N . This part is the key new technical result obtained in this paper. As one may suspect, the degree bound of f * O X (mK X/B ) due to Bedulev-Viehweg [BV00, Theorem 1.4] is important in our argument. Another important input comes from a relation between Hilbert polynomials and Castelnuovo-Mumford type regularity. We will use not only the degree, the coefficients, and the values of the Hilbert polynomial h, but also the length of the binomial sum expansion. However, no results from [KL10] will be used.
The second argument consists of effectively embedding admissible families in a projective space such that the number of deformation types is bounded by the number of irreducible components of a certain Chow variety Chow ′ n+1,d (W ) of (n + 1)-dimensional varieties of degree d which are contained in a certain projective variety W . This part of the argument is similar to the corresponding part in [Hei11] .
We work over the complex number field C.
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Uniformly effective birationality
We consider, as in the Introduction, admissible families f : X −→ B over (B, S) of canonically polarized manifolds with Hilbert polynomial h. We fix B, S and h; in particular, g and s are also fixed. The following theorem is the key new effective boundedness result in this work.
Theorem 2.1. For given B, S and h, there exist effective positive integers N = N(g, s, h) and d = d(g, s, h) depending only on g, s and h with the following properties. For any admissible family f : X −→ B over (B, S) of canonically polarized manifolds with Hilbert polynomial h, there exists a rational map Φ : X P N , which is birational onto its image and gives a regular embedding on X \ f −1 (S) such that the degree of the image of X is bounded by d, i.e., deg Φ(X) ≤ d. In the case g ≥ 2, one can take Φ to be a pluricanonical map Φ |m 0 K X | with m 0 as defined in Notation 2.3(1) depending only on n and with possibly different effective integers
The effective integers N, d will be given in Definition 2.4. One of the key ingredients is the following invariant of Hilbert polynomials.
Definition 2.2. Let F ⊂ P be a closed subscheme of dimension n in a projective space P. We denote by O(1) the ample line bundle on F which is the restriction of O P (1). Let P (x) ∈ Q[x] be the Hilbert polynomial of F with respect to O(1), i.e., P (m) = 
We will refer to the integer ℓ as the length of the binomial sum expansion of P (x).
Recall that
, which is a polynomial of degree a for a positive integer a, and x 0 = 1 ([Har77, Proposition I.7.3]). If we write P (x) = p n x n + p n−1 x n−1 + . . . + p 1 x + p 0 with p i ∈ Q, we can write a 1 , . . . , a ℓ and ℓ in terms of p n , . . . , p 0 and n in recursive relations. For example, the sequence starts with a j = n for 1 ≤ j ≤ n!p n , and a j < n for j > n!p n . We can also give an effective bound of ℓ in terms of p n , . . . , p 0 and n, see Lemma 4.1.
We shall use the following effective positive integers. (2) Since |m 0 K F | is very ample for any smooth fiber F of f : X −→ B, there exists a polynomial P (x) ∈ Q[x] of degree n such that P (m) = χ(F, O F (m 0 mK F )) = h(m 0 m) for all sufficiently large integers m. In fact, if we write
Let ℓ 0 be the length of the binomial sum expansion of the Hilbert polynomial P (x) = h(m 0 x). Although ℓ 0 is written in terms of p n , . . . , p 0 and n, it is not easy to write it in a simple form. Instead, we give an effective bound in Lemma 4.1:
Note that the somewhat involved upper bound ℓ * 0 only depends on h and is effective. (3) For every integer m ≥ 2, we set
. We will mostly use δ(m 0 ) and δ(m 0 ℓ 0 ). This is an essential term in our effective estimate and comes from a theorem of Bedulev-Viehweg [BV00, Theorem 1.4(c)], which, at least for m ≥ m 0 , will yield deg
We recall that 2g − 2 + s > 0 by [BV00, Theorem 1.4(a)].
(4) For every integer a ≥ 2 and k = 1 or ℓ 0 , we set
Definition 2.4. Based on the above, we now let a = 2 and define the integers in Theorem 2.1 explicitly as follows:
Note that these N, d coincide with the constants N, d defined in the Introduction in the statement of the main result.
Now we prepare for the proof of Theorem 2.1.
Setup 2.5. Let A be an ample divisor on B with deg A = a ≥ 2, and let
Let
) the universal quotient line bundle for π, and H a divisor on P(E) with O P(E) (H) = O(1).
Moreover, we use the following notations. Let
We denote, as usual, by Φ |L| : X P N 0 the rational map associated to the complete linear system |L|, and by Φ |L| (X) the closure Φ |L| (X \ Bs |L|) ⊂ P N 0 , where Bs |L| is the base locus of the linear system.
The next proposition gives a more explicit form of Theorem 2.1. In the case g ≥ 2, we can take A = (m 0 − 1)K B above, then L = m 0 K X and Φ |L| is the m 0 -th pluricanonical map. Hence if we put a = (m 0 − 1)(2g − 2) instead of a = 2 in Definition 2.4, we have the bounds with respect to Φ |m 0 K X | . In any case, every smooth fiber F is embedded by
Proposition 2.6. In Setup 2.5, one has:
(3) Φ |H| : P(E) −→ P N 0 gives an embedding.
(4) The natural homomorphism π * E −→ L is surjective on X \ f −1 (S), and the induced rational map ϕ 0 : X P(E) gives an embedding on 
F ) = 0 for any i > 0 and any smooth fiber F . In particular, the base change map:
) is an isomorphism for any point P ∈ B \ S and for any positive integer k, where m P (respectively I X P ) is the ideal sheaf of P in B (respectively X P in X).
, and e(m 0 ) = e(m 0 K F ) is a positive integer defined for a very ample divisor m 0 K F on a general fiber F . A positive integer e(R) in general is defined for an ample divisor R on a smooth projective variety of dimension n, and e(R) reflects the geometry of the linear system |R|. Instead of recalling the definition of e(R), we recall an estimate in [Vie95, Corollary 5.11]: if R is very ample, then e(R) ≤ R n + 1. In our case, since 
Combining with the estimate for deg f * ω m 0 X/B , we have our estimate for N 0 .
X/B and the same reasoning as above,
(2) Let P and Q be two points on B, not necessarily distinct. By the same token as above, we have
is surjective. For the rest of this part (2), we assume P, Q ∈ B \ S.
(2.1) We consider the case P = Q. Then by the base change property,
Since |m 0 K X P | and |m 0 K X Q | are very ample, we can see, by varying P and Q in B \ S with P = Q in the surjection ( * ), that the map Φ |L| : X P N 0 is regular on X \ f −1 (S), and bijective on X \ f −1 (S) onto its image. Moreover, on every smooth fiber F , the restriction Φ |L| | F : F −→ P N 0 gives an embedding by |m 0 K F |.
(2.2) We would like to show that Φ |L| : X P N 0 is an embedding on X \ f −1 (S). We take a point x ∈ X \ f −1 (S), and shall show that H 0 (X, L) generates tangent vectors at x. We let P = f (x). In (2.1) above, we showed that H 0 (X, L) generates tangent vectors at x which are tangent to the fiber X P . So it is enough to find an element in H 0 (X, L) which generates a horizontal (with respect to f : X −→ B) tangent vector at x, i.e., a tangent vector which is not tangent to the fiber X P . To this aim, we consider the case P = Q in the above, and we take an appropriate affine open subset U ⊂ B \ S around P , and a local coordinate t P on U centered at P . We can regard t := f * t P as part of a local coordinate system of X centered at x. We observe that ∂ ∂t is a global generator of the normal bundle N X P /X of X P , and denote by [t] the image of t in I X P /I 2 X P . Then, by the base change property,
. This is possible due to the base change property (0). We consider
(3) Recall r = rank E = h(m 0 ). Clearly, r > 1. We note the base change property for E = π * O(1), due to the fact that
is surjective for any P, Q ∈ B. On every π −1 (P ), we have of course
, and see that |H |π −1 (P ) | is very ample. The remaining arguments to obtain the very ampleness of |H| are the same as in (2) above.
(5) This degree bound will be given separately in Lemma 2.10, where we may clearly replace ℓ 0 by its upper bound ℓ * 0 .
Remark 2.7. In the proof of Proposition 2.6(1), the following vanishing of cohomology was used: Let E be an ample vector bundle on B. Then H 1 (B, ω B ⊗ E) = 0. To give a proof by contradiction, assume that H 1 (B, ω B ⊗ E) = 0. By Serre duality, this implies H 0 (B, E * ) = 0 and thus H 0 (B, S k (E * )) = 0 for any positive k, where S k (E * ) is the k-th symmetric tensor. Applying Serre duality again, we obtain
However, this is a contradiction to the cohomological characterization of ample vector bundles ([Laz04b, Theorem 6.1.10]).
We devote the rest of this section to proving the effective degree bound of Φ |L| (X) ⊂ P N 0 , stated in Proposition 2.6(5). We first fix some notations and make remarks.
Remark 2.8. (1) We let X ′ := ϕ 0 (X) ⊂ P(E) with reduced structure, and let f ′ : X ′ −→ B be the induced morphism. We denote by I X ′ ⊂ O P(E) the ideal sheaf of X ′ , and let
(2) Since H is very ample on P(E) and Φ |L| = Φ |H| •ϕ 0 , we have deg Φ |L| (X) = X ′ ·H n+1 . Thus we shall estimate the intersection number X ′ · H n+1 .
(3) In the course of the proof of Proposition 2.6, we observed that deg f * ω m X/B ≤ δ(m) for any m ≥ m 0 , and also that, with r = dim P(E) = rank E = h(m 0 ), the top self-intersection number
To bound the degree X ′ · H n+1 , we aim to find hypersurfaces in P(E) with "degree bound." The precise statement is Lemma 2.9. Let P 0 ∈ B be a point. Then
is generated by global sections.
Taking Lemma 2.9 for granted for a moment, we state the final estimate.
Lemma 2.10. The degree is bounded by
with r = rank E = h(m 0 ) and
Proof. We let d 0 = d(ℓ 0 , a), and c = r − n − 1 the codimension of X ′ in P(E). We claim that
, where ≡ stands for numerical equivalence. Taking this for granted for a moment, we can see
Let us prove the claim. The argument here is inspired by that of [Har73, Lemma 7.2]. We take a log-resolution µ : Y −→ P(E) of the ideal sheaf I X ′ by successive blowingups along non-singular centers. The domain Y is a smooth projective variety, and µ is isomorphic on
On the other hand, since H is ample, there exist nonnegative rational numbers b i such that the Q-divisor µ * H − i∈I b i D i is ample. Hence, the Q-divisor
is ample, being the sum of a semi-ample divisor (whose corresponding linear system is in fact base point free) and an ample Q-divisor. We take a large and sufficiently divisible integer k such that all kb i become integers and kG is very ample. We then take general members B 1 , . . . , B c ∈ |kG| so that B 1 ∩. . .∩B c is a smooth irreducible (n+1)-dimensional variety. Then
This in particular implies that the order of vanishing of every
. By dividing by k c , we have our claim.
Let us discuss the global generation Lemma 2.9. We note that ϕ 0 : X X ′ is biregular over B \ S, and that X ′ may be singular along f ′ −1 (S). On the other hand, O X ′ (1) := O(1)| X ′ is very ample, and f ′ : X ′ −→ B is a flat family of subschema of P r−1
with Hilbert polynomial χ(X ′ P , O X ′ P (m)) ([Har77, Proposition III.9.7, Theorem III.9.9]), where X ′ P = f ′ * P is the scheme theoretic fiber for P ∈ B. The next lemma, essentially due to Gotzmann, on Castelnuovo-Mumford regularity will give a surprising input in our effective estimate. Recall that ℓ 0 is the length of the binomial sum expansion of the Hilbert polynomial h 0 (m) = h(m 0 m).
Lemma 2.11. For every scheme theoretic fiber X ′ P = f ′ * P over P ∈ B, the ideal sheaf I X ′ P ⊂ O P r−1 is ℓ 0 -regular. In particular, I X ′ P (ℓ 0 ) is generated by global sections in H 0 (P r−1 , I X ′ P (ℓ 0 )), π * I X ′ (ℓ 0 ) commutes with arbitrary base change, R 1 π * (I X ′ (ℓ 0 )) = 0, and the natural sequence 0 Theorem 1.8.3] ). From this, we obtain that, for any P ∈ B, I X ′ P (ℓ 0 ) is generated by global sections, and H 1 (P r−1 , I X ′ P (ℓ 0 )) = 0 by the (ℓ 0 + 1)-regularity. In particular, the direct image sheaf π * I X ′ P (ℓ 0 ) commutes with arbitrary base change, and hence every fiber at P ∈ B is naturally isomorphic to H 0 (P r−1 ,
Lemma 2.12. For every k ≥ 1, there exists a natural injective homomorphism f
⊗k , which is isomorphic on B \ S.
Proof. We take a birational morphism µ : X −→ X to resolve the singularities of the rational map ϕ 0 : X X ′ , and denote by µ ′ : X −→ X ′ the induced morphism. We can take µ : X −→ X so that µ is biregular on X \ f −1 (S), and such that the image of the
Thus, this f -generated line bundle µ * L ⊗ O X (−∆) defines a morphism X −→ P(E) over B, which is nothing but µ ′ : X −→ X ′ ⊂ P(E), and thus
We are now ready to prove Lemma 2.9.
Proof of Lemma 2.9. We let d 0 = d(ℓ 0 , a).
(1) We first establish "how negative" π * I X ′ (ℓ 0 ) is. Let π * I X ′ (ℓ 0 ) −→ M be a quotient line bundle with kernel N . We claim deg M > −d 0 , i.e., there exists a uniform effective bound.
Since N can be seen as a subbundle of π * O(ℓ 0 ) = S ℓ 0 (E) and
For the second equality, we used the exact sequence in Lemma 2.11, and for the last inequality we used Lemma 2.12. Thus, it is enough to show that deg 
(2) Now, in view of (1), ω
is ample for any P, Q ∈ B by Hartshorne's theorem [Har71] ([Laz04b, Theorem 6.4.15]), because any quotient line bundle has positive degree. Thus, we have a vanishing
Hence the restriction map
is surjective, where P = Q in this expression. Here we used Lemma 2.11 that π * I X ′ (ℓ 0 ) commutes with arbitrary base change. Since I X ′ P (ℓ 0 ) and I X ′ Q (ℓ 0 ) are generated by global sections by Lemma 2.11, we also have the global generation of
3. Proof of Theorem 1.1
As we mentioned in the Introduction, the bound C(g, s, n, v) is easily derived from the bound C(g, s, h) and Proposition 1.3. For this reason, it suffices to work with C(g, s, h) in this section.
Let (B, S) and h be as in Theorem 1.1. We first construct a projective variety W determined from (B, S) and h. To this end, we take an effective divisor L B on B with
It is known that L B is very ample ([Har77, Corollary IV.3.2]). By the Riemann-Roch theorem,
be the embedding by the complete linear system |L B |. To avoid ambiguities, we write P g+1 B
for the codomain of ϕ 2 . Let N = N(g, s, h) be the integer in Definition 2.4, and let
be the Segre embedding. We write down the Segre embedding in homogeneous coordinates as follows:
We write the homogeneous coordinates [. . . , X i,j , . . .] of P M so that the map s is given by X i,j = X i Y j for 0 ≤ i ≤ N and 0 ≤ j ≤ g + 1. We identify P Let V = {X 0,j = 0 for 0 ≤ j ≤ g + 1} ⊂ P M be a linear subspace, and let
be the projection from V onto the first g + 2 coordinates. Let
be the variety consisting of the union of lines joining ϕ 2 (B)(⊂ P g+1 B ⊂ P M ) and V . It can also be written as
Lemma 3.1. The subvariety W is defined by equations of degree no more than d B = 2g+1.
Proof. The degree of ϕ 2 (B) in P 
both set-theoretically and scheme-theoretically. We now lift these
We quote a result due to Guerra, which can be formulated in a slightly more general setting as follows. Let, in general, Chow κ,δ (W ) be the Chow variety of κ-dimensional subvarieties of degree δ which are contained in W ⊂ P M . Let Chow Proposition 3.2. Let κ, δ 1 and δ 2 be positive integers. Let in general W ⊂ P M be a projective variety defined by equations of degree no more than δ 1 . Then the number of irreducible components of Chow
We next consider an admissible family f : X −→ B for (B, S) and h. We modify the rational map Φ |L| : X P N (with a = 2) obtained in Proposition 2.6 (perhaps after a linear inclusion P N 0 ⊂ P N ) to a form which respects the fibration f :
be the induced map. Note that it is immediate that ϕ 2 • f = Φ |f * L B | . We then compose with the Segre embedding s :
concretely, we take a basis σ 0 , . . . ,
, and let ϕ
Lemma 3.3. The map
is an embedding of X \ f −1 (S). Moreover, if we denote by
Proof. It is clear that ϕ 1 is an embedding of X \ f −1 (S) due to the fact that the first component map Φ |L| already is an embedding by itself.
Let pr
be the first and second projections. Let H 1 resp. H 2 be the hyperplane line bundles in
By the construction of ϕ 1 , there is a commutative diagram
Here, ι denotes the inclusion map and the vertical map π V on the right hand side is merely rational. Since the rational map
, the restriction map
is holomorphic by construction. Moreover, from the expression [σ 0 f * s 0 , . . . , σ 0 f * s g+1 ], we see that the singularity of the rational map π V •ϕ 1 along the divisor {σ 0 = 0} in X \f −1 (S) is removable. It is extended by letting
S). Thus we have
Lemma 3.4. The holomorphic map π V : ϕ 1 (X \ ({σ 0 = 0} ∪ f −1 (S))) −→ ϕ 2 (B \ S) can be extended to a holomorphic map
is a commutative diagram of holomorphic maps. In fact, the diagram is an isomorphism of families over B \ S.
can be seen as an embedded projective model for f : X \ f −1 (S) −→ B \ S with effective degree bounds. We shall now bound the possible deformations types of this family. Since
Z f corresponds to a point in Chow ′ n+1,δ (W ) with δ := (n + 1)(2g + 1) deg Φ |L| (X) due to Lemma 3.3. When we apply Proposition 3.2 to our situation, we find that d B = 2g + 1 = δ 1 < δ 2 = δ due to Lemma 3.1. Therefore, the number of irreducible components of Chow The proof of Proposition 3.5 is identical to the proof of the corresponding [Hei11, Proposition 2.11], so we do not repeat is here.
Effective bounds on Hilbert polynomials
In this final section, we shall give the outstanding proofs of some effective bounds regarding Hilbert polynomials, which were used in the proof of our main result. 4.1. The bound on length. We give an effective bound for ℓ 0 , i.e., the length of the binomial sum expansion as defined in Notation 2.3(2), in a general context. Let F ⊂ P be a closed subscheme of dimension n in a projective space P with the ample generator O(1) of the Picard group. Let P (x) ∈ Q[x] be the Hilbert polynomial of F with respect to O(1), i.e., P (m) = χ(F, O F (m)) holds for all sufficiently large integer m. By a theorem of Gotzmann [Got78] 
We write P (x) = p n x n + p n−1 x n−1 + . . . + p 1 x + p 0 with p i ∈ Q. Noting x+a−j a = x a /a! + (lower terms), we see that the sequence starts with a j = n for 1 ≤ j ≤ n!p n , and a j < n for j > n!p n . In view of this, we set ℓ n+1 = 0, and
, and ℓ 0 is the length of P (x). The bound of ℓ 0 in Notation 2.3(2) is a consequence of the following Lemma 4.1. One can compute ℓ n , ℓ n−1 , . . . , ℓ 0 recursively in terms of p n , p n−1 , . . . , p 0 and n. If one prefers an explicit effective bound, one has for example
2 for k ≥ 2 (the last factor is exceptional), and µ P = max{n!p n , |(n − 1)!p n−1 |, . . . , |p 0 |, n}.
and in particular q k,k = (ℓ k − ℓ k+1 )/k!. Hence, if ℓ k+1 and ℓ k can be written in terms of p n , . . . , p k and n, then q k,m (0 ≤ m ≤ k) can also be written in terms of p n , . . . , p k and n. We shall prove, by descending induction on k, that
for k = n − 1, . . . , 1, 0.
(2) By comparing the leading terms of P (x) = n k=0 Q k (x), we have p n = q n,n = ℓ n /n!, and thus ℓ n = n!p n , as we observed before. At this point, as we mentioned in (1), we have explicit formulas q n,m = 1 n! n!pn j=1 σ j n−m for 0 ≤ m ≤ n, where σ j n−m is the symmetric product of degree n − m of n − j + 1, . . . , 1 − j + 1.
Let us consider the next degree. Writing P (x) − Q n (x) = n−1 k=0 Q k (x), and comparing the leading terms, we have p n−1 − q n,n−1 = q n−1,n−1 = (ℓ n−1 − ℓ n )/(n − 1)!. Note that, as a consequence, p n−1 − q n,n−1 ≥ 0 is a necessary condition for P (x) to be a Hilbert polynomial. We then have ℓ n−1 = ℓ n + (n − 1)!(p n−1 − q n,n−1 ). Since ℓ n and q n,n−1 are written in terms of p n and n explicitly, ℓ n−1 is written in terms of p n , p n−1 and n explicitly. Now by (1), q n−1,m (0 ≤ m ≤ n − 1) can be written in terms of p n , p n−1 and n explicitly.
We can continue these processes inductively for k = n − 1, . . . , 1, 0, and we have a necessary condition p k − n j=k+1 q j,k ≥ 0 and ℓ k = ℓ k+1 + k!(p k − n j=k+1 q j,k ) for k = n − 1, . . . , 1, 0. Thus, ℓ k can be written in terms of p n , . . . , p k and n explicitly, and hence q k,m (0 ≤ m ≤ k) can be written in terms of p n , . . . , p k and n explicitly. In particular, ℓ 0 can be written in terms of p n , . . . , p 0 and n explicitly.
We now describe how the above recursive formula leads to an explicit effective bound of ℓ 0 in terms of p n , . . . , p 0 and n as we desire. 
We will use this in the form |q j,k | ≤
, which we will use in the form
This holds for k with 0 ≤ k ≤ n.
(4) We are ready to prove the effective bound. We set c 0 = 1, c 1 = 2, c 2 = (c 1 + c 0 )
for k = n, . . . , 1, 0. If we have these (i) and (ii), we then have
, and we are done.
(i) By definition c 0 = γ 0 , c 1 = γ 1 . We proceed by induction on k ≥ 2. Using 1 = c 0 < c 1 < . . ., we see c k ≤ (kc k−1 ) k+1 . Then by the induction,
(ii) This is also shown by induction on k. For k = 0, ℓ n − ℓ n+1 = n!p n ≤ c 0 µ P . We assume that our assertion holds true for up to k − 1 (k ≥ 1). Then by (3),
At the last inequality, we used the induction hypothesis. Then b n−k ≤ µ P + (c 0 + c 1 + . . .
4.2. The bound on coefficients. We restate Proposition 1.3 as follows in a way that is convenient for the inductive proof.
Proposition 4.2. Let X be a canonically polarized manifold of dimension n, and let
Proof. We shall proceed by induction on n. We again denote by v X = K n X the canonical volume. For n = 1, by Riemann-Roch, we have χ(X, O X (tK X )) = (2g − 2)t + χ(X, O X ) = v X t − v X /2, where g is the genus of X. Our assertion is trivial. We let n ≥ 2 from now on.
(1) Assume our assertion holds for canonically polarized manifolds of dimension n − 1. We take a canonically polarized manifold X of dimension n. By [AS95] , the complete linear system |m n K X | is base point free and separates any two distinct points on X. Let L X = m n K X be a pluricanonical divisor, and take a general member Y ∈ |L X |.
L Y (strictly speaking, these are Q-linearly equivalent). We let h(tK X ) ∈ Q[t] (respectively h(tL X ), h(tK Y ) and h(tL Y )) be the Hilbert polynomial of K X (respectively L X , K Y and L Y ), and write
(2) Since the canonical volume v Y of Y is bounded by an effective number depending only on n and v X , we have effective bounds of the coefficients y 
we can compute x i by y i effectively, except for x 0 . (1 + m n ) nk < m n n v X 1 + n/(m n n v X ) + 1/(n − 1)! + (n − 1)!a 1 · · · a n−1 · n(1 + m n ) n(n−1) .
Our claim for |x K 0 | follows from 1 + n/(m n n v X ) + 1/(n − 1)! + (n − 1)!a 1 · · · a n−1 · n(1 + m n ) n(n−1) < 3 + n!a 1 · · · a n−1 (1 + m n ) n(n−1) < 2 · n!a 1 · · · a n−1 (1 + m n ) n 2 < a n · n!a 1 · · · a n−1 (1 + m n ) n 2 .
Note a 1 = 1, a 2 = 4 and a p > 2a p−1 for p ≥ 2.
(5) We now consider a general x Let U = (u ij ) 1≤i,j≤n be an n × n lower triangular matrix given by u ij = (−1)
i−j n+1−j n−i when j ≤ i and u ij = 0 otherwise. By letting column vectors x ≥1 = t (x n , . . . , x 2 , x 1 ) and y = t (y n−1 , . . . , y 1 , y 0 ), we have y = Ux ≥1 , i.e.,     y n−1 y n−2 . . . x n x n−1 . . .
We see det U = n!, and have x ≥1 = U −1 y. Let U −1 = (w ij ) 1≤i,j≤n be the inverse matrix of U, which is lower triangular too. We can write w ij = 1 det U (−1) j+i det U ji , where U ji is the (n − 1) × (n − 1)-matrix obtained from U by removing the j-th row and the i-th column. Note |u ij | = n+1−j n−i < (1 + 1) n+1−j . We can apply Lemma 4.3 below for U ji , and we see | det U ji | < 2 n(n+3)/2−2 , and hence |w ij | < 2 n(n+3)/2−2 /n! = a n .
(6) We are now ready to estimate x n−k = k+1 j=1 w (k+1)j y n−j for k = 1, . . . , n − 1. By |w ij | < a n in (5), we have |x n−k | < a n k j=0 |y n−1−j |. Then for k = 1, . . . , n − 1, by the modified induction hypothesis (3), |x n−k | < a n k j=0 |y n−1−j | < a n (n − 1)!a 1 · · · a n−1 m n n v X k j=0
(1 + m n ) nj < (n − 1)!a 1 · · · a n m n n v X · n(1 + m n ) nk .
Then for k = 1, . . . , n − 1, we have |x K n−k | = 1 m n−k n |x n−k | < n!a 1 · · · a n v X m k n (1 + m n ) nk . As we already know x K n and |x K 0 |, this completes the proof. Lemma 4.3. Let n ≥ 2. Let V = (v ij ) 1≤i,j≤n−1 be an (n − 1) × (n − 1)-matrix satisfying (i) v ij = 0 if i + 1 < j, and (ii) |v ij | < 2 n+1−j for every i, j. Then | det V | < 2 n(n+3)/2−2 .
Proof. Let S n−1 be the group of permutations among {1, 2, . . . , n − 1}. For every σ ∈ S n−1 , we see |v σ(1)1 v σ(2)2 · · · v σ(n−1)n−1 | < 2 n 2 n−1 · · · 2 2 = 2 n(n+1)/2−1 . Let S V n−1 = {σ ∈ S n−1 ; v σ(1)1 v σ(2)2 · · · v σ(n−1)n−1 = 0} = {σ ∈ S n−1 ; v 1σ(1) v 2σ(2) · · · v n−1σ(n−1) = 0}. We see the number of elements of S V n−1 is not greater than 2 n−1 due to the shape of V as given in (i). Thus | det V | = | σ∈S V n−1 sgn(σ)v σ(1)1 v σ(2)2 · · · v σ(n−1)n−1 | < 2 n−1 2 n(n+1)/2−1 = 2 n(n+3)/2−2 .
