The secure multi-party computation (SMC) model provides means for balancing the use and confidentiality of distributed data. Increasing security concerns have led to a surge in work on practical secure multi-party computation protocols. However, most are only proven secure under the semihonest model, and security under this adversary model is insufficient for most applications in the field of privacypreserving data mining. In this paper, we present the full spectrum of the accountable computing (AC) framework, which is sufficient or practical for many applications without the complexity and cost of an SMC-protocol under the malicious model. Furthermore, to show the applicability of the AC-framework, we present an application under this framework regarding privacy-preserving mining frequent itemsets.
1 Introduction. Privacy and security, particularly maintaining confidentiality of data, have become a challenging issue with advances in information and communication technology. The ability to communicate and share data has many benefits. The idea of an omniscient data source carries great value to research and data dissemination. Witnessing the cost of duplicated medical tests or the damage from errors resulting from incomplete or incorrect information, such a data source could substantially reduce waste and inefficiency.
On the other hand, an omniscient data source eases misuse, such as the growing problem of identity theft. To prevent misuse of data, there is a recent surge in laws mandating protection of confidential data, such as the European Community privacy standards [6] , U.S. healthcare laws [13] , and California SB1386. However, this protection comes with a real cost through both added security expenditure and penalties and costs associated with disclosure. For example, CardSystems was terminated by Visa and American Express after having credit card information stolen. ChoicePoint stock lost 20% of its value in the month following their disclosure of information theft. Such public relations costs can be enormous and could potentially kill a company. From lessons learned in practice, what we need is the ability to compute the desired "beneficial outcome" of data sharing for mining without having to actually share or disclose data. This would maintain the security provided by separation of control while still obtaining the benefits of a global data source.
Secure multi-party computation (SMC) [9, 22, 23] has recently emerged as an answer to this problem. Informally, if a protocol meets the SMC definitions, the participating parties learn mere the final result and whatever can be inferred from the final result and their own inputs. A simple example is Yao's millionaire problem [22] : two millionaires want to learn who is richer without disclosing their actual wealth to each other. Recognizing this, the research community has developed many SMC protocols, for applications as diverse as forecasting [3] , data analysis [16] , auctions [17] and among others.
Formal definitions of SMC exist for two adversary models: semi-honest and malicious. In the semi-honest model, it is assumed that each party follows the protocol. However, after the protocol is complete, the adversary may attempt to compute additional information from the messages received during execution. In the malicious model, a party can diverge arbitrarily from normal execution of the protocol. It has been proven that for any polynomial time algorithm, there exists a polynomial time secure protocol that achieves the same functionality under either the semi-honest or the malicious model [9] . Nevertheless, most practical algorithms developed have only been proven secure under the semihonest model. While not a proof, this certainly gives evidence that achieving security against a malicious adversary adds significant complexity and expense.
An SMC-protocol secure under the semi-honest model (or an SSMC-protocol) rarely provides sufficient security for practical applications. For example, two competing transportation companies want to know if they can collaborate to achieve better efficiency and consequently reduce operational costs. Assume there exists an SSMC-protocol that searches for possible overlap of the two companies' trucking routes. It is difficult to convince the companies to utilize the protocol because it is unacceptable to assume that two competing companies trust each other to follow the protocol. (If the parties trusted each other, why not just share the data?) On the other hand, if one company can guarantee the other company that it has behaved honestly during each execution step of the protocol, then a collaboration between the two parties becomes possible. An SMC-protocol secure under the malicious model (or an MSMC-protocol) generally provides such a guarantee, but the complexity of an MSMC-protocol commonly prevents it from being adopted in practice.
Imagine another scenario: multiple parties authorized to see each other's data want to compute a shared result; nevertheless, open disclosure of the data to nonparticipating parties is prohibited. In order to avoid the cost or liability from disclosing the data, every party finds that its best interest is to follow a protocol secure under the semi-honest model. What happens if data is disclosed? Clearly it is the fault of the original owner of the data provided that other parties followed the protocol. On the other hand, since a party may have behaved dishonestly, the owner can accuse others and claim that liability should be shared. At this point, the other party would like to prove that they did follow the protocol and consequently show that they could not have seen the data (unless the owner had behaved dishonestly). In addition, there are situations where collaborating parties are required to follow certain regulations. Regulatory agencies may need to audit whether or not some regulations have been violated through spot checking to detect malicious behaviors. These situations lead us to the accountable computing (AC) framework.
The idea behind the AC-framework is that a party who correctly followed the protocol can be proven to have done so and consequently prove that it could not have known, much less improperly disclosed, data. This provides substantial practical utility over a semihonest protocol. In addition, although a malicious adversary participating in an AC-protocol may learn things that they should not and damage the result, such a behavior could be detected under the AC-framework (and punished through contractual or legal obligations). Furthermore, since the AC-framework does not need to prevent disclosure to a malicious adversary, protocols can be less complex. In particular, much of the cost can be pushed to a verification phase which needs only to be run for auditing or to expose the culprit when disclosure is detected. This enables protocols that approach the efficiency of semi-honest protocols and leads to many practical applications for which the semihonest protocols are insufficient.
The goal of this paper is to introduce and analyze the AC-framework as well as to demonstrate its practicality. Section 2 presents security definition and related ideas. Section 3 introduces the full spectrum of the framework and provides guidelines for designing an AC-protocol. Section 4 illustrates the feasibility and applicability of the framework in the field of privacypreserving data mining. Section 5 concludes the paper.
2 Related Work / Background. We first give a description and definitions of Secure Multiparty Computation; these are necessary to understand the rest of the paper. We then discuss previously proposed ideas that appear similar to our proposed ACframework, and highlight the differences.
2.1 Secure Multi-party Computation. Yao first postulated the two-party comparison problem (Yao's Millionaire Protocol) and developed a provably secure solution [23] . This was extended to multiparty computations by Goldreich et al. [9] . They developed a framework for secure multiparty computation, and in [10] proved that computing a function privately is equivalent to computing it securely. We start with the definitions for security in the semi-honest model. A semi-honest party (also referred to as honest but curious) follows the rules of the protocol using its correct input, but is free to later use what it sees during execution of the protocol to compromise security. A formal definition of private twoparty computation in the semi-honest model is given below.
* be a functionality, and f 1 (x, y) (resp., f 2 (x, y)) denote the first (resp., second) element of f (x, y). Let Π be two-party protocol for computing f . The view of the first (resp., second) party during an execution of Π on (x, y), denoted view Π 1 (x, y) (resp., view Π 2 (x, y)), is (x, r, m 1 , . . . , m t ) (resp., (y, r, m 1 , . . . , m t )), where r represents the outcome of the first (resp., second) party's internal coin tosses, and m i represents the i th message it has received. The output of the first (resp., second) party during an execution of Π on (x, y), denoted output
is implicit in the party's own view of the execution, and
We say that Π privately computes f if there exist probabilistic polynomial-time algorithms, denoted S 1 and S 2 , such that
where C ≡ denotes computational indistinguishability by (non-uniform) families of polynomial-size circuits.
The above definition says that a computation is secure if the view of each party during the execution of the protocol can be effectively simulated given the input and the output of that party. This model guarantees that parties who correctly follow the protocol do not have to fear seeing data they are not supposed to.
The malicious model (guaranteeing that a malicious party cannot obtain private information from an honest one, among other things) adds considerable complexity due to the fact that the consistency of every step of execution with previous computations generally needs to be verified. While we do not give the full definition here, we note that there are three things the model cannot handle [10] While many of the existing practical SMC-style protocols do provide guarantees beyond that of the semi-honest model (such as guaranteeing that individual data items are not disclosed to a malicious party), few meet all the requirements of the malicious model.
Other Verification-based Methods.
Ideas proposed in [2, 7] appear similar to what we have presented in this paper. However, both of them focus on the situation where verifications are mandatory and performed on the fly. This difference will become clear after we detail the AC-framework. Another key distinction is that our AC-framework can achieve a practical efficiency (in cases where there is no reason to suspect malicious behavior) not achievable by previous methods.
In addition, the framework presented in [2] adopts a game-theoretic approach in that participants are rational, and when periodically using an auditing device are expected to provide truthful information.
A special case of the AC-framework is presented in [14] in that its verification process is prohibited from leaking any information regarding participating partys' private inputs. The paper also presents a general way to convert a semi-honest protocol to satisfy the specific framework. On the contrary, this paper presents the full spectrum of the AC-framework with detailed analyses, and we present a real life application to demonstrate its applicability and practicality.
3 The AC-Framework. In this section, we introduce the accountable computing (AC) framework. Before presenting details, we first clarify the following terminologies:
• SSMC-protocol: a protocol secure under the semihonest model in the literature of secure multi-party computation (SMC);
• MSMC-protocol: a protocol secure under the malicious model under the context of SMC;
• AC-protocol: a protocol secure in the proposed ACframework.
In addition to the above terminologies, the terms honest and semi-honest are interchangeable for the rest of the paper. Suppose Φ is a protocol satisfying all the requirements under the AC-framework. In general, the ACframework provides means to examine if what participating parties have done during the execution of Φ is consistent with honest behaviors (expected under the semi-honest model). For instance, whether or not a party has followed the prescribed execution procedures of a protocol could be proved in the framework. We next present essential definitions and key components that a protocol needs to guarantee under the AC-framework. Definition 3.1. (Accountable Behavior) Given a protocol Φ under the AC-framework, an accountable behavior Γ α×β specifies how participating parties should behave, and it has two related components α, β:
• Verifier α ∈ {Participating-party, Third-party}:
an entity who oversees and validates the verification process, where participating-party indicates the validation of the verification process is supervised by a participating party or parties, and third-party indicates the validation is supervised by a third party (i.e., a court, a government agency, etc).
• Degree of disclosure β: specifies what information can be disclosed during the verification process.
According to the above definition, if α = Participatingparty, Γ α×β can be interpreted as: an expected (or accountable) behavior can be verified among participating parties, and the information disclosed during the verification process must be consistent with β. The AC-framework allows a participating party to be the verifier so that a well established or reputable party has the opportunity to evaluate if a first-time collaborator is trustworthy. On the other hand, a relatively unknown party can have the chance to prove its credibility to the other collaborating party under the proviso that the other party can be trusted based on its well-known image or other reputations. Thus, the verification process could serve as a mechanism in building trust among participating parties and reduce costs in establishing well-purposed collaboration. In case there is a dispute among participating parties, the verification process must be conducted under the supervision of a third entity so that any malicious party can be held accountable. In addition, a random verification can be performed as a spot check to audit the integrity of participating parties.
Degree of disclosure only applies to the verification process. The benefits of proving innocence may outweigh privacy concerns, or only take place in a trusted environment (e.g., a courtroom). This component allows participating parties to decide what is more important. If the verifier is trusted, such as a court, disclosure of private information to the court may not be a problem during the verification process. Also, what can be disclosed during the verification process must be agreed on by all relevant participating parties before the execution of any AC-protocol.
Some secure function evaluation protocols utilize a trusted third party (TTP) to perform certain intermediate computations. The verifier in our framework is different from the TTP in those protocols since the intermediate computations performed by the TTP are required during the execution of the protocol and those computations directly affect the correctness of the protocol. Not only does this reduce the load on the third party, but to some extent less trust is required as the results are not dependent on that party.
Next we define conditions that a protocol needs to guarantee in the AC-framework. Definition 3.2. (AC-protocol) An AC-protocol Φ must satisfy the following three requirements:
1. Basic Security: Without consideration of the verification process, Φ satisfies the security requirements of an SSMC-protocol.
Basic Structure:
The execution of Φ consists of two phases:
• Computation phase: Compute the prescribed functionality and store information needed for the verification process.
• Verification phase: An honest party (we refer to such a party as a verifier hereafter) can succeed in verifying an accountable behavior.
3. Sound Verification: Φ is sound providing that the verification phase cannot be fabricated by a malicious party.
Note that unlike the computation phase, the verification phase stated in Definition 3.2 is optional for each run of an AC-protocol. Details follow later in the section.
General Assumptions.
Here we clarify two key assumptions adopted throughout the framework: one is related to the nature of involved entities, and the other concerns the number of malicious parties allowed.
3.1.1 Nature of Involved Entities. In the ACframework, the involved entities consist of both the verifier and participating parties, and nature means a party behaves either semi-honestly or maliciously under the context of this paper. Nature of Verifier: In this paper, we assume that there is one or a group of verifier(s) and that the verifier always behaves honestly during the verification process. In general, AC-protocols (including that in Section 4.3) prevent a malicious verifier from verifying a malicious party behaved correctly, or from proving an honest party behaved incorrectly. A malicious verifier could leave the state of verification undetermined, but as simple refusal to participate would accomplish this, this is impossible to prevent.
Nature of Participating Parties: If a participating party is the verifier, we assume it is always an honest entity. Other participating parties can be either semi-honest or malicious.
Bounds on the Number of Malicious Parties.
For certain models, SMC-protocols only exist when majority of participating parties are honest, and some situations require a majority of 2 3 . For this paper, since we merely consider two-party protocols under the AC framework, we allow the situation where both participating parties are dishonest but without collusion between the two.
1 An AC-protocol should explicitly state a bound on the number of dishonest parties.
Guideline for Designing AC-Protocol.
Based on Definition 3.2, we outline basic procedures that can be used to implement a protocol under the AC-framework. The key procedures highlighted in Figure 1 consist of three parts: behavior specification, computation phase and verification phase.
Behavior specification defines what an expected or accountable behavior is and its related components. The implementation of the computation phase is the same as that of an SSMC-protocol, except that addi-1: Behavior Specification:
• Define a verifiable behavior;
• Specify its related components.
2: Computation Phase:
• Design a protocol Φ secure under the semihonest model;
• Compute all necessary information to support a sound verification process, and modify Φ accordingly.
3: Verification Phase:
• State verification procedures including who should do what during the verification process;
• Prove that the verification procedures along with additional information computed in the computation phase constitute a sound verification process under Definition 3.2. Steps provided in the verification phase serve as guidance for a verifier. It needs to be proven that a malicious participating party cannot convince the verifier that it behaved honestly during the computation phase of the protocol. According to the definitions and the guideline presented in this section, we proceed to present a case study that shows how an actual data mining task can be implemented under the AC-framework.
Case Study:
Finding Frequent Itemsets (FFI). Several algorithms have been developed for privacypreserving association rule mining using the secure multiparty computation framework. Most are based on the Apriori algorithm [1] ; the key step is to securely compute frequency of a set of candidate itemsets without disclosing each party's private dataset. One approach, suggested in [8, 24] , is to use a secure dot product protocol. To demonstrate the usefulness and applicability of the AC-framework, in this section, we present three protocols for finding frequent itemsets: SSMC-FFI, MSMC-FFI and AC-FFI. Based on empirical results, we analyze the pros and cons of each protocol. Before providing details, we first introduce the concept of homomorphic encryption used as building blocks for these protocols.
Homomorphic Encryption.
Let E : R × X → Y be a probabilistic public key encryption scheme, where R, X and Y are finite domains identified with an initial subset of integers and D : Y → X be a private decryption algorithm, such that ∀(r, x) ∈ R × X, D(E(r, x)) = x. Furthermore, the scheme has the following properties:
• The encryption function is injective with respect to the second parameter, i.e., ∀(r 1 , x 1 ), (r 2 , x 2 ) ∈ R × X, E(r 1 ,
• The encryption function is additive homomorphic, i.e., ∀(r 1 , x 1 ), (r 2 , x 2 ) ∈ R × X, (E(r 1 , x 2 ), E(r 2 , x 2 )) = E(r 3 , x 1 + x 2 ), where r 3 can be computed from r 1 , r 2 , x 1 and x 2 in polynomial time. ( is the function to "add" two encrypted values; multiplication in the systems listed above.)
• The encryption function has semantic security as defined in [12] . Informally speaking, a set of ciphertexts do not provide additional information about the plaintext to an adversary with polynomialbounded computing power.
• The domain and the range of the encryption system is suitable.
Paillier's public key encryption scheme [19] has these properties. Honest behaviors in the malicious model can be enforced using efficient zero-knowledge (ZK) proofs [11] under the random oracle model [4] . In order to utilize ZK proof techniques, the Paillier's scheme has following additional properties (two-party case) [5] :
• Threshold decryption: Given a public-private key pair (e.g., k pu and k pr ), the private key k pr consists of two shares (k 1 pr , k 2 pr ) privately distributed between two parties;
• Given a message M , c = E(r, M ) (k pu is implicit in E) can be efficiently computed along with its ZK proof. For instance, suppose c is computed by party P1, then P1 can also efficiently generate ZK proof, denoted as ZK(c), such that without disclosing M , P1 is able to prove to a verifier that c is the correct encryption of some value P1 has;
(c) (j ∈ {1, 2}) can be efficiently computed along with its ZK proof, denoted as ZK(M j ), such that ZK(M j ) can be used to show the decryption is performed correctly;
• M 1 and M 2 can be combine to produce M , but either M 1 or M 2 alone does not leak any information regarding M .
• Given a constant k and a ciphertext E(r, M ), E(r ′ , k · M ) can be efficiently computed along with its ZK proof.
Based on these properties, we present two protocols: SSMC-FFI and MSMC-FFI. We then show how to convert MSMC-FFI into AC-FFI, allowing the semihonest behavior to be verified. For illustrative purpose, we use E(M ) and D(c) to represent E(r, M ) and D k j pr (c) respectively wherever the context is clear in the rest of the paper.
SSMC-FFI and MSMC-FFI.
The protocols presented in [8, 24] product value. Table 1 shows a dataset vertically partitioned between P1 and P2, which can be reconstructed via oneto-one join on the global identifier attribute Tr#. Assume P1 and P2 want to know if {abc} is a frequent itemset. 1 1 0 0 1 0 0 1 1). After applying the FFI protocol, both parties get random shares of v 1 • v 2 = 3 without disclosing the private vectors v 1 and v 2 to each other. If the minimum support is 2, then {abc} is one of the frequent itemsets. Details regarding the correctness and security analyses of the FFI protocol can be found in [8, 24] .
Key steps of the MSMC-FFI protocol are highlighted in Algorithm 2 (based on Protocol 2 presented in [15] ). The main difference from the SSMC-FFI protocol is that ZK proofs are adopted to enforce honest behaviors. Steps 2(a) and 3(a) use ZK proofs to examine if received information is legitimate. In addition, step 3(c) is performed via threshold decryption and only P1 gets the decrypted value. Detailed security proof and correctness analysis can be found in [15] .
FFI under the AC-Framework (AC-FFI).
Before introducing the AC-FFI protocol, we first define the accountable behavior Γ α×β associated with AC-FFI:
• Both parties perform expected computations;
• α = Third-party;
• β: Nothing is disclosed regarding each party's private input.
Note that Γ α×β implies that the verification phase of AC-FFI should be able to detect any malicious behavior (prevented under the malicious model) that occurs in the computation phase. Thus, the verification phase needs to verify every step in the computation phase. 
Algorithm 2 MSMC-FFI Protocol
(from x i and y i ) and ZK(z i ) for each z i ; (e). Compute er 2 ← E(r 2 ) and ZK(er 2 ) of er 2 ; Designing such an AC-FFI protocol is straightforward given the MSMC-FFI protocol. Key steps of AC-FFI's computation phase are provided in Algorithm 3. The protocol adopts a secure signature scheme denoted by Sign (e.g., RSA [20] ) which is used during the verification process.
2 In order to fit the domain of a digital signature scheme, we also use a hash function (e.g., SHA [18] , MD5 [21] ) to compute the hash value of an intended message and then sign the hash value instead. Algorithm 3 is identical to MSMC-FFI (Algorithm 2), except for the computation and verification of ZK proofs. Thus, we expect the computation phase of AC-FFI to be much more efficient than MSMC-FFI.
Algorithm 3 AC-FFI Protocol: Computation phase Require: v 1 , v 2 , E, Sign, H, ||, where
and E has certified public key parameters, and each party has a private share of the decryption key, Sign is a secure signature scheme, H is a hash function and || is a message concatenation operator {OUTPUT: P1 ← r 1 and P2 ← r 2 } 1: P1:
where r is randomly chosen for each
) from x i and y i ; er 2 ) ) (Both parties jointly perform this decryption process, but only P1 gets to know r 1 value).
The verification phase of AC-FFI is presented in algorithm 4. The verification phase is basically to examine the consistencies of all related ZK proofs as in the malicious model. Steps A and B in Algorithm 4 require P1 and P2 to send the messages they received during the computation phase, plus ZK proofs of messages they sent. At step C, the verifier first examines whether or not P1 and P2 send valid messages for veri- fication. Then steps C(3) and C(4) check consistencies of all ZK proofs.
Algorithm 4 AC-FFI protocol: Verification phase
Require: V, H, E, where V is a verifier, H and E
Security and Soundness of AC-FFI.
Under the AC-framework, the computation phase of an ACprotocol is required to be secure only under the semihonest model. In addition, because Algorithm 3 is directly derived from MSMC-FFI without computation and verification of ZK proofs, the computation phase of AC-FFI inherently satisfies the security requirement of the AC-framework. Next, we show that the verification phase of AC-FFI is sound. Proof. Sketch: The first two steps of Algorithm 4 require both parties to send the messages received during the computation phase. Steps C(1) and C(2) check legitimacy of the messages. For instance, at step C(1), if the signature is not valid, the verifier can claim P1 did not behave honestly due to the assumption that the computation phase did not terminate prematurely. This implies that P1 should have received valid message and signature pairs. The same reasoning applies at step C(2).
Once no malicious behavior is detected at these two steps, the verifier can be certain that the messages received from P1 and P2 were actually used during the computation phase.
Step C(3) examines if ZK proofs P1 provided are consistent with the messages (or encryptions) computed during the computation phase. Any inconsistency can lead to a conclusion that P1 is malicious (or did not perform expected computations). Since the verification phase verifies the same set of ZK proofs as those in MSMC-FFI, it can detect any malicious behavior prevented under the malicious model. In addition, because these proofs are zero-knowledge, the verifier is unable to use them to infer information regarding parties' private inputs. Consequently, the verification phase of AC-FFI is sound.
Note that for the verification phase, we did not consider the situation where the protocol terminates prematurely. The aborting of a protocol is a very complex issue because many factors could be involved. It would be very interesting to design a verification process that handles such situations. Furthermore, the verifier can claim any party who refuses to participate in the verification process as a malicious entity. We next empirically analyze the complexity of the three protocols.
Empirical
Analysis. In our experience with similar protocols, the time to performs homomorphic encryptions dominates the computational and communication times of such protocols. Therefore, we estimate the relative performance of the three FFI protocols based on the time to perform required number of encryptions and decryptions. The protocols are implemented in Java, and all executions were carried out on Solaris Sparc with two 1Ghz processors and 2GB memory. Because some values used in the encryption process are randomly chosen, there is a small variance among different executions. Thus, we report the average time complexity of each protocol across multiple executions. Figure 2 shows the empirical results. As shown in the figure, for each protocol, the time complexity grows linearly with the size of the dataset. SSMC-FFI is about ten times faster than MSMC-FFI, and the computation phase of AC-FFI is about five times faster than MSMC-FFI since all ZK proofs are delayed to the verification phase. Although we did not show the complexity of the verification phase, its cost is near that of the MSMC-FFI protocol. These results confirm our intuition: the computation phase of an ACprotocol can be more efficient than an MSMC-protocol. Furthermore, since malicious behavior can be detected by verification, participating parties have an incentive to follow the protocol correctly; as a result, participating parties are more likely to behave correctly under the AC-framework (even if verification is only occasional or on demand) than with an SMC-protocol secure only under the semi-honest model.
Conclusion / Future Work.
Confidentiality is an extremely important issue in data security. Even when different data holders are allowed to see each other's data, they may not choose to do so when they collaborate to achieve a common goal because they do not want to get accused that they are the ones to disclose certain confidential information.
In this paper, we present the accountable computing (AC) framework that allows an honest party to prove innocence to a third independent entity when it has followed a protocol correctly. Equivalently, malicious behaviors could be detected under the framework. An SSMC-protocol, if followed, prevents information disclosure. However, it may be possible for a dishonest party to undetectably cause disclosure by not following the protocol correctly. At the other end of the spectrum, a protocol secure under the malicious model definitely erases these security concerns. Nevertheless, efficient malicious protocols appear to be difficult to design. The AC-framework provides a party verifiability, and its general structure allows possible design of more efficient protocols than the malicious model because the verification process is optional and does not need to be carried out during the execution of an AC-protocol.
Under the AC-framework, we do not explicitly state the penalty related to the detection of malicious behaviors in the verification phase. In practice, this can be addressed through contract signing, and before using any AC-protocol, both parties should agree on the penalty should malicious behavior be detected.
In the paper, we also presented a secure finding frequent itemsets protocol that meets the definitions of the AC-framework. Since the verification phase of AC-FFI does not leak any private information regarding participating parties' inputs, the verification process can be carried out repeatedly with different verifiers. Therefore, the trust imposed on the verifier is limited. Future work includes protocols supporting more than two parties. As mentioned previously, dealing with premature termination of an AC-protocol would also be very interesting for future research.
