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ABSTRACT 
If two self-adjoint operators differ by a perturbation of rank 1, or if one is the 
compression of the other to a subspace of codimension 1, then their eigenvalues 
interlace, in any real interval where the total spectral multiplicity is finite. (This 
extends the classical results which treat only the highest eigenvalues or the lowest.) 
The cases in which equality occurs in the interlacing inequalities are also completely 
described. 
1. STATEMENT OF THE THEOREMS 
The interlacing property of eigenvalues of a hermitian matrix has familiar 
and useful extensions to certain self-adjoint operators on infinite- 
dimensional Hilbert space. One formulation is this. Assume A is a bounded 
self-adjoint operator on the Hilbert space .X, and let P be the orthoprojector 
onto a subspace of codimension 1; let A, be the bounded self-adjoint 
operator PA 1 pJy” on P2. If A has eigenvalues larger than any point of the 
continuous spectrum (or any other point of infinite multiplicity), denote them 
by X,>A,> .a. >X,> . . . . similarly let the highest eigenvalues of A, be 
CL1 >, 112 > . * * . Then hi>~i>~hj+r. This statement, a little more general 
than is customary, conveniently includes the finite-dimensional special case. 
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One can make, of course, the corresponding interlacing statement for the 
lowest eigenvalues. For recent discussions see [5], [3], [2]! 
The principal purpose of the present paper is to show that a very classical 
line of argument yields a little more information: the interval where the 
interlacing is asserted need not be at the right or left end of the spectrum, 
but can he between intervals carrying continuous spectrum or other kinds of 
infinite multiplicity. 
THEOREM 1. Let A, be the compression of the self-adjoint bounded 
operator A to a subspace PX of codimension 1, and let 9 be any open 
interval of R. Then the spectral subspaces for A and A, respectively 
belonging to 9 differ by at most 1 in dimensionality. 
THEOREM 2. Under the hypotheses of Theorem 1, consider an interval 9 
of Iw where A or A, has finite multiplicity. Then both have finite multiplicity 
there. If the eigenvalues of A on 9 are A 1 > A 2 2 . . . , and those of A i on 9 
arepr>ps> f.., 
all j. 
theneither Xi>pi>Xjil forall jorpj>hj>pj+i for 
If we were treating, say, the upper end of the spectrum, then we would 
assert one of the alternatives, A j > p j > A j+ i. The point of the present 
formulation is that we don’t keep track of what is above or below the interval 
under scrutiny; so of course we can’t distinguish between the two alternatives 
even in finite-dimensional space. 
The other familiar interlacing theorem concerns perturbation of rank 1. As 
above,let A,>X,> .a. be the top eigenvahies of bounded self-adjoint A; let 
the top eigenvalues in the same sense of the bounded self-adjoint B be 
cLi>112> “‘; and assume B - A has rank 1. Then the eigenvalues interlace 
according to X j > p > 
while if B - A > 0 & 
h j+ 1 if B - A < 0 (in the sense of hermitian forms), 
ple [419[51Y 131, PI. 
ey interlace according to p j > X j > p j+ r. See for exam- 
Here again we make the extension to any interval. 
THEOREM 3. Let A and B be bounded self-adjoint operators such that 
B - A is of rank 1, and let .Y be any open interval of R. Then the spectra 
subspaces for A and B respectively belonging to .F differ by at most 1 in 
dimensionality. 
‘Let us take this occasion to point out egregious errors in [3]. The statement of the 
elementary lemma on p. 402 is too general (the second conclusion requires the hypothesis 
Q = Q* = Q2). More serious, the proof of Theorem 3 is fallacious. These errors have no effect on 
the questions pertinent to the present paper. 
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THEOREM 4. Under the hypotheses of Theorem 3, consider an interval Y 
of BP where A has finite multiplicity. Then B also has finite multiplicity there. 
If the eigenvalues of A on 9 are X,>,A,>, .*a, and those of B on Y are 
pi>//-ls>/ ***, 
all j. 
then either Xj2pjZhj+i for all j or ~~~~~~~~~~ for 
In the succeeding sections we will prove these theorems and discuss the 
cases of equality (Theorems 5,6,7,8). 
The results have generalizations in which the codimensionality of the 
subspace (or the rank of the perturbation, respectively) is not 1 but a known 
k 2 1. These are most easily stated and applied by direct repeated use of the 
case k = 1, so we will say no more about them. 
We will use the following notation. The elements of the Hilbert space are 
denoted by letters x, y, e, * * * . The linear functional corresponding to such an 
x is denoted by x*; thus the inner product of x with y is x*y. The spectral 
subspace for a self-adjoint A belonging to any subset 9 of R is denoted by 
{AE~‘}. 
2. INTERLACING FOR COMPRESSIONS 
Proof of Theorem 1. We are given selfadjoint A on 2, and orthoprojec- 
tor P of codimension 1. Thus letting e be any unit vector in ker( P). we have 
P = 1 - ee *. Also A, is the self-adjoint operator on the space PX defined by 
A i = PA 1 px. We are to prove that the dimensionalities of the two subspaces 
{AE~} and {A,E~}~PX d o not differ by more than 1. Since this 
relation would carry over from A to any (Ye + LY~A, it will be established for 
any bounded 9 if we establish it for the interval ( - 1,l). [The case of an 
unbounded interval-the familiar case-will follow too. For example, the 
conclusion with 9 =(X0, cc) is the same as with Y = (A,, ]]A]]+ l).] 
There are two inequalities to be proved, and the proofs are slightly 
different. 
Part 1. Suppose if possible that dim { A E .Y } > dim { A, E 9 } + 1 = 
dim(span(e, { A, E 3))). Th en the spectral subspace { A E 9 } has some 
unit vector x orthogonal to the subspace span (e, { A, E f }). We know that 
(i) x lies in the spectral subspace for A belonging to 9 = {X: ]h] < l}, so 
]]Ax]] < 1; (ii) x I e, i.e., x E P.8, so A,x is defined and ]]Air]] = IIPAxll < 
11 Axll; (iii) x belongs to the spectral subspace for A r belonging to Yc = 
{X: ]h] 2 l}, so ]]Alx]] z 1. But (i),(ii),(“‘) m are inconsistent. This proves one 
direction. 
Part ZZ. Suppose if possible that dim { A, E Y } > dim { A E 9 } + 1. 
Then, a fort&i, dim{ A, E Y) > dim(span(Ae, { A E 9))). Therefore the 
spectral subspace {A, E Y } has some unit vector y orthogonal to Ae and to 
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the subspace { A E Y}. This means that (i) y lies in the spectral subspace for 
A, belonging to 9 = {h: ]h] < l}, so ]]Aiy]] < 1; (ii) knowing that y E {A, 
E Y } c PX, and that y *Ae = 0, whence Ay E P.2, one deduces Ay = A,y; 
(iii) y belongs to the spectral subspace for A belonging to .Yc = {h : I XI> l}, 
so IIAyll > 1. But (i),(ii),( iii are inconsistent. This completes the proof of the > 
theorem. H 
Notice that the proof has been put in such terms that it does not depend 
on finite-dimensionality of the subspaces involved. 
We turn to Theorem 2. The first conclusion of the theorem follows from 
the remark just made. It remains to prove the main conclusion, the interlacing 
property. That is, we must exclude the possibilities (a) that X j+ 1 > p j for 
some j, (b) that p j+ 1 > X j for some j, and (c) that for some j and k, X j > p j 
but pk > X,. Now in situation (a) the open interval { h E .Y : A > p j } has total 
spectral multiplicity j + 1 for A and j - 1 for A,; in situation (c) with j < k, 
the open interval (h,, X j) has total spectral multiplicity k - j - 1 for A and 
k - j + 1 for A,; and the remaining types are just like these with reversal of 
the roles of A and A,. All violate Theorem 1. Theorem 2 is proved. 
As is well known in the case that we look only at the top end or the 
bottom end of the spectrum, equality can occur in the interlacing inequalities 
only in degenerate situations. This is entirely independent of variational 
characterizations (such as [5]), so it is not surprising that it remains true in the 
present generality. 
THEOREM 5. Under the hypotheses of Theorem 1, if h is an eigenvalue 
of both A and A,, then there is some common eigenvector belonging to A for 
both. 
Proof. Without loss of generality, assume A = 0. Let x be any unit 
vector in PX such that A,x = 0, that is, PAX = 0. Another way to say this is 
Ax = pe; here, if p = 0 then x will serve as the vector whose existence is to be 
proved. 
Also let y be any unit vector such that Ay = 0, and write y = [e + Py, as 
we may for any element of ~9’; here, if E = 0 then y will serve as the vector 
whose existence is to be proved. 
But from Ay = 0 we infer 
0 = y*Ax = ce*Ax + y*PAx =&I, 
so that either /3 = 0 or 5 = 0, q.e.d. n 
THEOREM 6. Under the hypotheses of Theorem 2, .@ may be decom- 
posed into an orthogonal direct sum 9@9 ‘, where 9 c PX is spanned by 
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finitely many eigenvectors belonging to eigenvalues in 9, while the interlac- 
ing inequalities of Theorem 2 become strict inequalities if A is replaced by 
Al.!-@* 
Notice that 9 ’ is a reducing subspace, so the restriction to it is 
self-adjoint and the theorem applies. 
Theorem 6 follows at once from Theorem 5: indeed, independent eigen- 
vectors spanning a subspace Y as described can be obtained successively, 
reducing the total multiplicity of common eigenvalues each time. 
3. INTERLACING FOR PERTURBATIONS 
Proof of Theorem 3. We are given selfadjoint A and B, with B - A = 
yee * for some unit vector e and nonzero real y. There is no loss in generality 
in taking the interval 9 to be ( - 1,l). Suppose now if possible that 
dim{BES} >dim{AE9}+1>dim(span(e,{AE9})). (Excluding this 
possibility will complete the task, because A and B enter essentially symmet- 
rically.) 
We can choose a unit vector x in the subspace { B E .Y } but orthogonal 
tospan(e,{AE.Y}).Th en i x ‘es in the spectral subspace for B belonging () h 
to ( - l,l), so llBx[l -C 1; (ii) x I e, so Ax = Br; (iii) x is in the spectral 
subspace for A belonging to (- l,l)‘, so llAxll> 1. But (i),(ii),(iii) are 
inconsistent. This completes the proof of Theorem 3. n 
Theorem 4 follows just as Theorem 2 did from Theorem 1. 
Now we do the cases of equality, again parallelling Section 2. 
THEOREM 7. Under the hypotheses of Theorem 3, if X is an eigenvalue 
of both A and B, then there is some common eigenvector of A and B 
belonging to h. 
Proof. Assume that Ax = hx and By = Xy, both x and y nonzero. Then 
(because A is real) x*(B - A)y = 0. But B - A = yee*, so yx*ee*y = 0; and 
since y # 0, this forces either x I e or y I e. Whichever one is orthogonal to 
e is the common eigenvector required. n 
THEOREM 8. Under the hypotheses of Theorem 2, X may be decom- 
posed into an orthogonal direct sum JY @J? ‘, where J? c ker (B - A) is 
spanned by finitely many eigenvectors belonging to eigenvalues in 9, while 
the interlacing inequalities of Theorem 4 become strict inequalities if A and 
B are replaced by their restrictions to J? I. 
The follows just as Theorem 6 did from Theorem 5. 
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