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C. Loewner (Muth. Z. 63 (1955). 338-340) has shown that every non-singular 
totally positive matrix of finite order can be reached from the identity by forward 
solutions of the control equation dR/dt = C(t) R, when C(t) varies in the class of 
Jacobi matrices with non-negative off-diagonal entries. We give a probabilistic 
solution of this equation by associating with it a finite-state non-stationary birth- 
and-death process and using the Feynman-Kac formula. This yields a probabilistic 
representation of non-singular totally positive matrices in terms of random evolu- 
tions. We then extend the representation to compound matrices by making use of a 
multi-particle system due to R. P. Feynman (Phys. Rev. 76 (1949), 749-759, 
769-789) and S. Karlin and J. McGregor (Pacific J. Math. 9 (1959), 1141-1164). As 
applications, we obtain both the Jacobi-Liouville formula and the inequality of 
F. R. Gantmacher and M. G. Krein (“Oszillationsmatrizen, Oszillationskeme und 
kleine Schwingungen mechanischer Systeme,” Akademie-Verlag, Berlin, 1964) for 
the principal minors of totally positive matrices by simple probabilistic arguments. 
* lYX6 Academic Press. Inc. 
1. LOEWNER’S APPROACH TO THE STUDY OF TOTALLY 
POSITIVE MATRICES 
Totally positive matrices are matrices with real entries which have the 
property that their minor determinants of every order are non-negative. 
This property ‘is preserved under matrix multiplication, so that the totally 
positive matrices of given order form a semigroup with identity. In 1955, in 
a paper [14] scarcely three pages long, Loewner showed how certain notions 
originating in the theory of transformation groups, going back to Sophus 
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Lie, could be adapted and applied to the study of these semigroups of 
totally positive matrices. 
Loewner’s first task was to characterize their infinitesimal generators. He 
established that they are precisely the Jacobi matrices whose off-diagonal 
elements are non-negative. In other words, he showed that C is an infinites- 
imal generator of the semigroup of totally positive matrices of order n if 
and only if its elements cij satisfy the constraints 
cjj20for Ii-j1 = 1, i, j = 1 ,---, n, 
c,j=Ofor]i--jl >l, i, j = 1,. . . , n. 0.1) 
Loewner then went on to show that if C(t) is any one-parameter family 
of infinitesimal generators which is piecewise continuous in t, the solution 
in forward time of the initial value problem for the matrix differential 
equation 
dR/dt = C(t)R 0.2) 
will be totally positive and non-singular, whenever the initial values of R 
have this property. 
The rest of Loewner’s paper is devoted to the formulation and solution of 
an inverse problem for the foregoing differential equation. Let A be any 
given non-singular totally positive matrix of order n. Consider the equation 
(1.2) together with the boundary values 
R(0) = Z and R(T) =A, (1.3) 
where Z is the identity matrix and T is a positive number. The problem 
treated by Loewner is to determine whether there exists a piecewise 
continuous family of matrices C(t) on the interval [0, T], whose values are 
restricted by the constraints (1.1) for which the corresponding solution 
R = R(t) of (1.2) satisfies the two-point boundary conditions given by 
(1.3). 
Loewner showed that this problem can always be solved. In fact, by 
appealing to a previous result of A. Whitney [15], he established that the 
family of matrices C(t) can be taken to be piecewise constant and to have 
only one non-zero entry at a time. Thus, by using time-varying infinitesimal 
generators, every non-singular totally positive matrix of order n can be 
generated from the identity by solutions of the difirential equation (1.2). 
This result of Loewner allows us to reduce the study of totally positive 
matrices to analysis-at least in principle. Indeed, the setup consisting of 
the differential equation (1.2) with the constraints (1.1) can be regarded as a 
control system, and the Loewner-Whitney result can be expressed by saying 
that the non-singular totally positive matrices comprise the set reachable 
from the identity Z in positive time by means of trajectories of this control 
system. The novelty of this approach is that the controls do not enter as 
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forcing terms, but as generators. The possibility of thus recasting inverse 
problems for differential equations as problems of control gives a strong 
incentive to the study of control systems arising from transformation 
semigroups (cf. Goodman [7]). 
Instead of pursuing this analytical approach here, we want to go a step 
further and show that Loewner’s equation admits a probabilistic solution. 
This will then allow us to establish results concerning totally positive 
matrices by using probabilistic arguments rather than analytical ones. 
It turns out that there is an intimate connection between totally positive 
matrices and finite-state birth-and-death processes. This was a major dis- 
covery of Karlin and McGregor [lo], and we shall make use of their work in 
Section 6, adapting it to the finite-state context. However, where their main 
concern was in characterizing the transition matrices of birth-and-death 
processes, which are necessarily stochastic or substochastic, ours is to show 
how such processes can be used to obtain a probabilistic representation for 
the most general non-singular totally positive matrices of finite order. 
This is achieved by using the Feynman-Kac formula to express the 
solution R(t) of (1.2) as the expected value of the exponential of an integral 
along the trajectories of a related birth-and-death process. When linked up 
with the Loewner-Whitney result, this yields a probabilistic representation 
for the entries of an arbitrary non-singular totally positive matrix A. 
We then go on to extend this representation to the minors of A by 
deriving from Loewner’s equation (1.2) a differential equation for com- 
pound matrices and solving it probabilistically. To do so, we use m-tuples 
of independent birth-and-death processes and subject them to a taboo that 
has the effect of preventing any two of the coordinate processes from 
simultaneously occupying the same state (compare Karlin and McGregor 
[lo]). As an illustration of what can be done within this framework, we 
derive, in Section 7, the Jacobi-Liouville formula, and we give, in Section 8, 
a proof of the Gantmacher-Krein inequality which is purely probabilistic 
in nature. 
2. THE PROBABILISTIC SIGNIFICANCE OF LOEWNER’S EQUATION 
In what follows, it will be more convenient to consider the transpose of 
equation (1.2), and write 
dR/dt = RC(t). (2.1) 
Since the class of totally positive matrices is closed under transposition, as 
is the class of its infinitesimal generators, we can use this equation instead 
of (1.2) to generate the elements of the semigroup of non-singular totally 
positive matrices of order n. 
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For each value of i, varying from 1 to n, denote the sum of the entries in 
the ith row of C(r) by ui(t), and denote by V(t) the diagonal matrix 
determined by the u,(t)‘s: 
V(t) = diag(u,(t),..., u,(t)). 
Set 
Q(t) = C(t) - V(t). 
Then Eq. (2.1) can be rewritten as 
dR/dt = R(Q(t) + V(t)). (2.2) 
The row-sums of the matrix Q(t) are zero while its off-diagonal entries 
qii( t), which coincide with the off-diagonal entries cij( t) of the matrix C(t), 
are non-negative and vanish for 1 i - jl > 1. It follows that no diagonal 
element qii( t) can be positive. 
These are exactly the conditions which allow us to regard the family of 
matrices Q(t) as the intensity matrices of a non-stationary continuous time 
birth-and-death process x(t), whose state space consists of the integers 
1 , . . . ,n. In other words, there exists a family of probability measures P;‘, 
with s varying in a certain time interval [0, T] and i ranging from 1 to n, 
which defines on the space of right-continuous left-limit step-functions 
from [O,T] to {l,..., n } a strong Markov process whose family of transi- 
tion matrices P(s, t) = ( pij(s, t)), defined by the formula 
Pij(s9 z, = pf{x(t) =j}Y fori,j=l,..., n, 
satisfies the Kolmogorov differential equation 
(2.3) 
dP/dt = PQ(t) 
on the interval [0, T]. (See, e.g., Jacobsen [8].) 
(2.4) 
Equation (2.4) corresponds to the special case of (2.1) in which the row 
sums ui( t) are all zero. In this case, the conditions imposed upon the 
matrices Q(r) ensure that the general solution P(s, t) of (2.4) is stochastic, 
that is, it is non-negative and its row-sums are equal to one. The formula 
(2.3) thus gives a probabilistic solution to Eq. (2.4), identifying the matrices 
P(s, t) with the transition matrices of the associated birth-and-death pro- 
cess. It then follows from Loewner’s work that the transition matrices of 
these birth-and-death processes are totally positive. Karlin and McGregor 
[lo] pointed out that this property can also be proved probabilistically (and 
extended to the countable-state case). We take up their approach below, in 
Section 6. 
Frydman and Singer [3] have shown, conversely, that every non-singular 
stochastic totally positive matrix of order n can be generated from the 
identity by a solution of (2.4). This is the analog for stochastic totally 
positive matrices of Loewner’s solution of the inverse problem. It follows 
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that every non-singular totally positive stochastic matrix of order n pos- 
sesses a probabilistic interpretation as the transition matrix of a birth-and- 
death process. 
We now want to extend this interpretation to all the solutions of Eq. (2.1) 
and thus to totally positive matrices which are not necessarily stochastic. 
For this purpose, we shall use Eq. (2.2), which is in a form that allows us to 
appeal to the following finite-state version of the celebrated Feynman-Kac 
formula. 
The Feynman - Kac Formula 
The elements rij(s, t) of the general solution R(s, t) of Eq. (2.2) are given 
by 
rjj(s, t) = Ef x for i,.i=L...,n. 
This formula was established by Kac [9] in the case where Q is indepen- 
dent of t. However, his proof can be adapted to the non-stationary case. 
For another proof, see [l]. 
We can interpret this formula in the sense of random evolutions. Imagine 
a population that evolves in a random environment, and suppose that the 
population grows at the instantaneous rate uc(u) when the environment is 
in state k at time u. The above formula then determines the expected 
population size at the time t as a function of the initial and terminal 
constraints on the state of the environment. 
An analogous formula holds when we drop the assumption that the 
infinitesimal generators C(t) in (2.1) are tri-diagonal, but assume instead 
only that their off-diagonal elements are non-negative. Generators of this 
sort are called essentially positive, and occur both in nuclear transport 
theory and in compartmental models in ecology. In this case, the underlying 
process x(t) is no longer birth-and-death, but is an n-state Markov jump 
process of a more complicated nature. 
One consequence of the above formula which is valid in this enlarged 
context is that the structure of the zeroes in the solution matrix R(s, t) is 
identical with the zero structure of the transition matrices P(s, t). In other 
words, the addition of a diagonal perturbation term V(t) to the generators 
Q(t) has no effect on the zero structure of the solution matrix. This is 
evident from inspection of the Feynman-Kac formula, since the exponen- 
tial never vanishes, and it shows how easily that formula reveals facts that 
would be difficult to discover and to prove if only analytical tools were 
available. 
Returning now to the context of totally positive matrices, we see that the 
Loewner-Whitney theorem, which asserts that every non-singular totally 
positive matrix A can be generated by a solution of (2.2) starting from the 
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identity matrix at time zero, now yields the following probabilistic formula 
for the elements aij of A. 
A Probabilistic Representation of Totally Positive Matrices 
Let A be a non-singular, totally positive matrix of order n. Then there can 
be associated with A an n-state non-stationary birth-and-death process x(t) on 
an interval [0, T] and n real functions VI(t), . . . , v,,(t), which are piecewise 
constant on [0, T], in such a way that the elements aij of A are expressed by 
the formula 
In this formula there is no longer any trace of the differential equation. 
However, it is equivalent o the differential equation (2.1) with the boundary 
conditions (1.3), in that, once the birth-and-death process x(t) is known, its 
family of intensity matrices Q(t) is determined and, consequently, so are 
the infinitesimal generators C(t) occurring in (2.1). 
3. STATIONARITY VERSUS NON-STATIONARITY 
It is noteworthy that in Loewner’s differential equation there occur 
time-varying families of infinitesimal generators in place of the constant 
generators which are ordinarily used in the theory of Lie groups. For this 
reason, in order to arrive at a representation formula we have been obliged 
to introduce non-stationary birth-and-death processes instead of the more 
usual time-stationary ones. Is it really necessary to do so? The following 
considerations show that it is. 
Let A be any non-negative 3 x 3 matrix with strictly positive elements 
on and above the main diagonal, except for a13, which vanishes. We claim 
that there is no constant matrix C with non-negative off-diagonal elements 
that can be used to generate A from the identity in a finite time T by the 
corresponding solution R(t) of the dzfirential Eq. (2.1). 
To see why this is so, suppose such a solution were to exist and consider 
r13(t) as a function of t. Since the general solution of (2.1) under the stated 
constraint on C is non-negative for all t 2 0, while r13(T) = aI = 0, the 
function r,,(t) assumes its minimum at t = T. Thus, by Fermat’s theorem 
and (2.1), there holds 
dr,3(t)/dtl,=, rll(Th + dTh3 + ~I~(T)cu =0. 
In this formula, the first two terms are non-negative, while the last term 
vanishes, since r13(T) = aI3 = 0. But r,,(T) = aI1 > 0 and r12(T) = aI2 > 
0, so cl3 and cl3 must vanish. Since the generator C has zeroes both at cl3 
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and at cz3, all its powers will have zeroes in these two places, and, 
consequently, so will exp(TC) = R(T). But R(T) = A, hence A must have 
al3 and a23 q e ual to zero, in contradiction to the assumption that u23 is 
strictly positive. 
If, in addition to the conditions imposed above, we require A to be upper 
triangular, then A is totally positive and non-singular. The foregoing 
reasoning shows that A cannot be generated by Loewner’s equation if we 
use constant generators C for which cij 2 0 for li - jl r 1, and this rules 
out any constant C that satisfies the constraints (1.1). 
This result can also be established probabilistically by considering the 
associated birth-and-death process x(t), introduced above. Stationarity 
implies that if a transition between states can occur at all, it must be able to 
occur at any time. Now, since aI2 > 0, we can infer from the representation 
formula for ui2 that pi2(0, 2”) > 0, and thus, by continuity, p12(0, t) > 0 
for all t sufficiently near to T. If it were true that ~~~(t, T) > 0 for some 
such t, then pi3(0, T) > 0, and the representation formula would give 
ur3 > 0, which is ruled out by hypothesis. Hence no passage from state 2 to 
state 3 can occur in the interval from t to T, whence, by the stationarity, no 
passage from 2 to 3 can occur at all. Accordingly, by the representation 
formula, a23 must be zero, in contradiction to our hypothesis. 
The above result, which obviously generalizes to matrices of higher order, 
shows that it is impossible to generate all non-singular totally positive 
matrices by using Loewner’s equation with constant generators alone. This 
explains and justifies Loewner’s employment of time-varying generators 
and makes our use of non-stationary processes in the foregoing representa- 
tion formula inevitable. 
4. THE EXTENSION OF LOEWNER’S RESULTS TO COMPOUND 
MATRICES 
The goal of the next few sections is to show that an analogous probabilis- 
tic representation can be obtained for the minor subdeterminants of any 
non-singular totally positive matrix A of order n. 
Take any integer m in the range from 2 to n. Each minor of order m 
corresponds to an m-tuple of rows ii,. . . i, of A, which are written in 
increasing order, and an m-tuple of columns j,, . . . j,, also written in 
increasing order. When these multi-indices are arranged lexicographically, 
the associated minors 
can be assembled into a matrix of order ( 1 Lb known as the mth compound 
of the matrix A, and denoted by ACm). 
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The operation of forming the m th compound is functorial, in the sense 
that the m th compound I cm) of the identity matrix I is the identity matrix 
of order L , ( 1 and the m th compound of the product of two matrices of 
order n is the product of their mth compounds. It thus follows that the mth 
compounds of the family of non-singular totally positive matrices form a 
semigroup with identity under matrix multiplication. 
We want to show, in analogy with Loewner’s result of Section 1, that 
each member of this semigroup can be generated from the identity by 
solutions of a certain matrix differential equation. To do so, we can exploit 
a classical result of Lappo-Danilevski [12], [13]. If R(s, t) is the general 
solution of the differential Eq. (2.1) then Lappo-Danilevski proved that the 
function R(“’ = Rcm)(s, t) satisfies the linear differential equation 
dR’“‘/dr = R”“‘C(‘“)( t), (4.1) 
where, for each t, the entries in the matrix Ccm)(t) can be expressed in 
terms of the entries in the matrix C(t). This equation is analogous to Eq. 
(2.1), for the matrices C(*)(t) occurring here are easily seen to be infinitesi- 
mal generators of the semigroup of m-th compounds of non-singular totally 
positive matrices of order n. (We caution the reader that the Cc”‘)(t) are 
not, themselves, mth compounds of the matrices C(t)!) 
To be sure, Lappo-Danilevski did not consider the time-dependent case, 
but, as t enters only as a parameter, his results carry over here. Lappo- 
Danilevski did not restrict himself to tri-diagonal generators, nor did he 
work out his final formulas as explicitly as we would like for our purposes. 
Nevertheless, it is not difficult to do so, and we present he results below for 
the u-i-diagonal case. 
Let us say that the multi-indices i,, . . . , i, and jr,. . . , j,, written in 
increasing order, are nearest neighbors if they agree except in one place, and 
in that place their values differ by +l. Notice that for this to happen, the 
indices cannot all be consecutive, but must contain certain gaps. 
Using this terminology, we can state the result as follows. We have 
unless i,, . . . , i, and jl, . . . , j,,, coincide or are nearest neighbors. In the case 
of coincidence, 
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while for nearest neighbors, 
c(.m) 
II ,..., i ,_.., I, (t) = ‘ijtt)T 
i,, , j.. _. i, 
where i and j are the two exceptional indices, Ii - jl = 1. 
It follows from the foregoing that the off-diagonal elements of Ccm)(t) 
are non-negative. However, the matrices C(“)(t) are not, in general, 
tri-diagonal-that property is lost because of the lexicographic ordering. 
The final result of Loewner reported in Section 1 now has its counterpart 
in terms of compound matrices. It concerns the inverse problem for the 
differential equation (4.1) and can be formulated in the following way. 
The Extension of the Loewner- Whitney Theorem to Minors 
Suppose that A is a totally positive non-singular matrix that is generated 
from the identity in time T by a solution of Loewner ‘s equation (2.1). Then its 
mth compound A(*) will be generated in time T from the identity matrix I(“) 
by the solution R trn) of the equation 
dR’“‘/dt = R(“)C(“)( t), 
where the coefficients of Ccm)( t) are given by the above formulas. 
5. REFORMULATION OF THE DIFFERENTIAL EQUATIONS FOR 
MINORS 
The linearity of the mapping from C to Cc”), which was emphasized by 
Lappo-Danilevski and is made explicit in the foregoing formulas, has a 
consequence that is important for our purposes. Writing 
C(t) = Q(t) + v(t), 
as in Section 2, it follows that 
(Q + V) Cm) = Q’“’ + VW, 
and the differential equation (4.1) goes over into 
dR’“‘/dt = R’“‘(Q(“)(t) + V(“+( t)), 
while the boundary conditions (1.3) become 
R’“‘(O) = I’“’ and R(T) = A(“). 
(5-l) 
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We see from the formulas of the foregoing section that I/(“) is a 
diagonal matrix, with 
while the diagonal elements of Q (“j(t) are given by the expression 
4jr),,,in,(r) = 4i,i,(‘) + 4i,i,tt) + * ’ . +4i,,i,,(z)* 
!,....,I,# 
The off-diagonal elements of Q(“) vanish unless their indices are nearest 
neighbors. In that case 
q?’ 
t ,,..., z ,.._, imtt) = qij(‘) 
i I,..., j ,..., i,, 
where i and j are the two outstanding indices. The last two formulas and 
the fact that the row-sums of Q(t) vanish imply that the row-sums of 
Q(n’)(r) are less than or equal to zero. 
Moreover, we get from (2.4) that P(“‘)(s, t) satisfies 
dP’“‘/dt = P’“‘Q’“‘( t) 7 
with 
P’“‘(s, t) = I’“’ for s = t. 
In analogy with Section 2, we now aim to identify the entries 
(5.3) 
in the matrix Pcm)(s, t) as the transition probabilities of a Markov jump 
process x(t) on the state-space S, consisting of the points in the m-dimen- 
sional lattice 2” whose coordinates (iI,. . . , i,) are strictly increasing and 
lie between 1 and n. 
To construct the process, we can employ the family of matrices Qcm)(t) 
as intensity matrices, but, as their row-sums may fail to vanish, the resulting 
process will, in general, not be conservative, and the matrices Ptm)(s, t) will 
only be substochastic. One way to handle this is to add an additional 
absorbing state to our state space, and thus arrive at a family of probability 
measures on the step functions which assume values in the augmented state 
space. 
In the present case, however, we shall see that it is advantageous to 
proceed in a different manner. We shall construct a process on a still larger 
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state space and, instead of killing the process when it leaves S, allow the 
process to reenter S after it leaves. The expressions (5.3) will then be 
regarded as statistics arising from the transitions that the process makes 
during the course of its sojourns in S. 
6. DIRECT PRODUCT PROCESSES WITH TABOOS 
The approach we use is suggested by a remarkable model, first intro- 
duced in a physical context by Feynman [2], in which each coordinate 
process is interpreted as the motion of a random particle and the vector 
process is considered as a multi-particle system. The nature of the particles 
is such that when they collide, they annihilate one another. Thus, in the 
case of two particles, the two-particle system ceases to exist after the first 
collision. 
This idea was rediscovered, no doubt independently of Feynman, by 
Karlin and McGregor [lo], who developed it from the mathematical side 
and brought out its connection with total positivity. When adapted to our 
context, the Karlin and McGregor construction goes as follows. 
For any m in the range from 2 to n, take m independent replicas of the 
original birth-and-death process x(t), starting, respectively, in the states 
11, * *. 7 I,, label them successively from 1 to m, and regard them as the 
coordinate processes of a multivariate direct-product process x(t) = 
(-q(t), X*(f), * * * , x,( 1)). The conditional probability measures governing 
the direct-product process will be the m-fold product measures 
defined on the product u-algebra in the space of right-continuous, left-limit 
vector-valued step-functions. 
Let S denote, as before, the points in the lattice Z” whose coordinates 
are strictly increasing and lie between 1 and n, and let 5” denote the first 
time after s that x((t) exits from S. Since the process x(t) can only jump to 
nearest neighbors, it is easily seen that if the exit time 5” > s and is finite, 
then, at the time of exit from S, two of the coordinates of x({“) must 
coincide. Thinking in terms of particles, we can say that a collision has just 
taken place, and, under these circumstances, the exit time {” can thus be 
interpreted as the time to$rst collision after s. 
In the stationary case, it can be convenient to define an mth compound 
process as the subprocess which results from curtailing the process x(t) at 
1 = co. Here l acts as a lifetime for the compound process, in keeping with 
the particle interpretation of Feynman. If we were to do the same in the 
non-stationary case, we would find that the process that emerges does not 
have the minors (5.3) as its transition probabilities, except when s = 0. For 
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this reason, we refrain from defining the compound process in the present 
case. 
Instead, we shall admit the possibility that a particle evolving according 
to the direct-product process may enter S, provided that its entrance occurs 
before s. We then observe that when (i,, . . . , i,) and ( j,, . . . , j,) are in S, 
the formula 
(6.2) 
gives the probability that, starting in the state (iI,. . . , i,) at time s, the 
direct-product process will be found in the state (ji, . . . , j,) at time t, 
without having left S in the intervening time. We can thus refer to the 
expressions (6.2) as the probability of transition of the direct-product process 
when it is subjected to the taboo [” > t. 
If the states in S are placed in lexicographic order, the taboo probabili- 
ties (6.2) give rise to a family of substochastic transition matrices which 
reduce to the identity when s = t and satisfy the Chapman-Kolmogorov 
equation. According to a theorem of the author (6), there exists a time scale 
in terms of which such a family of matrices will possess intensities and will 
satisfy the Kolmogorov forward and backward equations. 
The remarkable thing is that we can evaluate the above taboo probabili- 
ties and find their intensities explicitly, thanks to the following theorem. 
The Karlin-McGregor Theorem [lo] 
Let x1( t ), . . . , x,,,(t) be independent birth-and-death processes, each with 
the same state space consisting of the integers from 1 to n, and all governed by 
the same family of transition probabilities P(s, t), where s and t range over an 
ordered interval of the real line. Then, for every pair of strictly increasing 
ordered m-tuples i,, . . . , i, and j,, . . . , j,,,, with values confined to the range 
from 1 to n, and every pair of admissible values s and t, each mth order minor 
of the transition matrix P(s, t) can be expressed as 
where pif,...,inn is the m-fold product measure and S” is the time to first 
collision after s. 
This theorem tells us that, when subjected to the taboo {” > t, the direct 
product process x(t) has, as its transition matrices, the mth compound 
matrices P(“)(s, t). It follows that the intensities of the taboo probabilities 
are given by the entries in the matrices Q(“)(t) of Section 5. 
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7. APPLICATION OF THE FEYNMAN-KAC FORMULA TO THE 
DIFFERENTIAL EQUATIONSFORCOMPOUNDS 
In view of the foregoing result, we can now write out a Feynman-Kac 
representation for the minors of the general solution R(s, t) of (2.1). This, 
in turn, will give us, by the extension of the Loewner-Whitney theorem to 
minors, a probabilistic representation for the minors of any non-singular, 
totally positive matrix A. Taking account of (5.2), the formula reads as 
follows. 
The Probabilistic Representation of Minors 
Let A be a non-singular totally positive matrix of order n. Then there is an 
n-state birth-and-death process x(t) and n real functions q(t), . . . , v,(t), 
defined on an interval [0, T], that can be associated with A in such a way that 
the representation theorem of Section 2 ho&. For any Jixed value of m in the 
range from 2 to n, let x,(t),..., x,(t) be m independent replicas of x(t), 
and let l be the first time that any pair of them occupy the same state. Then 
each minor of A of order m has the representation 
where the expectation is taken with respect to the product measure (6.1). 
Since the nth compound of A is just the determinant of A, we get, as a 
special case of the general formula, the following representation of the 
determinant as an integral along the paths of the n th compound process. 
det A = Et+ x{~>T)x(I) 0x1 ( (T) - - - x(n) ox,(T) 
Xexpjor( Q(,)(U) + . . . +u,“,,,(u)) du), (74 
where, again, { denotes the time to first collision. Now, each coordinate 
process has the same state space, consisting of the integers from 1 to n, and 
there are n coordinate processes. Hence, if 3 > T, no coordinate process 
can change state at ah, for any change of state would, with positive 
probability, cause a collision. Thus, under the assumption of no collision, 
the coordinate processes are constant, and the above formula reduces to 
det A = exp/rtr V(u) duPz,,,,,({ > T). 
0 
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Here, ply... ” ([ > T) is just the probability that each coordinate process 
stays in its initial state until after time T, and, because of the independence 
of the coordinate processes, that is the product of the respective waiting 
time distributions. Hence 
and thus 
Pf..,,,(3 > 7’) = exp oTtrQ(u) du, J 
det A = expi’tr(Q( u) + V(U)) du = exp/ortr C( a) du, 
which is the Jacobi-Liouville formula for the determinant of the solution 
R(t) of Loewner’s equation (2.1), evaluated at T. Thus the representation 
formula for minors given above shows that, in the present context, the 
Jacobi-Liouville formula admits a probabilistic extension to subdetermi- 
nants, in which its exponential form is preserved. 
8. THE GANTMACHER-KREIN INEQUALITY 
Notice that, for any fixed value of k in the range from 1 to n, the 
formula (7.1) for the determinant can be rewritten as 
det A = Et.,, X(~>T)X(l) OX1 
i 
(T) *** X(k)Qk(T) 
xexp/or( u,,(,)(u) + . . . +u&to) du) 
(T) -em x(n) ox,(T) 
This suggests that we divide the n coordinate processes making up this 
system into two separate subsystems, the first one consisting of the particles 
bearing labels 1 through k and the second one consisting of the remaining 
particles. Denote by {’ the time to first collision of the particles in the first 
group and by S” the time to first collision of the particles in the second one. 
Since the event { > T implies that 1’ > T as well as 3” > T, there holds 
Substituting this inequality into the previous formula and using the inde- 
250 GERALD S. GOODMAN 
pendence of the two groups of random variables then yield 
The random variable enclosed in braces on the first two lines of this 
formula is independent of the event {x,+,(O) = k + 1,. . . x,(O) = n}, as is 
the initial condition {x,(O) = 1,. . . , ~~(0) = k}. Hence, in this line, the 
conditional expectation Et,, n can be replaced by Ef. , k. Similarly, 
Ef! ,n can be replaced by E,d+ l,. , ,, in the next to the last line of the 
formula. Doing so and comparing the resulting expressions with the repre- 
sentation formula for the principal minors A, there follows that every 
non-singular totally positiue matrix A of order n satisjes the inequality 
This inequality can be extended to all totally positive matrices of order n 
by continuity (see [15]). We have thus found a new proof of a celebrated 
inequality of Gantmacher and Krein [4, 51, which shows that, in the 
probabilistic context, it is an immediate application of the notion of 
statistical independence. 
It is possible to determine the cases in which equality holds by examining 
the behavior of the underlying process. It must be such as to guarantee, 
almost surely with respect to P,“, , ,,, that whenever there is no collision 
until after time T within each group of particles, then there is no collision 
between the two groups of particles, and the trajectories remain constant. 
An analysis of the trajectories hows this to be so only when no particle in 
one group can enter, until after time T, a state once occupied by a particle 
in the other group. Consequently, the transition matrix P(0, T) will have a 
block of zeroes and, by a remark made near the end of Section 2, this will 
be inherited by the matrix A. In this way we can arrive probabilistically at 
the condition for equality given by Gantmacher and Krein [5, p. 1081; 
however, we shall not enter into the details here. 
Besides the Gantmacher-Krein inequality, other inequalities for totally 
positive matrices can be proved in a similar way. Thus, for example, we can 
consider two overlapping subsystems uch that the particles labeled 1 
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through k +j, for 1 <j < n - k, belong to one group and the particles 
labeled k + 1 through n belong to the other. In this case, the statistical 
independence of the associated multivariate processes no longer holds, but 
it can be restored by conditioning on the common subsystem made up of 
the coordinate processes labeled k + 1 through k + j. From this there 
results, after some manipulation, the inequality 
which is a known generalization of the Gantmacher-Krein inequality (5, 
p. 1111. 
9. CONCLUDING REMARKS 
We start with an historical remark, for which we are indebted to 
Professor Kac. The Feynman-Kac formula was originally developed in 
order to treat, probabilistically, second order partial differential equations 
of parabolic type by relating them to diffusions. Relative to this context, the 
method of the present paper can be looked upon in the following way. It is 
well known that by discretizing the state space, a one-dimensional elliptic 
operator is replaced by a tridiagonal matrix, and a parabolic partial 
differential equation is transformed into a linear system of ordinary ones. 
These are equations of the type studied by Loewner, who discovered their 
connection with totally positive matrices. Now, in probabilistic terms, 
discretizing the state space corresponds to approximating diffusions by 
birth-and-death processes. The latter processes are thus available as tools 
for treating Loewner’s equation, and an exact theory can be developed “at 
the level of approximations” which mimics the strategy that had previously 
been employed for diffusions. 
It would be interesting to see how much of the theory of totally positive 
matrices can effectively be developed along probabilistic lines. The author is 
aware that another theorem of Gantmacher and Krein [4], [5], one which 
asserts that the (n - l)-st power of a non-singular irreducible totally 
positive matrix of order n is strictly totally positive (that is, all its minors 
are strictly positive), can be proved probabilistically by studying the trajec- 
tories of the Karlin-McGregor multivariate processes. This is not al- 
together surprising, since the theorem in question basically concerns the 
combinatorial structure of the compounds, and we have seen that it is 
enough to prove such results for the corresponding transition matrices. The 
question thus arises as to what other types of theorems are really amenable 
to probabilistic treatment. 
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Another line of development has to do with stochastic realizations. It is 
of both theoretical and practical interest to know which stochastic matrices 
can be regarded as Markov transition matrices in continuous time. This is a 
classical problem- the so-called “embedding problem” for stochastic 
matrices. What has not been studied is the corresponding problem for 
random evolutions. It can be formulated in this way: which non-negutiue 
matrices can be represented by the Feynman-Kac formula applied to the 
trajectories of a finite state Markov process? A necessary condition is that the 
product of their diagonal elements must dominate the determinant, which, 
in turn, must be positive. However, this condition is not sufficient for a 
non-negative matrix to possess such a representation, any more than the 
corresponding condition for stochastic matrices is sufficient for their em- 
beddability. A complete answer is known only for birth-and-death processes, 
where, as we have seen, the conditions of total positivity and non-singular- 
ity are both necessary and sufficient. 
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