Various problems concerning the geometry of the space u * (H) of Hermitian operators on a Hilbert space H are addressed. In particular, we study the canonical Poisson and Riemann-Jordan tensors and the corresponding foliations into Kähler submanifolds. It is also shown that the space D(H) of density states on an n-dimensional Hilbert space H is naturally a manifold stratified space with the stratification induced by the the rank of the state. Thus the space D k (H) of rank-k states, k = 1, . . . , n, is a smooth manifold of (real) dimension 2nk − k 2 − 1 and this stratification is maximal in the sense that every smooth curve in D(H), viewed as a subset of the dual u * (H) to the Lie algebra of the unitary group U (H), at every point must be tangent to the strata D k (H) it crosses. For a quantum composite system, i.e. for a Hilbert space decomposition H = H 1 ⊗ H 2 , an abstract criterion of entanglement is proved. *
Introduction
Dirac's approach to Quantum Mechanics uses a Hilbert space as a fundamental object to start with, motivating the linear structure with the superposition principle necessary to describe phenomena like those of interference [1] . Born's probabilistic interpretation requires the use of a Hermitian inner product to deal with normalized states, therefore the physical identification of states in the Hilbert space leads to the requirement that (pure) states of a quantum mechanical system are described by elements of the complex projective space (one-dimensional subspaces of a separable complex Hilbert space H). By means of the Hermitian structure on H it is possible to define a binary product on the pure states P H [2, 5, 4] . The physical interpretation of this binary operation is given in terms of probability transition from one state to another. On this space P H, bijective maps which preserve the transition probability are necessarily projection of unitary or anti-unitary transformations on the original Hilbert space, this statement is the main content of Wigner's theorem [6] .
More likely, due to this "equivalence" between the two descriptions (on H and on P H), physicists have barely paid any attention to the geometrization of Quantum Mechanics, i.e. to introduce a "tensorial description" in such a way that non-linear coordinate transformations could be performed, notably exception obviously do exist and we provide a partial list of references [12] . The recent great interest in the foundational aspects of Quantum Mechanics motivated by the use of entanglement as a resource for quantum information and quantum computing has boosted a more deep study of many fundamental aspects, for instance the possibility to have a binary composition of pure states without the use of the Hilbert space linear structure [9, 8] , the possibility to have a non-linear Quantum Mechanics [11, 9] , more generally the possibility to have non-linear transformations among states.
The possibility of non-linear transformations may turn out to be quite useful in the classification problem of separability and entanglement because these properties are not preserved by taking linear combinations. Moreover, an appropriate description of atomic phenomena involving polarization, spin orientation and angular correlations, requires that we go beyond pure states in the description of quantum systems. This larger family of states was introduced by von Neumann as dual objects with respect to the quantum observables, they constitute the set of density states and an early, physically motivated, review was written by U. Fano [13] .
Again, for these states a proper mathematical setting is provided by the dual space of the Lie algebra of the observables, with respect to the coadjoint action of the unitary group. Density states emerge as elements of the coadjoint orbits passing trough some special elements in the dual of the Cartan subalgebra. The mathematical context of coadjoint orbits is quite well known to those physicists involved with geometric quantization and the field was widely studied in the seventies by Kostant, Kirillov, and Souriau [14] .
Each coadjoint orbit bears a natural differential structure. Observe, however, that the spectrum of the state does not change along the orbit of the unitary action. From the point of view of quantum evolution it corresponds to the situation of an isolated system, when all interactions with the environment are negligible, so there is no dissipation and the evolution is unitary. In many cases this is only a very exceptional situation, very rarely adequately corresponding to the physical reality. On the other hand, it is a priori not clear that the whole set of density states, i.e. a union of coadjoint orbits of the unitary action of different dimensionality, possesses a natural differential structure. Exhibiting such a structure in terms of local coordinates and/or via a general geometric construction of a smooth stratification of density states is thus of great interest when investigating dissipative systems.
Density states form a convex subset of the set of Hermitian operators on H. Some properties of these convex body attracted recently an attention [15] . It is thus legitimate to ask about "the shape" of the set of density matrices, in particular about the smoothness properties of its boundary. In the simplest case of the two-dimensional H, the density matrices form the three-dimensional unit ball with a smooth boundarythe two-dimensional unit sphere comprising all pure states. But this situation is exceptional -in higher dimensions the boundary does not consists exclusively of pure states, it is in additional not smooth.
The space of density states carries additional structures with respect to those available on the space of coadjoint orbits of general Lie groups because they are related to the unitary group and therefore additional structures are available. Moreover the need to consider composite quantum systems, tensor products of the spaces associated with a choice of subsystems making up the whole system, will bring up novel problems which will require further investigations.
All these various considerations have convinced us that a review of these mathematical aspects along with the identification of the novel emerging problems may be useful to those people interested in the application of quantum mechanics to quantum information and are not at home with the geometrical background required. A recent book by Chruściński and Jamio lkowski [16] deals with geometrical aspects of quantum mechanics, these authors however are primarily concerned with the application of these methods to describe the geometric phase [17] .
In the present paper the Hilbert space H will be assumed to be of finite dimension n in order to make the differential geometry expressible in local coordinates classical. The reader will understand that passing to an infinite-dimensional H (i.e. a differential geometry of a Banach (or a Hilbert) manifold) is straightforward, to this aim we will try to use coordinate-free expressions, which serve in both cases, as much as possible. The paper is organized as follows :
In section 2 we start with presenting the Kähler structure on the Hilbert projective space P H of pure states obtained from the standard Hermitian product on H via the momentum map associated with the Hamiltonian action of the group U(H) of unitary transformations of H. In this picture the pure states form just an orbit in the dual space u * (H) of the unitary Lie algebra u(H) of the group U(H). Because of the nondegeneracy of the canonical invariant scalar product on u(H) we have a canonical identification of u * (H) with u(H) which makes the geometry of u * (H) very rich. We decided to interpret u * (H) as the space of Hermitian operators on H which makes possible to understand the density states as a subset of u * (H). Consequently, in sections 3 and 4 we present the density states as a convex body D(H) in u * (H) which is a family of some U(H)-orbits and, as we will show later, also orbits of a particular action of the group GL(H) of invertible complex linear operators on H. We show that D(H) is naturally a manifold stratified space with the stratification induced by the the rank of the state. Thus the space D k (H) of rank-k states, k = 1, . . . , n, is a smooth manifold of (real) dimension 2nk − k 2 − 1 and this stratification is maximal in the sense that every smooth curve in D(H), viewed as a subset of the dual u * (H) to the Lie algebra of the unitary group U(H), at every point must be tangent to the strata D k (H) it crosses. Section 5 is devoted to the geometry of u * (H), to a global description of the Kählerian structure of U(H)-orbits by means of the canonical Poisson and RiemannJordan tensors. These Kählerian structure are well-known in algebraic geometry and can be easily generalized to analogous structures on general flag manifolds. The point which should be stressed here is that the geometry we develop is canonical, that it does not depend on the matrix form of an operator and the U(H)-orbits are treated as a collection rather than each orbit separately.
In the last section we investigate a Hilbert space decomposition H = H 1 ⊗ H 2 which is usually understood as corresponding to a quantum composite system. We present an introduction to the problems of separability and entanglement together with an abstract scheme for measurement of entanglement.
Geometry of composite quantum systems was investigated in the literature from several points of view. First, it is of importance to distinguish classes of states which are equivalent under a restricted set of unitary transformations (dubbed local transformations in the physical literature), namely those which belong to the same orbit of
. From the physical point of view all states on the same orbit contain an equal amount of quantum correlations between the subsystems, i.e., these can not be influenced by operations performed separately on each subsystem.
In order to characterize uniquely an orbit (i.e. a class of locally equivalent states) one can try to find a complete set of U(H 1 ) × U(H 2 )-invariant functions on D(H), such that the values of all functions at ρ ∈ D(H) characterize uniquely the orbit through ρ [18, 19] . The task can be effectively completed only for low-dimensional systems -in fact, only in the the case dimH 1 =dimH 2 = 2 the explicit results were found [20] . The same is true for multipartite composite systems i.e. when H = H 1 ⊗ H 2 ⊗ · · · ⊗ H K . Here also the explicit results are known for K up to 4 and dimH i = 2, i = 1, . . . , 4 [21, 22] .
Other (partial) characterization of local orbits is provided by their dimensions. These were investigated in [23, 24] and in [25] all orbits of submaximal dimensionality in the case dimH 1 =dimH 2 = 2 were explicitly identified and enumerated. The similar task of finding dimension of the local orbit through an arbitrary ρ in the case of higher dimensional systems was never achieved. A much modest goal of determining dimensions and topology of local orbits stratifying the set of rank one (pure) states
was, however, completed for arbitrary finite-dimensional H 1 and H 2 [26] . The sets of pure states in two-and threepartite systems with dimH i = 2 can be identified with, respectively, unit seven-and fifteen-dimensional spheres S 7 and S 15 . In both cases there exist the Hopf fibrations S 7 → S 4 and S 15 → S 8 which were used to investigate the geometry of pure states in [27, 28, 29] , whereas multipartite pure states were treated in [30] using Segre variety.
Of special interest is the set of separable states (defined in Sec. 6), as those which, from the physical point of view, do not carry any quantum correlations. From the construction they form a convex subset in D(H 1 ⊗ H 2 ). Only in the case of dimH 1 =dimH 2 = 2 and dimH 1 = 2 and dimH 2 = 3 (or vice versa) there exist effective criteria which allow to discriminate separable and nonseparable (entangled) states. As a consequence only in these low-dimensional case one can relative easily investigate the geometry of the boundary of the set of separable states [32] .
2 Kähler structure on the Hilbert projective space Let H be an n-dimensional Hilbert space with the Hermitian product x, y H being, by convention, C-linear with respect to y and anti-linear with respect to x. The unitary group U(H) acts on H preserving the Hermitian product and it consists of those complex linear operators A ∈ gl(H) on H which satisfy AA † = I, where A † is the Hermitian conjugate of A, i.e.
Ax, y H = x, A † y H .
The geometric approach to Quantum Mechanics is based on considering the realification H R of H as a Kähler manifold (H R , J, g, ω) with canonical structures: a complex structure J : TH R → TH R , a Riemannian metric g, and a symplectic form ω. The latter come from the real and the imaginary parts of the Hermitian product, respectively,
After the obvious identification of the tangent bundle TH R with H R × H R , all these structures are constant structures induced from H:
We have obvious identities
The tensors g and ω being non-degenerate have their inverses: the contravariant metric tensor G = g −1 and the Poisson tensor Ω = ω −1 . They form together a Hermitian product
on the dual real Hilbert space H * R equipped with the dual complex structure J * . Using the identification of H * R with H R via the metric tensor g, the latter can be interpreted as a contravariant complex tensor on H R . This tensor induces two real brackets of smooth functions on H R : {f, h} g = G(df, dh) and {f, h} ω = Ω(df, dh). The first one is the 'Riemann-Poisson' bracket associated with the contravariant version of the metric tensor g and the second is just the symplectic Poisson bracket associated with ω. Of course both brackets can be extended to complex functions by complex linearity and give rise to the 'total' bracket
Fixing an orthonormal basis (e k ) of H allows us to identify the Hermitian product x, y H on H with the canonical Hermitian product on
(we use the convention of summation on repeated indices), the group U(H) of unitary transformations of H with U(n), its Lie algebra u(H) with u(n), etc. In this picture (a jk ) † = (a kj ) and (T † T ) jk = α j , α k , where α k = (t jk ) ∈ C n are columns of the matrix T = (t jk ). The choice of the basis induces (global) coordinates (
in which ∂ q k is represented by e k and ∂ p k by i · e k . Hence the complex structure reads
the Riemannian tensor g = (dq k ⊗ dq k + dp k ⊗ dp k ) = 1 2 (dq k ∨ dg k + dp k ∨ dp k ) and the symplectic form ω = dq k ∧ dp k , where x ∨ y = x ⊗ y + y ⊗ x is the symmetric, and x ∧ y = x ⊗ y − y ⊗ x is the wedge product. In complex coordinates z k = q k + i · p k one can write the Hermitian product as the complex tensor
The contravariant tensor G + i · Ω has the form
or, in complex coordinates,
In other words,
Every complex linear operator A ∈ gl(H) on H induces the quadratic function
The function f A is real if and only if A is Hermitian, A = A † .
One important convention we want to introduce is that we will identify the space of Hermitian operators A = A † with the dual u * (H) of the (real) Lie algebra u(H), according to the pairing between Hermitian A ∈ u * (H) and anti-Hermitian T ∈ u(H) operators
The multiplication by i establishes further a vector space isomorphism u(H) ∋ T → iT ∈ u * (H) which identifies the adjoint and the coadjoint action of the group U(H), 
and an additional algebraic operation, the Jordan product [A, B] + = AB + BA. The scalar product is invariant with respect to both: the Lie bracket and the Jordan product (or bracket)
and it identifies once more u * (H) with its dual,
so vectors with covectors. Under this identification the metric (3) correspond to the invariant metric
on u(H) which can be viewed also as a contravariant metric on u * (H).
For a (real) smooth function f on H R let us denote by grad f and Ham f the gradient and the Hamiltonian vector field associated with f and the Riemannian and the symplectic tensor, respectively. In other words, g(·, grad f ) = df and ω(·, Ham f ) = df or grad f = G(df, ·) and Ham f = Ω(df, ·). Note that any A ∈ gl(H) induces a linear vector field A on H by A(x) = Ax.
Lemma 1 For Hermitian A we have
Proof. If ·, · denotes the pairing between vectors and covectors then
Corollary 1 For all A, B ∈ gl(H) we have
In particular,
Proof. For Hermitian A, B we have The unitary action of U(H) on H is in particular Hamiltonian and induces a momentum map µ : H R → u * (H). The fundamental vector field associated with
The Hamiltonian of iA is f A , so the momentum map is defined by
But by our convention
so that Tr(µ(x)A) = x, Ax H and finally, in the Dirac notation,
Note that for A being Hermitian f A is the pullback (8) and (9) mean that the momentum map µ relates contravariant tensors G and Ω on H, respectively, with the linear contravariant tensors R and Λ on u * (H) corresponding to the Jordan and Lie bracket, respectively. The Riemann-Jordan tensor R, defined in the obvious way,
is symmetric and the tensor
is the canonical Kostant-Kirillov-Souriau Poisson tensor on u * (H). They form together the complex tensor
and the momentum map relates this tensor with the dual Hermitian product:
Example. For H = C 2 consider an orthonormal basis in u * (2) consisting of
and the associated coordinates u, x, y, z, where
Tr(UA), etc. In these coordinates the Poisson tensor reads
and the Riemann-Jordan tensor reads
The rank of Λ(u, x, y, z) is 0 if
The rank of R(u, x, y, z) is 0 at (u, x, y, z) = 0, it is 2 for u = 0 and
and it is 4 for x
The image µ(H \ {0}) is the cone
of non-negatively defined Hermitian operators ξ =| x x| of rank 1. The operator ξ is proportional to a 1-dimensional projection ξ/ ξ , so ξ 2 = ξ ξ, where ξ = x 2 is the operator norm of ξ. The manifold P 1 (H) is foliated by U(H)-coadjoint orbits being complex projective spaces D 1 r (H) = {| x x|: x = r}, r > 0. In particular, the momentum map image of the (2n-1)-dimensional sphere S H = {x ∈ H : x 2 = x, x H = 1} is the complex projective space D 1 (H) = {| x x|: x = 1} of 1-dimensional projectors. The coadjoint orbits O through ξ ∈ u * (H) possess canonical symplectic forms η O which build together the Poisson structure Λ. These forms, as the inverses of Λ |O , are characterized by 
The image #R(T * u * (H)) of the tensor R is not an involutive (generalized)distribution, so its inverse σ = R −1 can be understood only as a 'partial' covariant tensor on u * (H), i.e. as a 'partial symmetric 2-form' which at ξ ∈ u * (H) is defined only on vectors from
There is a completely analogous characterization of the tensor σ to that of η. Both characterizations we can summarize as follows.
where A, B ∈ u * (H) are arbitrary Hermitian operators.
Let us observe that the 'partial tensor' σ, when restricted to any D 
and η
Proof. Observe first that, due to the Leibniz rule,
Then, in view of (18),
that proves (19) .
To prove that J is a complex structure on every orbit, let us recall that ξ 2 = ξ ξ. Passing to ξ ′ = ξ/ ξ if necessary, we can assume for all the further calculations that
and ( But this distribution is generated by complex vector fields T for T ∈ gl(H), where
and this is a generating set due to the decomposition
into eigenvectors of J with eigenvalues 0, −i, and i, respectively. The bracket of vector
that proves involutivity.
Finally, it is sufficient to combine (17) and (19) to get (20) . Then
Proposition 3 There is an identification of the orthogonal complement of the vector
x ∈ H with the tangent space to the U(H)-orbit through ξ = µ(x) in u * (H). For y, y ′ ∈ H orthogonal to x with respect to the Hermitian product, the vectors (µ * ) x (y), (µ * ) x (y ′ ) are tangent to the orbit through ξ and
Proof. Since (µ * ) x (y) = P x y =| y x| + | x y|, can be written as P x 2 x, the operators P x y , P x y ′ , viewed as vectors in u * (H), are tangent to the orbit through ξ. Then, due to (27) ,
To prove (24), we use (17):
Finally, (25) follows directly from ω(y ′ , Jy) = g(y ′ , y) and (20) .
The above theorem says that the Kähler manifold (D 1 r (H), r J , σ r , η r ) comes from a sort of a 'Kähler reduction' of the original linear Kähler manifold (H R , J, g, ω). In particular, the symplectic manifold D 1 r (H) is the symplectic reduction of (H R , ω) with respect to the isotropic submanifold S r = {x ∈ H : x = r}. The characteristic foliation of ω | Sr consists of orbits of the group S 1 = {z ∈ C : |z| = 1} acting on H by multiplication. The fundamental vector field of this action is
which is simultaneously a Killing vector field for the Riemannian metric g. Therefore g induces a Riemannian metric on D 3 1 (H) which identifies the points of the orbits of the C \ {0}-group action by complex homoteties. We have already seen that D 1 (H) is canonically a Kähler manifold. This will be the starting point for the study of geometry of the set D(H) of all density states. The (co)adjoint action of the group U(H) in u * (H) induces its action on the positive cone P(H) and on the space of density states. This action is transitive on pure states but it is no longer transitive on subsets Thus, the set of density states is a union of smooth manifolds -orbits of U(H) -but the differentiable structure of the stratum D k (H) is a priori not clear (for k > 1), since the decomposition into orbits is not a regular foliation, i.e. D k (H) is the union of a family of various submanifolds of u * (H) which differ even by dimensions. By the differential structure we mean here the differential structure inherited from u * (H), so that the smooth curves in D(H) and hence the tangent spaces are uniquely defined. Our aim in this section is to understand this differential structure. Of course, the interior of D(H), namely D n (H), is an open subset, so a submanifold, in the affine subspace of trace=1 Hermitian operators and the real question is only the boundary, consisting of those density states ρ for which det(ρ) = 0. The best situation would be if the boundary were a submanifold, but this is not true in dimensions n > 2 as we will show later. The stratification into U(H)-orbits is too small, since, as it will appear later, the subsets D k (H) are coarser submanifolds in u * (H). We will show also that the stratification by rank is the maximal one in the sense that the vectors tangent to
We start with fixing an orthonormal basis in H which allows us to identify u * (H) with the space u * (n) of Hermitian n×n-matrices which is canonically an n 2 -dimensional real manifold with respect to the identification
By P(n) we denote the space of non-negatively defined matrices from u * (n), by P k (n) the subset of rank k matrices from P(n), etc. Let us denote by P k J (n) the set of matrices A = (a ij ) n i,j=1 ∈ P(n) being of rank k and such that the minor det[(a rs ) r,s∈J ] associated with a set of indices J = {i 1 , . . . , i k } ⊂ {1, . . . , n} is non-vanishing. 1 The next lemma shows that any matrix from P k J (n) can be reconstructed from its rows (or columns, since it is Hermitian) indexed by J. 
Proof.-The matrix A being non-negatively defined is of the form T † T for certain n × nmatrix T , so that a ij is the Hermitian product α i , α j of columns of T with respect to the standard Hermitian product (2) . The matrix T is not uniquely determined. However, the fact that A is of rank k with the non-vanishing minor associated with J means that the columns α j , j ∈ J are linearly independent and span the rest of the columns of T . But the Hermitian product on the subspace in C n spanned by {α j : j ∈ J} is given by the formula
where (α rs ) r,s∈J is the inverse of the matrix ( α r , α s C n ) r,s∈J . The proof of (27) is immediate, since the r.h.s. of (27) is C-linear with respect to y, anti-linear with respect to x and equals α i , α j C n for x = α i , y = α j , i, j ∈ J, by definition. Since a ij = α i , α j C n , we get the formula (26) directly from (27) .
Remark. It is worth noticing that the formula (27) is similar to the one describing the Dirac bracket on constrain manifolds induced by second class constrains. For J as above define a linear map
In particular, if we work with the principal minor, i.e. J = {1, . . . , k}, then Φ J associates with a Hermitian matrix its first k columns with removed, say, upper-triangular part which is irrelevant due to hermicity or, equivalently, its first rows with removed lowertriangular part. For A ∈ u * (n) by Φ J,A we denote the map Φ J,A (X) = Φ J (X) − Φ J (A):
With some abuse of notation, its restriction to P k (n) we will denote by the same symbol. It is clear from the above Lemma that the map Φ J is continuous and injective on P k J (n). Thus, for A ∈ P k J (n), also the map Φ J,A is continuous and injective on P k J (n). Conversely, every point ((y ij ) i,j∈J , (y rs ) r / ∈J,s∈J )) of u * (k) × C (n−k)k ≃ R 2nk−k 2 , sufficiently close to 0, is the value Φ J,A (X) for a certain X ∈ P k J (n). Indeed, adding a small Hermitian matrix to (a ij ) i,j∈J will not change its invertibility. Hence we have to reconstruct X out of Φ J (X), i.e out of the columns (and rows, since X should be Hermitian) with indices belonging to J and knowing that (x ij ) i,j∈J has an inverse, say, (x rs ) r,s∈J . Here x ij = a ij + y ij for j ∈ J. An obvious choice is the formula (26), i.e.
x ij = r,s∈J
x ir x rs x js .
The only thing to be checked is that X = (x ij ) n i,j=1 defined in this way is non-negatively defined and of rank k. Assume, for simplicity of notation, that J = {1, . . . , k}. First, we can find vectors β 1 , . . . , β k ∈ C k such that
for i, j = 1, . . . , k. This can be done up to a unitary transformation. For example, β i can be columns of the matrix (x ij ) k i,j=1 . Then, we find (this time unique) vectors β k+1 , . . . , β n ∈ C k satisfying the conditions x ij = β i , β j C k , i = k + 1, . . . , n, j = 1, . . . , k. It is easy to see now that, due to the formula (27), we have (30) for all i, j = 1, . . . , n. This immediately implies that X is non-negatively defined and of rank k. Moreover, since
where (a rs y ) r,s∈J is the inverse of the matrix (a rs + y rs ) r,s∈J , the matrix elements x ij rationally depend on y ml , so that Φ −1 J,A is smooth, thus also regular, as a function from a neighbourhhod of 0 in R 2nk−k 2 into u * (n), so P k (n) is a submanifold in u * (n). To see the image of the differential of Φ −1 J,A at 0, i.e the tangent space T A P k (n), let us consider the linear (with respect to y) part (v ij ) of the r.h.s. of (31):
(y ir a rs a js − a ir a rm y ml a ls a js + a ir a rs y js ).
To see this better, let us change the orthogonal basis of C n for such that J = {1, . . . , k} and A is diagonal, a ii = λ i , λ i = 0 for i > k. Then one can easily find that (32) takes the form
This means that in the image are arbitrary Hermitian matrices V = (v ij ) n i,j=1 such that v ij = 0 for i, j > k, that can be written in a coordinate-free way as V x, y C n = 0 for all x, y ∈ Ker(A). Note that the manifold P k (H) is connected. Indeed. it consists of connected orbits of the group U(H) which meet a Weyl chamber as the (k − 1)-dimensional skeleton of a simplex. However, the connected components of this skeleton are identified by the action of the Weyl group, so they form topologically a (k − 1)-dimensional simplex which is obviously connected. Therefore we have proved the following.
by (29) is a local homeomorphism from a neighbourhood of
Moreover, the collection of the maps Φ −1
defined on sufficiently small neighbourhoods W J,A of 0 by the formula (31) constitutes a smooth manifold structure on P k (n) which makes it into a smooth and connected submanifold of u * (n). The tangent space T A P k (n), viewed as a subspace of u * (n) consists of matrices V ∈ u * (n) satisfying V x, y C n = 0 for all x, y ∈ Ker(A).
Remark. In section 5 we obtain the manifold structure on P k (n) much simpler as the structure of an GL(n, C)-orbit. But we find that Lemma 2 and Theorem 1 are of some interest per se providing explicit coordinate systems.
The next theorem shows that smooth curves in u * (n) which lay in P(n) cannot cross P k (n) transversally, i.e. P k (n) is in a sense an edge for P k+1 (n) if k < n − 1.
Theorem 2 Let γ : R → u * (n) be a smooth curve in the space of Hermitian matrices which lies entirely in P(n). Then γ is tangent to the stratum P k (n) it belongs, i.e.
Proof.-Of course, it is enough to prove the above for an arbitrary t ∈ R, say, t = 0. Assume therefore that A = γ(0) ∈ P k (n). Take x ∈ Ker(A). Since
for ∆t ≥ 0, we have γ(0)x, x ≥ 0. Taking in turn ∆t ≤ 0 we see in a similar way that
By polarization of (34) we get γ(0)x, y + γ(0)y, x = 0 (35) for all x, y ∈ Ker(A). Butγ(0) is Hermitian, so γ(0)y, x = y,γ(0)x and (35) yields that the real part ℜ( γ(0)x, y ) is 0 for all x, y ∈ Ker(A). On the other hand, the kernel of A is a complex subspace and
for all x, y ∈ Ker(A). But, according to Theorem 1, (36) means thatγ(0) ∈ T A P k (n).
Smooth stratification of density states
The set D(H) of density states on H is the intersection of the cone P(H) with the affine subspace {A ∈ u * (H) : Tr(A) = 1} or, in other words, it is the level set of the function Tr : P(H) → R corresponding to the value 1. Since Tr(tρ) = tTr(ρ) and P k is invariant with respect to homoteties with positive t, it is clear that Tr is a regular function on each P k (H), so that D k (H) is canonically a smooth manifold. 
Proof.-If n > 2 then the boundary ∂D(H) has at least two different strata and the vectors orthogonal to, say, the stratum D 1 (H) of pure states are not tangent to ∂D(H).
But the dimension of D 1 (H) is smaller than the topological dimension of ∂D(H).
Remark. It is well known that for n = 2 the convex set of density states is affinely equivalent to the three-dimensional ball and its boundary -to the two-dimensional sphere, so it is a smooth manifold.
The last problem concerning the geometry of density states we will consider is the question of affine parts of the manifolds D k (H). It is motivated by the fact that the set D 1 (H) of pure states is exactly the set of extremal elements of D(H), so it does not contain intervals, but the other strata D k (H) with k > 1 must do as shows the following theorem. Recall that a non-empty closed convex subset K 0 of a closed convex set K is called a face (or extremal subset) of K if any closed segment in K with an interior point in K 0 lies entirely in K 0 ; a point x is called an extreme point of K if the set {x} is a face of K.
body which is affinely equivalent to the set D(k) of density states in dimension k. This convex body is exactly the face of D(H) at ρ. In other words, the face of D(H) at ρ ∈ D k (H) is affinely equivalent to D(k).
Proof.-Let us take coordinates in u * (H), i.e. let us chose an orthonormal basis in H, in which ρ is represented by a diagonal matrix (ρ ij ), ρ ij = δ i j λ i , where λ i = 0 for i > k. According to the form of T ρ D k (H), matrices (x ij ) which belong to ρ + T ρ D k (H) have entries x ij with i, j > k equal to 0. If they belong as well to D(H), also x ij = 0 if i > k or j > k. Indeed, since x ij = α i , α j for certain vectors z i ∈ C n , we have x ii = α i 2 = 0, so α i = 0, for i > k, and further x ij = α i , α j = 0 if i > k or j > k. In other words, the only non-zero part of X is the block (x ij ) k i,j=1 which is therefore an element of D(k). Conversely, every matrix X with such a block form belongs simultaneously to D(H) and, since (X −ρ) ij = 0 for i, j > k, to ρ+ 
It is easy to see the following.
T for certain T ∈ GL(n, C). In other words the entries of the matrix ξ are semiHermitian products a ij = α i , α j k + ,k − , where α i denotes the ith column of T .
Proof. We can diagonalize ξ by means of an unitary matrix U,
where
Now, we can reformulate Lemma 2 for u
The proof is essentially the same with the difference that we use the semiHermitian product ·,
Assume that the matrix (a rs ) r,s∈J has the inverse (a rs ) r,s∈J for certain k = (k + +k − )-element subset J = {j 1 , . . . , j k } ⊂ {1, . . . , n}. Then the matrix ξ is uniquely determined by {(a ij ) : i ∈ J, j = 1, . . . , n} according to the formula a ij = r,s∈J a ir a rs a js .
One can now prove that u * k + ,k − (H) are submanifolds of u * (H) in completely parallel way to the case of P k (H). However, Proposition 4 suggest an easier (although less constructive) way to do it. Namely, we can see u * k + ,k − (H) as an orbit of a natural GL(H) action on u * (H).
Theorem 5 The family
of subsets of u * (H) is exactly the family of orbits of the smooth action of the group GL(H) given by
In particular, every u * k + ,k − (H) is a connected submanifold of u * (H) and the tangent space to u * k + ,k − (H) at ξ is characterized by
Moreover, the following are equivalent:
Proof
† and the operators vξ + ξv † clearly satisfy x, ξ v y H = 0 for all x, y ∈ Ker(ξ). Conversely, if for certain B ∈ u * (H) we have Bx, y H = 0 for all x, y ∈ Ker(ξ), then B can be written in the form vξ + ξv † . To see this, consider the splitting H = V 1 ⊕ V 2 , where V 2 = Ker(ξ) and 
Finally, if u * k + ,k − (H) intersects P(H), then it contains an element with non-negative spectrum. But the signs of the elements of the spectrum are constant along a GL(H)-orbit which means that k − = 0 and u
Note that the fundamental vector fields a(ξ) = −aξ − ξa † of the GL(H)-action satisfy
The next results shows that the foliation into submanifolds u * k + ,k − (H) can be obtained directly from tensors Λ and R. We know already that the (generalized) distribution D Λ induced by Λ is generated by vector fields Λ A (ξ) = #Λ ξ ( A) = [A, ξ] and the (generalized distribution D R induced by R is generated by vector fields
The following is straightforward.
Theorem 6 The family {Λ
A , R A : A ∈ u * (H)} of
linear vector fields on u * (H) is the family of fundamental vector fields of the GL(H)-action:
so the (generalized) distribution induced by jointly by the tensors Λ and R is completely integrable and u * k + ,k − (H) are the maximal integrate submanifolds. Denote by J and R the (1, 1)-tensors on u * (H), viewed as a vector bundle morphism induced by the contravariant tensors Λ and R,respectively,
Corollary 4 The generalized distributions
The image of J is D Λ and the image of R is D R .
Lemma 4
The tensors J and R commute and
Proof. We have
But, as easily seen,
Recall that U(H)-orbits O, i.e. the orbits with respect to the action of the subgroup
is a homogeneous symplectic manifold. We will show that this symplectic structure is a part of a canonical Kähler structure. We know already this structure for the orbits P Tr(AB) on u * (H).
induces an U(H)-invariant complex structure J on every orbit O.
is an U(H)-invariant Riemannian metric on O and
In particular, 
implies that
(b) The identity (50) means that J × ξ = − J ξ , where J × ξ is the adjoint operator to J ξ with respect to the scalar product A, B u * . Consequently,
Moreover, J
To show that this almost complex structure is integrable, it is sufficient to show that the distribution N in the complexified tangent bundle TO⊗C which consists of i-eigenvectors of (complexified) J is involutive. Since J , and therefore N , is invariant, it is sufficient to check it at one point, say ξ ∈ O with respect to the complexified Lie algebra gl(H) = u (50) and (51) (17),
This immediately implies that γ
O is symmetric and proves (49). But (17) implies also that
Finally, if ξ is a projector, ξ 2 = ξ, then (cf. (22))
We have some similar results for the tensor R which however are not completely analogous, since the distribution D R is not globally integrable. The proofs are analogous, so we omit them.
ξ is a self-adjoint (with respect to ·, · u * ) and positively defined operator on
satisfies R 3 = R. Proof. The image of Tr(a † b), so that u * (n) is a real Lie subalgebra in gl(n) with the induced scalar product. Let E k l be the matrix whose the only non-zero entry is 1 at kth row and lth column. We have
and
so that and
In other words η
The reduction of the symplectic form η O to the leaves of the foliation F 0
is clearly non-degenerate and constitutes, together with the reduced Riemannian struc-
a Kähler structure.
Remark. Of course, when ξ is a projector, then λ k = 1, 0, so λ k −λ l = 0 ⇒ |λ k −λ l | = 1 and γ O ξ reduces to the canonical scalar product. Note also that the leaves of F Λ and F 0 through ξ coincide, except for the rare case when there are λ, λ ′ = 0 in the spectrum of ξ such that λ + λ ′ = 0. In particular, the foliations F Λ and F 0 coincide when reduced to the subset P(H) of non-negative operators or to the set D(H) of density states. On such leaves the product structure R is trivially the identity.
Composite systems and separability
Suppose now that our Hilbert space has a fixed decomposition into the tensor product of two Hilbert spaces H = H 1 ⊗ H 2 . This additional input is crucial in studying composite quantum systems and it has a great impact on the geometrical structures we have considered. The rest of this paper will be devoted to related problems.
Observe first that the tensor product map :
associates the product of rays with a ray, so it induces a canonical imbedding on the level of complex projective spaces
This imbedding of product of complex projective spaces into the projective space of the tensor product is called in the literature the Segre imbedding [36] . The elements of the image Seg(P H 1 × P H 2 ) in P H = P (H 1 ⊗ H 2 ) are called separable pure states (with respect to the decomposition H = H 1 ⊗ H 2 ). The Segre imbedding is related to the (external) tensor product of the basic representations of the unitary groups U(H 1 ) and U(H 2 ), i.e. with the representation of the direct product group in
Note that ρ 1 ⊗ρ 2 is unitary, since the Hermitian product in H is related to the Hermitian products in H 1 and H 2 by
The above group imbedding which, with some abuse of notation, we will denote by
gives rise to the corresponding imbedding of Lie algebras
or, by our identification, of their duals
The original Segre imbedding is just the latter map reduced to pure states. In fact, a more general result holds true.
Proposition 5 The imbedding (81) maps
Proof. Let us take A 1 ∈ P k (H 1 ) and A 2 ∈ P l (H 2 ). Using bases of eigenvectors (e 
Since we are working in a finite-dimensional space, the closeness of the corresponding hulls is automatic that can be derived from the following lemma.
Lemma 5
If V is an n-dimensional real vector space and x is a convex combination x = m i=1 t i x i of certain points of V , then x is a convex combination of at most (n + 1) points among x i 's.
Proof. It suffices to prove that x is a convex combination of (m − 1) of x i 's, provided m > n + 1. Of course, we can assume that all t i > 0. If m > n + 1, then there are a i ∈ R, not all equal 0, such that and the above combination is convex, since (t i −
Proposition 7
The convex hull conv(E) of a compact subset E in a finite dimensional real vector space V is compact.
Proof. Suppose that the dimension of the space is n and denote by ∆ n+1 the compact (n + 1)-dimensional simplex ∆ n+1 = {t = (t 1 , . . . , t n+1 ) : t i ≥ 0, t i x i ∈ V.
Corollary 6 The set S(H
The entangled states play an important role in quantum computing and one of main problems is to decide effectively whether a given composite state is entangled or not. An abstract measurement of entanglement can be based on the following observation (see also Ref. [37] ) Let E be the set of all extreme points of a compact convex set K in a finitedimensional real vector space V and let E 0 be a compact subset of E with the convex hull K 0 = conv(E 0 ) ⊂ K. For every non-negative function f : E → R + define its extension f K : K → R + by
where the infimum is taken with respect to all expressions of x in the form of convex combinations of points from E. Recall that that, according to Krein-Milman theorem, K is the convex hull of its extreme points.
Theorem 9
For every non-negative continuous function f : E → R + which vanishes exactly on E 0 the function f K is convex on K and vanishes exactly on K 0
Acknowledgements
One of us (G.M.) would like to thank V. S. Varadarajan for useful discussions on the contents of this paper. This work was supported by the Polish Ministry of Scientific Research and Information Technology under the (solicited) grant No PBZ-Min-008/P03/03 and partially supported by PRIN SINTESI.
