The GATE Monte Carlo simulation platform based on the Geant4 toolkit is under constant improvement for dosimetric calculations. In this study, we explore its use for the dosimetry of the preclinical targeted radiotherapy of melanoma using a new specific melanin-targeting radiotracer labeled with iodine 131. Calculated absorbed fractions and S values for spheres and murine models (digital and CT-scan-based mouse phantoms) are compared between GATE and EGSnrc Monte Carlo codes considering monoenergetic electrons and the detailed energy spectrum of iodine 131. The behavior of Geant4 standard and low energy models is also tested. Following the different authors' guidelines concerning the parameterization of electron physics models, this study demonstrates an agreement of 1.2% and 1.5% with EGSnrc, respectively, for the calculation of S values for small spheres and mouse phantoms. S values calculated with GATE are then used to compute the dose distribution in organs of interest using the activity distribution in mouse phantoms. This study gives 
Introduction
Targeted radiotherapy is an alternative approach to overcome the lack of effective treatments of melanoma. In this context, new radiopharmaceuticals have been developed to achieve much more selective treatments by keeping toxicity to a minimum. Since melanin pigment is detected in more than 90% of primary melanomas (Koch and Lange 2000) and in 50% of metastases (Nikkola et al 2002 , Ghanem et al 2005 , many melanoma-targeted strategies have been developed over the last decades both for diagnosis and/or for therapeutic purposes. Those are based on melanin-binding molecules such as polycyclic aromatic compounds, e.g. methylene blue or iodobenzamide analogues (Link and Carepenter 1992 , Link et al 1998 , Moins et al 2002 , Chezal et al 2008 . Among them, a radiolabeled melanin-targeting ligand (i.e. an [ 125 I]-N-(2-diethylaminoethyl)-6-iodoquinoxaline-2-carboxamide dihydrochloride salt named [ 125 I]ICF01012), has been selected for exhibiting a high, specific and long-lasting uptake in melanoma tumors (Chezal et al 2008) . Regarding the encouraging effectiveness of 131 I-labeled ICF01012 for the therapeutic targeting of melanin-positive melanoma in preclinical models, a short-term phase 1 study is planned (Degoul et al 2013) . It is in this context that studies on rodents are being performed with the aim of estimating the ratio between efficacy and toxicity. , we performed a Monte Carlo (MC) dosimetric study on mice using the MIRD methodology (Loevinger et al 1991) in order to calculate the absorbed dose to sensitive organs and the tumor.
MC codes have been used to compute reference dosimetric quantities on realistic mouse geometries such as the mean absorbed dose per decay-namely the S value (Kolbert et al 2003 , Stabin et al 2006 , Bitar et al 2007 , Larsson et al 2007 . The GATE MC simulation platform (Jan et al 2004 (Jan et al , 2011 , based on the Geant4 toolkit (Agostinelli et al 2003) , has not been used widely for nuclear medicine therapy, but has been used much more in the fields of imaging and quantitation. To the best of our knowledge, just two preclinical dosimetric studies involving fluorine 18 compounds have been already performed with GATE (Taschereau and Chatziioannou 2007, Mauxion et al 2013) , and it is worth mentioning that recent developments (Jan et al 2011) have made GATE the first Monte Carlo platform able to handle both simulations of imaging and therapy modalities in the same framework. In this respect, a thorough evaluation of the code's dosimetric accuracy is needed, especially when using electron sources such as iodine 131. In a previous paper, we validated GATE/Geant4 for the production of accurate dose distributions using monoenergetic electrons from 50 keV to 20 MeV in agreement with EGSnrc or MCNP4C (Maigne et al 2011) . Here, we explore the ability of GATE to compute the dosimetric quantities of interest through a realistic preclinical study of targeted radiation therapy using [
131 I]ICF01012. Therefore, we first investigate the accuracy of GATE in comparison to EGSnrc, which is, up to now, well validated for electron dose calculations. Then, we calculate S values on digital and CT-scan-based mouse phantoms in order to estimate the absorbed dose to the organs of interest. These investigations highlight several issues of general interest to physicists who are interested in the internal dosimetry of beta emitters and are willing to use GATE.
Materials and methods
2.1. Monte Carlo simulation setup 2.1.1. GATE simulation setup. The present work was performed with version 6.2 of the GATE generic Monte Carlo platform (Jan et al 2011) . This version of GATE makes use of Geant4 (Agostinelli et al 2003) version 9.5.p01.
Standard versus low energy physics package of Geant4. Within Geant4, electromagnetic physics can be implemented through standard or low energy models. It is the responsibility of users to correctly choose the physics adapted to its application, even if guidelines have been provided by the collaboration (see the next section). The Geant4 standard electromagnetic physics package (Geant4 Collaboration 2010) describes hadronic and electromagnetic interactions for energies down to 990 eV and up to 100 TeV. Those physics models, developed to simulate high-energy physics experiments, are based on the parameterization of experimental data reaching an optimal efficiency between accuracy and computation time.
Low energy models, namely Livermore or Penelope, are additional models to extend the validity range of electromagnetic processes for photons, electrons and positrons at lower energies, down to a few hundred eV. They make use of shell cross-section data and are able to simulate fluorescence, Auger production and atomic relaxation. Livermore models are based on evaluated data libraries for photons and electrons, whereas positrons are handled by an analytical approach. Penelope models are still under development and were not studied in this paper.
It has to be noted that standard and low energy packages all use the same multiple scattering (MSC) model, Urban95 (Ivanchenko et al 2010) .
For this study, we made comparisons between standard and low energy physics models.
Electron transport parameters. Whichever model is used, standard or low energy, step size limitations for charged particles are recommended for applications requiring higher accuracy for electron, hadron and ion tracking without magnetic fields. Table 1 summarizes the default and recommended values of parameters used for particle tracking (Ivanchenko et al 2011) .
During the ionization process, the step size is limited so that it does not allow the decrease of the stopping range by more than 20%, until the range of the particle becomes lower than 100 μm (1 mm by default). The Geant4 MSC algorithm (Ivanchenko et al 2010) imposes additional step size limitations when tracking the charged particles. By default, the tracking algorithm restricts the step size when the particle enters a new volume to ensure a minimum of steps in any volume (UseSafety option). A further restriction allows switching to a single scattering mode near geometrical boundaries (Distance To Boundary option) in order to increase the accuracy of the simulation in a small region (the thickness defined by the 'skin' parameter) near a boundary. Note that the binning option to construct stopping power and mean free path tables from 100 eV to 10 TeV is only of relevance for ion and hadron transport (Grevillot et al 2010) . The effect of those electron transport parameters on the dose calculation is discussed in (Maigne et al 2011) . Moreover, GATE inherits Geant4 capabilities to set the electromagnetic physics processes, thresholds for the production of secondary particles and maximum step size. For this work, the recommended parameters (see table 1) were selected and the production threshold for secondary particles (electrons, and photons) was set to 2 μm, whereas the maximum step size was restricted to 10 μm.
Voxelized phantom and source. Regarding targeted radiation therapy simulations, it is convenient to represent the phantom geometry and the distribution of primary particles by the mean of voxelized images derived from imaging facilities: CT scans to describe the attenuation map and SPECT or PET to describe the activity distribution. The downside of this method is the use of a large number of voxels involving time consumption for their management in Monte Carlo simulations if no improvement is done on particle tracking for such a specific geometry. To answer this issue, Geant4 offers different ways to represent the attenuation map and to optimize the tracking of particles in voxelized geometries, as described in Sarrut and Guigues (2008) . The nested parameterization or the region-oriented methods are the most convenient methods for radiation therapy applications (Sarrut and Guigues 2008) . In this regard, the stoichiometric calibration described by Schneider et al (2000) is implemented in GATE to convert voxel values to materials (Jan et al 2011) . Up to now, DICOM images are not yet readable using GATE and have to be converted in other formats such as Analyze or MetaImage formats. The GATE collaboration proposes to users the free software VV (Seroul and Sarrut 2008) to easily convert medical images. The description of activity maps is performed using an equivalent process-Interfile medical images are converted into activity maps using a simplified text file for the description of activity range values.
EGSnrc simulation setup.
For validation purposes, the well-known Monte Carlo code EGSnrc (Kawrakow 2000a (Kawrakow , 2000b ) was used as a reference. It uses a condensed history approach based on the formalism developed by Kawrakow and Bielajew (1998) to sample angular distributions from the any-angle form of the screened Rutherford cross section. The resulting step-size independent electron transport algorithm, named Presta II, integrates the exact boundary crossing algorithm, which overcomes interface artifacts by switching to single scattering mode when the particle comes closer to a boundary (Kawrakow 2000a) . As a result, EGSnrc has become the gold standard by passing the Fano cavity test for arbitrary electron step sizes and by reproducing an ion chamber response without artifacts in its electron transport algorithm (Kawrakow 2000b) . To track particles, we applied the PRESTA II electronstep algorithm and the EXACT boundary crossing algorithm. Electron and photon tracking cuts, respectively ECUT and PCUT, were set to 521 and 1 keV. Here, simulations were performed using egspp, the EGSnrc C++ class library (Kawrakow et al 2009) . This extension provides libraries to write EGSnrc user code in C++ so that users can easily extend geometry and source packages.
2.2. S value calculations for small spheres 2.2.1. Absorbed fraction for monoenergetic electrons. In order to validate the accuracy of GATE to compute the energy deposited by low energy electrons and photons (<1 MeV), calculations of absorbed fractions for self-absorption were performed and compared with published data and EGSnrc simulations.
First, we compared our results with those published by Stabin and Konijnenberg (2000) . The absorbed fractions for electrons and photons were computed in spheres of unit density and tissue equivalent medium located in a large scattering medium. Primary particles were isotropically and uniformly emitted within the spheres. For electrons, results were obtained for energies of 100 keV (144.4 μm CSDA range), 200 keV (453.0 μm CSDA range), 400 keV (1300 μm CSDA range) and 1 MeV (4410 μm CSDA range) and spheres of radius from 1.3 to 9.8 mm. For photons, results were obtained for energies of 30, 80, 364 and 662 keV in spheres of radius from 6.2 to 16.84 mm, since photons are more penetrating in the medium.
We also computed absorbed fractions in liquid water spheres (1.0 g cm
) of radius ranging from 10 μm to 10.0 mm for photons and electrons using the same source distribution. For radii greater than 10.0 mm, electrons are considered as non-penetrating, whereas for radii lower than 10 μm, the use of MC condensed history becomes questionable. The energies of electrons ranged from 10 keV (2.515 μm CSDA range) to 1 MeV (4367 μm CSDA range) and the energies of photons ranged from 4 to 650 keV.
For both calculations (in tissue equivalent medium and in liquid water), 2.5 × 10 6 electrons were generated per simulation resulting in a statistical uncertainty not exceeding 0.06%, and 10.0 × 10 6 photons were simulated to get a statistical uncertainty lower than 0.2%.
S values for 131 iodine source.
As a second preliminary validation, we computed S values for small spheres of liquid water with an iodine 131 source uniformly distributed, according to the conditions of Bardiès and Chatal (1994) . S values were computed by simulating an iodine 131 emission spectrum as presented in Champion et al (2008) . Thus, the whole beta spectrum (from 10 to 766 keV) and the relevant discrete emissions (internal conversion electrons and Auger electrons) characteristic of iodine 131 were considered in all simulations.
S values calculations for murine phantoms
2.3.1. Digital versus CT-scan-based phantoms. The MOBY whole-body mouse phantom (Segars et al 2004) represents a 33 g, normal 16-week-old male C57BL6 mouse. The phantom is modeled as a three-dimensional rectangular array of 128 × 128 × 450 cubic voxels of 250 × 250 × 250 μm 3 (see figure 1(a) ). In order to model the melanoma tumor, a spherical shape of 7.5 mm in diameter located on the right side of the mouse is added (using the inherent functionalities provided by the software). In addition, two spheres of 3.4 mm in diameter represent both eyes. The densities and elemental compositions of the organs were considered similar to human tissues. Four materials were defined (ICRU 1989): soft tissue (1.0 g cm ) and air (1.25 mg cm −3 ). The masses of the organs are detailed in table 2. Mouse phantoms were also modeled using CT scans ( figure 1(b) ). CT scans of C57BL6 mice were acquired using an Explore CT 120 MicroCT (GE Healthcare). Acquisition consisted of 360 views collected in one full gantry rotation, with a 20 ms exposure/view and x-ray tube settings of 100 kV and 50 mA. A modified Feldkamp's filtered back-projection algorithm was used to reconstruct a 3D volume with 200 × 450 × 900 voxels with a voxel size of 98.85 μm. The ISOgray treatment planning system (TPS) was then used to contour the organs of interest in the reconstructed CT mouse volume. Tumor, eyes, bones, lung, kidneys, liver and thyroid were contoured. The Dicom RT-Struct file that was generated was then converted into adapted file readable by GATE (using Analyze for the geometry and Interfile for the activity distribution) or EGSnrc (for binary images) with a dedicated program. We applied the same densities and atomic compositions for organs as chosen for the MOBY phantom. The organ masses are listed in table 2. For the simulations, the MOBY and CT-scan-based phantoms were identically defined in EGSnrc and GATE in terms of voxel size and material definition.
2.3.2. S value calculations for 131 iodine source. S value calculations were performed for each organ listed in table 2. For each organ, a simulation was performed to compute the S value using a uniform distribution of iodine 131, emitting both electrons, according to the spectrum previously presented, and characteristic gamma and x-ray radiations, according to ICRP 38 nuclear data (ICRP 1983 (Degoul et al 2013) . The 125 I-labeled ICF01012 radiotracer biodistribution was evaluated in ten male black mice C57BL6 of approximately 24 g (Iffa-Credo, France) bearing a B16F0 primary melanoma tumor from whole body autoradiography using a digital autoradiographic analyzer AMBIS 4000 (Scanalytics, CSPI, San Diego, CA). Two mice were euthanized at 1 h, 6 h, 24 h, 5 days and 8 days after intravenous administration of 1.7 MBq of [ 125 I]ICF01012. Sagittal cryosections of 40 μm were used for measurements of the activity in the following organs: tumor, eyes, liver lungs, kidneys and thyroid. Given the highly sensitive linear response of the detector, the measured activity (cpm mm −2 ) was converted into specific activity (kBq g −1 ) using the calibration curve established for iodine 131. The specific activity was measured for each organ from 2 to 20 slices. The final specific activity for each organ is the result of the average activity obtained for two mice. Time-activity curves of [ 125 I]ICF01012 (Degoul et al 2013) are presented in figure 2. No fit has been used for the representation of time-activity curves, only a line connecting measured activity points.
Effective periods and cumulated activity calculations.

The [
125 I]ICF01012 biodistributions for each organ were fitted by a mono-exponential function to estimate the initial activity and the effective period of the radiotracer. Knowledge of the effective period (1) 
Results and discussion
S value calculations for small spheres
Tables 3 and 4 present absorbed fractions calculated respectively for electrons and photons computed with GATE, making use of the standard physics package and recommended physics Tables 5 and 6 present absorbed fractions calculated respectively for electrons and photons in spheres made of liquid water. For both particle types, GATE and EGSnrc are in good agreement. For electrons, the largest differences found for spheres of radius much smaller than the electron range may illustrate differences in the electron transport method used in the codes. Nevertheless, those differences do not exceed 1.2%. Table 7 gives comparisons of S values using an iodine 131 spectrum for different sphere sizes between GATE (using the same physics as for previous tables), EGSnrc and Bardiès and Chatal results, who integrated numerically the point kernels of Berger calculated with the MC code ETRAN (Bardiès and Chatal 1994) . The largest discrepancy between GATE and EGSnrc does not exceed 0.8%. Between GATE and the values of Bardiès and Chatal, the largest difference is 1.0%. This agreement is consistent with the absorbed fractions previously shown. Table 8 shows the influence of using Livermore models (low energy physics package) compared to standard models. No significant differences are found in S values for small spheres using an iodine 131 source between the two models, even for the smallest spheres. This means that neither the extension of processes down to a few hundred eV nor the fluorescence proposed by the Livermore models are relevant for an absorbed dose calculation at a geometrical scale down to 10 μm. Furthermore, the simulation time with Livermore models is around 27% longer than the computation time with standard models. To explain this difference, we have to keep in mind that Livermore models consider the fluorescence of excited atoms and have to interpolate databases to sample the state of a particle after each interaction, whereas standard models make use of an analytical approach. Therefore, we recommend using standard models when considering energy deposition in volumes of size superior to 10 μm. Table 9 shows S values computed with GATE and EGSnrc both for digital and CT-scanbased phantoms. Values include the self and crossed absorbed dose. Differences between the two codes do not exceed 1.5%. Differences observed between MOBY and CT-scan-based phantoms become more significant for the thyroid (3.0 × 10 −4 g), for which the ranges of emitted electrons are not negligible compared to the dimensions of the organs, leading to a crucial tracking of particles. Nevertheless, we can conclude that GATE and EGSnrc are in agreement. Discrepancies on S value calculations will not impact on the absorbed dose estimation regarding the uncertainty of cumulative activity. We therefore recommend using the standard physics package of Geant4 to compute the S values for beta emitters. We can be 1.000 1.28 confident with the assertion that the computation of S values for human models should give the same level of accuracy.
Comparisons between physics models
S values calculation for mouse models
Dosimetry for murine models
For clinical purposes, the information about the absorbed dose is mandatory to establish the relationship between the injected activity of [ 131 I]ICF01012 and the inhibition of the tumor growth. The absorbed dose to organs is calculated by multiplying the cumulative activity (see table 10 ) and S values (see table 9). Results for both murine models are presented in figure 4 . As suggested in section 3.2, no relevant discrepancies are found between the two murine models. These results highlight several points about the efficiency of [ (Degoul et al 2013) , whereas the dose delivery to major organs is low (<5 Gy). Secondly, some considerations concerning the impact of activity distribution in the eyes must be pointed out. Melanin content is mainly distributed in ciliary bodies and choroid (Durairaj et al 2012) , which can be represented by a shell of thickness 10 μm around the mouse eye. If we consider an activity distribution located in the shell, we reach an absorbed dose of 8.2 Gy in the retina and 1.1 Gy in the eye.
Conclusion
GATE is the first Monte Carlo platform handling simulations of both imaging and therapy modalities in the same framework. GATE provides tools for dosimetry that can be used for the modeling of targeted radiation therapy studies. Among the features, GATE offers the possibility to describe attenuation and activity maps directly from medical images. Even if images have to be converted in adapted formats (analyze for attenuation maps, Interfile for activity maps), the free software VV proposed by the GATE collaboration is convenient and user friendly. Real-time motion management for voxelized sources and phantoms, not explored in this study, allows GATE to produce personalized dosimetry in an easier way than with other codes. When high statistics are required, the distribution of GATE simulations among multiple resources, geographically distributed, is performed using the GateLab (Camarasu-Pop et al 2010) web platform (http://vip.creatis.insa-lyon.fr/). At last, the physics accuracy is checked at each release through benchmarks available to the community. In this work, we explore GATE features for providing a preclinical dosimetry for an innovative targeted radiotherapy using an 131 I-labeled melanin-targeting ligand. First, we showed that the accuracy of GATE using Geant4 standard models, in comparison with EGSnrc calculations and published data, is suitable for targeted radiotherapy applications involving electron sources with energies from 10 keV to 1 MeV when energy deposits are scored in volumes greater than 10 μm. That is why we recommend the use of standard models to compute S values for beta emitters in such conditions. As has been shown with the uptake of [ 131 I]ICF01012 in the eyes, radiopharmaceutical toxicity has to be properly defined for internal tissues (like the retina). 
