A generalized Krein-Rutman theorem for a strongly positive bounded linear operator whose spectral radius is larger than essential spectral radius is established: the spectral radius of the operator is an algebraically simple eigenvalue with strongly positive eigenvector and other eigenvalues are less than the spectral radius.
Introduction
Krein-Rutman theorem is a fundamental theorem in positive compact linear operator theory. It has been widely applied to Partial Differential Equations, Dynamical systems, Markov Process, Fixed Point Theory, and Functional Analysis. For instance, Krein-Rutman theorem is a basic tool to derive the existence of principal eigenvalue of a second order elliptic equation, which can be used to dynamic behaviors analysis of the corresponding system.
In the pioneering works of Perron [6] and Frobenius [3, 4] , it was proved that the spectral radius of a nonnegative square matrix is an eigenvalue with a nonnegative eigenvector. Krein and Rutman developed Perron and Frobenius's theory to a positive compact linear operator, which is the celebrated Krein-Rutman theorem. Nussbaum [5] showed a more generalized Krein-Rutman theorem for a positive bounded linear operator whose spectral radius is larger than essential spectral radius.
Furthermore, Perron-Frobenius theorem also show that if the square matrix is nonnegative and irreducible, then the spectral radius is an algebraically simple eigenvalue with strongly positive eigenvector and other eigenvalues are less than the spectral radius. Krein-Rutman theorem also present a similar conclusion for a strongly positive compact linear operator(See, e.g., [2, Theorem 1.2] or [1, Theorem 19.3] ). While for a strongly positive bounded linear operator whose spectral radius is larger than essential spectral radius, Nussbaum didn't show the similar conclusion in [5] or other works. In this paper, we focus on proving this by using Krein-Rutman theorem proving thought ( [2, Theorem 1.2]) and the observation about relationship of the essential spectral radius in different spaces.
To describe more exactly, now we recall some basic notations. Let Y be a Banach space. P ⊂ Y is called a cone if P is convex closed set, λP ⊂ P for λ ≥ 0 and P ∩ (−P ) = ∅. Let P be the interior of P , ∂P = P \P the boundary of In this paper, we focus on proving the following generalized Krein-Rutman Theorem(strong version). Theorem 1.3 (Generalized Krein-Rutman Theorem, a strong version). Let X be a Banach space, a cone K ⊂ X withK = ∅, and L ∈ L(X) a strongly positive operator with r(L) > r e (L), then r(L) is an algebraically simple eigenvalue of L with an eigenvector x ∈K, and |λ| < r(L) for any other eigenvalue λ of L.
Proof of a generalized Krein-Rutman theorem
At first, we recall a formula to compute essential spectrum (See e.g. [1, Theorem 9.9]).
and α represent Kuratowski measure of non-compactness.
Proof. We set A := {k > 0 : γ(LB) ≤ kγ(B) for any bounded B ⊂ X},
Lemma 2.3. Let X be a Banach space, a cone K ⊂ X, and
Proof. By virtue of t −1 x+v ∈ K for any t > 0, letting t → +∞, it follows that v ∈ K.
Lemma 2.4. Let X be a Banach space, a cone K ⊂ X withK = ∅. For x ∈K and v / ∈ K, there is a finite number t 0 > 0 such that x + t 0 v ∈ ∂K, x + tv ∈K for 0 ≤ t < t 0 and x + tv / ∈ K for t > t 0 .
Proof.
It follows that that t 0 > 0 and t 0 < +∞ from x ∈K and Lemma 2.3. By the definition of t 0 , we deduce that x + tv / ∈ K for any t > t 0 . And for any t ∈ [0, t 0 ), we have x + tv =
Lemma 2.5. Let X be a Banach space, a cone K ⊂ X withK = ∅, L ∈ L(X) a positive operator. If r is an eigenvalue of L corresponding an eigenvector x ∈K, then L cannot have an eigenvalue s > r.
Proof. We prove this lemma by indirect argument. Suppose that there exists s > r an eigenvalue of L corresponding an eigenvector v / ∈ K (otherwise change v to −v). Due to x ∈K, we can find a t 0 > 0 such that x + t 0 v ∈ ∂K and x + tv / ∈ K for t > t 0 from applying Lemma 2.4. Then
Therefore s ≤ r, a contradiction with s > r.
Remark 2.1. If x ∈ K but x / ∈K, the conclusion of Lemma 2.5 maybe not right.
For example, 1 is an eigenvalue of matrix 2 0 0 1 corresponding a positive eigenvector 0 1 , while 2 > 1 is also an eigenvalue of this matrix. Lemma 2.6. Let X be a Banach space, a cone K ⊂ X withK = ∅, and L ∈ L(X) a strongly positive operator. If r > 0 is an eigenvalue of L corresponding an eigenvector x ∈K, then x ∈K and r is an algebraically simple eigenvalue.
Proof. It follows that x = r −1 Lx ∈K from L is strongly positive. We first show that r is geometrically simple. Assume there is v = 0 and v / ∈ K (otherwise change v to −v) such that Lv = rv.
We claim that x + tv / ∈ ∂K unless x + tv = 0. If the claim is not right, then there is t 0 = 0 such that x + t 0 v ∈ ∂K and x + t 0 v = 0. Since L is strongly positive and L(x + tv) = r(x + tv) for all t ∈ R, it implies that x + t 0 v = r −1 L(x + t 0 v) ∈K. This contradiction proves the claim.
By Lemma 2.4, there exists t 1 > 0 such that x + t 1 v ∈ ∂K as v / ∈ K. We have x + t 1 v = 0 from applying the above claim. This proves r is a geometrically simple eigenvalue of L.
Next, we want to show that r is algebraically simple. Let (rI − L) 2 v = 0, it follows that rv − Lv = t 0 x for some t 0 as r is a geometrically simple eigenvalue. It is necessary to show that t 0 = 0. Assume t 0 > 0(otherwise change v to −v). We are going to show that v ∈ K. Otherwise, there is a s 0 > 0 such that x + s 0 v ∈ ∂K by Lemma 2.4. But from L(x+ s 0 v) = r(x+ s 0 v) −s 0 t 0 x ≪ r(x+ s 0 v), we conclude x+ s 0 v ∈K. This contradiction shows that v ∈ K. Therefore v = r −1 (Lv + t 0 x) ∈K. Lemma 2.4 implies that there exists
Hence, we must have t 0 = 0 and rv − Lv = 0. This proves that r is an algebraically simple eigenvalue of L.
Proof of the Theorem 1.3. By Theorem 1.2 and Lemma 2.6, it implies that r(L) is an algebraically simple eigenvalue of L with an eigenvector x ∈K. Let λ = r(L) be an eigenvalue of L with eigenvector w, we want to prove |λ| < r(L).
If λ > 0, it is a straightforward result of Lemma 2.5.
, L 2 w = λ 2 w and the above argument(applied to L 2 ), we deduce |λ| 2 < r(L) 2 and hence |λ| < r(L). Now we consider λ = σ + iτ with τ = 0 and suppose |λ| = r(L). Then necessarily w = u + iv and
We observe that u, v are linearly independent for otherwise we have τ = 0. Let X 1 = span{u, v}. Then (2.2) implies that X 1 is an invariant subspace of L. Claim 1:
If the claim is not right, then K 1 is a positive cone in X 1 with nonempty interior, as for any w ∈K 1 , Lw ∈ X 1 ∩K =K 1 . Now we denote
≥ r e (L 1 ). By applying Theorem 1.2 again to L 1 on X 1 , there exists w 0 ∈K 1 such that L 1 w 0 = r(L 1 )w 0 , which implies that r(L 1 ) = r(L) by Lemma 2.5. Since r(L) is an algebraically simple eigenvalue of L, then w 0 ∈ span{x}. In other words, x = αu + βv for some real number α and β. But one can use (2.2) and Lx = r(L)x to derive α = β = 0, a contradiction. Therefore K 1 = {0}.
Claim 2: the set Σ := {(ξ, η) ∈ R 2 : x + ξu + ηv ∈ K} is bounded and closed. For any (ξ, η) ∈ R 2 with ξ 2 + η 2 = 0, there is a unique R > 0 and θ ∈ [0, 2π) such that (ξ, η) = R(cos θ, sin θ). We denote w(θ) = u cos θ + v sin θ for any θ ∈ R. x ∈K derives that Σ = {R(cos θ, sin θ) ∈ R 2 : x + Rw(θ) ∈ K, R ≥ 0, θ ∈ R}. We conclude that w(θ) / ∈ K for any θ ∈ R by Claim 1. By Lemma 2.4, it follows for any θ ∈ R, there is R 0 (θ) > 0 such that x + R 0 (θ)w(θ) ∈ ∂K, x + Rw(θ) ∈K for any R ∈ [0, R 0 (θ)) and x + Rw(θ) / ∈ K for any R > R 0 (θ). Hence, to prove the Σ is bounded, it is enough to prove that R 0 (θ) is bounded on R.
Now, we are going to show that R 0 (θ) is continuous on R. Suppose R 0 (θ) is not upper semi-continuous at some point θ ∈ R, that is, there is a sequence θ n → θ as n → +∞ and ǫ 0 > 0, such that R 0 (θ n ) ≥ R 0 (θ) + ǫ 0 for n large enough. Since w(θ) is continuous on R and x + Rw(θ n ) ∈ K for any R ∈ [0, R 0 (θ n )] and n ≥ 1, it implies that x + (R 0 (θ) + ǫ 0 )w(θ) ∈ K, which is a contradiction with x + Rw(θ) / ∈ K for any R > R 0 (θ). Therefore R 0 (θ) is upper semi-continuous on R. By the similar arguments, R 0 (θ) is lower semi-continuous on R. Hence R 0 (θ) is continuous. Since w(θ) = w(θ + 2π) for any θ ∈ R, we derive R 0 (θ) = R 0 (θ + 2π) for any θ ∈ R. Therefore R 0 (θ) is bounded on R and Σ is bounded. It follows that Σ is closed from K is closed. The claim is proved.
Claim 2 implies that M := sup{ξ 2 + η 2 : (ξ, η) ∈ Σ} > 0 and M is achieved at some point (ξ 0 , η 0 ) ∈ Σ. Let z 0 = x + ξ 0 u + η 0 v, then z 0 ∈K as K 1 = {0}. Hence, Lz 0 ∈K and there is α > 0 small enough such that Lz 0 ≥ αx, that is,
where
2 , which is a contradiction with |λ| = r(L). Hence, we proved |λ| < r(L). (ii) Suppose z ∈ K. If λ ≤ 0, then y = (λI − L)z ≤ −Lz, a contradiction. Now we assume 0 < λ ≤ r(L). It follows that z = λ −1 (y + Lz) ∈K. Lemma 2.4 implies that there exists t 0 such that z − t 0 x ∈ ∂K as −x / ∈ K. By L(z − t 0 x) = λz − y − t 0 r(L)x, we deduce z − t 0 x = r(L) −1 (L(z − t 0 x) + y + (r(L) − λ)z) ∈K, which contradicts with z − t 0 x ∈ ∂K.
(iii) If (r(L)I − L)z = y, there exists t 1 > 0 small enough such that x + t 1 z ∈K as x ∈K. Due to (r(L)I − L)x = 0, it implies that (r(L)I − L)(x + t 1 z) = t 1 y ∈ K, which contradicts with (ii).
