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Abstract
We determine all the multiplicity-free representations of the sym-
metric group. This project is motivated by a combinatorial problem
involving systems of set-partitions with a specific pattern of intersec-
tion.
1 Introduction
In this paper we aim to determine the multiplicity-free permutation repre-
sentations of the symmetric groups. This question of which subgroups of the
symmetric group have a multiplicity-free permutation representation arose
from the combinatorial problem of determining the largest collection of set-
partitions with a specific type of intersection. We will start by describing
the combinatorial problem and stating our results and then explain how it is
related to the multiplicity-free representations of the symmetric group. All
the calculations performed in this paper are done using the computational
discrete algebra system GAP [6].
∗Research supported by NSERC.
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1.1 Set-partitions
Let k, ℓ be integers with n = ℓk. A uniform k-partition of an n-set is a set-
partition of the n-set into k classes each of cardinality ℓ. We say two such
partitions P and Q are qualitatively independent if each cell of P and each
cell of Q have at least one element in common. For practical reasons, we
want large sets of pairwise qualitatively independent partitions [3, 7, 14, 15].
The qualitative independence graph QI(n, k) is the graph whose vertices
are the uniform k-partitions, where two partitions are adjacent if they are
qualitatively independent. In this setting, our problem is to find the cliques
of maximum size in QI(n, k). For k = 2 the problem is trivial since the graph
QI(n, 2) is a clique. For k a prime power, the size of the maximum clique of
QI(k2, k) is known to be k + 1 ([13], Section 5.4). Very few bounds on the
clique size of QI(n, k) are known for other values of n and k.
One approach is to make use use of a family of graphs that generalises the
graphs QI(n, k). If P and Q are two uniform k-partitions, their meet table is
the k× k array with the i, j entry |Pi ∩Qj |. Two meet tables are isomorphic
if we can obtain one from the other by permuting its rows and columns.
Different orderings on the classes in the partitions P and Q could produce
different, but isomorphic meet tables. Note that P and Q are qualitatively
independent if and only if all entries of their meet table are positive.
For each possible meet table T , we define a graph whose vertices are the
uniform partitions, where two partitions are adjacent if their meet table is
isomorphic to T . For example, if n = k2 and all entries in T are equal to one,
then the corresponding graph is QI(k2, k). Thus we have a family of graphs,
one for each meet table, whose edges partition the edges of the complete
graph on the uniform partitions. If the adjacency matrices of these graphs
commute, then standard eigenvalue methods can be used to obtain bounds
on the maximum sizes of cliques.
Mathon and Rosa [12] show that for n = 9 and k = 3 that the family
of adjacency matrices of these graphs is commutative. This result is used
by Godsil and Newman to prove that the graph QI(9, 3) is a core [8]. It
is conjectured in [13] that the graph QI(k2, k) is a core for all values of k.
A first step towards this is to determine if the adjacency matrices of these
graphs for n = k2 commute for all values of k.
How can we decide if these matrices commute? The key fact is that the
symmetric group Sn acts as a group of permutations on the set of uniform
partitions, and the matrices we have just defined commute with each other if
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and only if this permutation representation is multiplicity free, that is, each
irreducible representation of Sn occurs in it with multiplicity 0 or 1. (See
[20], Section 29.)
1.2 Results
We have determined all multiplicity-free permutation representations of the
symmetric group. Saxl [18] gives a list of all the possible subgroups of Sn for
n > 18 which could be multiplicity-free. Our work extends Saxl’s list not only
by including groups acting on fewer than 18 points but also by determining
exactly which groups in his list are multiplicity free. Mark Wildon [21] has
also determined which of the groups in Saxl’s list are multiplicity free, his
focus is on groups acting on at least 66 points.
1.1 Theorem. (Saxl [18]) Let n > 18 and H ≤ Sn. If H is multiplicity free,
then one of the following holds:
(a) An−k ×Ak ≤ H ≤ Sn−k × Sk for some k with 0 ≤ k < n/2;
(b) n = 2k and Ak ×Ak < H ≤ Sk ≀ S2;
(c) n = 2k and H ≤ S2 ≀ Sk with [S2 ≀ Sk : H ] ≤ 4;
(d) n = 2k + 1 and H fixes a point of [1, n] and is one of the subgroups in
(ii) or (iii) on the rest of [1, n];
(e) An−k × Gk ≤ H ≤ Sn−k × Gk where k = 5, 6 or 9 and Gk is AGL(1, 5),
PGL(2, 5) or PΓL(2, 8) respectively.
Bannai [1] determined all the maximal subgroups with permutation rank
less than or equal to five of the finite symmetric groups. All of these repre-
sentations are multiplicity free and, naturally, occur in our list as well.
There are several infinite families of groups whose permutation represen-
tations is multiplicity free and a long list of groups that do not belong to any
of these families. A complete list of the groups can be found in the tables
in the appendix. Table 1 is a list of all the transitive primitive subgroups.
Table 2 contains all the transitive imprimitive subgroups and the intransitive
groups are given in Tables 3 and 4.
We list the infinite families here. Many of the groups in the list are
subgroups of others in the list, we organized the list so a subgroups are
below the groups that contains them.
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1.2 Theorem. The table below is a complete list of the infinite families
of subgroups of the symmetric groups whose permutation representation is
multiplicity free.
Subgroup Symmetric Group
Sn Sn
An Sn
Sℓ ≀ S2 S2ℓ
(Sℓ ≀ S2) ∩ A2ℓ for k ≥ 3 S2ℓ
((Sℓ × Sℓ) ∩ A2ℓ)⋊ S2 for k ≥ 3 S2ℓ
Aℓ ≀ S2 S2ℓ
S2 ≀ Sk S2k
(S2 ≀ Sk) ∩A2k k odd S2k
Sk × Sn−k for 2k ≤ n Sn
(Sk × Sn−k) ∩An for 2k ≤ n, (k, n) 6= (2, 4) Sn
Ak × Sn−k for k 6= 2, k 6= n− 2 Sn
Ak ×An−k for k ≥ 3 and 2k ≤ n− 2 Sn
Sk ×AGL(1, 5) Sk+5
Ak ×AGL(1, 5) for k ≥ 4 Sk+5
(Sk × (AGL(1, 5)) ∩Ak+5 for k ≥ 5 Sk+5
Sk × PGL(2, 5) S6+k
Ak × PGL(2, 5) for k ≥ 3 Sk+6
(Sk × (PGL(2, 5)) ∩ Ak+6 for k ≥ 2 Sk+6
Sk × PΓL(2, 8) Sk+9
Ak × PΓL(2, 8) for k ≥ 11 Sk+9
S1 × (Sk ≀ S2) S2k+1
(S1 × (Sk ≀ S2)) ∩A2k+1 for k ≥ 3 S2k+1
S1 × ((S
2
k ∩ A2k)⋊ S2) for k ≥ 3 S2k+1
S1 × (S2 ≀ Sk) S2k+1
There are only two infinite family of wreath products of the form Sℓ ≀ Sk
whose permutation representation is multiplicity free: the products Sℓ ≀ S2
and S2 ≀ Sk. Except for the case where ℓ = 2, or k = 2 and a handful of
specific values of ℓ and k, the permutation representation of Sℓ ≀ Sk is not
multiplicity free. Thus the set of adjacency matrices for the graphs defined
from the meet tables of partitions do not in general commute.
If G ≤ Sn is not one of the groups listed in Theorem 1.2 and the index
of G in Sn is greater than
64!
23132!
, then the permutation representation of Sn
on the set of cosets of G is not multiplicity free.
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1.3 Representation Theory
We will restate basic results from the theory of representations. Proofs for
these results can be found in Chapters 1–4 of [5].
Let n be a positive integer. A partition of n is a set λ = [λ1, λ2, . . . , λk]
where
λi ≥ λi+1, i ∈ [1 . . . k − 1]
and
λ1 + λ2 + · · ·+ λk = n.
We use ⊢ to denote the relation “is a partition of”; thus λ ⊢ n means that
λ is a partition of n. If an integer λi occurs exactly ai times in a partition,
we write the partition as [λa11 , . . . , λ
aℓ
ℓ ]. The conjugate of a partition λ will
be denoted by λ′.
It is well-known that for every integer n, each of the irreducible rep-
resentations of Sn corresponds to a unique partition of n. An irreducible
representation of symmetric group and its corresponding character will be
both denoted by the corresponding partition.
For any group G, the trivial representation of G is written as 1G. For
groups H and G with H ≤ G, if V is a representation of H then the repre-
sentation of G induced from V is denoted by indG(V ). Similarly, if V is a
representation of G the representation of H formed by the restriction of V to
H is denoted by resG(V ). If χ is the character of V , then indG(χ) denotes the
character of indG(V ), and similarly for restrictions. When it is clear which
groups we are considering, they will not be included in the notation. For a
group H ≤ G, the permutation representation of G on G/H is the repre-
sentation of G induced by the trivial representation of H (see [16], Section
1.12.)
For two characters φ and ψ of a group G there is an inner product defined
by
〈φ, ψ〉G =
1
G
∑
g∈G
φ(g)ψ(g).
In particular, if π is a permutation character of a group G, then
〈1G, π〉G =
1
G
∑
g∈G
fix(g).
This value is the number of orbits G has on the set.
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Any character χ of G can be expressed as a unique linear combination
of irreducible characters of G. If χ =
∑k
i=0 ciχi where each χi is irreducible,
then 〈χ, χi〉 = ci. A representation of Sn is multiplicity free if no irre-
ducible character occurs more than once in its character decomposition. If
the permutation representation of G in Sn is multiplicity free, we say that
G is multiplicity free. In particular, if G is multiplicity free, then for every
partition λ of n 〈indSn(1G), χλ〉 = 0 or 1.
An important relationship with the inner product of induced and re-
stricted characters is Frobenius reciprocity. Let G and H be groups with
H ≤ G. If φ is a character of H and ψ is a character of G then
〈indG(φ), ψ〉G = 〈φ, resH(ψ)〉H .
1.3 Theorem. Let n be a positive integer, and H ≤ G ≤ Sn. Then
(a) indSn(1H) = indSn(indG(1H));
(b) The decomposition of indG(1H) is 1G+χ for some representation χ of G;
(c) If the decomposition of indSn(1H) is
∑
λ⊢n aλχ
λ, then the decomposition
of indSn(1G) is
∑
λ⊢n bλχ
λ where bλ ≤ aλ;
(d) If H is multiplicity free then G is multiplicity free. If G is not multiplicity
free then H is not multiplicity free.
1.4 Proposition. Let G be a subgroup of Sn. Assume that the decompo-
sition of indSn(1G) into irreducible characters is
∑
λ⊢n cλχ
λ. If G is not a
subset of the alternating group then
indSn(1G∩An) =
∑
λ⊢n
cλ(χ
λ + χλ
′
).
Proof. Let C be a conjugacy class of Sn. Then the value of the character of
ind(1G∩An) at an element of C is
[Sn : (G ∩An)]
|G ∩ An ∩ C|
|C|
=
{
2[Sn : G]
|G∩C|
|C|
if C is even,
0 otherwise.
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The value of the character of ind(1G) on an element g of C is
[Sn : G]
|G ∩ C|
|C|
.
If C is a class of even elements and g is an element of C, then
(χλ + χλ
′
)(g) = 2χλ
and if C is a class of odd elements and g ∈ C, then
(χλ + χλ
′
)(g) = 0.
If G is a multiplicity-free subgroup of Sn, this result can be used to deter-
mine when the subgroup G∩An is also multiplicity free. If the decomposition
of indSn(1G) is
∑
λ⊢n cλχ
λ, then G ∩ An is multiplicity free if and only if for
every λ ⊢ n, either cλ = 0 or cλ′ = 0.
1.4 Littlewood-Richardson Rule
Since we will make extensive use of the Littlewood-Richardson rule we restate
it here.
First, let V1 be a representation of Sd1 and V2 be a representation of Sd2 ,
then V1 ⊗ V2 is a representation of Sd1 × Sd2 . So we can define V1 ◦ V2 to be
the representation of Sd1+d2 induced from V1 ⊗ V2 of Sd1 × Sd2 .
The Littlewood-Richardson Rule gives the number of times an irreducible
representation (written as a partition of n) appears in the decomposition of
V1 ⊗ V2 based on the irreducible representations which occur in the decom-
positions of V1 and V2 (written as partitions of d1 and d2.) To do this we
need to define for partitions ν and µ the strict ν-expansion of µ.
Let µ and ν = [ν1, ν2, . . . , νk] be partitions. A ν-expansion of µ is a
partition that is obtained in the following way. First, add ν1 boxes to µ in
such a way that no two boxes are in the same column and put a 1 in each
of these blocks. Next add ν2 blocks, again in such a way that no two of
these blocks are in the same column and place a 2 in each of these blocks.
Continue until νk blocks have been added (these with a k in each block).
This expansion is strict if when the boxes are listed, going from right to left
and starting at the top and working down, for any t ∈ {1, . . . ,
∑k
i=1 νk} each
integer p ∈ {1, . . . , k− 1} occurs at least as many times as the integer p+ 1.
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1.5 Example. Below are all the µ-expansions of λ for µ = [2, 1] and λ = [3].
Only the last four are strict expansions.
1 1 2
1 2
1
2
1 1 1 1 2
1 1
2
1
1 2
1
1
2
1 1
2
The product V1 ◦ V2 is associative and commutative, so it is sufficient to
state the decomposition for the case where V1 and V2 are irreducible repre-
sentations. Assuming that V1 is irreducible, V1 corresponds to a partition µ
of d1 and so we will write V1 as Vµ. Similarly, we will write V2 as Vν , where
ν is a partition of d2. Then
Vµ ◦ Vν =
∑
λ⊢d1+d2
Nλµ,νVλ.
where the coefficients Nλµ,ν are the number of ways µ can be expanded to λ
by a strict ν-expansion. A proof of this rule can be found in [11] Chapter I,
Section 9.
We can determine when the groups Sk ×Sn−k, Sk ×An−k and Ak ×An−k
are multiplicity-free subgroups of Sn with a straightforward application of
the Littlewood-Richardson Rule.
1.6 Proposition. Let k, n be integers with 2k ≤ n, then
(a) Sk × Sn−k is multiplicity free,
(b) Ak × Sn−k is multiplicity free if and only if k 6= 2,
(c) Sk × An−k is multiplicity free if and only if n− k 6= 2,
(d) Ak × An−k is multiplicity free if and only if k > 2 and 2k ≤ n− 2.
Proof. The decomposition of indSk(1Sk) into irreducible characters is simply
[k]. Similarly the decomposition of indSn−k(1Sn−k) is [n− k]. All the [n− k]-
expansions of [k] are of the form [k + i, n − k − i] where k + i ≤ n − k − i.
By the Littlewood-Richardson Rule
indSn(1Sk×Sn−k) =
k∑
i=0
[n− i, i].
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The decomposition of indSk(1Ak) into irreducible characters is [k] + [1
k].
We can calculate the Littlewood-Richardson coefficients of [k] ◦ [n − k] and
[1k] ◦ [n− k], we have that
indSn(1Ak×Sn−k) = [n− k, 1
k] + [n− k + 1, 1k−1] +
k∑
i=0
[n− i, i]
Similarly
indSn(1Sk×An−k) = [k, 1
n−k] + [k + 1, 1n−k−1] +
n−k∑
i=0
[n− i, i]
Finally, by calculating the Littlewood-Richardson coefficients, we have
that
indSn(1Ak×An−k) =[n− k, 1
k] + [n− k + 1, 1k−1] + [k, 1n−k]
+ [k + 1, 1n−k−1] +
k∑
i=0
([n− i, i] + [2i, 1n−2i]).
If k > 2 and 2k < n− 1 then these characters are distinct.
In the following sections we give all multiplicity-free subgroups of Sn.
We first consider transitive subgroups, examining primitive and imprimitive
groups separately, and then the intransitive groups.
2 Transitive Subgroups
Let Ω denote a set of n elements and G ≤ Sn be a permutation group on the
set Ω. Let
(
Ω
k
)
denote the set of all unordered k-sets of distinct elements from
Ω. Throughout this section G will denote a subgroup of Sn that is transitive
on Ω.
We will make extensive use of the following result from Saxl [18].
2.1 Lemma. Let k and n be integers with 2(k+1) ≤ n. If G is a multiplicity-
free group with ℓ orbits on
(
Ω
k
)
, then G has either ℓ or ℓ+ 1 orbits on
(
Ω
k+1
)
.
Proof. Let λ = (λ1, λ2, . . . , λk) be a partition of n and let
Sλ = Sλ1 × Sλ2 × · · · × Sλk
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be the Young subgroup corresponding to λ.
By Frobenius reciprocity
〈ind(1G), ind(1Sλ)〉Sn = 〈1, res(indSn(1Sλ))〉G.
The value of the inner product 〈1, res(indSn(1Sλ))〉G is the number of orbits
of the action of G on the cosets Sn/Sλ. For the partition λ = [n− k, k], the
value of 〈1, res(indSn(1Sλ))〉G is the number of G orbits on
(
Ω
k
)
. Since the
group G has exactly ℓ orbits on
(
Ω
k
)
it follows that
〈1, res(ind(1Sn−k×Sk))〉G = ℓ.
Since 2(k + 1) ≤ n, from the proof of Proposition 1.6
indSn(1Sn−k−1×Sk+1) = indSn(1Sn−k×Sk) + [n− k − 1, k + 1].
The number of orbits G has on
(
Ω
k+1
)
is
〈1, res(ind(1Sn−(k+1)×Sk+1))〉G = 〈1, res(ind(1Sn−k×Sk))〉G + 〈1, res(χ
[n−k,k])〉G
= ℓ + 〈1, res(χ[n−k,k])〉G
= ℓ + 〈ind(1G), χ
[n−k,k]〉Sn.
Since G is multiplicity free, 〈indSn(1G), χ
[n−k,k]〉 = 0 or 1 and G has either
ℓ or ℓ + 1 orbits on
(
Ω
k+1
)
.
The next result clearly follows from Lemma 2.1.
2.2 Corollary. Let n and k be integers. If G ≤ Sn is multiplicity free, then
the number of orbits of G on
(
Ω
k
)
is no more than k + 1. Further, if G is
transitive and multiplicity free, then the number of orbits of G on
(
Ω
k
)
is no
more than k.
2.1 Primitive Subgroups
In this section we consider the primitive transitive subgroups of the symmet-
ric group. In the following section we will consider the imprimitive transitive
subgroups of the symmetric group.
For n ≥ 6, if a multiplicity-free group G ≤ Sn is primitive and transitive
then it is 2-transitive ([10], Lemma 4.1.) Saxl [18] shows that no 2-transitive
subgroup with degree 18 or greater is multiplicity free.
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We only consider primitive subgroups with degree less than or equal to
18. A list of all primitive groups of degree less than or equal to 20 is given
by Sims in Table 1 of [19].
With GAP, for each of these groups it is possible to construct the repre-
sentation induced on Sn by the trivial character on the group. Then, using
GAP, we obtain a list of the irreducible characters on Sn which occur in the
induced character. The multiplicity of each irreducible character in the in-
duced character can be found by taking the inner product of the irreducible
character with the induced character. If all the multiplicities are equal to 1
then the induced character is multiplicity free. Table 1 is a complete list of
the primitive, multiplicity-free groups with degree less than 18.
2.2 Imprimitive Subgroups
In this section we consider imprimitive, transitive subgroups of the symmetric
group. Since G is transitive, it has one orbit on Ω and at most k orbits on(
Ω
k
)
for all k ≥ 1.
2.3 Lemma. If G ≤ Sn is a multiplicity-free group that is imprimitive, then
the blocks of imprimitivity have one of the following structures:
(a) 2 blocks of size n/2;
(b) n/2 blocks of size 2;
(c) 3 blocks of size no more than 5;
(d) at most 5 blocks of size 3.
Proof. It is sufficient to show that if the blocks of imprimivity do not have
one of the structures above, then the group G is not multiplicity free.
Assume that G has three blocks of imprimitivity. For any k-set of ele-
ments from Ω, let the unordered triple (x, y, z) denote the number of elements
in the k-set from three distinct, but unordered, blocks of imprimitivity. Dis-
tinct triples (x, y, z) correspond to distinct orbits of G on
(
Ω
k
)
. If the blocks
of imprimitivity have at least six elements, then there are seven distinct un-
ordered triples (x, y, z) and the group G has at least seven orbits on
(
Ω
6
)
. By
Lemma 2.1 this means that G is not multiplicity free.
Next assume that each of the blocks of imprimitivity has size three and
that there are six such blocks. By counting the unordered triples (x, y, z)
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as above, G has seven orbits on
(
Ω
6
)
and by Lemma 2.1 the group G is not
multiplicity free.
Finally, if G has at least four blocks of imprimitivity each of size at least
four, then there are at least five orbits on
(
Ω
4
)
. Again, by Lemma 2.1 the
group G is not multiplicity free.
The next result shows that an imprimitive group is a subgroup of a wreath
product. Let G be a group and k a positive integer. The direct product of k
copies of G is denoted Gk. The wreath product of G and Sk, denoted G ≀Sk,
is the group with elements from Gk × Sk with multiplication defined by
(g1, g2, . . . , gk :π)(h1, h2, . . . , hk :τ) := (g1hπ−1(1), g2hπ−1(2), . . . , gkhπ−1(k) :πτ).
2.4 Corollary. If G is a transitive, imprimitive and multiplicity-free sub-
group of Sn then G is a subgroup of Sℓ ≀Sk where (ℓ, k) is one of the following
pairs:
(a) (ℓ, k) = (2, k);
(b) (ℓ, k) = (ℓ, 2);
(c) (ℓ, k) is one of (3, 3), (4, 3) or (5, 3);
(d) (ℓ, k) = (3, 4).
Proof. Let B = {B1, B2, . . . , Bk} be the blocks of imprimitivity for G with
|Bi| = ℓ for all i ∈ {1, . . . , k}. Set Hi = stabG(Bi) to be the setwise stabliser
of Bi in G and K to be the permutation group induced by the action of
G on the blocks of imprimitivity. Since G is transitive, Hi = Hj for all
i, j ∈ {1, . . . , k}, so we can write H for Hi.
Then H↾Bi ≤ Sℓ and K ≤ Sk and H↾Bi ≀K ≤ Sℓ ≀Sk. The group G can be
embedded in H↾Bi ≀K and G ≤ Sℓ ≀ Sk.
Finally, if G has three blocks each of size five, then G is a subgroup of
S5 ≀ S3. This group is not multiplicity free (this can be checked using GAP)
and G is not multiplicity free by Theorem 1.3(d).
It is possible to further restrict which imprimitive groups are multiplicity
free by extending the argument used in Lemma 2.3. For integers t ≤ n, a
group acting on an n-set is t-homogeneous if it has one orbit on the collection
of unordered t-sets from the n-set.
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2.5 Corollary. Let G be an imprimitive multiplicity-free group and let B =
{B1, B2, . . . , Bk} be the blocks of imprimitivity. Assume each block has size
ℓ. Let K be the permutation group induced by the action of G on the blocks
of imprimitivity. Then
(a) the group K is t-homogeneous on the blocks for all t ≤ k;
(b) the group stabG(Bi) of G restricted to the block Bi is t-homogeneous for
all t ≤ ℓ;
(c) stabG(Bi) = stabG(Bj) for all i, j ∈ {1, . . . , k}.
Proof. The first two results can be seen by counting the number of orbits of
G on
(
Ω
3
)
.
Since G is transitive there is a α ∈ K exchanges the blocks Bi and Bj . If
g ∈ stabG(Bi) then αgα
−1 ∈ stabG(Bj).
Beaumont and Peterson [2] have determined the subgroups of Sn that
are t-homogeneous for all t ≤ n. They are Sn, An, AGL(1, 5) with n = 5,
PGL(2, 5) with n = 6, and PGL(2, 8) or PΓL(2, 8) with n = 9.
Next we will determine, for each block structure, which imprimitive groups
are multiplicity free.
2.2.1 Multiplicity-free subgroups of Sk ≀ S2
In this section, we give all multiplicity-free subgroups of Sk ≀S2, starting with
the group S2 ≀ S2.
2.6 Proposition. The group S2 ≀ S2 is multiplicity-free and the only tran-
sitive, proper subgroup of S2 ≀ S2 which multiplicity-free in S4 is the group
generated by the permutation (1, 3, 2, 4).
Proof. Using GAP, it is straightforward to calculate that
indS4(1S2≀S2) = [4] + [2, 2].
Further, it is not difficult to find all the multiplicity-free subgroups of S4,
these are:
A3, S3, S2 × S2, 〈(1, 3, 2, 4)〉, S2 ≀ S2, A4, S4.
Of these, only 〈(1, 3, 2, 4)〉 is a proper, transitive subgroup of S2 ≀ S2.
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The subgroup of S2 ≀ S2 generated by the permutation (1, 3, 2, 4) is part
of a family of subgroups of the wreath product that is multiplicity free in
several cases. For a group G, recall that Gk denotes the direct product of
k copies of G. Each element of σ ∈ Sk defines an automorphism of G
k by
σ(g1, g2, · · · , gk) = (gσ−1(1), gσ−1(2), · · · , gσ−1(k)), and thus there is a homomor-
phism of Sk to the automorphism group of G
k. With this homomorphism,
the wreath product G≀Sk is a semi-direct product, G
k
⋊Sk. For any subgroup
H of Gk which is normal in G ≀Sk, the semidirect product of Sk and H , using
the above homomorphism, gives a subgroup of G ≀ Sk. We will denote this
group by H ⋊ Sk. For example, the subgroup generated by the permutation
(1, 3, 2, 4) can also be expressed as the more complicated (S22 ∩A4)⋊ S2.
The group Sℓ ≀S2 is multiplicity free and its decomposition is known. (See
[18] Example 2.3.)
2.7 Proposition. The group Sℓ ≀ S2 is multiplicity free in S2ℓ with
indS2ℓ(1Sℓ≀S2) =
⌊ℓ/2⌋∑
i=0
[2ℓ− 2i, 2i].
Next we will determine all the multiplicity-free subgroups of Sℓ ≀ S2. To
do this we will need two results. First is the list of subgroups of S2 ≀ S2
whose permutation representations are multiplicity free in S2 ≀S2 and second
is the list of characters of Sℓ ≀S2 induced from the subgroups of index 2. The
subgroups which are multiplicity free in S2 ≀ S2 are given in the following
poset ordered by inclusion.
S2 ≀ S2
S2 × S2 〈(1, 3, 2, 4)〉 (S2 ≀ S2) ∩ A4
{e, (1, 2)} {e, (1, 2)(3, 4)} {e, (1, 3)(2, 4)}
2.8 Proposition. Let ℓ be a positive integer.
(a) The decomposition of indSℓ≀S2(1(Sℓ≀S2)∩A2ℓ) is 1 + σ where σ is the sign
character.
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(b) The decomposition of indSℓ≀S2(1Sℓ×Sℓ) is 1 + ψ where ψ is a linear char-
acter.
(c) The decomposition of indSℓ≀S2(1((Sℓ×Sℓ)∩A2ℓ)⋊S2) is 1 + σψ.
Proof. Part (a) follows from Proposition 1.4 and part (b) follows from the
fact that the index of Sℓ × Sℓ in Sℓ ≀ S2 is two.
To prove Part (c), we will prove that the group Sℓ ≀ S2 has exactly four
irreducible linear characters, 1, σ, ψ and σψ.
Each linear character of Sℓ ≀ S2 is the character of the permutation rep-
resentation of Sℓ ≀ S2 on the cosets (Sℓ ≀ S2)/N for a normal subgroup N . If
N is normal in Sℓ ≀ S2, then Aℓ × Aℓ ≤ N . The group (Sℓ ≀ S2)/(Aℓ × Aℓ)
is isomorphic to S2 ≀ S2, which is the dihedral group of order 8. Since the
dihedral group of order eight has four linear characters, N/(Aℓ × Aℓ) is the
kernel of one of these four characters. Thus there are at most four subgroups
N and Sℓ ≀ S2 has exactly four linear characters.
2.9 Theorem. For ℓ > 2 and ℓ 6= 5, 6 and 9 the transitive, multiplicity-
free, proper subgroups of Sℓ ≀ S2 with their decompositions are exactly the
following groups:
(a) (Sℓ ≀ S2) ∩A2ℓ,
(b) ((Sℓ × Sℓ) ∩A2ℓ)⋊ S2,
(c) Aℓ ≀ S2.
Proof. Assume G is a multiplicity-free subgroup of Sℓ ≀S2. Since the stabiliser
stabG(Bi) of G restricted to a block Bi is t-homogeneous for all t ≤ ℓ and for
the given values of ℓ this group must be either Aℓ or Sℓ. In particular, for
the given values of ℓ, Aℓ × Aℓ ≤ G
The group Aℓ×Aℓ is a normal subgroup of G so we can define the group
G = G/(Aℓ ×Aℓ). Then G is a subgroup of (Sℓ ≀ S2)/(Aℓ × Aℓ) ∼= S2 ≀ S2.
Since G is multiplicity-free in S2ℓ, the representation indSℓ≀S2(1G) is also
multiplicity free (Theorem 1.3(a)). This implies that ind(Sℓ≀S2)/(Aℓ×Aℓ)(1G)
is a multiplicity-free representation of S2 ≀ S2. The proper multiplicity-free
subgroups of S2 ≀ S2 are given in the proof of Proposition 2.6.
This means that G is a transitive group with the property that G is a
multiplicity-free subgroup of S2 ≀ S2. There are only three such groups
(Sℓ ≀ S2) ∩A2ℓ ((Sℓ × Sℓ) ∩A2ℓ)⋊ S2 Aℓ ≀ S2.
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We need to prove that these three groups are multiplicity free.
By Proposition 1.4 and Proposition 2.7,
indS2ℓ(1(Sℓ≀S2)∩A2ℓ) =
⌊ℓ/2⌋∑
i=0
(
[2ℓ− 2i, 2i] + [22i, 12ℓ−4i]
)
.
For ℓ > 2, the group (Sℓ ≀ S2) ∩ A2ℓ is multiplicity free. Further, since the
decomposition of indSℓ≀S2(1(Sℓ≀S2)∩A2ℓ) is 1 + σ, we also have that
indS2ℓ(σ) =
⌊ℓ/2⌋∑
i=0
[22i, 12ℓ−4i].
The decomposition of indSℓ≀S2(1Sℓ×Sℓ) is 1+ψ where ψ is a linear character.
In Proposition 1.6 the decomposition of indS2ℓ(1Sℓ×Sℓ) is given. Using this,
together with the decomposition of indS2ℓ(1Sℓ≀S2) from Proposition 2.7, we
have that
indS2ℓ(ψ) =
⌊ℓ/2⌋∑
i=0
[2ℓ− 2i− 1, 2i+ 1].
The decomposition of indSℓ≀S2(1((Sℓ×Sℓ)∩A2ℓ)⋊S2) is 1 + σψ. Since σ is the
sign character,
indS2ℓ(σψ) =
⌊ℓ/2⌋∑
i=0
[22i+1, 12ℓ−4i−2],
from this it follows that
indSℓ≀S2(1((Sℓ×Sℓ)∩A2ℓ)⋊S2) =
⌊ℓ/2⌋∑
i=0
(
[2ℓ− 2i, 2i] + [22i+1, 12ℓ−4i−2]
)
.
For all ℓ the group ((Sℓ × Sℓ) ∩A2ℓ)⋊ S2 is multiplicity free.
Since Aℓ × Sℓ is a subgroup of Sℓ × Sℓ, we see that
indSℓ≀S2(1Aℓ×Sℓ) = 1 + ψ + φ
where φ is a 2 dimensional character. From the Littlewood-Richardson Rule
(Proposition 1.6), the decomposition of Aℓ × Sℓ is known and from this we
can deduce that
indS2ℓ(φ) = [ℓ+ 1, 1
ℓ−1] + [ℓ, 1ℓ].
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Similarly, we know the decomposition of Aℓ×Aℓ. From this, and the fact
that Aℓ × Aℓ is a subgroup of the three groups
Sℓ × Sℓ, (Sℓ ≀ S2) ∩A2ℓ, (Sℓ × Sℓ) ∩A2ℓ)⋊ S2,
we conclude that
indSℓ≀S2(1Aℓ×Aℓ) = 1 + σ + ψ + σψ + 2φ.
Finally, Aℓ×Aℓ is a subgroup ofAℓ≀S2 so the decomposition of indS2ℓ(1Aℓ≀S2)
is a subset of the characters in 1+σ+ψ+σψ+2φ. Since Aℓ ≀S2 is transitive,
the decomposition of indS2ℓ(1Aℓ≀S2) does not include the partition [2ℓ− 1, 1],
this means that ψ is not in the decomposition. Since [Sℓ ≀ S2 : Aℓ ≀ S2] = 4
and φ has degree 2 while σ has degree 1, we conclude that
indSℓ≀S2(1Aℓ≀S2) = 1 + σψ + φ.
The decomposition of each of these characters is known, and
indS2ℓ(1Aℓ≀S2) =
⌊ℓ/2⌋∑
i=0
(
[2ℓ− 2i, 2i] + [22i+1, 12ℓ−4i−2]
)
+ [ℓ+ 1, 1ℓ−1] + [ℓ, 1ℓ].
It is clear from the formula that Aℓ ≀ S2 is multiplicity free for all ℓ > 2.
It is interesting to note that each of the representations induced from the
linear characters 1, σ, ψ and σψ of Sℓ ≀ S2 are multiplicity free in S2ℓ.
2.10 Theorem. For ℓ = 5, 6 or 9 the transitive, multiplicity-free, subgroups
of Sℓ ≀ S2 are the subgroups given in Theorem 2.9 and the following:
(a) AGL(1, 5) ≀ S2 for ℓ = 5,
(b) PGL(2, 5) ≀ S2 for ℓ = 6,
Proof. Assume G ≤ S2ℓ is multiplicity free. If stabG(Bi) = Sn or An, then
G is one of the subgroups given in Theorem 2.9.
From Corollary 2.5 there are four cases to consider, first where ℓ = 5 and
stabG(Bi) = AGL(1, 5), second where ℓ = 6 and stabG(Bi) = PGL(1, 5) and
finally where ℓ = 9 and stabG(Bi) = PGL(2, 8) or PΓL(2, 8).
Assume ℓ = 5 and stabG(Bi) = AGL(1, 5). This means
AGL(1, 5)×AGL(1, 5) ≤ G.
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If G is multiplicity free in S10, then G must also be multiplicity free in S5 ≀S2.
Further, the group G/(AGL(1, 5) × AGL(1, 5)) must also be multiplicity
free in (S5 ≀ S2)/(AGL(1, 5) × AGL(1, 5)). This last group is congruent to
S3 ≀S2 and from Proposition 2.7 we have a complete list of its multiplicity-free
subgroups. From this list, we can build the list of the groups G, for which
G/(AGL(1, 5)×AGL(1, 5)) is one of the multiplicity-free subgroups of S3 ≀S2.
Using GAP, it is possible to check which of these groups are multiplicity free
in S10.
For ℓ = 6 the proof is similar since
(S6 ≀ S2)/(PGL(2, 5)× PGL(2, 5)) ∼= S3 ≀ S2.
The group PΓL(2, 8) is a maximal subgroup of A9. If G is transitive
and PGL(2, 8)× PGL(2, 8) ≤ G then G ≤ PΓL(2, 8) ≀ S2. Since the group
PΓL(2, 8) ≀S2 is not multiplicity free, no subgroups of it are multiplicity free
(Theorem 1.3(d).)
2.2.2 Multiplicity free subgroups of S2 ≀ Sk
In this section we find all multiplicity-free subgroups of S2 ≀ Sk. We start by
stating the decomposition of S2 ≀ Sk, for a proof see [18], Example 2.2.
2.11 Proposition. The group S2 ≀ Sk is multiplicity free in S2k. Moreover,
for a partition λ of k with λ = [λ1, λ2, . . . , λa], define a partition of 2k by
2λ = [2λ1, 2λ2, . . . , 2λa], then
indS2k(1S2≀Sk) =
∑
λ⊢k
2λ.
Let G be a subgroup of S2 ≀ Sk with B = {B1, B2, . . . , Bk} its blocks of
imprimitivity. Let K be the permutation group induced by the action of G
on the blocks of imprimitivity. If G is multiplicity free, then by Corollary 2.5,
stabG(Bi) = S2 and K is t-homogeneous for all t ≤ k. The group K is Sn
or An or one of the following groups: AGL(1, 5), PGL(2, 5), (PGL(2, 8) or
PΓL(2, 8) [2]. With GAP we can check that the wreath product of S2 with
each of the last four groups is not multiplicity free. If K is one of the last
four groups, then G is not multiplicity free since it is a subgroup of a group
that is not multiplicity free.
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Thus Ak ≤ K for all k and G has index at most 4 in S2 ≀ Sk [18]. There
are only four proper subgroups of S2 ≀ Sk which could be multiplicity free,
these are:
(S2 ≀ Sk) ∩A2k ((S2)
k ∩ A2k)⋊ Sk S2 ≀ Ak ((S2)
k ∩ A2k)⋊ Ak.
2.12 Proposition. The group (S2 ≀ Sk)∩A2k is multiplicity free if and only
if k is odd.
Proof. If k is even, the conjugate partitions [2k] and [k, k] both occur in
the decomposition of ind(1S2≀Sk). By Proposition 1.4, (S2 ≀ Sk) ∩ A2k is not
multiplicity free.
If (S2 ≀ Sk) ∩ A2k is not multiplicity free then there must be a pair of
conjugate characters in the decomposition of S2 ≀ Sk. By Proposition 2.11,
there must be two partitions λ = [λ1, λ2, . . . , λa] and µ = [µ1, µ2, . . . , µb] of k
with
(2λ)′ = [2λ1, 2λ2, . . . , 2λa]
′ = [2µ1, 2µ2, . . . , 2µb] = 2µ.
By definition of conjugation, a = 2µ1, and a must be even. Moreover, if
λi−1 > λi then i − 1 must occur in 2µ and hence i must be odd. Therefore,
if i is even then λi−1 = λi. Thus
k =
a∑
i=1
λi =
a∑
i=2
i even
(λi−1 + λi) =
a∑
i=2
i even
2λi
and k is even.
Next we determine all k for which the group S2 ≀ Ak is multiplicity free.
The decomposition of indS2≀Sk(1S2≀Ak) is 1+ψk where ψk is the sign character
on the blocks of imprimitivity of S2 ≀ Sk. We will give the decomposition of
indS2k(ψk).
First we need to introduce some notation. Let λ be a partition of an
integer n. For a node (i, i) in the Young diagram of λ the diagonal hook, hi,
is the set of all nodes {(i, j) : j ≥ i}∪{(k, i) : k ≥ i}. The width, W (hi) of a
diagonal hook hi is |{(i, j) : j ≥ i}| and the depth, D(hi) is |{(k, i) : k ≥ i}|.
We will also need the following result which was observed by Saxl in [17]
as a direct result of Mackey’s subgroup theorem (see [4], Section 10.13 ).
2.13 Lemma. If G is a permutation group on a set Ω and H is a transitive
subgroup, then for a ∈ Ω and χ an irreducible character of staba(G)
resH(indG(χ)) = indH(resstaba(H)(χ)).
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Before stating the the decomposition of indS2k(ψk) we give an example.
2.14 Example. The decomposition of indS12(ψ6) is [4, 4, 4] + [5, 4, 2, 1] +
[6, 3, 1, 1, 1] + [7, 1, 1, 1, 1, 1]. Below are the Young tableaux for these parti-
tions. In each tableaux the diagonal hooks marked with the symbols, ◦, ∗
and ·.
◦ ◦ ◦ ◦
◦ ∗ ∗ ∗
◦ ∗ · ·
◦ ◦ ◦ ◦ ◦
◦ ∗ ∗ ∗
◦ ∗
◦
◦ ◦ ◦ ◦ ◦ ◦
◦ ∗ ∗
◦
◦
◦
◦ ◦ ◦ ◦ ◦ ◦ ◦
◦
◦
◦
◦
◦
2.15 Theorem. The decomposition of indS2k(ψk) is the sum of all partitions
of 2k with the property that every diagonal hook in the partition has depth
one less than its width.
Proof. The following proof uses the method in Example 2.1 in [18] (this
result is our Proposition 2.11.) In [18], this method is attributed to James
and Saxl.
We prove this theorem by induction on k. First, if k = 3 then decompo-
sition of
indS6(ψ3) = [4, 1, 1] + [3, 3].
A simple check of the Young diagrams for all partitions of 6 shows that the
theorem holds in this case.
First we give a description of the set of partitions in the decomposition
of resS2k−1(indS2k(ψk)). In the second part of the proof, we show that if there
is partition in decomposition of indS2k(ψk) that is not of the right form, then
the decomposition of the restriction of the corresponding character to S2k−1
is not contained in this set.
Apply Lemma 2.13 with Ω the set of uniform k-partitions of a 2k-set,
G = S2k and H = S2k−1. Then staba(G) = S2 ≀ Sk and staba(H) = S2 ≀ Sk−1
for any a ∈ Ω and thus
resS2k−1(indS2k(ψk)) = indS2k−1(resS2≀S2k−1ψk).
From the definition of ψk, we have that
indS2k−1(resS2≀Sk−1ψk) = indS2k−1(ψk−1)
= indS2k−1(indS2k−2(ψk−1)).
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These together imply that
resS2k−1(indS2k(ψk)) = indS2k−1(indS2k−2(ψk−1)). (2.1)
By the induction hypothesis, indS2k−2(ψk−1) is the sum of all partitions of
2k−2 with the property that every diagonal hook in the partition has depth
one less than its width.
Using the Littlewood-Richardson rule, we see that the decomposition of
indS2k−1(indS2k−2(ψk−1)) is the sum of all partitions of 2k−1 with all diagonal
hooks, except one, with depth one less then its width. This one hook will
have depth equal to width or depth two less than its width.
Assume that there is a partition λ in the decomposition of indS2k(ψk)
that has a diagonal hook that does not have the depth equal to one less
than its width. Assume that h = hi is the smallest diagonal hook in λ with
W (h) 6= D(h)+ 1 and that W (h) > D(h)+ 1 (the case for W (h) < D(h)+ 1
follows similarly).
First assume h is the smallest diagonal hook in λ. Let h′ be the hook
constructed by removing the node (i+D(h)− 1, i) from h. Define λ′ to be
the partition of 2k−1 constructed by replacing the hook h in λ by h′. By the
Littlewood-Richardson Rule, λ′ is in the decomposition of res2k−1(indS2k(ψk)).
Since the hook h′ has W (h) > D(h) + 2, it is not in the decomposition of
indS2k−1(indS2k−2(ψk−1)). Therefore, by Equation 2.1, λ is not in the decom-
position of indS2k(ψk).
If h is not the smallest diagonal hook in λ, let λ′ be the partition of 2k−1
constructed by removing one cell from the smallest diagonal hook in λ. This
partition will not be in the decomposition of indS2k−1(indS2k−2(ψk−1)) since
it will have two diagonal hooks with width not one more than the depth.
Again by Equation 2.1, λ is not in the decomposition of indS2k(ψk).
2.16 Theorem. The group S2 ≀ Ak is multiplicity free if and only if k ∈
(3, 4, 7, 8, 11, 12, 16, 20, 24).
Proof. Assume k = 4a+ 1 then all diagonal hooks in the following partition
have depth one more than its width [(2a+2)2, 22a−1]. Since each entry in the
partition is even, this partition is in the decomposition of both indS2k(1S2≀Sk)
and indS2k(ψ) so it occurs twice in the decomposition of indS2k(1S2≀Ak).
Similarly, if k = 4a+2 then the partition [(2a+2)2, 4, 22a−2] occurs twice
in the decomposition of indS2k(1S2≀Ak).
21
If k = 4a+ 3 and a ≥ 4 the partition [2a, 2a, 6, 6, 6, 22a−3] occurs twice in
the decomposition of indS2k(1S2≀Ak). If a = 3 the partition [6
5] occurs twice.
For a ∈ [0, 1, 2] it is possible to determine that S2 ≀ Ak is multiplicity free
either by GAP or by checking the partitions of 2k.
Finally, if k = 4a and a ≥ 7 the partition [2a − 62, 85, 22a−14] occurs
twice in the decomposition of indS2k(1S2≀Ak). For a ≤ 6, by inspection of
the partitions in the decomposition of indS2k(1S2≀Ak) the group S2 ≀ Ak is
multiplicity free.
2.17 Theorem. The group ((S2)
k ∩A2k)⋊Sk is multiplicity free if and only
if k ∈ {2, 4, 5, 6, 8, 9, 12, 13, 16, 17, 20, 24, 28, 32}.
Proof. By Proposition 2.8, the decomposition of indS2≀Sk(1((S2)k∩A2k)⋊Sk) is
1 + σψk. The decomposition of indS2k(σψk) contains the partitions which
are conjugate to the partitions in the decomposition of indS2k(ψk). From
Theorem 2.15, these are exactly the partitions in which all the diagonal hooks
have width one less than the depth. For each value of k not listed above,
we will give a partition of 2k in which all the diagonal hooks have width one
less than the depth and all the entries are even. Such a partition will occur
twice in the decomposition of indS2k(1((S2)k∩A2k)⋊Sk) since it occur both in the
decomposition of indS2k(1S2≀Sk) and in the decomposition of indS2k(ψk).
For k = 4a and a ≥ 9 the partition is [(2a−10)2, 87, 22a−18]; for k = 4a+1
with a ≥ 5 the partition is [(2a−4)2, 65, 22a−10]; for k = 4a+2 with a ≥ 2 the
partition is [(2a)2, 43, 22a−4] and for k = 6 the partition is [23]; for k = 4a+3
and all values of a the partition is [(2a+ 2)2, 22a+1].
For the remaining cases, it is not hard to check that no partition of 2k
can satisfy the two requirements.
2.18 Theorem. The group ((S2)
k ∩A2k)⋊ Ak is not multiplicity free.
Proof. If ((S2)
k ∩ A2k)⋊ Ak is multiplicity free then each of (S2 ≀ Sk) ∩ A2k,
S2 ≀ Ak and (S2)
k ∩ A2k) ⋊ Sk is multiplicity free. There are no values of k
for which all three of these groups are multiplicity free.
2.2.3 Multiplicity free subgroups of Sℓ ≀ S3 and S3 ≀ Sk
In this section we consider the remaining four structures for the blocks of
imprimitivity for imprimitive multiplicity-free groups. These structures are
three blocks of size three, four or five or four blocks of size three.
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Let ℓ be the size of the blocks of imprimitivity. By Corollary 2.5, any
imprimitive multiplicity-free subgroup G of Sℓ ≀ S3 must be t-homogeneous
on the blocks of imprimitivity where t ≤ ℓ. If ℓ 6= 5, then the group G must
contain the group A3ℓ . Using the same method as in Theorem 2.9, the group
G/A3ℓ must be a multiplicity-free subgroup of (Sℓ ≀ S3)/A
3
ℓ
∼= S2 ≀ S3. From
the previous section, we know all the multiplicity-free subgroups of S2 ≀ S3.
First we find the groups G, which have the property that G/A3ℓ is one of the
multiplicity-free subgroups of S2 ≀ S3. Next, using GAP, we determine which
of these groups are multiplicity free in S3ℓ.
Define a subgroup Dℓ of S
3
ℓ by
Dℓ = {(a, b, c) ∈ S
3
ℓ : sgn(a) = sgn(b) = sgn(c)}.
The group Dℓ is normal in Sℓ ≀S3, so SDℓ = Dℓ⋊S3 is a subgroup of Sℓ ≀S3.
Further, define a subgroup of SDℓ by
RDℓ = {(a, b, c : π) ∈ Sℓ ≀ S3 : sgn(π) = sgn(a) = sgn(b) = sgn(c)}.
If ℓ is odd then RDℓ = SDℓ ∩A3ℓ.
The following table lists all multiplicity-free subgroups of Sℓ ≀ S3, the
columns are headed by the “supergroup”.
S3 ≀ S3 S3 ≀ S4 S4 ≀ S3
(S3 ≀ S3) ∩ A9 (S3 ≀ S4) ∩ A12 (S4 ≀ S3) ∩ A12
(S33 ∩A9)⋊ S3 (S
3
4 ∩A12)⋊ S3
SD4
RD4
A similar method can be used to determine the multiplicity-free subgroups
of S5 ≀ S3.
2.19 Theorem. The transitive, subgroups of S5 ≀ S3 which are multiplicity
free in S15 are
(a) (S5 ≀ S3) ∩ A15,
(b) A5 ≀ S3,
(c) ((S5)
3 ∩ A15)⋊ S3,
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(d) SD5,
Proof. If G is a multiplicity-free subgroup of S5 ≀ S3 then either A
3
ℓ ≤ G or
AGL(1, 5)3 ≤ G.
For the first case, we only need to check which of the groups G with G/A3ℓ
multiplicity free in S2 ≀ S3 are multiplicity free in S15. With a calculation in
GAP, the groups (S5 ≀ S3) ∩ A15 and A5 ≀ S3 are multiplicity free. Since
A5 ≀ S3 is a subgroup of ((S5)
3 ∩ A15) ⋊ S3 and SD5, these two groups are
also multiplicity free.
In the second case, G must be a subgroup of AGL(1, 5) ≀ S3. Since this
group is not multiplicity free, G is not multiplicity free.
3 Intransitive Subgroups
Let Ω be a set of cardinality n. Throughout this section we assume that the
group G ≤ Sn is intransitive on Ω. For a group G ≤ Sn, we will use S1 × G
to denote the subgroup of Sn+1 that fixes one point of the underlying set and
is G on the remaining n points.
From Lemma 2.1, if G is multiplicity free and transitive, then it has
exactly two orbits on Ω. Denote these two orbits by Γ and ∆. Then G ≤
G↾Γ ×G↾∆.
3.1 Lemma. Let G be an intransitive, multiplicity-free subgroup of Sn. Let
Γ and ∆ denote the two orbits of G and assume |Γ| = k and |∆| = n − k
with 2k ≤ n. Then
(a) for all ℓ, with 1 ≤ ℓ ≤ k, the group G has exactly ℓ+ 1 orbits on
(
Ω
ℓ
)
;
(b) for all ℓ ≤ k, the groups G↾Γ and G↾∆ are ℓ-homogeneous.
Proof. First we prove part (a). Let ℓ be an integer with 1 ≤ ℓ ≤ k. Since
G is multiplicity free, by Lemma 2.1, there can be at most ℓ + 1 orbits on(
Ω
ℓ
)
. To see that there are exactly this many orbits on
(
Ω
ℓ
)
, consider the
intersection of any ℓ-set from Ω with the set Γ. The size of this intersection
can take ℓ+ 1 different values, 0 to ℓ. Since Γ is an orbit for G, if the size of
the intersection with Γ for two ℓ-sets from Ω is different, then the two ℓ-sets
must be in different orbits of G. Hence G exactly ℓ+ 1 orbits on
(
Ω
ℓ
)
.
Next we prove part (b). The proof of part (a) implies that for each integer
ℓ with 0 ≤ ℓ ≤ k, there is exactly one orbit of G on
(
Ω
k
)
where the intersection
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of the k-sets in the orbit with Γ has cardinality ℓ. In particular, for any ℓ ≤ k,
the restricted group G↾Γ has a single orbit on
(
Γ
ℓ
)
and G↾Γ is ℓ-homogeneous
for every ℓ ≤ k.
Similarly G↾∆ is ℓ-homogeneous for every ℓ ≤ k.
3.2 Lemma. Let G be an intransitive, multiplicity-free subgroup of Sn. As-
sume that the two orbits of G on Ω are Γ and ∆ with cardinality k and n−k
respectively. Then G↾Γ and G↾∆ are multiplicity-free subgroups of Sk and
Sn−k.
Proof. Assume that
indSk(1G↾Γ) =
∑
µ⊢k
aµVµ
and
indSn−k(1G↾∆) =
∑
ν⊢n−k
bνVν .
By the Littlewood-Richardson Rule,
indSn(1G↾Γ×G↾∆) =
∑
µ⊢k
∑
ν⊢n−k
∑
λ⊢n
aµbνN
λ
µ,νVλ.
If either aµ > 1 for some µ ⊢ k or bν > 1 for some ν ⊢ (n−k) then G↾Γ×G↾∆
is not multiplicity free. Since G ≤ G↾Γ ×G↾∆, by Theorem 1.3(d), G would
also not be multiplicity free.
Lemma 3.1 and Lemma 3.2 impose strong restrictions on the groups G↾Γ
and G↾∆. In particular, the group G↾Γ must be either the symmetric group,
the alternating group, AGL(1, 5) with k = 5, PGL(2, 5) with k = 6 or
PΓL(2, 8) with k = 9. There are more choices for G↾∆, since it is only
ℓ-homogeneous for ℓ ≤ |Γ| ≤ |∆|. But as G↾∆ must be transitive and multi-
plicity free, G↾∆ must be one of the groups from Section 2.
We will first determine which products of groups from Section 2 are multi-
plicity free and then consider the subgroups of these product groups. Propo-
sition 1.6 lists the multiplicity-free groups which are the product of only
symmetric and alternating groups.
3.3 Proposition. Let k be an integer, then
(a) AGL(1, 5)×Sk, PGL(2, 5)×Sk and PΓL(2, 8)×Sk are multiplicity free
for all positive integers k,
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(b) AGL(1, 5)× Ak is multiplicity free if and only if k ≥ 4,
(c) PGL(2, 5)× Ak is multiplicity free if and only if k ≥ 3.
(d) PΓL(2, 8)× Ak is multiplicity free for any k = 7 or k >= 11.
Proof. By the Littlewood-Richardson rule, the decomposition into irreducible
characters of AGL(1, 5)× S1 considered as a subgroup of S6 is
[6] + [5, 1] + [3, 2, 1] + [23] + [22, 12]
and for all integers k > 1, the decomposition into irreducible characters of
AGL(1, 5)× Sk is
min(k,⌊k+5
2
⌋)∑
i=0
[k + 5− i, i] + [k + 2, 2, 1] + [k + 1, 22] + [k + 1, 2, 12] + [k, 22, 1].
Similarly, the decomposition into irreducible characters of PGL(2, 5)×S1
as a subgroup of S7 is
[7] + [6, 1] + [3, 22] + [23, 1]
and the decomposition of PGL(2, 5)× Sk is
min(k,⌊k+6
2
⌋)∑
i=0
[k + 6− i, i] + [k + 2, 22] + [k + 1, 22, 1] + [k, 23].
For k ≤ 4 it can be checked using GAP that PΓL(2, 8)×Sk is multiplicity
free. For k > 4 the decomposition into irreducible characters of PΓL(2, 8)×
Sk is
min(k,⌊k+9
2
⌋)∑
i=0
[k + 9− i, i] + [k + 1, 18] + [k, 19]
+
4∑
i=0
(
[5 + k − i, i+ 1, 13] + [4 + k − i, i+ 1, 14]
+[4 + k − i, 4, i+ 1] + [3 + k − i, 4, i+ 1, 1])
+ [3 + k, 2, 2, 2] + [k + 3, 2, 2, 2, 2] + [k + 2, 3, 2, 2, 2]
+ [3 + k − 1, 3, 2, 2] + [3 + k − 1, 2, 2, 2, 1] + [3 + k − 2, 3, 2, 2, 1]
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The decomposition into irreducible characters of AGL(1, 5)× Ak is
min(k,⌊k+5
2
⌋)∑
i=0
[k + 5− i, i] + [k + 2, 2, 1] + [k + 1, 22] + [k + 1, 2, 12]
+ [k, 22, 1] + [6, 1k−1] + [5, 1k] + [32, 2, 1k−3] + [32, 1k−1]
+ [3, 22, 1k−2] + [3, 2, 1k] + [23, 1k−1] + [22, 1k+1].
If k ≥ 4, then these irreducible characters are all different.
The decomposition into irreducible characters of PGL(2, 5)×Ak is
min(k,⌊k+6
2
⌋)∑
i=0
[k + 6− i, i] + [k + 2, 22] + [k + 1, 22, 1] + [k, 23] + [7, 1k−1]
+ [6, 1k] + [33, 1k−3] + [32, 2, 1k−2] + [3, 22, 1k−1] + [23, 1k].
If k ≥ 3 all these irreducible characters are distinct.
For k < 11 the decomposition into irreducible characters for PΓL(2, 8)×
Ak can be calculated in GAP. If k ≥ 11 Then the the decomposition of
PΓL(2, 8)×Ak is the sum of the partitions formed by adding k boxes to the
partitions in the decomposition of of PΓL(2, 8) first, in such a way that no
two boxes are in the same row and second in such a way that no two boxes
are in the same column. The decomposition of PΓL(2, 8) is
[9] + [5, 14] + [4, 4, 1] + [3, 2, 2, 2] + [19]
it is tedious but not difficult to see that for k ≥ 11 each of these partitions
is distinct.
3.4 Proposition. Let k, 2 ≤ c and 2 ≤ d be integers and let G be a subgroup
of Sk. Then G× (Sc ≀ Sd) is multiplicity free if and only if G = S1 and c = 2
or G = S1 and d = 2.
Proof. If G× (Sc ≀ Sd) is multiplicity free, then it has exactly two orbits on
{1, . . . , cd + k}. The first orbit is Γ = {1, . . . , k} and the second is ∆ =
{k + 1, . . . , cd + k}. By Lemma 3.1(b), if G × (Sc ≀ Sd) is multiplicity free,
then Sc ≀ Sd is k-homogeneous. Since for all integers c ≥ 2 and d ≥ 2, the
group Sc ≀ Sd is imprimitive it is not k-homogeneous for any k > 1. Thus
k = 1 and G is S1.
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If S1 × (Sc ≀ Sd) is multiplicity free, then Sc ≀ Sd is also multiplicity free.
The only integers 3 ≤ c and 3 ≤ d with Sc ≀ Sd multiplicity free are (3, 3),
(3, 4), (3, 5) and (4, 3). For each of these values of (c, d), the decomposition
of indScd(1Sc≀Sd) into irreducible characters includes the characters [cd− 2, 2]
and [cd − 3, 3]. By the Littlewood-Richardson rule, [cd − 2, 2] ◦ [1] = [cd −
1, 2] + [cd− 2, 3] and [cd− 3, 3] ◦ [1] = [cd− 2, 3] + [cd− 3, 2]. For c ≥ 2 and
d ≥ 2, the irreducible representation [cd − 2, 3] occurs with multiplicity at
least two in the decomposition of indScd+1(1S1×(Sc≀Sd)). Thus c = 2 or d = 2.
For a partition (λ1, λ2, . . . , λa) of d let 2λ + 1 denote all the partitions
of 2d + 1 of the form (2λ1, 2λ2, ..., 2λi + 1, ..., 2λa), where λi−1 > λi. Then
Proposition 2.11, together with the Littlewood-Richardson Rule, gives that
indS2d+1(1S1×(S2≀Sd)) =
∑
λ⊢c
2λ+ 1.
Each of these characters is distinct and S1 × (S2 ≀ Sd) is multiplicity free.
The number of characters in the decomposition is the sum over all partitions
λ = (λ1, λ2, . . . , λa) of d of the number of i ∈ {0, . . . , a} with λi > λi+1 where
we set λ0 = d+ 1 and λa+1 = 0.
The irreducible decomposition of indS2c+1(1S1×(Sc≀S2)) is
⌊c/2⌋∑
i=0
([2c− 2i+ 1, 2i] + [2c− 2i, 2i+ 1] + [2c− 2i, 2i, 1]) .
Since these characters are distinct, S1 × (Sc ≀ S2) is multiplicity free.
For each multiplicity-free subgroup of Sℓ ≀ S2 the decomposition of the
induced representation is given in the proof of either Theorem 2.9 or the proof
of Theorem 2.10. So for each subgroup, using the Littlewood-Richardson rule,
it is possible to determine if the direct product of S1 and the subgroup is
multiplicity free.
3.5 Proposition. (a) The group S1× ((Sℓ ≀S2)∩A2ℓ) is multiplicity free for
ℓ ≥ 3.
(b) The group S1 × (((Sℓ × Sℓ) ∩A2ℓ)⋊ S2) is multiplicity free for ℓ ≥ 3.
(c) For all values of ℓ, the group S1 × (Aℓ ≀ S2) is not multiplicity free.
(d) The group S1 × (AGL(1, 5) ≀ S2) is not multiplicity free.
(e) The group S1 × (PGL(2, 5) ≀ S2) is not multiplicity free.
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3.6 Proposition. The groups S1 × ((S2 ≀ Sk) ∩ A2k), S1 × (S2 ≀ Ak), and
S1 × (((S2)
k ∩ A2k)⋊ Sk) are not multiplicity free.
Proof. For all k, the partitions [2k] and [2k−1, 12] both occur in the decompo-
sition of indS2k(1(S2≀Sk)∩A2k). by the Littlewood-Richardson rule the partition
[2k, 1] occurs twice in the decomposition of indS2k+1(1S1×((S2≀Sk)∩A2k))
The fact that the groups S1× (S2 ≀Ak), and S1× (((S2)
k ∩A2k)⋊Sk) are
not multiplicity free can be tested using GAP for the list of values of k given
in Theorems 2.16 and 2.17.
All other product groups are given in Table 3. These group were deter-
mined to be multiplicity free using GAP.
Finally we consider which proper subgroups of the multiplicity-free prod-
uct groups are also multiplicity free. A subgroup G of a product group H×K
is a subdirect product if for π1 and π2 the projection maps on to the first and
second factor, π1(G) = H and π2(G) = K. We give a well-known charac-
terization of subdirect products. This result is standard but we include that
proof for completeness.
3.7 Proposition. Let G be a subdirect product of H ×K. Then for some
pair of homomorphisms φ of H and ψ of K both to the same group
G = {(h, k) ∈ H ×K : φ(h) = ψ(k)}.
Proof. Define
H1 = {h : (h, 1) ∈ G}, K1 = {k : (1, k) ∈ G}.
The subgroup H1×1 is the kernel of the projection of G to K, thus H1×1 is
normal in G. The image of the projection of H1× 1 in H is H1 and since the
projection map is a homomorphism, H1 is a normal subgroup ofH . Similarly,
K1 is a normal subgroup of K.
Since 1 ×K1 is the kernel of the surjective projection of G onto H , the
group G/(1×K1) is isomorphic to H . Similarly G/(H1 × 1) ∼= K.
Then
H
H1
∼=
G/(1×K1)
H1 × 1
∼=
G
(H1 × 1)(1×K1)
∼=
G/(H1 × 1)
1×K1
∼=
K
K1
.
Thus H/H1 ∼= K/K1.
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Let ρ : H/H1 → K/K1 be an isomorphism. Define φ
′ be the natural ho-
momorphism of H to H/H1 and φ = ρ ◦ φ
′. Let ψ′ be the natural homomor-
phism ofK toK/K1. We will show thatG = {(h, k) ∈ H×K : φ(h) = ψ(k)}.
Define the map Ψ : H×K → K/K1 by Ψ(h, k) = φ(h)ψ(k
−1). The claim
is that G is the kernel of Ψ. If (h, k) ∈ G then Ψ(h, k) = φ(h)ψ(k−1) = 1.
Thus G ⊆ ker(Ψ). Since
|H ×K|
| ker(Ψ)|
= |K/K1| =
|H||K|
|G|
.
Thus |G| = | ker(Ψ)| and G = ker(Ψ).
For all of the intransitive multiplicity-free, product groups, at least one
of the products is either the symmetric group or the alternating group. With
the exception of k = 4, the only normal subgroup of Sk is the alternating
group and Ak has no non-trivial normal subgroups. The only non-trivial
homomorphism of Sk is the sign map. For k 6= 4 and a group H , if G is a
proper subgroup of Sk ×H then
G = {(h, k) : sgn(h) = sgn(k)} = (Sk ×H) ∩ An.
For each multiplicity-free intransitive group, we will determine if its inter-
section with the alternating group is also multiplicity free. There are no
non-trivial homomorphisms of Ak, so we do not need to check subgroups of
Ak × H . Finally we will consider the special cases of proper subgroups of
S4 ×H and A4 ×H .
3.8 Proposition. For all positive integers n and k, except k = 2 and n = 4,
the group (Sk × Sn−k) ∩ An is multiplicity free.
Proof. The decomposition of (Sk × Sn−k) ∩An into irreducible characters is
min{k,n−k}∑
i=0
(
[n− i, i] + [2i, 1n−2i]
)
.
3.9 Proposition. For all integers k ≥ 4, the group (AGL(1, 5)×Sk)∩Ak+5 is
multiplicity free. For all positive integers k the group (PGL(2, 5)×Sk)∩Ak+6
is multiplicity free.
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Proof. By Proposition 1.4 and 3.3, the decomposition into irreducible char-
acters of (AGL(1, 5)× Sk) ∩ Ak+5 and k > 1 is
min(k,⌊k+5
2
⌋)∑
i=0
(
[k + 5− i, i] + [2i, 1k+5−2i]
)
+ [k + 2, 2, 1]
+ [k + 1, 22] + [k + 1, 2, 12] + [k, 22, 1] + [3, 2, 1k]
+ [32, 1k−1] + [4, 2, 1k−1] + [4, 3, 1k−2].
For k ≥ 4 each of these characters is unique. Further, (AGL(1, 5)×S1)∩A6
is not multiplicity free.
The decomposition into irreducible characters of (PGL(2, 5)×Sk)∩Ak+6
for k = 1 is
[7] + [17] + [6, 1] + [2, 15] + [3, 22] + [32, 1] + [23, 1] + [4, 3]
and in general it is
min(k,⌊k+6
2
⌋)∑
i=0
(
[k + 6− i, i] + [2i, 1k+6−2i]
)
+ [k + 2, 22] + [k + 1, 22, 1]
+ [k, 23] + [32, 1k] + [4, 3, 1k−1] + [42, 1k−2].
For all positive integers k each of these irreducible representations are dis-
tinct.
For no other groups from Table 3 is the intersection with the alternating
group is multiplicity free. This can be tested using GAP or by checking the
decomposition for conjugate partitions.
Finally, we need to determine which proper subgroups of the multiplicity-
free groups of the form S4 × G and A4 × G are multiplicity free. These
subgroups are special since the groups S4 and A4 have homomorphisms both
to Z2 and S3.
The subgroups of the form (S4 × G) ∩ An and (A4 ×G) ∩ An have been
determined, so we only need to consider groups G that have a homomorphism
to S3. If G has such a homomorphism then it must have a normal group with
index dividing 6. From the list of multiplicity-free product groups we only
need to consider the following: S4 × S4 and S4 × A4. Using GAP to check
all subgroups of these groups we find that the only proper multiplicity-free
subgroup is (S4 × S4) ∩A8.
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4 Conclusion and Further Work
In our introduction we defined a set of matrices which are the adjacency
matrices of the graphs whose vertex set is the collection of all uniform k-
partitions of an n-set with adjacencies defined by the meet tables. We know
precisely for which values of k and n this set of matrices commute. The
adjacency matrix of graph QI(12, 3) is one of these matrices. The eigenvalues
of this matrix are known [13] and using standard eigenvalue methods we get
that the size of the maximum clique of QI(12, 3) is 7.
The next stage of this project is to develop tools for the non-commutative
case; we want better bounds on the size of the maximum cliques in QI(n, k)
and we want to know if these graphs are cores. Since Sk ≀Sk is not multiplicity
free when k > 3, the method of Godsil and Newman [8] will not extend
directly.
In Proposition 2.8 we showed that the group Sℓ ≀ S2 has exactly three
linear characters, not including the trivial character. It is interesting that the
corresponding induced characters of S2ℓ are multiplicity free. This suggests
the problem of determining which subgroups of the symmetric group have a
linear character whose induced character is multiplicity free. (It is not clear
that solving this would have any combinatorial impact, but nonetheless it
could be interesting.)
Finally, for each of the multiplicity-free subgroups we found, there is
a corresponding association scheme with the cosets of the subgroup as its
vertices. Some of these may prove interesting in their own right. We plan to
search for fusion schemes of low rank in these schemes.
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6 Tables of Multiplicity-free Groups
For three families of groups ( S2 ≀Ak, (S
k
2 ∩A2k)⋊Sk and S1× (S2 ≀Sk) ) the
rank is too complicated to be included in the table.
Group n index rank
A(n) n 2 2
S(n) n 1 1
AGL(1, 5) ∩A5 5 12 4
AGL(1, 5) 5 6 2
PSL(2, 5) 6 12 4
PGL(2, 5) 6 6 2
AGL(1, 7) 7 120 7
PSL(3, 2) 7 30 4
AΓL(1, 8) 8 240 8
PGL(2, 7) 8 120 5
AGL(3, 2) 8 30 4
AGL(2, 3) 9 840 9
PΓL(2, 8) 9 240 5
Aut(PSL(2, 9)) 10 2520 10
M11 11 5040 10
M11 12 60480 26
M12 12 5040 8
Table 1: Multiplicity-free transitive primitive groups.
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Group n index rank
Sℓ ≀ S2 2ℓ
1
2
(
2ℓ
ℓ
)
⌊ℓ/2⌋+ 1
(Sℓ ≀ S2) ∩ A2ℓ, ℓ ≥ 3 2ℓ
(
2ℓ
ℓ
)
2(⌊ℓ/2⌋+ 1)
((Sℓ × Sℓ) ∩ A2ℓ)⋊ S2, ℓ ≥ 3 2ℓ
(
2ℓ
ℓ
)
2(⌊ℓ/2⌋+ 1)
Aℓ ≀ S2, ℓ ≥ 3 2ℓ 2
(
2ℓ
ℓ
)
2(⌊ℓ/2⌋+ 1) + 2
AGL(1, 5) ≀ S2 10 4536 16
PGL(2, 5) ≀ S2 12 16632 13
S2 ≀ Sk 2k
(2k)!
2kk!
p(k)
(S2 ≀ Sk) ∩A2k, k odd 2k
(2k)!
2k−1k!
2p(k)
S2 ≀ Ak 2k
(2k)!
2k−1k!
(k ∈ (3, 4, 7, 8, 11, 12, 16, 20, 24))
(Sk2 ∩ A2k)⋊ Sk 2k
(2k)!
2k−1k!
(k ∈ {2,4,5,6,8,9,12,13,16,17,20,24,28,32})
S3 ≀ S3 9 280 5
(S3 ≀ S3) ∩ A9 9 560 10
((S3)
3 ∩ A9)⋊ S3 9 560 9
S3 ≀ S4 12 15400 12
(S3 ≀ S4) ∩ A12 12 30800 24
S4 ≀ S3 12 5775 9
(S4 ≀ S3) ∩ A12 12 11550 18
((S4)
3 ∩ A12)⋊ S3 12 11550 16
SD4 12 23100 18
RD4 12 46200 33
S5 ≀ S3 15 126126 13
(S5 ≀ S3) ∩ A15 15 252252 26
((S5)
3 ∩ A15)⋊ S3 15 252252 25
SD5 15 504504 24
A5 ≀ S3 15 1009008 46
Table 2: Multiplicity-free transitive imprimitive groups
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Group n index rank
S1 × AGL(1, 5) 6 36 5
S1 × PSL(2, 5) 7 84 8
S1 × PGL(2, 5) 7 42 4
S1 × PSL(3, 2) 8 240 10
S1 × PGL(2, 7) 9 1080 12
S1 × AGL(3, 2) 9 270 8
S1 × PΓL(2, 8) 10 2400 13
S1 ×M12 13 65520 18
S2 × PSL(2, 5)) 8 336 11
S2 × PSL(3, 2) 9 1080 14
S2 × AGL(3, 2) 10 1350 11
S2 × PΓL(2, 8) 11 13200 20
S2 ×M12 14 458640 28
S3 × AGL(3, 2) 11 4950 13
A3 × AGL(3, 2) 11 9900 26
S3 × PΓL(2, 8) 12 52800 26
S3 ×M12 15 2293200 37
S4 × PΓL(2, 8) 13 171600 30
S4 ×M12 16 9172800 44
S5 ×M12 17 31187520 48
Table 3: Multiplicity-free intransitive groups
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Group n index rank
Sk × Sn−k (2k ≤ n) n
(
n
k
)
k + 1
(Sk × Sn−k) ∩ An (2k ≤ n, (k, n) 6= (2, 4)) n 2
(
n
k
)
2k + 2
Ak × Sn−k (2k ≤ n, k 6= 2) n 2
(
n
k
)
k + 3
Sk × An−k (2k ≤ n, k 6= n− 2) n 2
(
n
k
)
k + 3
Ak ×An−k (k ≥ 3, 2k ≤ n− 2) n 4
(
n
k
)
2k + 6
Sk × AGL(1, 5) (k ≥ 2) k + 5
(k+5)!
20(k!)
k + 5
Ak ×AGL(1, 5) (k ≥ 4) k + 5
(k+5)!
10(k!)
k + 13
(Sk × (AGL(1, 5)) ∩Ak+5 (k ≥ 5) k + 5
(k+5)!
10(k!)
2k + 10
Sk × PGL(2, 5) (k ≥ 2) k + 6
(k+6)!
120(k!)
k + 4
Ak × PGL(2, 5) (k ≥ 3) k + 6
(k+6)!
60(k!)
k + 10
(Sk × (PGL(2, 5)) ∩Ak+6 (k ≥ 2) k + 6
(k+6)!
60(k!)
2k + 8
Sk × PΓL(2, 8) (k ≥ 5) k + 9
240(k+9)!
9!k!
27+min{k, ⌊k+92 ⌋}
Ak × PΓL(2, 8) k = 7 or k >= 11 k + 9
480(k+9)!
9!k!
52 + k when k ≥ 16
S1 × (Sk ≀ S2) 2k + 1
(2k+1)!
2(k!)2
3⌊k
2
⌋
(S1 × ((Sk ≀ S2)) ∩A2k+1) (k ≥ 3) 2k + 1
(2k+1)!
(k!)2
6⌊k
2
⌋
(S1 × ((S
2
k ∩ A2k)⋊ S2) (k ≥ 3) 2k + 1
(2k+1)!
(k!)2
6⌊k
2
⌋
S1 × (S2 ≀ Sk) 2k + 1
(2k+1)!
2kk!
Table 4: Multiplicity-free intransitive groups, continued
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7 Association Schemes for Groups with In-
dex less than 900
The eigenvalues for the association schemes were calculated using Akihide
Hanaki’s GAP package “Elementary functions for association schemes on
GAP”[9].
AGL(1, 5) ∩A5 in S5 

1 5 5 1 1
1 -5 5 -1 1
1 -1 -1 1 5
1 1 -1 -1 5


AGL(1, 5) in S5 (
1 5 1
1 -1 5
)
PSL(2, 5) in S6 

1 5 5 1 1
1 -5 5 -1 1
1 -1 -1 1 5
1 1 -1 -1 5


PGL(2, 5) in S6 (
1 5 1
1 -1 5
)
AGL(1, 7) in S7

1 21 42 21 14 7 14 1
1 -6 -3 3 -1 -2 8 14
1 6 -3 -9 -1 2 4 14
1 -7 2 -3 6 3 -2 15
1 0 9 -3 -1 -4 -2 20
1 -1 2 3 -6 3 -2 21
1 3 -6 3 2 -1 -2 35


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PSL(3, 2) in S7 

1 7 14 8 1
1 -7 14 -8 1
1 -2 -1 2 14
1 2 -1 -2 14


AΓL(1, 8) in S8

1 28 56 56 56 7 28 8 1
1 -28 56 56 -56 7 -28 -8 1
1 -8 -4 -4 14 7 -8 2 14
1 8 -4 -4 -14 7 8 -2 14
1 -4 8 -8 -4 -1 4 4 35
1 4 8 -8 4 -1 -4 -4 35
1 -4 -4 4 2 -1 4 -2 70
1 4 -4 4 -2 -1 -4 2 70


PGL(2, 7) in S8 

1 28 56 14 21 1
1 -8 -4 8 3 14
1 8 -4 4 -9 14
1 -4 8 -2 -3 35
1 2 -4 -2 3 56


AGL(3, 2) in S8 

1 7 14 8 1
1 -7 14 -8 1
1 -2 -1 2 14
1 2 -1 -2 14


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AGL(2, 3) in S9

1 36 8 216 144 216 27 144 48 1
1 0 -4 36 -12 0 -9 -24 12 42
1 15 1 6 18 -15 6 -24 -8 48
1 -9 5 0 18 -27 0 0 12 56
1 -6 2 18 -18 0 9 0 -6 84
1 6 -2 6 -6 -24 -3 24 -2 84
1 6 4 -12 -12 12 -3 0 4 120
1 -4 0 0 8 8 -5 0 -8 189
1 -1 -3 -12 2 5 4 0 4 216


PΓL(2, 8) in S9 

1 36 56 63 84 1
1 -36 56 63 -84 1
1 0 8 -9 0 70
1 -6 -4 3 6 84
1 6 -4 3 -6 84


S2 ≀ S2 in S4 (
1 2 1
1 -1 2
)
S1 × (S2 ≀ S2) in S5 

1 2 4 8 1
1 2 -1 -2 4
1 -1 -2 2 5
1 -1 2 -2 5


S3 ≀ S2 in S6 (
1 9 1
1 -1 9
)
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A3 ≀ S2 in S6 

1 2 1 9 18 9 1
1 -2 1 -3 6 -3 5
1 -2 1 3 -6 3 5
1 2 1 -1 -2 -1 9
1 0 -1 -3 0 3 10
1 0 -1 3 0 -3 10


(S3 ≀ S2) ∩A6 in S6 

1 1 9 9 1
1 -1 -9 9 1
1 -1 1 -1 9
1 1 -1 -1 9


S1 × (S3 ≀ S2) in S7

1 9 6 36 18 1
1 9 -1 -6 -3 6
1 -1 1 6 -7 14
1 -1 4 -6 2 14
1 -1 -2 0 2 35


S1 × ((S3 ≀ S2) ∩ A6) in S7

1 1 9 9 6 6 36 36 18 18 1
1 -1 -9 9 -6 6 36 -36 -18 18 1
1 -1 -9 9 1 -1 -6 6 3 -3 6
1 1 9 9 -1 -1 -6 -6 -3 -3 6
1 -1 1 -1 -4 4 -6 6 -2 2 14
1 -1 1 -1 -1 1 6 -6 7 -7 14
1 1 -1 -1 1 1 6 6 -7 -7 14
1 1 -1 -1 4 4 -6 -6 2 2 14
1 -1 1 -1 2 -2 0 0 -2 2 35
1 1 -1 -1 -2 -2 0 0 2 2 35


S4 ≀ S2 in S8 
 1 16 18 11 -4 3 14
1 2 -3 20


40
A4 ≀ S2 in S8

1 2 1 16 32 16 36 36 1
1 -2 1 -16 32 -16 36 -36 1
1 -2 1 4 -8 4 6 -6 14
1 2 1 -4 -8 -4 6 6 14
1 -2 1 -2 4 -2 -6 6 20
1 2 1 2 4 2 -6 -6 20
1 0 -1 -4 0 4 0 0 35
1 0 -1 4 0 -4 0 0 35


(S4 ≀ S2) ∩A8 in S8

1 1 16 16 18 18 1
1 -1 -16 16 18 -18 1
1 -1 4 -4 3 -3 14
1 1 -4 -4 3 3 14
1 -1 -2 2 -3 3 20
1 1 2 2 -3 -3 20


S1 × (S4 ≀ S2) in S9

1 16 18 8 96 144 32 1
1 16 18 -1 -12 -18 -4 8
1 2 -3 6 2 -18 10 27
1 -4 3 4 -12 12 -4 42
1 2 -3 1 12 -3 -10 48
1 -4 3 -2 6 -6 2 84
1 2 -3 -2 -6 6 2 105


41
S1 × ((S4 ≀ S2) ∩ A8) in S9


1 1 16 16 18 18 8 8 96 96 144 144 32 32 1
1 -1 -16 16 18 -18 -8 8 96 -96 -144 144 32 -32 1
1 -1 -16 16 18 -18 1 -1 -12 12 18 -18 -4 4 8
1 1 16 16 18 18 -1 -1 -12 -12 -18 -18 -4 -4 8
1 -1 -2 2 -3 3 -6 6 2 -2 18 -18 10 -10 27
1 1 2 2 -3 -3 6 6 2 2 -18 -18 10 10 27
1 -1 4 -4 3 -3 -4 4 -12 12 -12 12 -4 4 42
1 1 -4 -4 3 3 4 4 -12 -12 12 12 -4 -4 42
1 -1 -2 2 -3 3 -1 1 12 -12 3 -3 -10 10 48
1 1 2 2 -3 -3 1 1 12 12 -3 -3 -10 -10 48
1 -1 4 -4 3 -3 2 -2 6 -6 6 -6 2 -2 84
1 1 -4 -4 3 3 -2 -2 6 6 -6 -6 2 2 84
1 -1 -2 2 -3 3 2 -2 -6 6 -6 6 2 -2 105
1 1 2 2 -3 -3 -2 -2 -6 -6 6 6 2 2 105


S5 ≀ S2 in S10 
 1 25 100 11 7 -8 35
1 -3 2 90


A5 ≀ S2 in S10

1 2 1 25 50 25 200 200 1
1 -2 1 -15 30 -15 40 -40 9
1 2 1 7 14 7 -16 -16 35
1 -2 1 5 -10 5 20 -20 42
1 -2 1 -1 2 -1 -16 16 75
1 2 1 -3 -6 -3 4 4 90
1 0 -1 -5 0 5 0 0 126
1 0 -1 5 0 -5 0 0 126


42
(S5 ≀ S2) ∩A10 in S10

1 1 25 25 100 100 1
1 -1 -25 25 100 -100 1
1 -1 -7 7 -8 8 35
1 1 7 7 -8 -8 35
1 -1 3 -3 2 -2 90
1 1 -3 -3 2 2 90


S2 ≀ S3 in S6 
 1 6 8 11 -3 2 5
1 1 -2 9


S2 ≀A3 in S6 

1 1 12 8 8 1
1 -1 0 4 -4 5
1 1 -6 2 2 5
1 1 2 -2 -2 9
1 -1 0 -2 2 10


(S2 ≀ S3) ∩A6 in S6

1 1 6 6 8 8 1
1 -1 -6 6 8 -8 1
1 -1 3 -3 2 -2 5
1 1 -3 -3 2 2 5
1 -1 -1 1 -2 2 9
1 1 1 1 -2 -2 9


S1 × (S2 ≀ S3) in S7

1 6 8 6 12 24 48 1
1 6 8 -1 -2 -4 -8 6
1 -3 2 -3 3 6 -6 14
1 1 -2 1 7 -6 -2 14
1 1 -2 4 -2 6 -8 14
1 -3 2 2 -2 -4 4 21
1 1 -2 -2 -2 0 4 35


43
S3 ≀ S3 in S9 

1 27 162 54 36 1
1 11 -6 6 -12 27
1 6 -6 -9 8 48
1 -3 12 -6 -4 84
1 -3 -6 6 2 120


(S3 ≀ S3) ∩A9 in S9


1 1 27 27 162 162 54 54 36 36 1
1 -1 -27 27 162 -162 -54 54 -36 36 1
1 -1 -11 11 -6 6 -6 6 12 -12 27
1 1 11 11 -6 -6 6 6 -12 -12 27
1 -1 -6 6 -6 6 9 -9 -8 8 48
1 1 6 6 -6 -6 -9 -9 8 8 48
1 -1 3 -3 12 -12 6 -6 4 -4 84
1 1 -3 -3 12 12 -6 -6 -4 -4 84
1 -1 3 -3 -6 6 -6 6 -2 2 120
1 1 -3 -3 -6 -6 6 6 2 2 120


S2 ≀ S4 in S8 

1 12 32 12 48 1
1 -6 8 3 -6 14
1 2 -8 7 -2 14
1 5 4 -2 -8 20
1 -1 -2 -2 4 56


S2 ≀A4 in S8 

1 1 24 32 32 24 96 1
1 1 -12 8 8 6 -12 14
1 1 4 -8 -8 14 -4 14
1 1 10 4 4 -4 -16 20
1 -1 0 -8 8 0 0 35
1 1 -2 -2 -2 -4 8 56
1 -1 0 4 -4 0 0 70


44
S1 × (S2 ≀ S4) in S9


1 12 32 12 48 8 48 64 48 96 192 384 1
1 12 32 12 48 -1 -6 -8 -6 -12 -24 -48 8
1 5 4 -2 -8 6 8 -8 22 -12 32 -48 27
1 -6 8 3 -6 -4 12 -8 12 -12 -24 24 42
1 2 -8 7 -2 4 4 -8 4 28 -24 -8 42
1 5 4 -2 -8 1 13 22 -8 -2 -18 -8 48
1 -6 8 3 -6 2 -6 4 -6 6 12 -12 84
1 2 -8 7 -2 -2 -2 4 -2 -14 12 4 84
1 5 4 -2 -8 -2 -8 -8 -2 4 0 16 105
1 -1 -2 -2 4 4 -8 4 4 -8 -12 16 120
1 -1 -2 -2 4 1 7 -8 -8 -2 6 4 168
1 -1 -2 -2 4 -3 -1 4 4 6 2 -12 216


(S23 ∩ A6)⋊ S2 in S6 

1 1 9 9 1
1 -1 -3 3 5
1 -1 3 -3 5
1 1 -1 -1 9


(S24 ∩ A8)⋊ S2 in S8

1 1 16 16 18 18 1
1 -1 -16 16 18 -18 1
1 -1 4 -4 3 -3 14
1 1 -4 -4 3 3 14
1 -1 -2 2 -3 3 20
1 1 2 2 -3 -3 20


(S25 ∩ A10)⋊ S2 in S10

1 1 25 25 100 100 1
1 -1 -15 15 20 -20 9
1 1 7 7 -8 -8 35
1 -1 5 -5 10 -10 42
1 -1 -1 1 -8 8 75
1 1 -3 -3 2 2 90


45
(S33 ∩ A9)⋊ S3 in S9

1 1 27 27 162 162 54 54 72 1
1 1 11 11 -6 -6 6 6 -24 27
1 -1 -9 9 0 0 18 -18 0 28
1 -1 9 -9 18 -18 6 -6 0 42
1 -1 -6 6 18 -18 -9 9 0 48
1 1 6 6 -6 -6 -9 -9 16 48
1 1 -3 -3 12 12 -6 -6 -8 84
1 1 -3 -3 -6 -6 6 6 4 120
1 -1 1 -1 -10 10 -2 2 0 162


S1 × ((S
2
3 ∩A6)⋊ S2) in S7

1 1 9 9 6 6 36 36 18 18 1
1 -1 -3 3 -5 5 6 -6 9 -9 6
1 1 9 9 -1 -1 -6 -6 -3 -3 6
1 -1 -3 3 0 0 6 -6 -6 6 14
1 -1 3 -3 -3 3 -6 6 -3 3 14
1 1 -1 -1 1 1 6 6 -7 -7 14
1 1 -1 -1 4 4 -6 -6 2 2 14
1 -1 -3 3 2 -2 -8 8 2 -2 15
1 -1 3 -3 2 -2 4 -4 2 -2 21
1 1 -1 -1 -2 -2 0 0 2 2 35


46
S1 × ((S
2
4 ∩A8)⋊ S2) in S9


1 1 16 16 18 18 8 8 96 96 144 144 32 32 1
1 -1 -16 16 18 -18 -8 8 96 -96 -144 144 32 -32 1
1 -1 -16 16 18 -18 1 -1 -12 12 18 -18 -4 4 8
1 1 16 16 18 18 -1 -1 -12 -12 -18 -18 -4 -4 8
1 -1 -2 2 -3 3 -6 6 2 -2 18 -18 10 -10 27
1 1 2 2 -3 -3 6 6 2 2 -18 -18 10 10 27
1 -1 4 -4 3 -3 -4 4 -12 12 -12 12 -4 4 42
1 1 -4 -4 3 3 4 4 -12 -12 12 12 -4 -4 42
1 -1 -2 2 -3 3 -1 1 12 -12 3 -3 -10 10 48
1 1 2 2 -3 -3 1 1 12 12 -3 -3 -10 -10 48
1 -1 4 -4 3 -3 2 -2 6 -6 6 -6 2 -2 84
1 1 -4 -4 3 3 -2 -2 6 6 -6 -6 2 2 84
1 -1 -2 2 -3 3 2 -2 -6 6 -6 6 2 -2 105
1 1 2 2 -3 -3 -2 -2 -6 -6 6 6 2 2 105


S1 ×AGL(1, 5) in S6

1 5 5 20 5 1
1 -1 -1 -4 5 5
1 5 -1 -4 -1 5
1 -1 -3 4 -1 9
1 -1 2 -1 -1 16


S1 × PSL(2, 5) in S7

1 5 5 1 6 30 30 6 1
1 -5 5 -1 -6 30 -30 6 1
1 -5 5 -1 1 -5 5 -1 6
1 5 5 1 -1 -5 -5 -1 6
1 -1 -1 1 -3 3 3 -3 14
1 1 -1 -1 3 3 -3 -3 14
1 -1 -1 1 2 -2 -2 2 21
1 1 -1 -1 -2 -2 2 2 21


S1 × PGL(2, 5) in S7 

1 5 6 30 1
1 5 -1 -5 6
1 -1 -3 3 14
1 -1 2 -2 21


47
S1 × PSL(3, 2) in S8

1 7 14 8 7 42 7 42 56 56 1
1 -7 14 -8 -7 42 7 -42 -56 56 1
1 -7 14 -8 1 -6 -1 6 8 -8 7
1 7 14 8 -1 -6 -1 -6 -8 -8 7
1 -2 -1 2 -2 -3 7 -12 14 -4 14
1 2 -1 -2 2 -3 7 12 -14 -4 14
1 -2 -1 2 -4 9 -1 6 -2 -8 28
1 2 -1 -2 4 9 -1 -6 2 -8 28
1 -2 -1 2 2 -3 -1 0 -2 4 70
1 2 -1 -2 -2 -3 -1 0 2 4 70


S1 ×AGL(3, 2) in S9

1 7 14 8 8 56 112 64 1
1 -7 14 -8 -8 56 -112 64 1
1 -7 14 -8 1 -7 14 -8 8
1 7 14 8 -1 -7 -14 -8 8
1 -2 -1 2 -4 8 4 -8 42
1 2 -1 -2 4 8 -4 -8 42
1 -2 -1 2 2 -4 -2 4 84
1 2 -1 -2 -2 -4 2 4 84


S2 ×AGL(1, 5) in S7

1 5 10 40 10 20 40 1
1 5 3 12 3 -8 -16 6
1 -1 -5 4 1 8 -8 14
1 5 -2 -8 -2 2 4 14
1 -1 0 -6 6 -2 2 21
1 -1 -2 4 -2 -4 4 35
1 -1 4 -2 -2 2 -2 35


48
S2 × PSL(2, 5) in S8

1 5 5 1 12 60 60 12 30 120 30 1
1 -5 5 -1 -6 30 -30 6 0 0 0 7
1 5 5 1 4 20 20 4 -10 -40 -10 7
1 -1 -1 1 -6 6 6 -6 12 -24 12 14
1 5 5 1 -2 -10 -10 -2 2 8 2 20
1 -5 5 -1 2 -10 10 -2 0 0 0 21
1 1 -1 -1 6 6 -6 -6 6 0 -6 28
1 1 -1 -1 -4 -4 4 4 6 0 -6 42
1 -1 -1 1 4 -4 -4 4 2 -4 2 56
1 -1 -1 1 -2 2 2 -2 -4 8 -4 70
1 1 -1 -1 0 0 0 0 -6 0 6 70


S2 × PGL(2, 5) in S8

1 5 12 60 30 60 1
1 5 4 20 -10 -20 7
1 -1 -6 6 12 -12 14
1 5 -2 -10 2 4 20
1 -1 4 -4 2 -2 56
1 -1 -2 2 -4 4 70


S3 ×AGL(1, 5) in S8

1 5 15 60 15 60 120 60 1
1 5 7 28 7 -4 -8 -36 7
1 5 1 4 1 -10 -20 18 20
1 5 -3 -12 -3 6 12 -6 28
1 -1 1 -8 7 -4 4 0 56
1 -1 6 -3 -3 6 -6 0 64
1 -1 -5 4 1 8 -8 0 70
1 -1 -1 4 -3 -8 8 0 90


49
S3 × PGL(2, 5) in S9

1 5 18 90 90 180 120 1
1 5 9 45 0 0 -60 8
1 5 2 10 -14 -28 24 27
1 5 -3 -15 6 12 -6 48
1 -1 -6 6 12 -12 0 84
1 -1 6 -6 6 -6 0 120
1 -1 -1 1 -8 8 0 216


S4 ×AGL(1, 5) in S9

1 5 20 80 20 120 240 240 30 1
1 5 11 44 11 12 24 -84 -24 8
1 5 4 16 4 -16 -32 0 18 27
1 5 -4 -16 -4 12 24 -24 6 42
1 5 -1 -4 -1 -6 -12 30 -12 48
1 -1 8 -4 -4 12 -12 0 0 105
1 -1 2 -10 8 -6 6 0 0 120
1 -1 0 4 -4 -12 12 0 0 189
1 -1 -5 4 1 8 -8 0 0 216


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