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Some relations between the spectral theory for linear operators and the complex 
theory of interpolation for families of Banach spaces are studied. An invertibility 
theorem is proven, and size estimates for the spectra of operators on the inter- 
polation spaces are given. G 1988 Academic Press, IIIC. 
In this paper we investigate the relations between the complex theory of 
interpolation for families of Banach spaces and some aspects of spectral 
theory. 
In Section 1 we briefly describe the theory of interpolation for analytic 
families of Banach spaces, due to R. Coifman, M. Cwikel, R. Rochberg, 
Y. Sagher, and G. Weiss, presented in [CCRSW 21. 
In Sections 2 and 3 we introduce the function “lower bound” of a linear 
operator S acting on analytic families of Banach spaces, and the sets L(S) 
and E(S) associated to S; the main result of this paper (Corollary 3.7) 
consists in proving that E(S) is an open set. 
In Section 4 we present a version of Corollary 3.7 for the case of inter- 
polation pairs of Banach spaces; we also give two examples showing how 
useful this theorem can be for problems involving the invertibility of linear 
operators. 
Section 5 is devoted to obtaining size estimates for the set-valued 
function “spectrum.” 
In Section 6 we discuss how the previous results can be improved, when 
dealing with operators satisfying the “U.R. condition.” 
Finally, in Section 7 we prove a continuity result for the spectrum of a 
linear operator acting on an analytic family of interpolation spaces. 
The relations between the spectral theory for linear operators and other 
interpolation methods have been extensively studied by several authors. 
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The papers that have most inspired our approach are those of T. J. 
Ransford, I. Ya. Sneiberg, and M. Zafran (see [Ran, Sne, Zaf] ). Related 
work also appears in [Slo, Her]. 
1. THE COMPLEX THEORY OF INTERPOLATION 
FOR FAMILIES OF BANACH SPACES 
Throughout the paper we denote by D the open unit disk in the complex 
plane, i.e., D = {z E 43 : (z[ < 1 }, and by LJD its boundary; we often identify 
the points eie E aD and 0 E T = [0,27r). For z E D, we denote by P=(e) the 
Poisson kernel centered at z. If U is a measurable subset of T, we denote by 
1 UJ, its harmonic measure with respect to z, i.e., 
By N+(D) we denote the class of all functions f analytic in D which can 
be expressed as f(z) = B(z) S(z) F(z), where B is inner, S singular inner, 
and F outer for the Nevanlinna class N(D) (see [Dur]). 
DEFINITION 1.1. An interpolation family (of Banach spaces) on aD is a 
collection {A(8)}, 0~ T, of Banach spaces satisfying: 
(i) every A(0) is continuously embedded in a common Banach 
space (sy Il. II *u); 
(ii) for every a E n, A(0) the function 0 + llallacs, is measurable with 
respect to the Lebesgue measure on aD; 
(iii) let d= {aE &A(@: log+ EL’(aD)}. This is a linear space, 
called log-intersection of the family (A(8)). We require that there exists a 
measurable function k on T such that Ilull <k(8) Ila(l,(,) for every aEd, 
a.e. on T, and log+k E L’( T). 
To any extent, it can always be assumed that & is dense in each A(y). 
We shall denote the spaces A(8) by A0 and their norms by ( . I B. 
In [CCRSW2] the authors introduce two different interpolation 
methods. Both make use of the class B(A(.), JD) = Q(A) = $9 of functions 
g: D + d of the kind g(z) = CT’, cpj(z)aj, where aj E d and qj~ N+(D), 
and such that 
II gll co = Es sup I d@l, < ~0. 
0 
The expression (I .I) Q) is a norm on 9, but (‘9, II . )I, ) is not, in general, 
complete. 
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For z E D the interpolation space {A@} {z} = A { z} is defined to be the 
completion of (d, ( .I AtzJ), where 
A different interpolation space at z E D, { Ae) [z] = A [z], can be defined 
using the completion B(A( .), JD) = B(A) = B of (9, I( .!I ,), and taking 
its images at z E D. The norm in A [z] is given by 
l-4 Ac2l s Inf( llfll m :fE 9, f(z) = x). 
According to the theory, the spaces A {z} and A [z] are not in general 
equivalent; however, only one example, a very pathological one, of inter- 
polation family for which A {z} # ,4[z] is known (see [CCRSW2, Appen- 
dix 11). 
Moreover, in most applications the family of dual spaces {A: } is itself 
an interpolation family, and the “Duality Result” holds, i.e., (A[z])* = 
(Az}[z] for every z. This is why we consider interpolation families for 
which the two methods coincide and the duality result is true. These are 
called natural families; for more on the subject see [Vi]. 
The connections between this theory and the complex method of inter- 
polation due to A. P. Calderon (see (Call]) are stated in: 
THEOREM 1.2 (see [CCRSW2, Vi]). Let (B,, B,) be an interpolation 
pair of Banach spaces, and cc : aD -+ [0, l] measurable. Zf A@= [BO, B,]a,ie,, 
then { AB} is an interpolation family and 
ACzl = II&, B&,, = A(z), 
where (Y(Z) = ST a(eie) P=(e) de. 
THEOREM 1.3. Let (A,), {B,} b e natural interpolation families of 
Banach spaces defined on aD, with log-intersections & and 9 respectively. If 
S: d + n, Be is a linear map, and 
I We < de’“) Ial A,, 
for every a E&, with log+ n E L’(aD), then S can be uniquely extended to a 
continuous linear map S: A[z] + B[z], with norm n(z). Moreover, the 
function log n is subharmonic in D. 
Remark. This result was proven, for the case when all the spaces are 
finite-dimensional, in [CCRSWl]. It extends the interpolation result of 
Calderon (and so the Riesz-Thorin theorem), as it is easily seen choosing 
A,=&, B,=D, for -rr<O<rr(1-2t), and AO=C,, B@=D, for 
n(l-2t)<8<n. Indeed, we obtain A[O]=[C,,C,],, B[O]=[D,,D,], 
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and the norm estimate can be written as )(SII I < IlSllh-’ llSll{. Although the 
subharmonicity of log q is not contained in the original paper [CCRSWZ], 
it is very easy to prove the last statement of the theorem, using the 
assumptions on the “naturality” of the family {A,} (see, e.g., (Vi]). 
2. THE FUNCTION I, 
We are now interested in the possibility of finding an inverse for the 
operator S. It is then natural to introduce the following: 
DEFINITION 2.1. If X, Y are Banach spaces, and S: X+ Y is a linear 
map, let 
IISXII Y  Is(X, Y)= Inf -. 
o+xe* II4l.x 
We shall study the case when S acts on interpolation families, i.e., 
S: A[z] + Z3[z], and we shall write l,(z) for I,(A[z]; B[z]). 
Clearly 1,(X, Y) > 0 is a sufficient, but not necessary, condition for the 
injectivity of S. If S-i exists on the range of S, then [IS-’ )I Is@‘, Y) = 1. 
Following a technique due to I. Ya. Sneiberg (see [Snel]), we can 
produce a quantitative estimate for l,(z). It will be convenient to introduce 
the following distance in D: 
d(z, w)= (Z-WI/l1 -Zw(. (2.2) 
THEOREM 2.3. For z, w E D we have 
l,(w) > q(w) l&J - 1(z) d(z, WI 
/ 
1(z) - l,(z) 4% w)’ 
In order to prove this result we need two preliminary lemmas. The first is 
just a version of the Schwarz-Pick lemma for analytic functions, and we 
omit the proof. 
LEMMA 2.4. Let q be analytic in D, Ip(<)I < M for every &j E D. If 
z, w E D, then 
Iq(z)l > M Idw)l - Md(z, WI 
’ M- Iq(w)l d(z, w)’ 
LEMMA 2.5. Zf FE 9(A) and z, w E D, then 
IF( 
IF(wN,qw, - IIFII m 4zv w) 
aCz3’ l’Fl’m I(F(J, - JF(w)lAC,, d(z, w) 
(2.6) 
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Proof. Since F(w) E A [w], it is possible to find p E A * [ w] such that 
IPI A.t,,,, = 1 and /?(F(w))= IF(w)lAt,+ For .s>O fixed, we can find 
GE 9(A*) such that G(w) = j? and (JGJI m < 1 + E. Thus cp(c) E G(r)(F(t)) is 
analytic in D, it belongs to N+(D), and Iv(t)\ <(l+s) IF({)lAcc,< 
(1 + E) I(FJ( oo. Using Lemma 3.4 we obtain 
IF(z)I >=a IIFII, 
Idw)l - (1 + 8) IIFII to 4z, WI 
arz1 ’ (I+ e) IIFII iz - Idw)l 4~ w) 
IF(w)I - (1 + ~1 IIFII m 4~3 WI 
“IF”, lIFll,(l +E)- lF(~)lA~w, 4z, w) 
and letting E + 0 we obtain (2.6). 1 
Proof of Theorem 2.3. Let x E ,4[w], Ixl,t,+., = 1, and {xn} cd such 
that Ix, - xl ACw,l --, 0 as n + co. If E > 0 is fixed, we can find a sequence 
{F,,} in Y(A) such that F,,(w)=x,, and IIFn ~~oo 6 Ix,~,~,,,, + c/2; we may 
also assume IIF, 11 a, < 1 + E and 11 - (x, laCw,, I <s/2. Using (2.6) we know 
that 
IFn(wLt~w, - IIF, II co 4z, WI 
‘Fn(z)‘Ac=12 “F”m IIF,,II co - IFn(w)IAc,,,, d(z, w) 
>(1+c)(1-Ej2)--(1+&)d(Z,W’)~P(E) / 
(l+&)-(1-&/2)d(Z,W) . 
For m a positive integer, let H,(5) be the outer function in N+(D) defined 
by 
Then the non-tangential boundary values H,(e”) satisfy 
II-Z,(eie)l (l/m + q(e”)) = 1 a.e. on aD. 
Let G,(l) = S(F,({)). We have IIH,G, II a < IIF,, II co 6 1+ s, and so 
H, G, E Q(B). Using (2.6) we obtain 
lH,(z) G,,(z)l~~z, - (I+ ~1 d(z, w) IHmdw) G~(W)hd a (l +‘) (1 +E) _ Iflm(z) G,(z)l B[z] 4Z? WI 
lH,(z)l r,(z) P(E) - (I+ E) &, WI 
a (I + &) (1 + E) - IH,(z)l l,(z) P(E) d(z, w) 
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or, equivalently 
Cl+ El l%le~w, 2- IHm(z)l l,(z) P(E) - (1 + &)4Z, w) I~m(w)l (1 + 8) - IfJmb)l /s(z) P(E) 4z, WI’ 
We now let m --f co, and notice that /H,(z)1 --f l/q(z). Then let E + 0 and 
n + co, and notice that P(E) + 1. Thus 
IS-4 Is(z) - rl(z) 44 WI Bcw’ 2 v(w) q(z) - l,(z) d(z, w)’ 
Taking the inlimum over all such vectors x, we complete the proof. 1 
Remark. I. Ya. Sneiberg obtained a version of Theorem 2.3 for 
Calderon’s complex interpolation spaces. The use of Theorem 1.2 allows us 
to recapture Sneiberg’s result. 
3. THE SETS L(S) AND E(S) 
Following the notations of the previous section, we introduce the sets 
L(S)- {z~D;l,(z)>O} (3.1) 
E(S) E {z E D; S: A [z] -+ B[z] is one-to-one and onto}. (3.2) 
The inclusion E(S) c L(S) follows from the well-known consequence of the 
Open Mapping Theorem, stating that if S: X+ Y is linear, bounded, 
and surjective, and S-’ exists, then S-’ is bounded; the relation 
[IS-’ (lz l,(z) = 1 then shows E(S) c L(S). An immediate consequence of 
Theorem 2.3 is: 
COROLLARY 3.3. The set L(S) is open. 
We want to obtain a similar result for the set E(S). In order to do this, 
we first prove: 
PROPOSITION 3.4. The set L(S*) is open. 
Proof: Since S: d + n, B, and log+ q E L’(c?D), S maps J&? into 99. 
The density of JZZ in every A@, and 9?? in every Be, implies that A$ = d*, 
B8 = @* for each QE T, and so the log-intersection g(e) of the family 
{BB} is contained in W *. Since the norm of S* : B,j’ + A$ is given by 
q(e”), we can apply the interpolation Theorem 1.2 to S*, and obtain 
S* : B*[z] -+ A*[z]. The use of Theorem 2.3 completes the proof. 1 
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LEMMA 3.5 [Rud, Theorem 4.153. If X, Y are Bunach spaces and 
S: X + Y is a bounded linear map, then 
S is surjective if and only if I,.( Y *, X*) > 0 
THEOREM 3.6. E(S)=L(S)nL(S*). 
Proof. If z E E(S), then S: A[z] + B[z] is surjective, and the previous 
lemma tells us that z E L(S *); thus z E L(S) n L(S *). Conversely, if 
zeL(S)nL(S*), the map S: A[z] + B[z] is one-to-one, and Lemma 3.5 
shows that it is also surjective, i.e., z E E(S). 1 
COROLLARY 3.7. The set E(S) is open. 
This is the main result contained in the paper. This corollary shows that, 
under the previous assumptions, the invertibility of the operator S cannot 
hold only in isolated points; if S is invertible at z E D, then the invertibility 
holds in a neighborhood of z. 
Qualitative estimates like these on E(S) and L(S) were first stated in 
[Sne] for Calderon’s complex interpolation spaces. 
4. APPLICATIONS 
We consider now Calderon’s interpolation method for pairs of Banach 
spaces. As was pointed out in Theorem 1.2, this method can be viewed as a 
particular case of the interpolation theory presented in [CCRSW 23. We 
can formulate Corollary 3.7 as: 
PROPOSITION 4.1. Let (A,, A,), (B,, B,) be interpolationpairs ofBunuch 
spaces, and S: A, -+ Bj, j = 0, 1, a bounded linear operator. Zf S- ' : [B,, B,], 
+ [A,, A, 1, exists and is bounded for some 0 < t < 1, there exists 6 > 0 such 
that 
S-‘: LB,, Bils-, CA,, A,], 
exists and is bounded, whenever (t - SI < 6. 
Remark. Here, more than in the statement of Corollary 3.7, it is clear 
how this property is in some sense dual to the usual interpolation proper- 
ties. While the boundedness of S is “absorbed” between two endpoints, the 
invertibility of S “flows” out of a single point. 
It is interesting to observe that Sneiberg’s ideas, in which the standard 
theory for analytic functions plays a major role, can be used to prove a 
similar result for the real interpolation spaces. This can be found in [Zaf], 
where M. Zafran shows how to introduce an “analytic structure” in the 
family of real interpolation spaces. 
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We present now an application of Proposition 4.1. Let (M, dx) be a 
measure space, 0 < CI < 4, and l/p, = 4 -a, l/p, = f + ~1. Let S: LPj(M) --+ 
L&(M) be a bounded linear operator, j= 0, 1, and suppose that 
S-i : L*(M) + L’(M) exists and is bounded. Then there exists 6 > 0, depen- 
dent on CC, IIS-‘l12, and N= Maxi=,, {IISlp,} so that S-l: LP(M) + LP(M) 
exists and is bounded, whenever 1 l/p - t ( < 6. 
In this case it is also possible to give an estimate for 6. Let A, = LPI(M) 
for 8 E C-71/2; n/2), A0 = LPo(M) for BE [7t/2; 3?r/2); then A[O] = L2(M), 
and, since d(0, z) = 1~1, Theorem 2.3 implies 
l,(z) 2 N 
l- I.4 IK-‘ll2N 
IL-’ IlzN- I4 ’ 
(4.2) 
Thus, S- ’ : LP”‘(M) -+ LP(‘)(M) exists and is bounded provided 
I4 < (IlS-‘II2N)-‘~ where l/p(z) = 4 + ~r(Jn/2,,~ P=(0) de- J;t;i2 P,(8) do). 
Simple estimates on the Poisson kernel show that IzI < (IIS-‘l/2)-’ is 
equivalent to 
1 1 
I 1 
--- < 2 arctan 2 IIS-’ ll2N 
P(Z) 2 71 (IIS-’ l12N2- 1’ 
A more convenient estimate shows that the existence and boundedness of 
S1:LP(M)+LP(M) are guaranteed if, say, /l/p-$1 <a/IIS-‘l12N. An 
easy example shows that the assumption 0 < t < 1 in Proposition 4.1 cannot 
in general be removed. For 1 < p,-, < 2, let A0 = Lpo( T), Al = L2( T), E, = IF;, 
B, = I’, and S the Fourier transform. Then S’ exists and is bounded for 
t = 1, but S is not surjective for any s < 1, and so the set E(S) consists of 
only the point t = 1. 
EXAMPLE 4.3. Let Q be a bounded Lipschitz domain in II%“; several 
authors have studied the Dirichlet problem (D.p.) and the Neumann 
problem (N.p.) for the domain 52, i.e., 
Au=0 in 52 
(D.P.) 
u(,,=fELqaQ) 
and 
/ Au=0 in 52 
(N.P.) 
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where A is the Laplace differential operator, and a/aN denotes the 
derivative in the normal direction to 6%X 
We refer to the book of B. Dahlberg and C. Kenig [DK] for a com- 
prehensive presentation of the major results in this field. In [Dl-D3] 
B. Dahlberg showed that when p = 2 both problems can be solved. Later it 
was proven that there exists E = e(Q) > 0 such that the Dirichlet problem 
has a solution for 2 - E < p < co, and the Neumann problem can be solved 
for 1 <p<2+~. 
A difficult step in both these proofs is to be able to solve the problems 
when p ranges in a two-sided neighborhood of 2, say p E (2 -E; 2 + E). To 
show this, Dahlberg and Kenig prove that certain linear operators acting 
from Lp(%2) to Lp(asZ) have bounded inverses. Since in both cases the 
invertibility of these operators when p = 2 follows from a result of 
G. Verchota [Ver], we simply apply our Proposition 4.1, in its version for 
Lp spaces, to obtain the desired result for p in a neighborhood of 2. 
This provides an alternate, and shorter, proof of Dahlberg and Kenig’s 
results. Professor Y. Meyer informed us that a result for Lp spaces, similar 
to our Lp version of Proposition 4.1, has been obtained by G. David and 
S. Semmes, who also realized that the result could be applied in the way we 
presented here. 
We are grateful to S. Semmes for informing us of the following 
application: 
EXAMPLE 4.4. In [Cal2], A. P. Calderon considers the following 
problem. Given a bounded domain $2 in R”, whose boundary 852 is locally 
the graph of a Lipschitz function, one wants to solve the Dirichlet problem 
introduced in the previous example; Calderon proves that there exists 
p. = pa(Q) such that for p. <p d 2 there is a unique solution u satisfying 
,J luCz-t~(z)l-f(z)lP~~=O, lim 
where u: 80 -+ [w” is a Lipschitz function such that Iv(z)1 = 1 on aQ and 
u(z). N(z) > E > 0. In order to show this, the operator 
“:f+!l,;_,,. dz)L-(z- Y).U(Y)l dY)f(y) d Iz-Yl” 0 
is introduced, where cp( y) = [u(y) . N(y)] - I’* Part of the proof consists of . 
showing that the operators Z/4 + A2BB* and Z/4 + k2B*B, ,I E [0, 11, have 
bounded inverses on Lp(K?), knowing that this holds if p = 2. It is now 
clear how our Proposition 4.1 can be used to shorten this proof. 
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5. ESTIMATES FOR THE FUNCTION oS 
We now consider the case when A0 = B, for every 0 E T. By us(z), z E D, 
we denote the spectrum of S: A[z] + A[z]. In this section we obtain 
estimates about Ok, z E D, using the “boundary values” as(@). 
In the general situation our information on the norms q(eie) is not suf- 
ficient to guarantee that the spectral radii Ps(eie) are uniformly bounded. 
However, in most applications it turns out that the set C(S) E UB ~~(8) is 
bounded, and so we shall work under this assumption. 
For A E @, we denote by SA the operator S - AZ, In general, if SA is inver- 
tible on two spaces A0 and A, the two inverses of Sn may not coincide on 
A,n A,. For this reason, we denote the inverses by S;‘(eie) and SL’(e’4’). 
This suggests that, in general, the spectrum a,(z) may not be contained 
in C(S). We shall later give an example (see 5.6) showing that this is indeed 
the case. 
The last remark suggests the introduction of 
H(S)= {AE@:A$Z(S) and all S;‘(e”)coincideond}. (5.1) 
We present now a generalization of a result that J. D. Stafney [Sta] 
obtained for the case of Calderon’s complex interpolation spaces. 
THEOREM 5.2. The set H(S) is the union of the unbounded component of 
@ \L’(S) and of some of the bounded ones. 
Proof: If 1 belongs to the unbounded component of @\Z(S), the 
function z -+ l/(z - A) is analytic in an open neighborhood V of Z(S). Thus 
we can find a sequence {p,} of polynomials such that p,(z) + 1/(2-A) 
uniformly on V. The symbolic calculus for operators then tells us that the 
operator norm of each p,(S) - S;‘(e”) vanishes as n + CO. 
If x E &, p,(S)x does not depend on 0, and since every A, is embedded 
in 92 we have p,(S)x + ST i(e’@)x in $2 for each 8. Thus ST l(eie)x does not 
depend on 0, and this implies that all the operators S;‘(e’e) coincide on d, 
i.e., A E H(S). 
If W is one of the bounded components of @ \Z(S), 1 E H(S) n W and 
,U E W, we can approximate uniformly the function l/(z- ,u) in a 
neighborhood of C(S), using a sequence of polynomials {p,(w)} = 
(~n(ll(z-A))}. A rguing as before, and using the fact that S;‘(e”)x does 
not depend on 6’ for XE&, we obtain PE H(S), and the proof is com- 
plete. 1 
The set H(S) has been defined as the collection of all I’s such that S1 is 
invertible on each A, and all inverses agree on d. This suggests that the 
invertibility of SA, 1 E H(S), should also be true on every interpolation 
space A [z], z E D. 
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We shall see that this is indeed the case, when the family (&) consists of 
only a finite number of different spaces. The general result involves the use 
of the function ls introduced in Section 2. 
THEOREM 5.3. Zf 1~ H(S) and log- 1,~ L’(aD), the operator S,! is 
invertible on each A[z], and all inverses S;‘(z) agree on d. 
Proof. If 2 E H(S), all operators S; l(eie) coincide on ~4, and so there 
exists a map R such that RS2 = Si. R = I on d. Obviously (1 RI\ e < l&‘(e”), 
and so log+ I( RI\ B is integrable. 
By Theorem 1.2, R can be extended to A [z J, and RSI = S1 R = I on 
A[z]. Thus, Sj, is invertible on A[z], i.e., E.#a,(z), and all S,:‘(z) coincide 
on ~2. 1 
COROLLARY 5.4. Suppose that for each i E H(S) the function 0 -+ l,,(e’“) 
is bounded below away from zero, Then 
as(z) = C\H(S) 
for every z E D. 
COROLLARY 5.5. if the family {A@} consists of only a finite number of 
different Banach spaces, then 
as(z) = C \H(S) 
for every z E D. 
EXAMPLE 5.6. As we promised at the beginning of this section, we give 
now an example of a linear operator which is invertible on Lpo and LPI, 
1 < p0 <pI < co, but not on every Lp, p. 6 p d pl. This example is con- 
tained in T. J. Ransford’s paper [Ran]. We state it for the case of inter- 
polation families on the disk, in order to use the notations introduced 
above. 
For 1 < p. < p1 < co, let p(eie) = p. if 6’ E [0, n), p(e”) = p1 if 8 E [n, 2n), 
and A, = Lp@‘(O, cc) = Lp@). The operator S: LP(“@) -+ Lp(r’BF is the Cesaro 
operator 
(V)(x) =; j-f f(t) dt. 
We have A[O] = Lp, l/p = +(1/p, + l/p,). Let p&, pi, p’ be the conjugate 
indices of po, pl, p, respectively. It has. been shown (see [Bo]) that 
os(eie)= {AE@: IA--- l/p;1 = l/p;}, wherejrr<d<(j+ l)a, i=O, 1. 
Thus C(S) does not contain a,(O) = (12 EC: (A- l/p’1 = l/p’}, and this 
shows that, in general, (TV is not contained in tJB as(eie). 
sso/so/2-1 I 
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6. THE U.R. CONDITION 
DEFINITION 6.1. The operator S is said to satisfy the uniqueness of the 
resolvent (U.R.) condition if 
for every z, w  E d and 1# us(z) u a,(w), 
the inverses S;‘(z) and S;‘(w) coincide on &. 
From Theorems 4.2 and 4.3 it follows 
COROLLARY 6.2. Zf S satisfies the U.R. condition, 
H(S) = @\E(S). 
COROLLARY 6.3. Zf S satisfies the U.R. condition, 
a,(z)cC(S)u {kC:log- l,#L’(8D)). 
COROLLARY 6.4. If the family {AO} consists of only a finite number of 
d$ferent spaces A”‘, j= 1, . . . . N, and if S satisfies the U.R. condition, then 
N 
a,(z) c u up 
j=l 
for every z E D. 
One case in which every operator S satisfies the U.R. condition is the 
following: 
“If &, Bi are Banach spaces, B, embedded in B,, and A, = 
C&Y ~,lOl(e;qY where a: 8D + [0, l] is measurable, then, for z, w  E d we 
have A [z] embedded in A [w], or vice versa. So S satisfies the U.R.” 
7. A CONTINUITY RESULT 
In this section we study how the spectra es(z) change with z E D. We 
shall show that es(z) cannot vary arbitrarily, and provide a sort of 
continuity result for the spectra. 
The same result was proven in [Sne] for Calderon’s interpolation spaces. 
The proof that we present here follows the lines of a similar proof con- 
tained in [Zaf], where Zafran obtained results connecting spectral theory 
and the real interpolation spaces. 
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LEMMA 7.1. Z~AEC andzED, 
2 $ as(z) if and only if z E E(S,). 
Proof. If 14 a,(z), S/, : A [z] + A [z J is one-to-one and onto, and 
ST l(z) is bounded. By Lemma 3.5, ST is bounded from below, and so 
z E L(S*). Moreover, lsl(z) > 0, and by Theorem 3.6, z E E(S,). 
Conversely, if z E E(S,), then I,,(z) > 0 and I,?(z) > 0; SO Sj. is one-to-one 
and onto, and thus A$a,(z). 1 
THEOREM 7.2. For w E D and E > 0 there exists 6 = 8(&, w) > 0 such that 
lz-ww( <6 implies 
as(z) = as(w) + D,(O), 
where D,(t)= {IEC: IA-<1 CC}. 
Proof. Let ;1$ a,(w); from Lemma 7.1 and Corollary 3.7 applied to SL , 
we can find 0 < s(A) < p such that D,(w) c D and D,(,,(w) c E(S,) or, 
equivalently, 3, $ Go if (z - WI < s(A). 
We shall show that if the Euclidean distance d,(l; a,(w)) between J. and 
Go remains larger than E, then s(A) does not approach zero. 
Let M= Sup{q(z); z E D,(w)}; then all the spectra a,(z) are contained in 
D,(O) when z E D,(w). Thus, if [Al 2 2M we can take 6(A) = p. 
We consider now the case )I1 < 2M and, without loss of generality, we 
may assume E < M. It will also be convenient to denote Is,(z) by /(A, z). 
Since A$ am, then f(A, w) >O and Theorem 3.3 implies that /(A, <)> 0 
provided d(w, 0 < M- ‘I(,$ w). From the expression of d(w, 5) it is easy to 
see that a sufficient condition to have ,(A, 5) > 0 is that 
Thus, to prove that D,,&w) c L(S,) we can just show that s,(A) does not 
approach zero if d,(l; crs( w)) 3 E. 
If s,(A) could approach zero with d,(l; as(w)) > E, we could find a 
sequence A., E D,,(O)\[a,(w) + D,(O)] = K such that l(A,,, w) d l/n. Since 
K is a compact set, we could find a subsequence {A,}, relabeled {A,}, such 
that I,,+aEKas n-+og. Thus R#G~(w), and so 
However, 
IQ, w) > 0. (7.3) 
I4L W)-4L w)l = I Il~,‘~w)ll,‘- II~~‘(WN,‘I 
= I II~,%4ll,- Il~:,‘(w)llwI II~,‘wll,’ II~rL(w)ll;’ 
d Il~,‘(w)--sjYw)Ilw II~,~‘~~~ll,‘II~a’~~~IIH-l 
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and the last quantity can be evaluated using the Neumann series. Thus 
I/(2,, W)-I@, w)l < I&-21. 
Since II, + 2 and I(&,, W) -+ 0 as n + co, we must have I(& W) = 0, which 
would contradict (7.3). 
Hence J,(A) remains away from zero if 3L E K The same argument applies 
to 6,(A) = (1 - 1~1) I,:(w)/2M, and so 
)z - W( < s,(A) implies Z,:(z) > 0. 
Choosing 6 = Min{Gj(A), j= 1,2; A$ as(w) + D,(O)}, we have 6 > 0 and if 
Iz - WI < 6, then z E E(S,) for A $ a,(w) + D,(O). Hence 
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