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A computational model is proposed to account for the adaptive properties of the fly motion system.
The response properties of motion-sensitive neurons in the fly are modelled using an underdamped
adaptive scheme to adjust the time constants of delay filters in an array of Reichardt detectors. It is
shown that the increase in both temporal resolution and sensitivity to velocity change observed
following adaptation to constant motion can be understood as a consequence of local adaptation of
the filter time constants on the basis of the outputs of elementary motion detectors. Copyright 0
1996 Elsevier Science Ltd.
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INTRODUCTION
Motion detection is one of the primary tasks of the visual
system. Its mechanisms have been studied in a wide
range of species and at various levels of analysis. It has
been observed that the precise retinotopic mapping of the
fly visual field onto the optic ganglia and the accessibility
of its visual system to physiological and neuroanatomical
investigation make the fly particularly suitable for the
study of the basic principles underlying motion proces-
sing (Zaagman et al., 1989). It was work on insect vision
that led Reichardt (1961) to propose the first correlation-
based motion detector. Each detector consists of two
subunits tuned to opposite directions of motion. The
output of each subunit is analogous to the correlation of
two spatially and temporally displaced samples of the
image. The response of the motion detector is the
difference of the outputs of its two subunits, the sign of
the detector response indicating the direction of motion.
The Reichardt detector has been put forward in
elaborated form as a mechanism of human motion
detection (van Santen & Sperling, 1985), suggesting that
strategies employed by insect visual systems may be of
general relevance. Of specific interest to us here is the
stimulus dependent behaviour observed in the fly motion
analysis system, suggesting the operation of adaptive
filters. Here we develop and implement a computational
model of adaptive motion processing in the fly and
discuss the functional benefits of such a scheme in terms
of the coding and processing of image information.
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ADAPTATIONIN FLY MOTIONANALYSIS
In this section we review the experimental evidence for
adaptation in fly motion analysis, and examine existing
ideas on the site of adaptation within the visual system,
the information on which it is based, and its functional
significance.
The phenomenology of adaptation
Several electrophysiological investigations into the
dynamic response properties of fly motion detectors
report adaptation of H1 (Maddess & Laughlin, 1985; de
Ruyter van Steveninck et al., 1986; Borst & Egelhaaf,
1987). H1 is a wide-field, directionally selective, motion-
sensitive interneuron located in the lobula plate, the
posterior part of the third optic ganglion. de Ruyter van
Steveninck et al. (1986) find that the characteristic decay
time of the velocity step response of H1 depends on
stimulus history. By partitioning the stimulus into
vertical strips they find that the value of the time constant
depends on local velocity, from which they conclude that
both the determination of the value of the time constant
and the actual filtering with the time constant are
operations that take place locally within the visual field.
Despite the directional selectivity of the neuron itself, de
Ruyter van Steveninck et al. (1986) find that the time
constant depends on the magnitude of the velocity and
not its sign. However, Maddess and Laughlin (1985) and
Borst and Egelhaaf (1987) report adaptation not to
velocity per se but rather to stimulus temporal frequency,
the latter pointing out that such an adaptive scheme
retains the benefits of an increased operating range and
faithful representation of fast transient motion enjoyed by
the velocity-adaptive scheme. Borst and Egelhaaf (1987)
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mot~on detector signal when a moving pattern which
sto~s abruptly is used as a stimulus. Since wide-field
i
mot”on-sensitive neurons such as HI are generally
ass med to receive input from a large array of elementary
mot”on detectors (Borst & Egelhaaf, 1987), adaptation of
the ime constant of the velocity step response of HI is
1
con listent with adaptation of the filter time constant.
Wh le de Ruyter van Steveninck et al. (1986) and Borst
andl Egelhaaf ( 1987) concur on the site of adaptation,
./’ I / \ I “. the~c is disagreement over the origin of the adapting
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FIGURE 1. %hcmatic diagram of’adaptive Rcichwdt Mector model.
Each detector consists of two subunits tuned to opposite ctirec(ions of
motion. The output of each subunit may be thought of m :malogous to
the correlation of two spatially and temporally displ;iccd samples of the
image. The v.xponsc of the motion detector is the difference of the
outputs of its two subunits, the sign of the detector response indicating
the direction of motion. The locally integrated response of a onc-
dimensional array of Rcichardt detectors is fcd back to adapt the delay
filters,
elicit adaptation by temporally modulating the luminance
of a spatially uniform field, a stimulus containing no
velocity information at all. Maddess and Laughlin
(1985), while reporting only negligible adaptation to a
contrast-reversing grating, find that adaptation to trans-
lating stimuli is strongly dependent on temporal fre-
quency. Adaptation has also been reported in the
responses of another class of wide-field movement-
sensitive neuron, the horizontal (HS) cells (Borst &
Egelhaaf, 1987; Egelhaaf & Borst, 1989).
The origin of the adapting signal
The dominant view over the last few decades has been
that motion detection in the fly visual system can be
described by a multiplicative interaction of signals
coming from adjacent visual elements (Egelhaaf et al.,
1989). Under such a correlation scheme, the filter time
constant is reflected in the time course of the decay of the
sig~al. de Ruyter van Steveninck etal. (1986) propose
thatl the fly visual system uses estimates of local stimulus
{
vel city to tune its filtering operations, whereas Borst and
Eg lhaaf (1987) suggest that the adaptational state of a
mo ,ion detector is governed mainly by the temporal
fre uency of the signal in its input channels. In the model
i
pro osed here, the adapting signal originates from the
10C’Ily integrated response of a one-dimensional array of
ele entary motion detectors, and is fed back to adapt the
tim~ constants of their temporal filters.
E.st@li.~hing the functional significance of”adaptation
10 establish the functional significance of adaptation it
is necessary to consider the response properties of H1 in
its ~adapted state. During the course of adaptation to
conistant motion the response of H1 declines to a level
whjch we shall refer to as the adapted steady-state
response, as distinct from the other time-varying
co~ponent of the response which we term the transient
res$onse. The idea of a steady-state response which
cha~ges over time deserves further explanation. In the
cas~ of a non-adaptive filter, the onset of a stimulus will
giv~ rise to a transient response which will decay over
timk to leave only the steady-state response of the filter
which, as its name implies, remains unchanged as long as
the~stimulus is maintained. However, in the case of an
addptive filter the steady-state component of the response
will change over time as the filter adapts, reaching what
we ~termthe adapted steady-state response as adaptation
is ~ompleted. Here it is the adapted steady-state response
in ~hich we are interested.
TEE ADAPTIVEREICHARDTDETECTORMODEL
we describe a computational model to account for the
te poral response properties of the H1 neuron of the fly
1un er adaptation. We present the model in the form of a
cor~elational motion detector (Reichardt, 1961) with
ad~ptive time constants (de Ruyter van Steveninck etal.,
19$6), shown schematically in Fig. 1. The locally
int~grated responses of an array of elementary motion
det~ctors are fed back to adapt the time constant of the
del~y filters prior to correlation. In this way adaptation to
!
a ‘onstant motion stimulus reduces the duration of the
delay and so tends to null out the response to the
maintained motion stimulus. However, our adaptive
sc~eme is underdamped to ensure stability. This under-
datiping leads to imperfect nulling and hence a non-zero
addpted steady-state response to constant motion. We
shqw that both the duration of the adapted delay and the
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FIGURE 2. Amplitude spectra of spatially integrated Reichardt detector arrays at each of two peak tunings for (a) pure delay
filters and (b) first-order low-pass filters. In each case the solid line corresponds to the amplitude spectrum in the unadapted state
and the dotted line corresponds to the amplitude spectrum after adaptation to a stimulus with temporal frequency of 0.05 units
on the horizontal scale shown. The amplitude spectra at temporal frequencies less than that at which the peak response occurs
are seen to be largely unaffected by the form of filter.
level of the adapted steady-state response in our model
vary as functions of the temporal frequency of the
adapting stimulus in qualitatively the same manner as
found empirically (Maddess & Laughlin, 1985). More-
over, the behaviour of our model in its adapted state to
increments or decrements of velocity around the adapting
value is in good agreement with observations of velocity
contrast measurement (Maddess & Laughlin, 1985; Shi
Jian & Horridge, 1991). We also compare the temporal
response profile of an elaborated version of our model to
measurements of the membrane potential of HS neurons
in response to motion stimuli (Egelhaaf & Borst, 1989).
Delay jilter-s
In our simulation of H1 we are only interested in
steady-state properties, so we model the delay filters with
a pure delay. It is probably more realistic to use a low-
pass filter to model the impulse response of the delay
filter (Egelhaaf & Reichardt, 1987), but at temporal
frequencies less than that at which the peak response
occurs the steady-state responses are very similar. Figure
2 shows the amplitude spectra of spatially integrated
Reichardt detector arrays at each of two peak tunings,
incorporating either pure delay or first-order low-pass
filters. The magnitude of the response to a moving sine
grating is a function of the spatial and temporal phase
shifts between samples of the image, and the degree of
intensity modulation. For pure delay filters, the response,
R, of a one-dimensional array of movement detectors is
given by:
R = (Al)2sin(k~)sin(w-) (1)
where t and ~ are the spatial and temporal offsets
between samples, and k, co and Al are the spatial and
temporal frequencies of the grating and its amplitude (see
Appendix A). The sine grating has proven a particularly
popular stimulus in investigations of the fly visual
system, and has been used to obtain all of the data we
model below (Maddess & Laughlin, 1985; Shi Jian &
Horridge, 1991; Egelhaaf & Borst, 1989). Here we are
interested in the adaptive behaviour of temporal filters, so
it is convenient to manipulate the stimulus temporal
frequency while keeping the other parameters constant.
Under these conditions Eq. (1) reduces to:
R M sin(w) (2)
where both the temporal delay, r, and the response, R, can
vary.
Spatial integration
H1 is known to be a wide-field neuron, assumed to
integrate the responses of a one-dimensional array of
movement detectors. However, it has been shown by de
Ruyter van Steveninck et al. (1986) that the determina-
tion of filter time constants takes place locally within the
visual field. It cannot, therefore, be the case that
adaptation of the time constants is based simply on the
response of Hl, since H1 integrates moton information
globally over its receptive field. There is, nonetheless, a
need for a degree of local spatial integration in our model
prior to the calculation of the signal upon which
adaptation is based, in order to remove modulations
present in the responses of elementary movement
detectors (see Appendix A). Consequently, we propose
that spatial integration is a two-stage process, the first
stage involving local integration of elementary move-
ment detector responses, and the second the integration of
the first stage’s ouputs by H1. We propose that adaptation
is based on the responses of units implementing the first
stage of spatial integration, and that these units are post-
synaptic to the elementary movement detectors but pre-
synaptic to H1.
It should be noted that, in all the experiments simulated
in this paper, the stimuli used were spatially uniform. In
such cases the responses of all units carrying out the first
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FIGURE 3. (a) Space–time plot of the onset, maintenance and off!
(b) The recorded spike rate of H1 to such a stimulus [redrawn from 1
the model with an unadapted delay, r,), of 3.00 frames, an adaptatio
defined in equation (3). In both the recorded and the model data, the r
then decays more slowly to a steady level. In simulations where the
remains at the peak Icvel I
stage of integration are identical to each other and to the
result of subsequent spatial averaging carried out by HI.
Thus the model used does not involve a second stage of
spatial averaging, and the signal, R, which controls
adaptation is identical to the response of HI.
Adaptation to flickering stimu[i
The response of a Reichardt detector is a function of
stimulus temporal frequency, but is produced by a
directionally opponent combination of sub-units. This is
consistent with the observation that counterphase flicker
is a poor adapting stimulus, indicating that the basis of
adaptation is postsynaptic to the computation of motion,
while the strength of adaptation to a moving stimulus is
governed by its temporal frequency (Maddess & Laugh-
lin, 1985). To account for the fact that adaptation does
occur to some degree in response to temporally
modulated stationary patterns (Borst & Egelhaaf, 1987)
we would have to assume that some temporal frequency
information is available postsynaptic to the movement
detectors. A possible source of such information might be
imperfect cancellation at the directionally opponent stage
du
et
AL
ar]
m~
de
de
in
inl
Sy
de
fu
re:
th~
in~
to
en
pr
(d,
du
C LANGLEY
1.2
G 1.0 (c)
I I
o 50 100 150 200 250 300
Time (frames)
of a sine grating stimulus moving at constant velocity.
ddess & Laughlin (1985), Fig, 3(a)]. (c) The response of
ate, If, of ().()5,and a damping parameter, /t, of 0.015, as
>onscrises rapidly to a peak after the onset of motion and
is no adaptation, the response also rises rapidly but then
hout decaying.
to asymmetries in the movement detectors (Egelhaaf
., 1989).
~tive dynamics
Eq. (2) we saw that at any instant the response of an
/ of correlational motion detectors, and hence of our
e], depends on stimulus temporal frequency and the
y of the temporal filters. However, since the filter
y is an adaptable parameter, we have two unknowns
q. (2), R and ~. Thus we must also specify the
dependence of R and ~ over time in our adapting
tm. We propose a simple differential equation to
ribe the adaptation of the filter delay over time as a
tion of the locally integrated motion detector
~nse. The absolute response is fed back to reduce
.luration of the delay such that temporal resolution
:ases, and the response desaturates, under adaptation
loving stimuli. The magnitude of the response is
Ioyed to ensure adaptation to motion in either the
:rred or non-preferred direction, as reported with H1
?uyter van Steveninck etal., 1986). To prevent the
tion of the delay tending to zero, a term is included
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FIGURE 4. (a) Measured time constant [redrawn from Maddess & Laughlin (1985), Fig. 9(b)]. (b) Duration of adapted delay in
model’s filters as a function of the temporal frequency of the adapting stimulus. Steady-state response of (c) HI [redrawn from
Maddess & Laughlin (1985), Fig. 7], (d) the model as a function of the velocity of the adapting stimulus.
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which determines the stable value of the delay in the
absence of stimulation. The adaptive dynamics of the
model are described by the following differential
equation:
dr(t)
— = –qT(t)p7(t)l + /4(70– ~(t))
dt
(3)
where ~(t)is the filter delay, T. the unadapted delay, R(t)
the response, q the adaptation rate, and p a parameter
controlling the amount of leakage or damping. Equation
(3) tells us that the filter delay tends to decrease with
increasing response magnitude at a rate proportional to
the existing delay, but that this decrease is moderated by
a tendency for the delay to remain close to its unadapted
value. The response properties of the model are discussed
in detail in the next section, when the results of computer
simulations are presented and compared with previous
experimental results. The theoretical basis of the adaptive
scheme in terms of signal coding and transmission Mthen
addressed in the context of existing theories.
RESPONSEPROPERTIES
We compare the temporal response properties of the
model to those of the HI neuron of the fly under
adaptation. We show that both the duration of the adapted
delay and the level of the adapted steady-state response of
the model vary as functions of the temporal frequency of
the adapting stimulus in qualitatively the same manner as
found empirically (Maddess & Laughlin, 1985), and that
the behaviour of the model in its adapted state to
increments or decrements of velocity around the adapting
value is in good agreement with observations of velocity
contrast measurement (Maddess & Laughlin, 1985; Shi
Jian & Horridge, 1991). We also compare the temporal
response profile of an elaborated version of the model to
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FIGURE 5. peak response to a burst of motion as a function of recove. timeafter the off’setof the stimulus for (a) H f [redrawn
from Maddess & Laughlin ( 1985), Fig 3(b)]; and (b) the model.
measurements of the membrane potential of HS neurons
(Egelhaaf & Borst, 1989).
Steady-state properties
The response of the model tends asymptotically
towards an adapted steady state in response to a
maintained motion stimulus, as illustrated in Fig. 3. In
the adapted steady state the model has ceased to adapt
and its tuning depends on the adapting stimulus. Solving
Eq. (3) in the steady-state case, dT/dt = (), gives:
IR.I = ; (:- 1) (4)
where R. and ~. are the adapted steady-state response and
the duration of the adapted delay respectively (see
Appendix B). Equation (4) reveals that there is a
relationship between the magnitude of the adapted
response and the adapted delay. However, the indepen-
dent variable in adaptation experiments is the temporal
frequency of the stimulus. We are thus interested in the
magnitude of the adapted response and the adapted delay
as a function of the temporal frequency of the adapting
stimulus. In the absence of temporal aliasing, the
magnitude of the response from a Reichardt detector
with a given delay increases with stimulus temporal
frequency (see Fig. 2). If the model is adapted to a
particular constant motion stimulus then increasing the
temporal frequency of that stimulus will increase the
response of the model, and the delay will have to be
reduced in order to return to a steady state. Thus we
deduce that the adapted delay is a monotonically
decreasing function of the temporal frequency of the
adapting stimulus. Together with Eq. (4) this indicates
that the level of the adapted response will be a
monotonically increasing function of temporal fre-
quency. The results of the model after adaptation to a
sine grating translating at constant velocity are shown in
4. It should be noted that the model predicts the
nitude of the adapted delay to be an almost linear
tion of temporal frequency when the latter is plotted
logarithmic axis, and the level of the adapted
nse to be a compressive function of temporal
ncy. These predictions are consistent with the
findings of Maddess and Laughlin (1985).
Rec every from adaptation
The dynamics of adaptation in the model are described
by the antagonistic interaction of two tendencies, which
can be likened to physical forces, described by the two
terms on the right-hand side of Eq. (3). The first term
represents the force tending to null out the response to
Susl’dined motion by reducing the duration of the delay.
The second represents the tendency to keep the delay as
near as possible to its unadapted length, ensuring stability
of the adaptive scheme. The first term is proportional to
]R],sowe can think of the strength of the nulling force as
being weighted by the response magnitude. When the
model is presented with constant motion the delay adapts
to a steady value which can be thought of as an
equil ibrium between the two opposing forces. If the
mo i on ceases the response of the model will drop to zero,
as will the strength of the force tending to reduce the
durat ion of the delay. The only force operating after the
ces $ation of motion will tend to return the delay to its
unadapted state. The rate at which the delay reverts to this
sta e is given by the second term on the right-hand side of
Eq. (3). Solving this differential equation reveals that the
del .y approaches its unadapted value exponentially over
time during recovery (see Appendix C):
~(t) = TO– (TO– z<i)e‘/’(. (5)
Since the value of the delay increases with time of
recovery from adaptation, we would expect the response
to 3 subsequently presented stimulus to show a similar
320 (b)
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FIGURE 6. (a) Space–time plots of sine grating stimuli moving at constant velocity except for regular bursts of (left) faster and
(right) slower motion. (b) Responses of HI [redrawn from Maddess & Laughlin (1985), Fig. 4], and (c) the model. In all cases,
the response to the baseline velocity decreases over time with adaptation while the magnitude of the change in response
accompanying increments or decrements of velocity increases.
dependency. Maddess and Laughlin (1985) define
recovery time as the time elapsed from cessation of the
adapting stimulus, and take as a measure of response
recovery the peak response to a short burst of motion. We
follow these conventions in Fig. 5, plotting the peak
response to a motion burst against the logarithm of
recovery time. The graph shows a monotonic increase of
response recovery over time, roughly linear against log
time but flattening out at the shortest durations, similar in
trend to that found empirically by Maddess and Laughlin
(1985). The data of Maddess and Laughlin (1985) show a
clear monotonic increase, but the error bars associated
with the measured response recovery at each point
suggest that the deviation from linearity of the experi-
mentally obtained plot may not be significant.
Veloci~ contrast
Adaptation to a sustained motion stimulus causes a
drop in the model’s response, as shown in Fig. 3.
Maddess and Laughlin (1985) suggest that a possible
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same ratio for the si ulti[ion).
function of adaptation is to desaturate the response of H 1
so that it becomes more sensitive to changes in motion
around the sustained level. As evidence for this view they
examine the responses of HI during adaptation to a
sustained motion. They find that the H 1 cell’s response to
all velocities of the test stimulus is lower after adaptation.
They also find that the slope of the response curve in the
region of the adapting velocity is steeper after adaptation,
demonstrating that H 1 becomes more sensitive to
changes in velocity around that value. That wc should
expect similar behaviour from the model is apparent from
inspection of its amplitude spectrum at two different
delays shown in Fig. 2. Figure 6 shows the output of the
model to a constant velocity adapting stimulus during
which there are short bursts at a faster or slower velocity,
revealing the same increase in relative sensitivity and
decrease in absolute sensitivity during adaptation.
Interestingly, there is a difference between the
responses of HI and the model to the onset of motion
in Fig. 6. The initial response of HI is sharply peaked
1wh Ie that of the model is rounded. We suggest that thedif erence might be explained by the presence of atra sicnt component in the response of H 1 in addition tothe adapting steady-state response being modelled.I analogy with the signaling of photometric contrastby hotoreceptors, Maddess & Laughlin (1985) suggesttha H 1 might be coding [or velocity contrast, c-v,definedas Ollows:
(6)
/
wh re v,,, is the mean velocity and Av is the change from
the mean. It should be noted that velocity contrast is
eq ivalent to temporal frequency contrast, analogously
de ned, for any constant spatial frequency stimulus (Shi
Jia & Horridge, 1991). If H1 is coding for velocity
co trast, the change in response produced by a fluctuation
in elocity will be proportional to the velocity contrast
an independent of the mean velocity. Approximately,
thi. behaviour has been found in two separate studies
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FIGURE 8. (a) Space–time plots of velocity modulated sine grating stimuli with the same mean velocities and velocity contrasts
but different modulation frequencies. (b) Response of the model at three different modulation frequencies. Response modulation
as a function of modulation frequency for (c) HI [redrawn from Shi Jian & Horridge (1991), Fig. 4(a)] and (d) the model.
Baseline velocities used were 8 deg/see, l ; 12 deg/see, A; 16 deg/see, V; and 20 deglsec, W; in the original experiment, and
arbitrary units in the same ratio for the simulation.
(Maddess & Laughlin, 1985; Shi Jian & Horridge, 1991).
Figure 7 shows the output of the model to stimuli of the
type used by Shi Jian & Horridge (1991). They allow the
response of H1 to a maintained motion stimulus to reach
a steady level and then modulate its velocity sinusoidally
in time around the adapting speed. They find that the
response of H1 is sinusoidally modulated in phase with
the modulation of stimulus velocity, and that the
amplitude of the response modulation increases with
the degree of velocity modulation. We find that the
behaviour of the model agrees qualitatively with the
empirical findings of Shi Jian & Horridge (1991).
However, when velocity contrast is high, the change in
the response of our model to increments of velocity is
lower than to decrements, as reported by Maddess and
Laughlin (1985). We attribute this finding to the fact that
the elementary motion detectors’ response curve flattens
out with increasing temporal frequency, as shown in Fig.
2. Adaptation helps to alleviate this problem by pushing
the peak of the response curve to higher temporal
frequencies, but at high levels of velocity contrast the
response to velocity increments will still deviate
significantly from linearity. Quantitative predictions of
the model are also shown in Fig. 7. Response modulation
is shown to increase almost linearly with velocity
contrast, and to be essentially unaffected by variations
in mean velocity.
Figure 8 shows the response of the model to stimuli
with the identical mean velocities and the same velocity
contrasts, but in which velocity is modulated at different
rates. In each case the response is modulated sinusoidally
over time in phase with the velocity modulation, showing
that the model is responding to fluctuations in velocity
rather than to acceleration. The depth of the response
modulation is independent of the rate of velocity
modulation. These findings are in agreement with those
of Shi Jian and Horridge (1991) for HI. Figure 8 also
shows quantitative results for a range of velocities.
A40delling HS
We simulate the response of the HS cell using a
modified version of our model of H1. Electrophysiolo-
gical data from the HS cell (Egelhaaf & Borst, 1989)
show the superposition of a transient response and an
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adapting steady-state response. To model the transient thopght of as simulating the temporal transfer properties
properties of HS closely, we found it necessary to of ~he photoreceptors, while the post-filter introduces a
introduce temporal integration both prior to and sub- de$ree of temporal integration at the spatial integration
sequent to the multiplicative combination of signals in
!
sta e of the original model. Figure 9 shows the response
the Reichardt detector. We retain a pure delay filter inside of he augmented model to the onset, maintenance and
the movement detectors, but introduce additional first-
0!
off et of a sine grating moving with constant speed. The
order low-pass pre- and post-filters. The pre-filter can be m del response captures the essential features of the
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physiological recordings by Egelhaaf and Borst (1989).
The onset of motion gives rise to transient oscillations in
the membrane potential of HS at the temporal frequency
of the moving stimulus. The amplitude of these transient
oscillations decays over time. This transient response is
superposed on the steady-state response of the cell, which
itself is adapting over time. The cessation of motion
produces a transient depolarization of HS, which is found
to decay with a time constant dependent on the temporal
frequency of the stimulus. To model the adaptation of the
offset transient we assume that the low-pass post-filter is
adapted on the same basis as the movement detector
delay.
CODINGEFFICIENCY
The response properties of the HI neuron in its adapted
state present us with an apparent paradox: HI seems to be
signaling changes in velocity over time, since changes in
its response approximate velocity contrast coding; yet the
steady-state response of the cell is a monotonic function
of the velocity of the adapting stimulus. It is as though H1
is coding both for relative velocity and absolute velocity,
and during the course of adaptation absolute sensitivity is
being sacrificed for relative sensitivity.
Problems with differential coding
Efficient coding is necessary to reduce the transmission
of redundant information over visual pathways of finite
bandwidth while maintaining a representation robust to
transmission errors. A simple method for increasing the
accuracy with which fluctuations in a signal can be
transmitted across a channel of finite bandwidth is to
subtract a precalculated estimate of the signal from the
signal itself prior to transmission. Differential or
predictive coding was devised to solve a related problem
in the field of digital communications (Gibson, 1980),
and has also been proposed to occur in biological vision
systems (Srinivasan et al., 1982). The effectiveness of
differential coding schemes depends on the statistical
characteristics of the signal being transmitted, best
performance occurring in cases where the distribution
of signal values is grouped around a mean level such that
small deviations from the mean are more common than
large deviations (Barlow, 1972).
Contrast coding is simply a form of differential coding
in which the magnitude of fluctuations about the mean
level are predicted to be proportional to that level, such
that a relative rather than an absolute difference is
transmitted. There is, however, a serious problem
inherent in differential coding strategies: the effect of
transmission errors on their performance (Gibson, 1980;
Clarkson, 1993). This problem is illustrated by consider-
ing the behaviour of a discrete-time differential encoder
which transmits the difference between the current and
previous values of a sampled signal. Given knowledge of
the initial value of the original signal, the transmitted
signal can be decoded and the original signal recon-
structed by keeping a running total of the differences
transmitted. However if, at any time, there is an error in
transmission, the wrong difference value will be received
and the values of the original and reconstructed signals
will diverge, A robust form of coding is required if
convergence of the original and reconstructed signals is
to be ensured. Of course, to continue processing a
transmitted signal in a biological system it may not be
necessary to reconstruct it explicitly, but the same coding
considerations apply in ensuring that information is
accurately and reliably transmitted (Bruckstein et al.,
1983).
“Leaky” predictive coding
Applications of predictive coding in digital commu-
nications generally employ an adaptive filter to provide a
prediction of the subsequent value of the signal. To
ameliorate the effect of transmission errors, the coeffi-
cients can be updated according to a “leaky” algorithm
(Widrow & Stearns, 1985; Clarkson, 1993). A drawback
of introducing leakage is that the operation of the
adaptive filter leads to a biased prediction. Under a leaky
scheme, a proportion of the original signal is transmitted
in addition to the difference information that would be
transmitted following unbiased prediction. The transmis-
sion of some redundant information causes the effect of
transmission errors to decay over time, at the cost of sub-
optimal performance in noiseless situations (Clarkson,
1993).
There is a relationship between the adaptive scheme
employed here, described in Eq. (3), and the leaky least
mean squares (LMS) algorithm (Widrow & Stearns,
1985; Clarkson, 1993). Under the leaky LMS algorithm a
known or estimated signal is adaptively encoded for
transmission across a channel of finite bandwidth subject
to transmission errors (both limitations of any real
communication system). The leaky LMS algorithm can
be shown to converge on a solution which minimizes
mean square error subject to a constraint on the filter
coefficients (Darlington & Xu, 1991). Similarly, we can
think of the model operating to minimize its response
magnitude subject to the constraint that the duration of
the delay remains as close as possible to its unadapted
value. Analysis of the proposed model of H1 is
complicated by the fact that detection and encoding of
motion information are achieved at the same stage of
computation, the operation of adaptive Reichardt detec-
tors, rather than as successive detection and encoding
steps. To examine its behaviour we cast the differential
Eq. (3) in discrete form as a first difference:
T(T + 1) – T(T) = –qT(T)lR(T)l + p(~o – T(T)) (7)
where T is discrete time, so that the change in the delay at
each time step is a function of its existing value and the
response magnitude. This is the form of the equation used
in computer simulations of the model. Rearranging gives
a leaky update equation for a single coefficient filter (see
Appendix D):
7’(T + 1) = (1 – P)7’(T) + TI’IR(T)I (8)
where d = Z. – ~, 1– # is a constant leakage factor,
q’ = q7(T) is the adaptation rate, and R(T) can be seen as
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the (biased) prediction error transmitted. In the case
where ~1= 0, the second term in Eq. (8) will tend to
increase the value of T’until T’= T(l(equivalent to a delay
of zero duration) causing the response magnitude to fall
to zero. Values of p greater than zero prevent the system
from going unstable in this way as the value of ? leaks
away, damping the adaptation and resulting in conver-
gence to a non-zero value of the delay, ~.
Adaptation in response to a maintained motion
stimulus reduces the magnitude of the model response.
as would be expected under a simple differential coding
scheme. However, the response to a maintained stimulus
drops not to zero but to a steady level dependent on
stimulus parameters, as though a prediction biased to
underestimate the response of the model were being
subtracted. As detection and encoding of the motion
signal are carried out in a single stage, no explicit
calculation and subtraction of a prediction takes place.
Nevertheless, the adoption of a particular adapted state
by the model, defined by the value of ~, implicitly
predicts the form of the subsequent stimulus. We
therefore describe the proposed adaptive scheme as a
leaky algorithm carrying out biased predictive coding.
The rationale for such a model of the behaviour of H1 is
the robust and efficient transmission of motion infor-
mation.
Alternative coding strategies
Zaagman et al. ( 1983) were the first to talk in terms of
an adaptive strategy underlying fly motion analysis,
concluding that temporal adaptation serves to improve
temporal resolution and minimize motion blur. Maddess
and Laughlin (1985) observe that the strategy shows
some of the characteristics of predictive coding, w
outlined by Srinivasan et al. (1982), but that it differs in
allowing a portion of the mean signal to be transmitted.
Here we propose that the strategy being employed can he
understood as a form of leaky or biased predictive
coding. The observed simil:irities between the motion
adaptation of HI and the luminance adaptation of large
monopolar cells in the fly retina (Laughlin, 1989. 1990)
suggest that our adaptive approach may be of wider
relevance than insect motion analysis alone. One active
field of investigation is the application of adaptive
strategies to machine vision (Clifford et uI., 1995), where
efficient data transmission may prove important in moves
toward real-time applications. Another area of interest to
us is human visual perception. A psychophysical study of
the detection of changes in motion (Dzhafarov e( u/..
1993) found that reaction time to a change in the speed 01
motion depends on the magnitude of the speed change
and is virtually independent of absolute velocity. This
suggests to us some form of differential or contrast
coding based upon sensory adaptation, as observed in the
fly. However, Dzhafarov etal. (1993) have an alternative
explanation, which they term “subtractive normaliz:i-
tion”. Their algorithm treats the detection and encoding
of motion changes as distinct, and involves an explicit
subtraction of an estimate of the preceding motion. Thus
Dzhlafarov et al. ( 1993) achieve differential coding in two
stag~s instead of one, without adaptation of the motion
detqctors. It is conceivable that such a scheme could be
pro~osed to account for the velocity contrast coding
obsqrved in the fly, but an additional explanation would
the~ be required for the increased temporal resolution
obsqrved following motion adaptation. Alternatively, it
ma~ be possible to model some of the adaptive behaviour
of the H 1 neuron through adaptation of its spike
gen~rating mechanism (Bruckstein & Zeevi, 1979; Zeevi
& qruckstein, 1981), although again it is not clear to us
that Ithe increased temporal resolution found after motion
adaptation could be accounted for in this way.
SUMMARY
~e have presented a model of adaptive motion
1
analysis in the fly visual system. The model accounts
for ome important aspects of electrophysiological data
\
fro the H1 neuron, in particular the increase in temporal
res( lution and the approximation to velocity contrast
cod ng observed following adaptation to motion. We
hav proposed that the function of adaptation is to enable
rob st, efficient transmission of motion information
thro~gh a process of leaky predictive coding. We have
shovn that such a computational strategy can be
imp~emented using Reichardt detectors with adaptive
\
tim constants. However, the possible realizations of a
sch me for leaky predictive coding arc not restricted to
the eichardt framework, and we believe that analogous
stra~egics may be employed in the coding of visual
L
info mation in modalities other than motion and in visual
syst, ms beyond those of insects.
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APPENDIXA
Here we derive the spatially integrated response of an array of
Reichardt detectors with pure delay filters to a sine grating stimulus,
z(x,f):
1(x, t) =10 + A2sin(kx – wt) (Al)
where k, co and M are the spatial and temporal frequencies of the
grating and its amplitude, and 10is its mean luminance.
A Reichardt detector with pure delay filters samples the image at
four discrete spatio-temporal locations. Letting L and ~ be the spatial
and temporal offsets between samples:
10=10 + AIsin(kx – tit)
/l =10+ AIsin(kx – w(t + T))
m = 10 + Msin(k(x + ~) – wt))
(A2)
rl = 10+ Afsink(x +<) – u(t+ T))
where 1., 11,r. and r, are the undelayed and delayed inputs to the left
and right branches of the Reichardt detector.
The response, S, of the Reichardt detector is given by the difference
of the correlated signals:
S = l~rl – roll. (A3)
Substituting for 1., 11,r. and r] gives:
S = (Af)2[sin(kx – wt).sin(k(x + <) – w(t+ -r))
– sin(k(x + f) – ot).sin(kx – w(t + 7))]
+ JoAf[sin(h – wt) + sin(k(x + g) – w(t + T)) (A4)
– sin(k(x + ~) – sin(kx – u(t+ T))].
If R is the mean response of a one-dimensional spatial array of N
Reichardt detectors with responses S1:
(A5)
then:
R = (Af)2[sin(kx – wt).sin(k(x + ~) – w(t + -r)) (A6)
– sin(k(x + <) – tit) .sin(kx – w(t+ T))]
since integrating over space removes the term in IOAf. Simplifying
using trigonometrical identities gives the desired result:
R = (AI)2sin(k<)sin(~~). [1)
APPENDIXB
Here we derive the adapted steady-state response for the model. The
model can be said to have reached an adapted steady state when the
duration, ~(t),of the Reichardt detectors’ delay filters has ceased to
change in response to a maintained stimulus. In this case, d~/dt = Oand
T(t)is a constant, ~,.
The dynamic equation governing the adaptation of the delay, ~(t), is:
dr(t)
— = –q~(t)lR(t)l+ /,(To– ~(t))dt (3)
where R(t) is the model response and To, p and q are constants.
Substituting in the adapted steady-state conditions stated above gives:
O= –qralR(t)l~(q) – T,,) (Bl)
Rearranging in terms of the response magnitude:
IR(t)l =; (:- 1) (B2)
we see that the right-hand side of the expression is composed entirely
of constants, showing that, for constant stimulus attributes, the model’s
adapted steady-state response is a constant, R., where:
(4)
APPENDIXC
Here we derive the dynamic equation describing the model’s
recovery from adaptation. After adaptation to a maintained stimulus
the duration of the filter delay tends towards a steady value, ~., which
depends on the adapting stimulus. If the temporal variation in the
stimulus ceases abruptly then the response of the model will also drop
to zero (see Eq. (2)). Substituting R(t) =O into Eq. (3) gives the
dynamic equation describing the model’s recovery from adaptation:
dr(t)
— = p(n) – .(t)).
dt
(cl)
Substituting d(t)=T,)– T(f),where ?’(t) is the difference of the
duration of the delay from its unadapted value gives:
dr’(t)
— = –/L’T’(t)dt (C2)
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since d~(f)/dt = —d#(t)/dr. fkxumrnging and intcgmting gives:
“’(”]d#(t) ‘“~t
- = –//
7,: T’([) I ()
(0)
where t’ is the time elapsed since the cessation of the adapting stimulus
and t,,’ = ~(1– T,, (where T,, is the adapted steady-state delay),
Evaluating the integrals gives:
()T’(f’)111— = –[It’.T; ((4)
Taking the inverse logarithm of’both sides and rearranging gives:
T’(t’)= T:o” (C5)
Substituting for z’(f’) and T’,,in terms of ~(~)and z,, and rearranging
gives:
~(f) .= T,)— (T,, — T,l)C ‘/” (5)
where here t denotes the time elapsed since the cessation of motion,
APPENDIXD
Here we show that the adaptive dynamics of the model, described in
continuous time by Eq. (3), can be approximated in discrete time h), ~
leaky update cqrmtion. A discrctc form of Eq. (3) can bc obtairrcd by
approximating the derivative, dr(t)ld(, by a first diffcrcncc, ~ivirlg:
T(T + 1) – T(T) = –vT(T) IR(T)I+ //(TI)– T(T))
where T is discrete time. This is the form of the equation used in
computer simulations of the model,
Wc define, r’(t), as the difference of the filter delay from its
4unad pted value: T’(f) = T,,-T(t). Substituting in Eq, (7) and rearranging
gives :
T’(T + 1) = ( 1 -- II)#(T) + T)T[T)IR(T)1.
Dcfining q’(z) = ~1~(~ as an adaption rate proportional to
value 01 r(t) gives:
#(T t 1) = ( 1 – //) T’(~) + ‘T)’IR(7’)1.
It car1 bc seen that the above equation is of the form
cocfficicnt update equation for a single cocfticient filter:
f(~ + 1) – (}]”(7’) }-/j,(T)
(Dl)
the current
of a leaky
(D2)
wher[~f(T) is the filter coefficient at time T, 1:(T)is an estimate of the
error between the desired and obtained responses to be minimized
subjel:t to the effects of x (a constant Icakage factor z = I represents no
leak+<e), and l] is the adaptation rate (where ~ = O represents no
adapt ation). In this way the model adapts to minimize the magnitude of
its responsc subject to the tmrdcncy for T’(f) to decay to zero
[cqui,falcnt to T(t)returning to its unadapted value, r,,] as a result of
leaka,~e.
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