We study the long-time behaviour of the solutions of the Porous Medium Equation u t = ∆u m , m > 1, posed in a tube Ω = R × D, with D a bounded domain in R n , and with homogeneous Dirichlet conditions on the lateral boundary. We show that the asymptotic behaviour of general nonnegative solutions follows the KPP pattern in suitable rescaled variables. We proceed as follows: we pass to the renormalized problem and show that this problem admits a wave solution that travels along the tube with constant speed with respect to the new time (which is logarithmic in the old time scale). This solution has a bounded free boundary as a forward front.
Introduction. Evolution problem in a tube
This paper is concerned with the long-time behaviour of the solutions u ≥ 0 of the Porous Medium Equation (PME for short) posed in a tube with zero value on the lateral boundary. The equation is (1.1)
and the exponent range of interest is m > 1. This equation is a standard example of nonlinear degenerate parabolic equation, and appears in a large number of applications related to nonlinear diffusion, heat propagation and others, cf. basic facts and references in the survey article [Ar] or the book [Va3] .
Usually, the equation is posed either on the whole space or on a bounded domain, and then Dirichlet or Neumann data are prescribed on the boundary. We are interested here in the setting where the equation posed in a tubular domain of the form Ω = R × D ⊂ R d , with d = n + 1 ≥ 2, and D is a bounded domain in R n with smooth boundary. Such a less usual setting is found in the theory of reaction-diffusion equations since (i) it is a natural setup in some applications of wave propagation and combustion theory, and (ii) it gives rise to interesting phenomena like the formation of travelling waves known as the KPP (Kolmogorov-Petrovski-Piskunov) phenomenon of wave propagation, described in the classical works [KPP, Fi] . We also are motivated by the wish to produce particular solutions illustrating the motion of a PME fluid that slides along a fixed boundary with absorbing conditions, a dynamical situation with interesting geometry that is still poorly understood.
We have studied the existence theory and basic properties for the Porous Media Equation posed in a tube in a previous paper [Va2] . We continue here that study to construct the travelling wave solution and derive the detailed asymptotics. In particular, it is shown that we are in the situation of a KPP theory, which is combined in this case with the presence of sharp free boundaries, a typical property of porous medium flows.
Let us describe the problem in more detail. We will denote the coordinates of a point x ∈ Ω as x = (y, z), y ∈ R, z ∈ D. We call y the longitudinal (space) variable, while z = (z 1 , · · · , z n ) are the transversal variables. We prescribe initial data of the form (1.2) u(x, 0) = u 0 (x), x = (y, z) ∈ Ω, for a measurable and bounded function u 0 ≥ 0. The assumption of boundedness can be eliminated without modifying the long-time results. We also need boundary conditions on the tube boundary, Σ = R × ∂Ω. Usually in problems in a tube, Neumann boundary conditions are taken, ∂ ν u = 0 on Σ for all t > 0. The main feature of the present investigation is that we take zero Dirichlet data:
(1.3) u(x, t) = 0 for x ∈ Σ, t > 0.
As explained in [Va2] , this choice is motivated by the desire to understand the propagation of interfaces in a situation where the boundary conditions serve as a counter-effect to the standard propagation of the PME. Free boundaries (also called interfaces) are originated by the well-known fact that the PME has the property of finite propagation, cf. [Ar, Va3] .
We are mainly interested in the questions of asymptotics and pattern formation. Let us recall at this point some basic results for comparison purposes. On the one hand, if the problem is posed in the whole space and we consider solutions with compactly supported data, they have for large times a size u = O (t −d/(2+d(m−1) ), propagate like s(t) = O(t 1/(2+d(m−1) ), and tend to Barenblatt profiles as t → ∞ once renormalized, see the survey paper [Va1] or Chapter 18 of the book [Va3] . In the case of a bounded domain D, they decay like u = O (t −1/(m−1) ), propagate to the whole domain in finite time and take on a profile given by an explicit solution of the separate-variables form (see [Va2] or Chapter 20 of [Va3] ). In this latter case, the asymptotic pattern is universal, i.e., the same for all nonnegative solutions, it only depends on the exponent m and the domain D.
Outline of results. The problem with homogeneous Dirichlet data in a tube lies in some sense between these two cases, but it has a more complicated behaviour, that can be nicely expressed in terms of inner and outer behaviour. The former one has been already analyzed in [Va2] where it is proved that for all large times any solution of our problem looks like a separate variable profile
in the sense that t 1/(m−1) u(x, t) → F (z) for every x = (y, z) ∈ Ω, and this analysis is uniformly accurate for all large t when we look at bounded sets x = (y, z). The profile F (z) = F m (z; D) > 0 is the universal pattern that comes from the n-dimensional Dirichlet problem posed in D, i.e., it is the positive solution of the nonlinear elliptic equation
with boundary conditions F = 0 on ∂D. In simple words, the intermediate asymptotic behaviour of our problem in a tube forgets the longitudinal variable and decays in first approximation like the transversal problem in one dimension less.
This description is valid also for large y (outer behaviour) under suitable assumptions on the initial data, a simple case being the solution with data u 0 (z) depending only no z and not on y. However, the description cannot be valid for large y uniformly for all large times t > t 0 when we take usual initial data depending also on y, since we have finite propagation and this implies that data with compact support produce solutions that vanish for any t > 0 beyond a certain distance. Indeed, it is shown in [Va2] that such a distance depends linearly on log(t). This is remarkably slow since typical porous media front propagation as described in the literature proceeds for large times like a power of t. Indeed, we will show that the problem exhibits a quite interesting asymptotic behaviour which can be recognized after convenient transformations as a version of the KPP theory.
In this paper we investigate in detail such side-motion, and more precisely the question: how does the front advance? we will prove that for data with compact support there are two finite fronts y = s ± (z, t) that move to both ends with a certain logarithmic speed, i.e., they behave like (1.6) s ± (t) ∼ ±c * log t for all large t. The speed c * > 0 is uniquely determined and depends only of m and D.
We recall that the existence of characteristic speeds is a main feature of KPP theories, and also of other combustion and blow-up problems, see [Z4] , [QRV] . The outer behaviour of the solutions is represented by this motion which is best described in terms of the rescaled variable v = t 1/(m−1) u and using logarithmic time t = log(t), and then we find as asymptotic behaviour a TW in the spirit of the KPP theory.
In the sequel we will make precise statements of these results and supply the proofs. Thus, we introduce the transformation, main estimates and goals in a more precise way in Section 2. The existence of the TW for the rescaled problem is stated and proved in Section 3. It is also shown that it has a finite front (free boundary). We devote Section 6 to the asymptotic behaviour of general solutions.
We will keep the assumption m > 1 in principle in the paper. However, and for the sake of comparison, we briefly study the situation for linear diffusion, m = 1, in Section 7. Extensions are proposed in Section 8.
Notation: The Laplacian operator will affect all the space variables if no indication is made. When we want to indicate only the transversal variables we write ∆ z . Therefore, ∆ = ∂ 2 y + ∆ z .
Basic estimates and transformed problem
We review some facts that have been derived in [Va2] . See also Section 12.8 of [Va3] 1 . The theory says that the weak solution for Problem (1.1)-(1.3 ) exists globally in time and is unique under the stated conditions on domain and data. It is also proved that u is nonnegative, bounded and Hölder continuous in Q = Ω × (0, ∞). It is also C ∞ smooth on the set where u > 0. Comparison with the Dirichlet problem for the "projected problem" posed in D (for which the variable y disappears) gives the a universal priori estimate
It is then recommended to perform the scaling transformation (i.e., renormalization) as well as change of time given by
Then, v satisfies the reaction-diffusion equation
We will modify transformation (2.2) inserting suitable constants
so as to make equation (2.3) coefficient-less:
Equations (1.1) and (2.5) are completely equivalent under the change of variables (2.4). Note that t = 0 becomes τ = −∞ so the solutions of the new problem exist for all times (they are eternal solutions). This is really no great novelty: if for instance we use the slightly different time transformation τ = log(t + 1), the new equation is the same but now the initial new time is τ = 0. Equation (2.5) has some other peculiar features that make the analysis comfortable:
(i) The universal estimate translates into the property that all solutions that live from τ 0 = −∞ are a priori bounded by a universal constant
(ii) There is a second a priori estimate for nonnegative solutions of equation (1.1) that reads
(iii) The reaction term in (2.5) has as a consequence the possibility of nontrivial stabilization as τ → ∞. Indeed, when the data are independent of the longitudinal variable y, then we are actually solving the standard Cauchy-Dirichlet problem in D and we know that v = 0 is an unstable solution, while the universal attractor of all nonnegative solutions is the unique profile F (z) ≥ 0 solution of the stationary problem
When we want to make clear the dependence of F we will write it as F m (z; D).
In the case of interest for us, the data and solutions depend on both y and z. It is anyway proved in [Va2] that all nonnegative weak solutions stabilize to F in the sense that as τ → ∞
uniformly on bounded sets of Ω = D × R.
The main novelty pointed out in [Va2] for the theory on a tube was the property of propagation along the y-axis, that was shown to proceed with finite speed in the variable τ . It was then conjectured that this phenomenon proceeds in the form of a travelling wave with a definite speed. We will demonstrate such a behaviour in the present article.
Travelling waves
Wave solutions for equation (2.5) travelling along the tube with constant speed have the form
The TW profile f must then be a solution of the stationary equation
for (y, z) ∈ Ω. In our problem setting, we take Dirichlet conditions (2.13) f = 0 on Σ.
We want to prove that there exists a value of c > 0 such that a travelling wave exists that joins the level v = 0 at the right-hand end of the tube (y = ∞, z ∈ D, t > 0), with the value (2.14)
on the other end, y = −∞, z ∈ D, t > 0. In terms of f , this means that at the ends of the tube we have (2.15) lim
TW's independent of transversal variables. Before we examine the existence of TW's for the problem with Dirichlet data, let us take a look at the simpler problem where we consider TW's which are independent of the variable z so that
and the ODE reads
where primes denote derivatives with respect to s. These solutions do not solve the problem with Dirichlet v = 0 data (but for the trivial solution), but they solve the problem with Neumann data ∂ ν v = 0 at the lateral boundary Σ. We pass to the phase plane by using the
We now examine the ways for an orbit of this system to enter the origin (f, g) = (0, 0) from the first quadrant (the one that interests us), and we discover (i) one orbit where dg/df → c so that g ≈ cf . Working out the expression, we see that the solution f (s) has the standard PME free boundary located at a finite distance with the usual Darcy condition on it: mf m−1 f s = −c. This is called in ODE language the fast orbit.
(ii) Infinitely many slow orbits close to the line cg = mf m in the (f, g) plane. Such a behaviour translates into exponential decay of the form
On the other hand, when we study the prolongability of the solutions as y goes down, we discover that they all have a maximum and then decrease until they cut the axis f = 0 at a finite value of y. This means that none of them is a global nonnegative solution, something that could be foreseen since typical solutions of the Neumann problem cannot decay so fast as t → ∞. But the fact that they are solutions on a right-hand domain is enough for our purposes. We will need the following fact: the maximum of f in the fast orbit, f max , depends monotonically on c and grows to infinity with c → ∞. Actually, if it easy to see that if f c is the fast orbit with speed c > 0, then
3 Existence of a travelling wave
We now proceed with the construction of the TW for the reaction-diffusion equation (2.5) with zero Dirichlet boundary conditions. We are given an exponent m > 1 and a bounced transversal domain D. Proof. We abbreviate the result by saying that there exists a finite TW solution of the problem. We will devote our effort in this section to the basic construction. Once this is done, the limitation of the support and the minimality will be a relatively easy task.
(i) We introduce the following strategy to try to solve the problem for any c > 0 fixed. As the basic approximation, we solve the family of problems consisting of equation (2.12) posed in the subdomain Ω k of Ω where |y| < k, k a positive integer, and use boundary conditions adapted from the ones above: zero on three sides and f = F (z) on the left-hand end (i.e., for y = −k, z ∈ D, τ ≥ 0).
In order to get a minimal nonnegative solution of this problem, we use the dynamical approach, which consists of writing the equation for v in the mobile frame as
so that w satisfies the equation ∂ τ w = ∆w m + w + c ∂ s w (the Laplacian acts on the variables s and z), whose stationary states are solutions of (2.12), and we are using as space variables (s, z) ∈ R × D. For reasons of regularity we need to modify the last two terms so that the actual solution we will solve is
where H k is a uniform smooth approximation of the function w 1/m from below in the interval 0 ≤ s < ∞. To be specific we take
We solve equation (3.2) in the domain Q k = Ω k × (0, ∞), and take also zero initial data
Such a solution, that we call w k , exists certainly for all times t > 0. It is nonnegative and nontrivial. Moreover, we may use the fact that F D (z) is a stationary supersolution, we conclude that and satisfies the bounds
If D is a ball, it is also monotone non-increasing in r = |z|, but this plays a minor role. What is important is that, due to the form of the data, we have
This monotonicity and the upper bound easily imply that w k (s, z, τ ) stabilizes as τ → ∞ to a function lim
In order to denote the dependence on the parameters we will also write these solutions as w k,c and f k,c . The latter is clearly a weak solution of the original stationary problem. It is nonnegative, nontrivial and all such functions f = f k,c satisfy the bounds
(ii) It is easily proved that f k,c is the minimal bounded weak solution of the elliptic boundary-value problem
for (y, z) ∈ Ω, which is an approximation of the original elliptic equation (2.12). This is an easy consequence of the parabolic maximum principle and the construction we have made.
We can also write the equation as ∆g + H k (g) + c ∂ y H k (g) = 0 with g = f m . It is then clear from standard regularity theory that f m is C ∞ smooth whenever positive and globally C 1,α up to the boundary.
(iii) Next, we can prove that f k,c is actually the unique continuous weak solution of that elliptic problem. If there is another solution f ≥ f = f k, c we prove that they are equal by means of the sliding method as follows. We take h > 0 large enough so that 
, but now the two functions must have either a contact f = f * in the interior of the domain or a contact of the normal derivatives at the boundary,
The first possibility is excluded by the Strong Maximum Principle and the second by Hopfs's form of the Maximum Principle, unless both solutions coincide. But this can happen only for h = 0 due to the boundary conditions. Uniqueness follows.
(iv) Let us see the dependence on c. We first note that since c > 0 and ∂ s f ≤ 0, we easily conclude from (2.12) that f decreases as c increases. It means that f k,c depends monotonically (in a nonincreasing way) on c.
We will examine now the continuity with respect to c. The proof of continuity is easy when we take the lateral limit for c c 0 . By the inverse monotonicity we see that
is another solution of the problem that is bounded above by f k,c 0 . By the minimality of the latter, the limit coincides, hence the continuity of f k,c (x) with respect to c when limits are taken from the right, c c 0 .
When limits are taken from the left, c c 0 , we only can conclude in a first step that
g is a solution with speed parameter c 0 . Therefore, g 2 (x) ≥ f k,c 0 (x) because of the minimality of the latter. By the uniqueness result, g 2 = f k,c 0 and the continuity is proved.
(iv) Our next task is passing to the limit as k → ∞ in a nontrivial way by suitably choosing c = c(k). This is a main step in the proof. Simply stated, the problem is to avoid having as a limit the trivial TW's f = 0 or f = F (z). Here is how to proceed.
Lemma 3.2 For every large
Moreover, there are constants 0 <ĉ 1ĉ2 such that c(k) ∈ (ĉ 1 ,ĉ 2 ) for all k ≥ k 0 , and the constantsĉ i depend only on m and D.
Proof. (a) In order to find such a c we first recall some basic results proved in [Va2] : thus, the case c = 0 (stationary frame) produces solutions f k,0 such that
This is a consequence of the standard theory for the Dirichlet problem in a bounded domain and the monotonicity of the solutions in k when c = 0. Therefore, given a ε small enough (precisely, 0
By continuity with respect to the parameter c (of the w k as solutions of evolution parabolic equations), it happens that there exists c * (k, ε) such that
(b) On the other hand, we make the following Claim: As c → ∞ we have
with uniform limit on compact subsets of Ω k . Granted this, we can use the monotonicity and continuity of f k,c in the parameter c to show that whenever k ≥ k(ε) there is a c = c(k) that makes formula (3.4) true.
(c) We now prove the claim by comparing w k,c with the TW of the Neumann Problem of the form v(x, τ ) = f (y − c 2 τ − l), where f is the fast orbit of the corresponding ODE that now reads
where primes denote derivatives with respect to s. The analysis of this ODE is the variant of the study of equation (2.17) done Subsection 2.1. Writing h = f m and g = −h the equation similar to (3.7) is
which for k = 0 becomes (3.7). There is no major problem in proving that there is a fast orbit though this time it does not have bounded support on the right-hand side. The important point is that any such orbit produces a profile f that has a maximum as y goes down and then it goes to zero as s goes further down. After a convenient displacement we may assume that the maximum is located at s = 0 and that the vanishing point lies at at a distance L 1 > 0 behind the maximum. Moreover, the maximum height f max goes to infinity as c → ∞. Of course, as k → 0 we recover the old situation of Subsection 2.1.
We now argue as follows: if c(k) > c 2 , this solution v with speed c 2 can be understood as a solution for the equation satisfied by w k in the domain Q k . If we write v(y, τ ) = W (s, τ ) with s = y−cτ , then W = f (s+c * τ −l) and it moves backwards with speed −c * = c 2 −c < 0. It will be a supersolution for w k in some subdomain of Q k as long as the initial and boundary conditions are larger than those of w k . We fix l to any intermediate value l ∈ (−k, k). The appropriate subdomain for the comparison is then
In the time interval 0 ≤ τ l < (k + l)/c * this subdomain eliminates a portion of Q k located on the left end. The comparison at τ = 0 between w k and W is obvious since w k (s, 0) = 0 for |s| ≤ k. On the left-hand boundary we have
The comparison on the right-hand boundary is immediate, 0 < f . Therefore, we get w k ≤ W (s, τ ) for all 0 < t ≤ τ l if s is in the domain. In particular, for t = τ l the s-domain is just (−k, k) and we have
By moving l in the interval [−k, k] we can take all τ l in [0, 2k/c * . We conclude that
Let now k → ∞ to obtain the desired conclusion.
(d) In fact, we have proved a stronger conclusion, namely that c(k) ≤ c 2 for all large k. A similar comparison argument proves that c(k) ≥ c 1 , where c 1 is the constant found in [Va2] .
(v) We resume the proof of Theorem 3.1. Suppose that we have a sequence k j → ∞ so that
) and also that f n j ,c j (0) = F (0)/2. The local regularity theory then proves that, upon possible passage to a subsequence, we will have a limit
uniformly on compact sets of Ω. The limit g must be bounded in the form 0 ≤ g ≤ F , it must be a nontrivial solution of equation (2.12) with speed c 0 . Moreover, it cannot be either 0 or F (both conditions are clear from the construction). Therefore, we have constructed a nontrivial TW in the tube for a certain speed c = c 0 ∈ (c 1 , c 2 ). Continuity and monotonicity in the y variable are clear.
(vi) It is now necessary to check the boundary conditions on both ends. The conditions at y = −∞ are satisfied because the limit
exists by monotonicity, and satisfies 0 < h(z) ≤ F (z). It is also easy to see that
Since h > 0 this implies that h = F by the uniqueness of such solutions, cf. [AP] . We will need later the more precise result.
Lemma 3.3 The following convergence holds uniformly in z ∈ D.
(3.11) lim
This type of convergence is what we call convergence in relative error. In other words, we need to prove that for every ε > 0 there exists y(ε) such that f (y, z) ≥ (1 − ε)F for all y ≤ −y(ε). By the interior compactness properties of elliptic equations, this fact is known on any compact set in the interior of D. The convergence of f /F to 1 on the boundary needs some kind of barrier argument. The idea we follow is to consider the evolution problem v τ = ∆v + v in the domain Ω n with initial data v(x, 0) = f (x) and boundary data zero. It is known that as τ → ∞ it converges uniformly in Ω n to the stationary solution F n , which in its turn converges uniformly to F as n → ∞. Due to the boundary conditions we have for all (y, z) ∈ Ω n and τ > 0
If τ is large enough we have according to [AP] (
But on the other hand, we have for n large enough:
using the convergence of functions and also normal derivatives at the boundary. Summing up, we have for
(vii) In order to check the conditions at y = +∞, we prove easily in a first step that the limit is a nonnegative solution of the same elliptic problem and it cannot be F , it is in fact less than F , so it must be zero (by using again [AP] ). We will prove much more, namely that the function vanishes beyond a certain distance. Once this done, see below, the proof of existence is complete with c = c * .
(viii) We recall that the Hölder continuity of bounded nonnegative solutions of these nonlinear elliptic problems is a consequence of the general quasilinear theory. Actually, it holds both for stationary and evolution solutions of this type of porous medium equations, [DB, Va3] .
The result of Lemma 3.2 can be strengthened by observing the value F (0)/2 in formula (3.4) can be replaced by any number a ∈ (0, F (0)). Revising the proof, we get the following alternative.
Corollary 3.4 For every sequence (k, c k ) there is a subsequence such that along it f k,c k converges to a limit f that satisfies one of the three options:
Proper TW means that 0 < f < F in Ω and satisfies the first sentence of Theorem 3.1. We leave the easy details of the proof to the reader.
We end this section by a remark on monotonicity: it is clear from equation (3.2) and the fact that ∂ s w k ≤ 0 that for two different speeds c 1 < c 2 the solutions w k,c i are ordered, w k,c 1 (s, z, τ ) ≥ w k,c 2 (s, z, τ ). Hence, if two admissible speeds arise in the above TW construction, then the obtained profiles are necessarily ordered,
4 Free boundary: existence, boundedness and regularity
Using the monotonicity of the constructed proper TW f with respect to y, we can define the free boundary of f as y = S(z) where
It is clear that f > 0 for y < S(z). In principle, S could be infinite somewhere. We eliminate such a possibility.
Proposition 4.1 The constructed TW has a support that is bounded to the right. The free boundary function S is bounded above and below.
Proof. (a) Let c = c 0 be the speed of the constructed TW, that we call f . We know that f → 0 as y → ∞ uniformly in z. Since any y-translation of f is again an admissible TW solution (with the same speed), we normalize f by putting f (0, 0) = F (0)/2. In order to control its free boundary from above, we use as a comparison tool the TW solutions independent of z that we have constructed at the end of Section 2, see (2.17), much in the way we have used them in Lemma 3.2. More precisely, we consider for c ∼ c 0 the free boundary profile of type (i) (fast orbit) f c , that we may normalize by putting f c (0) = f c,max , and then we will use a function W c (s, z, τ ) = f c (s − l). We want to compare that function with the functions w k = w k,c(k) (s, z, τ ) that in the double limit τ → ∞, k → ∞ will produce f . This is done as follows: since c(k) → c we may choose l > 0 such that max z f (l, z) ≤ f c,max for all c close to c 0 . We take as comparison domain
by parabolic comparison we conclude that w k ≤ W c(k) in Q + : passing to the limit τ → ∞ and then k → ∞, we get
Since f c has bounded support to the right for every c > 0, so has f .
(b) We also have to prove that S(z) is bounded below. This is easy: note first that since f (y, z) → F (z) as y → −∞, if we take a small δ and consider the set
then there is a y δ such that y < y δ implies f (y, z) > F (z) − δ for z ∈ D δ . Now we recall that f is obtained as limit of the solutions of parabolic problems w k as k, τ → ∞. We conclude that we can select solutions w k and times τ with k and τ large enough so that
In that case, by standard penetration properties of the solutions of the parabolic problem for w k (see for instance [Va3] , Chapter 14) the support of w k would reach the boundary Σ ∩ {−y δ − L < y < −y δ } in a finite time T δ , which means that f k (y, z) is positive for y < y = y δ − L − cT δ , z ∈ D, and so is f . It follows that S(z) ≥ y.
Regularity. Classical theory says that Γ is a Hölder surface away from the boundary, cf. [CF] . The monotonicity assumption can be used to get a better result. // We call the TW with a compact free boundary a finite TW. The construction produces at least one finite TW travelling to the right of the y-axis. A similar construction produces at least another one travelling to the left, just by applying the symmetry y → −y of the equation (2.5).
5 Monotonicity, minimality and uniqueness We start the section by an example of scaling. Suppose that we have a convex domain, D (for instance a ball) and obtain a proper TW with profile f and speed c. Consider now the scaled domain D = {rx : x ∈ D} for some r > 0 and let Ω = R × D. Then, the function
is the profile of a proper TW in Ω with speed c = r c. This indicates that speed grows with domain size, at least under scaling.
Next, we address the question of monotonicity with respect to the domain. We want to compare the constructed TW's for different domains. We take D 1 ⊆ D 2 , both bounded domains in R n , D 1 = D 2 , and consider the problem posed in tubes
We need the fact that the corresponding elliptic profiles F 1 and F 2 are ordered. This is an easy result of the fact that they can be characterized as the asymptotic limits of the renormalized projected evolution problems (by projected we mean independent of y) with zero Dirichlet data on ∂D i . Moreover, by the Strong Maximum Principle F 1 < F 2 in D 1 . Proof. We compare the travelling wave solution v 1 of equation (2.5) in Q 1 = Ω 1 × (0, ∞) with profile f 1 and speed c 1 and compact support, with the travelling wave solution v 2 in Q 2 = Ω 1 × (0, ∞) with profile f 2 and speed c 2 . In order to compare these solutions we first raise them to solutions of the original equation (1.1) by means of the formulas
We then approximate u 2 by u 2 (x, t) = u 2 (x, t − h) with h > 0 and compare this solution with u 1 . The key point is to notice that after a suitable displacement of length L along the tube, the initial data of both solutions, are ordered. Note that τ = 0 implies t 0 = 1. In other words, we assert that
This is true for some L in view of the following facts:
(ii) the asymptotic behaviour of f 2 as y → −∞ implies that the left-hand member is larger than F 1 for all y ≥ −a if a is large enough (note that it tends to F 2 (z) > F 1 (z) as y → −∞); (iii) the free boundary property of f 1 implies that by taking L large we can make f 1 (y, z) = 0 for y ≥ −a.
By parabolic comparison the conclusion u 2 (x, t) ≥ u 1 (x, t) holds for all t > 1, i.e. τ > 0. Letting τ → ∞ we immediately see that the effect of h becomes negligible. It then follows that necessarily c 1 ≤ c 2 . Note that when c 1 = c 2 we also see that there is an L ∈ R such that
which is the best we can hope for (due to the invariance under y-translations).
We can now pass to the limit in the approximations from below of a given domain and find the following result. Proof. We normalize all the approximating TW's by the value f k (0, 0) = F (0; D k )/2, where F (z, D k ) is the elliptic profile (1.5) in D k . By the previous lemma the sequence c k is nondecreasing, by Lemma 3.2 it is bounded above. We use local compactness to pass to the limit along a subsequence k j → ∞ and we easily find a TW for equation ( Lemma 5.1 shows that this speed is minimal with respect to other possible proper TW's. That means that it does not depend on the sequence: the fact that any other sequence will produce the same limit follows from using again Lemma 5.1.
Lemma 5.3 There is a finite TW with maximal speed c * (m, D) that is obtained by approximation from above.
The proof is similar, hence we omit it. The problem is posed if the two speeds can be different. The answer is negative.
Theorem 5.4 The speed of all finite TW's is unique. Moreover, for any two finite
Proof. We give two proofs. (ii) In the general case we may repeat the proof of Lemma 5.1. By Section 4 we may assume that both TW's are finite. We have to check the validity of expression (5.2) for two solutions f 1 and f 2 with speeds c 1 and c 2 . The argument that the left-hand side is larger than F is now more delicate but it holds after controlling the boundary behaviour. We only this extra fact: if f is a TW profile, then as y → −∞ we have not only f (y, z) → F (z) but also the precise property: f (y, z) ≥ (1 − ε)F for all y ≤ −y(ε). This is the contents of Lemma 3.3.
From the parabolic comparison theorem we conclude that c 1 ≥ c 2 . Since the roles can be reversed, we have in fact c 1 = c 2 . But in that case the parabolic comparison used above implies in practice that f 1 (s + L, z) ≤ f 2 (s, z) when t, τ → ∞. The other inequality comes from reversing the roles.
Corollary 5.5 The minimal speed c * is a monotone function of the domain: if
Note that the scaling example at the beginning of this section can be stated now as
where D r = r D. As a consequence, when the tube gets thinner the speed goes to zero. It could be interesting to recall that th size of the speed grows in power way with diameter of the domain in typical examples of fluid mechanics: thus, in the Hagen-Poiseuille flow according to the Navier-Stokes equations the exponent is two: v max ∼ cr 2 .
Asymptotic behaviour of general solutions
We turn our attention to the large-time behaviour of the general solutions of equation (2.5) with initial data v 0 (y, z) ≥ 0. We first recall that the inner behaviour gives us a uniform convergence to F (z) in a region |y| ≤ R, cf. [Va2] . The problem we want to address is the propagation and profiles at the end of the tube (outer behaviour), so that we can reconstruct the global large-time behaviour as accurately as possible. We recall the symmetry arguments allow us to consider the situation only on one end.
Assume that the support of v 0 is bounded to the right. A bound from above for v in terms of the constructed TW is very easy and we get by comparison
for some L that depends on v 0 (argue as in Theorem 5.4). The existence of a lower bound is a more serious problem. Approximating the domain D from inside with subdomains D δ and using the inner behaviour, we get
We can then use comparison with the minimal TW that corresponds to D δ and prove that there is a displacement L δ such that for every y > 0, z ∈ D δ and τ large enough
The comparison is done in the domain Ω +,δ = (0, ∞) × D δ . This implies that our solution travels to the right for large times with speed at least
Translating this into the movement of the free boundary y = S(z, τ ) we get
6.1 Solutions with compact support. Two-sided propagation
In the case of solutions with compact support (on both sides) we get a weak result concerning the convergence to a TW on each side. Let us explain before that standard theory implies that the solution v(y, z, τ ) will be monotone nonincreasing in y for y > C and monotone nondecreasing in y for y < −C for some C. Then, there will be a time T = T (v 0 ) after which the free boundary consists of two disjoint pieces (interfaces), one to the right y = S 2 (z, τ ) and one to the right,
We have the following asymptotic result. 
As announced above, this means that the asymptotic pattern for solutions with compactly supported data is described in the renormalized variables by two minimal TWs going out in different directions, joined by a stationary profile F (z) in the middle region. The three basic objects in this description are universal and only the relative position of the TWs has to be adjusted to obtain higher accuracy.
One-sided propagation
A more precise lower bound can be easily obtained when the data have compact support on the right and are nontrivial on the left. 
for some ε > 0 and all y ≤ y 0 . Then, for all large τ we have two constants L 1 , L 2 such that 
Then u is a solution of the heat equation u t = ∆u in Q = Ω × (0, T ) if v satisfies the one-dimensional heat equation
There is at this stage a quite marked difference with the study of the PME since different classes of initial data have different asymptotic behaviour in the present situation. Thus, TW's exist but they correspond to data that grow exponentially on one end of the tube. The formulas are
with A > 0 and B ≥ 0; all speeds c ≥ 0 are available, speed c = 0 corresponds to constant solutions. In order to obtain negative speed (i.e., waves in the opposite direction) we use the symmetry y → −y. In that case the whole solution is Note that u is stationary for the particular speed c 2 = λ 1 , B = 0.
There are all kinds of other behaviour as t → ∞. The typical behaviour of the small (i.e., integrable) solutions of this equation has size v = O(t −1/2 ), and the typical solution is (7.5) v(y, t) = C t −1/2 e −y 2 /t .
The whole solution in terms of u is then (7.6) u(x, t) = C t −1/2 F (z)e −(y 2 +4λ 1 t 2 )/4t = O(e −λ 1 t t −1/2 ).
All of this says that small solutions are much smaller than the previous TW's and gives no indication that they could have a TW behaviour. Moreover, if we renormalize the solutions of the heat equation with the obtained size and propose the general change of variables (7.7) u(x, t) = e −λ 1 t t −1/2 F (z)w(y/ √ t, τ ), τ = log(t), we get the equation for w(s, τ ) (7.8) w τ = w ss + 1 2 (ws).
which has as a stable stationary state e −s 2 /4 . This seems to confirm the guess.
Open problems and extensions
Open problem 1. Describe the free boundary: regularity, geometry, mainly at the contact with the fixed boundary.
Open problem 2. Is the TW with minimal speed unique up to translations? for which domains D?
Open problem 3. Are there TW's with non-minimal speeds? According to the usual KPP picture, the answer should be yes.
Open problem 4. Is the minimal speed a monotone function of m? there is no guess at the moment. Numerical calculations should decide the issue.
Open Problem 5. Get a precise rate of convergence of the minimal TW to F (z) as y → −∞, thus improving Lemma 3.3.
Open Problem 6. Prove or disprove the existence of a lower constant L 2 as in Theorem 6.2 for solutions with compact support, hence for all nonnegative solutions. Recall that the right-hand inequality is true.
We continue with some possible extensions.
Dirichlet and Neumann problems in a half tube
In the case of zero boundary conditions, the existence of a propagation with a characteristic speed along the tube is accompanied by a damping effect due to the presence of the boundary conditions.
On the other the boundary conditions are constant non-zero, the situation is completely different and none of what we have said applies.
Zero Neumann boundary conditions give a situation as described in this paper by using a simple symmetric extension.
Fast Diffusion Equation
The situation comes again to a certain parallelism with the PME case when we study the fast diffusion equation, i.e., equation (1.1) with 0 < m < 1. We recall first some facts about the solutions that do not depend on y, i.e., the solutions of the Dirichlet problem posed in D. If the we consider bounded initial data, it is known that those solutions vanish identically after a finite time T > 0, [BH, Va4] . Moreover, when m > m s = (n − 2)/(n + 2), they obtain near the extinction time a separate variables form. This suggests the change of variables, Using suitable constants in the change of variables we may eliminate the constant 1/(m−1), like we did in the PME case, tough this is not essential. This means that the starting point of the problem is somewhat parallel. The existence of a TW is to be decided.
Higher codimension
There is an interest in extending these results to the case where Ω = R k × D with k > 1.
Other equations
Work out the equivalent of these results for the p-Laplacian equation and other nonlinear diffusion equations with or without lower order terms.
