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The parameters of a Markov chain may not be known precisely. Instead of the true transition probabilities only a set of
possible transition matrices or initial probability distributions may be known. The theory of imprecise probabilities provides
methods to consider the behaviour of Markov chains in such a case.
There are several works in which the theory of imprecise probabilities has been applied to the consideration of Markov
chains. Kozine and Utkin [8] consider the situation in which Markov chains have a transition matrix in which the individual
elements are assumed to be constant over time, but may not be known precisely. Instead, all that is known are the closed
intervals in which each individual matrix element resides. A more general approach allows general sets of probabilities to
replace the individual probability distributions of transitions from each state, and does not require that the actual transition
matrix be assumed to remain the same over time.
There are several different ways in which sets of probabilities are represented, and the choice of representation used will
of course inﬂuence the way that calculations are performed. Hartﬁel [7] studies the model with general sets of probabilities,
but also presents methods for calculating sets of probabilities corresponding to probability intervals, i.e. the model where
individual probabilities are not known precisely, but are known to lie within precisely known intervals. Škulj [11] focuses
on the more general model of interval probabilities, attributable to Weichselberger [17]. An even more general approach
in which the corresponding expectation operators replace sets of probabilities is given by De Cooman et al. [2]. In this paper
we only assume the existence of a general set of probabilities or transition matrices, without additional assumption that the
sets are representable using interval probabilities or even that they are convex. This set-up is similar to the one used by
Hartﬁel.
An important consideration in the theory of Markov chains is their limit behaviour. This has also been explored in most of
the literature cited above. One of the most important classical results is the Perron–Frobenius theorem which states that if a
Markov chain is regular, i.e. every state is accessible from any other state given sufﬁcient time steps, it has a unique long
term distribution, independent of the initial state or distribution over states. In the above literature there can be found sev-
eral generalisations of this theory to the consideration of imprecise Markov chains.2010 Published by Elsevier Inc. All rights reserved.
7; fax: +44 0191 334 3051.
J. Crossman), damjan.skulj@fdv.uni-lj.si (D. Škulj).
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prove that absorption is certain, it is still possible to study the long term distribution conditional on the event that absorp-
tion does not happen. This is a classical problem explored by Darroch and Seneta [6] who show that in the precise case such a
long term conditional distribution exists and is unique under some regularity assumptions. Thus the main contribution of
this paper is to show that something very similar can also be said for the case of imprecise Markov chains with certain
absorption.
The paper is structured as follows. In Section 2 we give the most necessary deﬁnitions of the model of imprecise Markov
chains used and in Section 3 we give methods for calculating sets of distributions at general steps. Next, in Section 4 we de-
scribe the model with conditioning on non-absorption and in Section 5 we give our main result on convergence of the con-
ditional sets of probabilities. Finally, in Section 6 we give a numerical example and a comparison to the time-homogeneous
case. More technical results and most of the proofs are put into Appendix A.
Further examples of and commentary on the model discussed in this paper can be found in [5].2. Markov chains with imprecision
For a Markov chain X ¼ fXðnÞ;n ¼ 0; . . .g, where X(n) represents the value (equivalently, the state) of the process at time
n, the set of states is denoted as follows:S ¼: f1;0; . . . ; sg :¼ f1g [ C;
where 1 is an absorbing state, and C is a ﬁnite set of transient states.
Limitations are imposed upon the possible values of each transition probability at each step. Various methods exist for
this. We generalise the method used by [8,11], who deﬁne ﬁxed intervals within which the probabilities must lie. Each tran-
sition probability from each state is no longer automatically assumed to be known precisely. Instead, each such probability is
known to belong to a set of probabilities. No assumptions are made regarding where this probability value lies within the set,
we simply know that it must lie somewherewithin. Therefore, there exists a single probability for each transition at each time
step, we just cannot know what that probability is. One must therefore take care in considering this set-up as a probability
model for each state: we are simply deciding which transition probabilities are possible, and which are impossible. This set-
up is oftentimes confused with a set-up in which each probability value is uniformly distributed over the set of probability
values from which it will be taken. This is not the case. No distribution is assumed whatsoever.
The resulting sets containing the transition probabilities each have a structure. Deﬁne s + 2 closed sets of probability dis-
tributions, PðiÞ; i ¼ 1;0; . . . ; s. A transition matrix is deﬁned as follows:P ¼
pð1Þ
pð0Þ
..
.
pðsÞ
0BBBBBBB@
1CCCCCCCA:This means the set of possible transition matrices for a given time step can be deﬁned below.
Deﬁnition 2.1. All potential transition matrices for a given time step belong to the setP :¼ fPj pðiÞ 2 PðiÞ; 8i 2 Sg ¼ fð1; 0; . . . ; 0Þg 
Y
i2C
PðiÞ; ð2:1Þwhere PðiÞ are closed sets of probabilities.
We have that the sets of probabilities themselves are independent of the current step, even though the transition matrix
may not be. The following deﬁnition is now required.
Deﬁnition 2.2. We consider Markov chains for which the following conditions hold:
1. Pð1Þ ¼ fð1;0; . . . ;0Þg (guarantees 1 an absorbing state);
2. For all i > 1, ðdi;1; di0; . . . ; disÞ R PðiÞ (guarantees no other absorbing state);
3. maxP2P;i2C ½Pi;1 > 0 (guarantees accessibility of the absorbing state);
4. For all P 2 P; C is a single aperiodic communicating class (see [9]);
5. For all P; P0 2 P; ½Pij ¼ 0 ) ½P0ij ¼ 0 (along with Condition 4, guarantees irreducibility in C of products of transition
matrices).
To clarify, the ﬁnal two conditions prevent situations in which the product of the matrices P1; P2; . . . ; Pr 2 P is not irreduc-
ible over C, even though each Pi is irreducible over C. One such example is now given. Let
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0 1 0
0 0 1
1
2
1
2 0
0B@
1CA; P2 ¼ 0 0 112 0 12
0 1 0
0B@
1CA: ð2:2ÞBoth P1 and P2 describe aperiodic, irreducible chains, but P1P2 describes a reducible chain. These conditions will be needed
for Lemma 2.1.
Building on Deﬁnition 2.1, we deﬁne an alternative transition matrix set.
Deﬁnition 2.3Pn :¼ fP1P2 . . . Pn : Pi 2 Pg:
Next we deﬁne a property of sets of transition matrices that will become critical in Sections 3 and 5.
Deﬁnition 2.4. The set P is referred to as regular if for some n every P 2 Pn has only strictly positive elements. Further, the
set P is referred to as conditionally regular on C if for some n0 every P 2 Pn has all elements [P]ij, where i, j 2 C, strictly positive
for all nP n0.
The following lemma already exists in the literature (see [15]).
Lemma 2.1. There exists N0 2 N such that for all NP N0 all matrices belonging to the set PN have strictly positive elements
beneath the ﬁrst row, and a constant m such that minij;P2PN ½Pij ¼ m.
The value N0 will be referred to frequently from now on, and always represents the number of time steps needed to en-
sure a transition matrix is positive everywhere beneath the ﬁrst row.
Before ﬁnishing this section, the choice of initial distributions is discussed. The set of all possible probability mass func-
tions is denoted as M0, soM0 :¼ v ¼ ðv1; v0; . . . ;v sÞj
Xs
i¼1
v i ¼ 1; v i 2 ½0;1 8i 2 S
( )
:Clearly any set of initial distributions, denoted in general as D0, will have the property that D0#M0. From now on D0 is as-
sumed to be closed and not containing the vector (1,0, . . . ,0).
3. Calculating distributions at general step
In the precise case, the distribution at step n is found by multiplying the distribution at step n  1 by the appropriate tran-
sition matrix. In this section this concept is generalised to the imprecise case; we simply multiply every possible distribution
at step n  1 by every possible transition matrix.
Given some set of initial distributions D0 the set of distributions at time n is deﬁned as follows:
Dn :¼ Dn1P; ð3:1Þwhere P is as deﬁned in (2.1), and where the notation AB, where A and B are sets, represents the element-wise multiplication
of the sets; this convention will be used throughout this paper. In the special case where all distributions are assumed pos-
sible at step 0 this alternate deﬁnition is usedMn :¼Mn1P: ð3:2Þ
The following two results are critical to all following sections.
Lemma 3.1. For the sets of initial distributions D0, and for all n 2 ND0#D1 ) Dn#Dnþ1
andD1#D0 ) Dnþ1#Dn:Corollary 3.1. For all n 2 NMnþ1#Mn:Therefore we can deﬁne the limiting set of distributionsM1 ¼
\1
n¼0
Mn:
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MP ¼Mis described as an invariant set of distributions.
Clearly the set M1 is non-empty (it will contain the stationary distribution of every P 2 P, for example), and has the
property thatM1P ¼M1:
Therefore it is an invariant set of distributions. This set is analogous to the stationary distribution in the precise case. Meth-
ods for approximating this set are described in [11], later work by De Cooman et al. [2] allows the set to be derived directly,
but this may be computationally intensive in general.
We now prove that using the model and conditions given in Section 2, absorption is certain. The most important part of
this process is to prove that the sequence vP1, P2, . . .,Pn, where v 2 M0 and each Pi 2 P, tends to (1,0, . . .,0) as n tends to inﬁn-
ity. This result will follow from the theorem below.
Theorem 3.1. For a sequence Pi 2 PN0 , with i 2 N (see Deﬁnition 2.3),lim
n!1
P1P2    Pn ¼
1 0 . . . 0
1 0 . . . 0
..
. ..
. . .
. ..
.
1 0 . . . 0
0BBBB@
1CCCCA:This corollary follows immediately from Theorem 3.1.Corollary 3.2. Consider a sequence Pi 2 PN0 with i 2 N. Let x 2M0. Then
lim
n!1
xP1P2    Pn ¼ ð1;0; . . . ;0Þ:Corollary 3.3. For the imprecise Markov chain X ¼ fXðnÞ;n ¼ 0; . . .g on the state space S = {  1} [ C, where 1 is an absorbing
state and C a single aperiodic communicating class,M1 ¼ fð1;0; . . . ;0Þg:
This means that even in the case where potentially very little is known about the behaviour of the Markov chain, we need
only the conditions given in Section 2 in order to know absorption is certain. In such situations considering M1 is not
enlightening.
4. Conditioning on non-absorption
In this section a method for conditioning on non-absorption is presented for the imprecise case. We discuss how to ﬁnd
conditional distributions at each ﬁnite time step, and then extend this discussion to the long-term behaviour of the chain.
Deﬁnition 4.1. Let MC0 denote the set of all probability distributions over the set of transient states C,MC0 ¼ v ¼ ðv jÞsj¼0 : v j 2 ½0;1;
Xs
j¼0
v j ¼ 1
( )
:Note that all P 2 P can be written in the following form:P :¼ 1 0
p Q
 
; ð4:1Þwhere 0 is a row vector with s + 1 elements, all of which are zero, p is a column vector with s + 1 elements, at least one of
which is non-zero, and Q is an (s + 1)  (s + 1) substochastic matrix.
Deﬁnition 4.2. We introduce the following set of substochastic matricesPC :¼ Q : 1 0
p Q
 
2 P
 
:Note that there is a one-to-one correspondence between the elements of P and the elements of PC .
It should be clear that whilstM0 is an inﬁnite set of (s + 2)-vectors,MC0 is an inﬁnite set of (s + 1)-vectors. The vector func-
tion f : M0 n fð1; 0; . . . ; 0g !MC0 is deﬁned for each v 2Mn
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In other words, the function f takes a distribution over S and conditions it on the event that the process is not in the absorbing
state, and hence gives us a new distribution over all states except the absorbing state. When applied to our Markov chain, f
will take any distribution over S and transform it into a distribution over C except of course for (1,0, . . .,0).
Note that f does not have a unique inverse. The following function can however be deﬁned.
Deﬁnition 4.3~f aðvÞ ¼ ~f aððv0; . . . ; vsÞÞ :¼ ða; ð1 aÞðv0; . . . ; vsÞÞ;
where a 2 [0,1).
This function has the following property:f ~f aðvÞ
 
¼ v : ð4:3ÞThe notation f(A) (respectively, ~f aðAÞ), where A is a set, will be taken to mean element-wise application of the function f
(respectively, ~f a).
Lemma 4.1. f ð~f aðvÞPÞ ¼ f ð~f bðvÞPÞ for any P 2 P, independently of the values of a and b.Prooff ð~f aðvÞPÞ ¼ f ða; ð1 aÞvÞ
1 0
p Q
  
¼ ð1 aÞvQjð1 aÞvQ j ¼
vQ
jvQ j : This lemma shows that if two distributions at step n are equal after conditioning on non-absorption, and are multiplied by
the same transition matrix P 2 P, then they will be equal after conditioning on non-absorption at step n + 1 as well. This is a
very useful result, demonstrating that applying ~f a to an entire set of conditional distributions at time n, multiplying by some
P 2 P and thus ﬁnding a distribution at time n + 1, and conditioning on non-absorption is a process totally independent of a.
This is critical in the consideration of how the passage of time affects the possible conditional distributions.
The following simple corollary will be of great use throughout the paper.
Corollary 4.1. f ðvPÞ ¼ f ~f aðf ðvÞÞP
 
.
We therefore also have thatDCnþ1 ¼ f ~f a DCn
 	P :Deﬁnition 4.4MCn :¼ f Mn n fð1;0; . . . ;0Þgð Þ:
So MCn is the set of all possible distributions over C at time n, conditioned on non-absorption. More generally, for a set of
initial distributions D0 M0 where ð1;0; . . . ;0Þ R D0,DCn ¼ f ðDnÞ: ð4:4Þ
It is necessary to show that for any DC0 MC0 , where ð1;0; . . . ;0Þ R D0, there exists no n <1 such that ð1;0; . . . ;0Þ 2 Dn,
otherwise (4.4) may lead to undeﬁned elements in DCn for some n. However, the proof of Theorem 3.1 demonstrates that for
n > N0 all elements of the transition matrices within Pn are strictly positive below the ﬁrst row. Therefore, for any
Pn 2 Pn;vPn ¼ ð1;0; . . . ;0Þ () v ¼ ð1;0; . . . ;0Þ, as needed.Lemma 4.2DC1 #DC0 ) DCnþ1#DCn
andDC1  DC0 ) DCnþ1  DCn :
In either case, we can deﬁneDC1 ¼ limn!1D
C
n : ð4:5Þ
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Since MCn are nested sets, the following deﬁnition is possible.Deﬁnition 4.5MC1 :¼
\1
n¼0
MCn : ð4:6ÞThis set represents the long-term behaviour of the chain, conditioned on non-absorption, assuming that all possible dis-
tributions are judged to be potential initial distributions.
Deﬁnition 4.6. A set of distributionsMC is denoted a conditionally invariant set of distributions, henceforth known as CISD, if
f ~f aðMCÞP
 
¼MCfor some a and therefore for every a 2 [0,1).
By (4.6) and Lemma 4.1MC1 is a CISD. The fact thatMC1 is non-empty will now be proved. There are several results that
we will require in order to accomplish this. We introduce the concept of the quasi-stationary distribution (QSD) (see e.g. Dar-
roch and Seneta [6]). A distribution q 2 MC0 is a QSD of Q 2 PC if qQ = kq, where k is the dominating eigenvalue of Q. From [6]
we have that a unique QSD exists for the homogeneous Markov chains generated by each P 2 P.
Lemma 4.3.Q :¼ fq : 9Q 2 PC for which q is a QSD to Qg#MC1:
In words, every quasi-stationary distribution corresponding to the time-homogeneous Markov chain with associated substochastic
transition matrix Q 2 PC is contained in MC1. Moreover, the left-hand set is not empty.
We therefore have that MC1 is non-empty.
5. Convergence to equilibrium
In this section it is proved that as time n approaches inﬁnity the set DCn will tend toMC1 independently of the set DC0 #MC0
chosen as the set of initial distributions; it is not necessary to begin withMC0 . This process requires a distance function be-
tween probability distributions, and based on this a distance between sets of probabilities, that will be used to measure the
convergence. This is deﬁned below.
5.1. Set distances
Let M and M0 be sets of probability distributions on S. A method is required for judging the equality of these two sets
after conditioning their elements on non-absorption.
Deﬁnition 5.1. Sets M and M0 are conditionally equal on C iff
f ðMÞ ¼ f ðM0Þ:(see (4.2)).Deﬁnition 5.2. Let v and w be probability distributions on S and let i 2 S be such that wi > 0. Deﬁneav;w;i :¼ v iwi :
Clearly, the following equality holds for any distributions v, w and x where xi > 0 and wi > 0av;x;i ¼ av;w;iaw;x;i:
The following distance measure between two distributions is now deﬁned.
Deﬁnition 5.3. If wi, vi > 0 for every i 2 C, let av,w :¼mini2Cav,w;i and av ;w :¼maxi2Cav ;w;i. Then we deﬁne:dðv ;wÞ :¼ av;w  av;w
av ;w
: ð5:1Þ
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this distance measure does not make the set of distributions a metric space, but rather a pseudometric space (see e.g. Steen
[14]). Note that this distance measure is very similar to the measure of ‘‘projective distance” found in [10].
The following lemma lists the most important properties of d.
Lemma 5.1. Let v, w and z be distributions positive for all elements of C. Then:
(i) d(v,w) = 0 iff f(v) = f(w);
(ii) d(v,w) = d(w,v);
(iii) if d(v,w) = 0 then d(v,z) = d(w,z).
Property (iii) is a special case of the triangle inequality which does not hold in general for d (see Example A.1).
Clearly we also have that d is continuous in both arguments.
Having deﬁned a measure for the distance between two distributions, a measure is now deﬁned for the distance between
a single distribution and a set of distributions, and between two sets of distributions.
Deﬁnition 5.4. For a distribution v and a set of distributionsM, where all elements inM are positive on every subset of C,
deﬁnedeH ðv ;MÞ ¼ infw2M dðv ;wÞ: ð5:2Þ
Furthermore, if M0 is another set of probabilities, deﬁnedeH ðM0;MÞ ¼ supv2M0 dðv;MÞ: ð5:3Þ
We use eH to eliminate any confusion between distances between sets and distances between individual vectors. Note
that deH is not symmetrical.
The above construction of the distance measures between sets of probabilities is analogous to the construction of the
Hausdorff measure (see e.g. Beer [1]), which is usually used to extend a distance function from a complete metric space
to the space of its compact subsets. In fact we require only part of such a construction. To produce a symmetric distance
measure like Hausdorff’s we would have to take maxfdeH ðM0;MÞ; deH ðM;M0Þg which is not needed for our purposes.
A list of properties of deH is given in the next lemma.
Lemma 5.2. Let v and w be distributions and M;M0 and N closed sets of distributions. Then
(i) there exists w 2 M such that dðv ;wÞ ¼ deH ðv;MÞ;
(ii) deH ðM0;MÞ ¼ 0 iff f ðM0Þ# f ðMÞ;
(iii) if f ðM0Þ ¼ f ðMÞ then deH ðM0;NÞ ¼ deH ðM;NÞ;
(iv) if f ðM0Þ ¼ f ðMÞ then deH ðN ;M0Þ ¼ deH ðN ;MÞ.
5.2. Fixed sets
In this subsection we deﬁne a class of ﬁxed sets for a set of transition operators P which are strongly related to the con-
ditional invariant sets of distributions, CISD. The main result is that all such sets are conditionally equal, which is equivalent
to there being at most one closed CISD.
Much of what follows requires that no element of any possible transition matrix below the ﬁrst row be 0. That may not be
the case from one time step to the next. However, in Appendix A we show that the long-term behaviour is the same if the set
of transition matrices P is replaced by PN0 where N0 is such that PN0 contains only matrices with non-zero elements on the
required places. We already know such an N0 exists.
We now give a result which will guarantee that all probabilities in the setsMCN0 ;M
C
N0þ1; . . . are bounded from below bym.
This property will be required for several of the results that follow.
Lemma 5.3. Assume all transition matrices P 2 P have the property that [P]ijPm for all i, j 2 C. Let P 2 P be denoted byP ¼
pð1Þ
pð0Þ
..
.
pðsÞ
0BBBB@
1CCCCA:Let m > 0 be a constant such that for every kP 0, f(p(k))Pm element-wise, where m denotes the vector for which all elements
equal m. Let wþ 2 Mn for some n > 0. Then f(w+)Pm.
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ﬁrst row greater thanm, all possible distributions at any time step n > 0 conditioned on non-absorption must be greater than
m element-wise.
The following theorem shows that multiplication with a set of transition matrices with positive elements below the ﬁrst
row is a contraction with respect to the distance function deH .
Theorem 5.1. Let v andw be distributions on S and let P be a transition matrix whose entries of the form [P]ij, i, j 2 C are greater or
equal to m > 0. Assume also that, for every i 2 C (f(w))iPm and vi > 0. Denote v+ = vP and w+ =wP. Thendðvþ;wþÞ 6 ð1 2m2Þdðv ;wÞ:Corollary 5.1. Let M and M0 be closed sets of distributions such that for every w 2M; f ðwÞi P m and for every i 2 C, and for
every v 2 M0;v i > 0 for every i 2 C. Further let all matrices in P contain strictly positive elements below the ﬁrst row. Denote
M0þ ¼M0P and Mþ ¼MP. ThendeH ðM0þþ;MþÞ 6 ð1 2m2ÞdeH ðM0;MÞ:
Note that since each distributionw has at least two elements, it is impossible for wiPm for all i if m > 12. This means that under
the conditions of the corollary (1  2m2) is always positive.
Therefore, so long as all distributions inM andM0 satisfy conditions on their individual components, each multiplication
of each set by P will strictly decrease the distance between them. Of course, by Lemmas 2.1 and 5.3, those conditions are
automatically satisﬁed from time step N0 onwards. Thus convergence (to be considered much more carefully in Section 5.3)
begins, at the latest, at time step N0.
Deﬁnition 5.5. Let M be a closed set of distributions and P a set of transition matrices that are conditionally regular on C.
Then M is a conditionally ﬁxed set of P if f ðMPÞ ¼ f ðMÞ, or equivalently, if M and MP are conditionally equal on C.
Note the distinction between a conditionally ﬁxed set and a CISD. The former is a set of distributions over S, the latter a set
of distributions over C. Obviously, both have very similar properties, and indeed the lemma below demonstrates that these
two sets are actually counterparts upon the transformations f and ~f a respectively.
In Lemma 5.4 and Theorem 5.2 it is assumed that members of the set P are positive below the ﬁrst row.
Lemma 5.4. For any conditionally ﬁxed set M; f ðMÞ is CISD, and conversely if MC is a closed CISD then ~f aðMCÞ is conditionally
ﬁxed for every a < 1.Theorem 5.2. Let M and M0 be conditionally ﬁxed sets of P. Then they are conditionally equal on C.
By Lemma 2.1 PN0 is positive below the ﬁrst row, so Theorem 5.2 applies, and all conditionally ﬁxed sets of PN0 must be
conditionally equal. We now show the relationship between the conditionally ﬁxed sets of P and those of PN0 .
Lemma 5.5. If M is a conditionally ﬁxed set of P, it is also a conditionally ﬁxed set of Pn for every n > 0. Speciﬁcally, it is a
conditionally ﬁxed set of PN0 .
Since every conditionally ﬁxed set of P is also a conditionally ﬁxed set of PN0 , and since all conditionally ﬁxed sets of PN0
are conditionally equal, it immediately follows that all conditionally ﬁxed sets of P are also conditionally equal. Therefore
each one must be conditionally equal to MC1. This takes us very close to the main result of this paper. We now have that
MC1 is the only set that a set of initial distributions over C can converge to. All that remains to be proved is that all such sets
of initial distributions do indeed converge.
5.3. Convergence
Lemma 4.2 demonstrates that given an initial set of probability distributions DC0 on the set of transient states C, the se-
quence of sets of conditional distributions fDCn ¼ f ð~f a DCn1
 	PÞg (c.f. Corollary 4.1) converges in two special cases, i.e. if
DC1 #DC0 or if DC0 #DC1.
In what follows we will show that in the case of a conditionally regular set of transition matrices the sequence DCn

 
con-
verges to a unique set DC1 independently of D0. The next theorem proves that setting DC0 equal to the set Q of all quasi-sta-
tionary distributions for the matrices in P will result in convergence to a CISD. Moreover, convergence does not depend on
the initial set and neither does the limit set.
Theorem 5.3. Let Q be the set of quasi-stationary distributions for the elements in P. Set DC0 ¼ Q. Then the sequence DCn

 
is
monotone and DC1 ¼MC1, where DC1 denotes closure of DC1.
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the union of the sets, the closed limit set of an arbitrary sequence of sets that suits our needs most would be the set deﬁned
in the following way. Let DCn

 
be a sequence of sets of distributions. Then we deﬁne the setDC1 :¼
\1
n¼0
[1
m¼n
DCn : ð5:4ÞNote that the above limit set coincides with the existing limit sets for monotone sequences. Moreover, this set contains all
limits of the sequences and subsequences of the form {vn} where vn ¼ f ~f aðvn1ÞPðnÞ
 
and PðnÞ 2 P for every n > 0. A similar
construction of the limit set can be found in [12,13], where some other aspects of this construction are explained.
Corollary 5.2. For any set of initial distributions DC0 ;DC1 ¼MC1, where DC1 is deﬁned by (5.4).
We have proved that for a given set P there is only one closed conditionally invariant set of distributions, and that the
long-term behaviour of the process, conditioned on non-absorption, tends to this set independently of the choice of DC0 .
This is the set that we wanted to ﬁnd. In the precise, time-homogeneous case, the limiting conditional distribution d has
the property that if the distribution over C at time n is d then the distribution over C at time n + 1, conditioned on
non-absorption, must also be d. Similarly, in the imprecise time-inhomogeneous case, which we deﬁne as the case where
individual transition probabilities are not assumed constant over time, but the sets from which they are drawn are assumed
constant over time, if the set of possible distributions over C at time n is MC1, then the set of possible distributions over C,
conditioned on non-absorption, at time n + 1 must also be MC1. Moreover, just as convergence to the limiting conditional
distribution d in the limit is certain in the precise time-homogeneous case, so too is convergence to MC1 in the limit in
the imprecise time-inhomogeneous case. This justiﬁes our earlier claim that a generalisation exists in the imprecise,
time-inhomogeneous case for both the limiting conditional distribution and the quasi-stationary distribution, and that these
two concepts are generalised by sets of distributions that are in fact equal.
Before we present examples based on the above work, it is worth taking a moment to consider exactly what has been
proven. We have demonstrated that there exists a set of distributions over C that, upon multiplication by the set of substo-
chastic matrices PC and renormalising, does not alter. No possible behaviour is removed from time step to time step, nor is it
added. What we have not proven, and indeed do not believe to be true, is that the probability of the actual behaviour lying in
some subset A 2MC1 remains constant from time-step to time-step. To explain further, one can easily imagine a situation in
which each set PðiÞ could be assigned a probability distribution, and the set of possible initial distributions DC0 assigned a
probability distribution likewise. Were that to be done, each set DCn would also have a probability distribution, though
not necessarily one that could be calculated. The point to be made here is that, if we were to attempt such a thing (which
we have very deliberately avoided), the fact that DCn ¼ DC1 ) DCnþ1 ¼ DC1 does not imply the probability distribution of DCn
and of DCnþ1 are identical, even though both these sets are equal to DC1. In fact, this should make clear the folly of even
attempting to assign probability distributions to the rows of the transition matrix or the set of possible initial distributions.
6. Examples
In this section we provide two examples. The ﬁrst demonstrates the behaviour of an imprecise time-inhomogeneous birth
death process. The second compares such a process with an imprecise time-homogeneous birth death process, where impre-
cise time-homogeneity is taken to mean a situation in which the transition matrix is unknown, but assumed constant from
time step to time step. Such a situation was considered in detail in [3], and the comparison between the time-homogeneous
and time-inhomogeneous cases receives further consideration in [4,5].
Example 1. Consider the Markov chain X :¼ fXðnÞ;n ¼ 0;1; . . .g with state space S = {1,0,1,2}, where 1 is an absorbing
state. Deﬁne each possible transition matrix asP ¼
pð1Þ
pð0Þ
pð1Þ
pð2Þ
0BBB@
1CCCA;where pðiÞ 2 PðiÞ, and further
Pð1Þ ¼ fð1;0;0;0Þg:
Pð0Þ ¼ fð0:5;0;0:5;0Þg:
Pð1Þ ¼ fð0; a;0;1 aÞ : a 2 ½0:1; 0:2Þg:
Pð2Þ ¼ fð0;0;0:75;0:25Þg:Therefore only the transition probabilities from state 1 are imprecisely known.
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found on each component of the vectors in the sets MCn for n = 1, . . . ,4. Approximate bounds are also offered for the com-
ponent of the vectors in sets MC50 and MC100. These were found by randomly generating 1000 50 step (respectively 100
step) transition matrices, applying each one to the initial distributions (1,0,0), (0,1,0) and (0,0,1), and taking the overall
minimum and maximum of each component of the resulting 3000 distributions. During this process we discovered that
the bounds upon the second component after 50 and 100 steps were so close together that the resulting parallel lines in
Fig. 1(e) and (f) are difﬁcult to distinguish. The set of possible distributions remains the area within all three sets of par-
allel lines.
The probability simplex representation [16] is used here in order to graphically represent three-element probability dis-
tributions within two dimensions. A probability simplex representation is an equilateral triangle with perpendicular height
one unit, in which each vertex represents the probability distribution with all mass in one state of C. The probabilities as-
signed to the three elements of C are identiﬁed with perpendicular distances from the three sides of the triangle. Thus it fol-
lows that the set MC0 is represented by the whole simplex diagram.
Note that, as previously proven, the set of possible distributions at each time step is a subset of the possible distributions
at all previous subsets. The resulting diagrams demonstrate that even in a situation in which the transition matrix is free to
change between time steps, it may still be possible to say a great deal about the long-term behaviour of the chain, condi-
tioned on non-absorption. This concludes Example 1.
As mentioned, [3] considered the imprecise time-homogeneous case. In that paper, the set of all possible distributions,
conditioned on non-absorption, as time approached inﬁnity was denoted fMC1. In Example 2 we brieﬂy compare the ap-
proach found in that paper with the one presented here.
Example 2. Consider a birth–death process X with state space S = {1} [ Cwhere C = {0,1,2}. The set of all possible one-step
transition matrices P is given as follows. Each P 2 P takes the formFig. 1.
respectP ¼
1 0 0 0
a 0 1 a 0
0 b 0 1 b
0 0 c 1 c
0BBB@
1CCCA;Precise bounds upon sets MCn for n = 1, . . . ,4 (diagrams (a)–(d), respectively) and approximate bounds for n = 50,100 (diagrams (e) and (f),
ively).
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chain under the assumption of time-homogeneity with its long term conditional behaviour in the situation where that as-
sumption is not made.
Fig. 2 shows the approximations for fMCn for n = 2, 3, 4 (top row, from left to right), andMCn , also for n = 2, 3, 4 (bottom row,
from left to right). Bounds have also been approximated for the sets fMC100 andMC100; these are shown in Fig. 3. These were
found by randomly generating 1000 100-step transition matrices for each of the two cases, multiplying each one by (1,0,0),
(0,1,0) and (0,0,1), and ﬁnding the overall maximum and minimum of each element. The 100th time step is an excellent
approximation to the case as time approaches inﬁnity.
As expected, the size of the bounded areas are non-increasing from time step n to n + 1. Furthermore, for each time step
the bounded areas on the right are larger than those on the left. This is consistent with the idea that more can be said about
the long-term behaviour for the case where the transition matrix is constant than can be said for the case where the tran-
sition matrix is potentially non-constant between time steps. One could say that the second case allows for ‘‘more impreci-
sion,” in that less can be assumed about the underlying process.
The ﬁnal point regarding Figs. 2 and 3 is the fact that in a situation in which little is known about one state’s behaviour,
there is still much that can be said about the long-term behaviour conditioned on non-absorption. It is not the case that the
imprecision grows with each new iteration until there is nothing to be said about a given time step. Moreover, this is true
even when the transition matrix is not assumed to be constant. This is particularly important because it suggests that theFig. 2. Example 2: bounds for the sets fMCn (above) and MCn , (below) for (from left to right) n = 2, 3, 4.
Fig. 3. Example 2: bounds for the sets fMC100 (left) and MC100 (right).
1096 R.J. Crossman, D. Škulj / International Journal of Approximate Reasoning 51 (2010) 1085–1099model used in Section 2 can be applied to approximating the long-term behaviour of precise time-inhomogeneous chains
with an absorbing state, conditioned on non-absorption, an area in which to our knowledge there is no previously published
work.7. Concluding remarks
In this paper we took results from previous work regarding the long-term behaviour of imprecise Markov chains, and ap-
plied them to imprecise Markov chains with one absorbing state and a set of ﬁnite transient states which form a ﬁnite single
aperiodic communicating class. We proved that the long-term behaviour of such chains is uninteresting, and so adapted the
results to allow for conditioning on non-absorption. In the process we have deﬁned the conditionally invariant set of distri-
butions (CISD), a set which is analogous to the quasi-stationary distribution in the precise case, not just because the set re-
mains unchanged from one time step to the next (after conditioning) but also because the behaviour of the chain tends
toward the CISD as time approaches inﬁnity independently of the set of initial distributions. Finally, we have demonstrated
that the CISD is the only possible set that a set of initial distributions can converge to, assuming we condition on non-
absorption.Acknowledgements
We are grateful to our two reviewers for suggestion multiple improvements (especially in presentation) and simpliﬁca-
tions, for providing both Eq. (2.2) and alternative proofs for Theorem 3.1 and Lemma 5.2(i), and for pointing out results
which already exist in the literature.
Appendix A. Proofs and technical details
Proof of Lemma 3.1. Both parts of the lemma are proved by induction and through the use of (3.1). For the ﬁrst part, assume
that Dn1#Dn. We simply note thatDnþ1 ¼ DnP  Dn1P ¼ Dn:
The argument is almost identical for the proof of the second part of the lemma. hProof of Corollary 3.1. Since M0 contains every possible distribution, it immediately follows that M1#M0. Lemma 3.1 is
then used to complete the proof. hProof of Theorem 3.1. Let ½Pij :¼ infP2P½Pij. It is well known (see e.g. [15]) that there exists N > 0 such that PN has strictly
positive elements everywhere but the ﬁrst row. However, by letting  :¼mini2C ½PN0i;1 > 0, we have that for each P 2 PN
and i 2 C; ½PiC :¼
P
j2C ½Pij 6 1 . For each P 2 PnN0 we have P = P1, P2, . . . ,Pn, with Pk 2 PN0 . Hence½PiC ¼
X
k12C
  
X
kn12C
X
j2C
½P1ik1    ½Pnkn1 j 6 ð1 Þ
n ! 0 ðA:1Þas n?1. Therefore [P]i,1? 1 as n?1 for all i 2 S (see Theorem 3.1) and furthermore xP? (1,0, . . . ,0) for any x. hProof of Corollary 3.3. Since for all P 2 P we have that (1,0, . . . ,0)P = (1,0, . . . ,0), it is clear thatM1 is non-empty. Rewriting
(3.2) gives usMn ¼ xP1; P2; . . . ; Pn : x 2 M0; Pi 2 Pf g:ThereforeM1 ¼ lim
n!1
xP1P2 . . . Pn : x 2 M0; Pi 2 P
n o
:It follows from the deﬁnition of PN0 and Corollary 3.2 thatM1 ¼ lim
n!1
xP01P
0
2 . . . P
0
n : x 2M0; P0i 2 PN0 ; 8i
n o
¼ fð1;0; . . . ;0Þg: Proof of Lemma 4.2. The ﬁrst part of the lemma is proved by induction. Assume DCn #DCn1. Then~f a DCn
 	
#~f a DCn1
 	
:
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 	P # f ~f a DCn1 	P  ¼ f ~f a DCn 	  ¼ DCn : ðA:2ÞThe second part of the lemma is proved with a very similar argument to that in (A.2). The ﬁnal part of the lemma follows
from the fact that either DC1 ¼
S1
n¼0D
C
n or DC1 ¼
T1
n¼0D
C
n . hProof of Lemma 4.3. By (4.1) there exists a one-to-one correspondence between Q and the set PQ 2 P, where the bottom
right (s + 1)  (s + 1) submatrix of each P 2 PQ belongs to Q. By deﬁnition Q#MC0 , and so proving the lemma reduces to
provingQ#MCn ) Q#MCnþ1: ðA:3ÞBy deﬁnition q 2 Q#MCn immediately implies that there exists a 2 [0,1) such that ~f aðqÞ 2 Mn. Further, there must exist
Q 2 PC such that qQ = kq. From the above in conjunction with Lemma 4.1f ð~f aðqÞPQ Þ ¼ q: ðA:4ÞTherefore q 2MCnþ1, and Q#MCnþ1 as needed. hProof of Lemma 5.1. (i) and (ii) are simple to see.
(iii) Let d(v,w) = 0 and z be arbitrary distribution. Thenaw;z;i ¼ aw;v;iav;z;i ¼ aw;vav;z;i;since aw,v;i = aw, v for every i 2 C. This implies that aw,z = aw,vav,z and aw;z ¼ aw;v av ;z . Substituting these identities into (5.1)
leads todðw; zÞ ¼ aw;z  aw;z
aw;z
¼ aw;wav;z  aw;vav;z
aw;vav;z
¼ av;z  av ;z
av;z
¼ dðv ; zÞ:
The next example shows that the triangle inequality does not hold in general for d.Example Appendix A.1. Let u = (0.8,0.1,0.1), v = (0.7,0.1,0.2) and w = (0.5,0.1,0.4). Then d(u,v) = d(v,w) = 1 but d(u,w) = 3.
So d violates the triangle inequality.Proof of Lemma 5.2
(i) This is a simple consequence of the fact thatM is closed and therefore compact, which implies that the inﬁmum in the
deﬁnition of deH is in fact minimum, and the required element w is then the one where this minimum is attained.
(ii) Let f ðM0Þ# f ðMÞ. This means that for every v 2 M0 there exists aw 2 M such that f(v) = f(w), which, by Lemma 5.1(i),
is equivalent to d(v,w) = 0. Thus, by deﬁnition, deH ðv ;MÞ ¼ 0; and since this holds for every v 2 M0 we have, again
from the deﬁnition, that deH ðM0;MÞ ¼ 0.
To see the reverse implication let deH ðM0;MÞ ¼ 0. This means, by deﬁnition, that for every v 2 M0 we have
deH ðv ;MÞ ¼ 0. Now, by (i) there exists w 2 M such that d(v,w) = 0 which is equivalent to saying that
f ðvÞ ¼ f ðwÞ 2 f ðMÞ, and since this is true for every v 2M0, we can conclude that f ðM0Þ# f ðMÞ.(iii) The ﬁrst step is to show that for any closed set of distributionsN and any distributions v andw such that d(v,w) = 0, or
equivalently, f(v) = f(w), then dðv ;NÞ ¼ dðw;NÞ. This follows almost immediately from Lemma 5.1(iii) and from the
deﬁnition of d:dðv;NÞ ¼ inf
x2N
dðv ; xÞ ¼ inf
x2N
dðw; xÞ ¼ dðw;NÞ: ðA:5ÞNow, let M;M0 and N be closed sets of distributions such that all distances are ﬁnite, and f ðM0Þ ¼ f ðMÞ. It follows
from (A.5) that, as requireddeH ðM0;NÞ ¼ supv2M0 dðv ;NÞ ¼ supw2Mdðw;NÞ ¼ deH ðM;NÞ:
(iv) The proof is very similar to that of (ii). The crucial aspect is once against the fact that f(v) = f(w) implies d(x,v) = d(x,w)
for every x.
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f(v) = f(w) and vice versa, this inﬁmum must be equal to infw2Mdðx;wÞ ¼ dðx;MÞ. Therefore, dðx;M0Þ ¼ dðx;MÞ.
Finally,deH ðN ;M0Þ ¼ supx2N dðx;M0Þ ¼ supx2N dðx;MÞ ¼ deH ðN ;MÞ;
completing the proof of (iv). hProof of Lemma 5.3. The assumption of the lemma is that for all i, j 2 C, ½PijP
k2C ½Pik
P m. Let w+ =wP. We haveP P P P
ðf ðwþÞÞj ¼ i2C
wi½PijP
k2C
P
i2Cwi½Pik
¼ i2Cwi½PijP
i2Cwi
P
k2C ½Pik
P i2C
wim k2C ½PikP
i2Cwi
P
k2C ½Pik
¼ m: Proof of Theorem 5.1. For any j 2 Cavþ ;wþ ;j ¼
P
i2Cv i½PijP
i2Cwi½Pij
¼
P
i2Cav;w;iwi½PijP
i2Cwi½Pij
¼
X
i2C
av;w;i
wi½PijP
k2Cwk½Pkj
:Note that this is a convex combination of elements av, w; i with coefﬁcients
wi ½PijP
k2Cwk ½Pkj
P m2. Thereforem2av;w þ ð1m2Þav;w 6 avþ ;wþ ;j 6 ð1m2Þav;w þm2av;w:
Since avþ ;wþ P av ;w, easily follows from the above inequality, we havedðvþ;wþÞ ¼ avþ ;wþ  avþ ;wþ
avþ ;wþ
6 ð1m
2Þav;w þm2av;w m2av;w  ð1m2Þav ;w
av;w
¼ ð1 2m2Þ av;w  av;w
av;w
¼ ð1 2m2Þdðv ;wÞ: Proof of Corollary 5.1. Denote a0 :¼ deH ðM0;MÞ and take any vþ 2 M0þ. It must then be of the form v+ = vP where v 2M0
and P 2 P. Then there is a w 2M such that d(v,w) 6 a0. Denote w+ :¼wP. By Theorem 5.1, d(v+, w+) 6 (1  2m2)d(v,w) 6
(1  2m2)a0. Therefore, for every vþ 2 M0þ; dðvþ;MþÞ 6 ð1 2m2Þa0. Consequently deH ðM0þ;MþÞ ¼ supvþ2M0þdðv;MþÞ 6ð1 2m2Þa0, which proves the corollary. h
Proof of Lemma 5.4. Let M be conditionally ﬁxed. Then we havef ðMÞ ¼ f ð~f aðf ðMÞÞÞ ¼ f ð~f aðf ðMPÞÞÞ ¼ f ð~f aðf ðMÞÞPÞ;where the ﬁrst equality follows from (4.3) and the third from Corollary 4.1.
Conversely, let MC be CISD. Then (4.3) givesf ð~f aðMCÞPÞ ¼ MC ¼ f ð~f aðMCÞÞ: Proof of Theorem 5.2. From Lemma 5.2(iii) and (iv) the sets M and M0 are conditionally equal on C if and only if
deH ðM;M0Þ ¼ deH ðM0;MÞ ¼ 0. Suppose that one of the distances is greater than 0, say deH ðM;M0Þ > 0. Then, by Lemma
5.2(i) and Corollary 5.1, deH ðM;M0Þ ¼ deH ðMP;M0Þ ¼ deH ðMP;M0PÞ 6 ð1 2m2ÞdeH ðM;M0Þ, a contradiction.
Proof of Lemma 5.5. We proceed by induction on n where the case n = 1 follows from the deﬁnition. Thus, let
f ðMPn1Þ ¼ f ðMÞ. Then:f ðMPnÞ ¼ f ððMPn1ÞPÞ ¼ f ð~f aðf ðMPn1ÞÞPÞ ¼ f ð~f aðf ðMÞÞPÞ ¼ f ðMPÞ ¼ f ðMÞ;
where the second and the fourth equalities follow from Corollary 4.1. hProof of Theorem 5.3. For every q 2 Q there is a P 2 P so that f ð~f aðqÞPÞ ¼ q, by deﬁnition. Therefore, since
DC0 ¼ Q;DC1 ¼ f ð~f a DC0
 	PÞ  DC0 . By Lemma 4.2 then the limit set DC1 exists and clearly is a CISD.
To see that its closure is a CISD too, note that the map U : ðv ; PÞ# f ð~f aðvÞPÞ is continuous for every a. Therefore,
since P is a closed set, UðDC1;PÞ ¼ UðDC1;PÞ ¼ DC1, which is equivalent to saying that DC1 is a CISD. We thus have from
the conclusion to Section 5.2 that it must be the unique closed CISD. Since MC1 is also a closed CISD, the two sets must
then be equal. h
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for the matrices in P. Since, clearly, DC1
 	
1 ¼ DC1, by Theorem 5.3 DC1 must contain MC1. But MC1 is obviously the largest
CISD, therefore, the sets must be equal. hReferences
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