In t h i s paper some new methods of constructing i n f i n i t e families
INTRODUCTION Throughout t h i s paper a l l graphs considered have a f i n i t e number of v e r t i c e s and no loops o r multiple edges. A l l undefined graph t h e o r e t i c terms w i l l have t h e meanings given i n Harary [21. S i m i l a r l y , undefined matrix t h e o r e t i c terms w i l l be found i n Lancaster 151. A l l matrices w i l l be assumed t o have non-negative i n t e g r a l e n t r i e s though, with t h e exception of t h e statements concerning t h e s p e c t r a l r a d i i of graphs, t h e r e s u l t s a r e v a l i d without t h i s r e s t r i c t i o n . .When w r i t i n g down p a r t i t i o n e d
matrices we use 0 t o denote a block with a l l e n t r i e s zero. W e take t h e d e f i n i t i o n o f a multigraph t o permit both loops and multiple d i r e c t e d edges. The adjacency matrix A = ( a i j ) of a l a b e l l e d multigraph on n v e r t i c e s i s t h e n x n matrix with a . . equal t o t h e number of d i r e c t e d edges going from vertex i 11 t o v e r t e x j. This d e f i n i t i o n i s c o n s i s t e n t with t h e d e f i n i t i o n of t h e adjacency matrix of a graph. Note t h a t we have a 1-1 correspondence between l a b e l l e d multigraphs and matrices with non-negative i n t e g r a l e n t r i e s .
Two graphs (multigraphs) w i l l be c a l l e d cospectral i f t h e c h a r a c t e r i s t i c polynomials o f t h e i r adjacency matrices a r e t h e same. W e a l s o apply t h i s term t o t h e matrices themselves. The spectral radius of a graph ( o r matrix) i s j u s t t h e l a r g e s t
eigenvalue o f i t s c h a r a c t e r i s t i c polynomial. W e w i l l r e f e r t o two matrices a s isomorphic i f t h e l a b e l l e d graphs (multigraphs) they represent a r e i s o m o~h i c ( i . e . , r e l a b e l l i n g s of each o t h e r ) . In o t h e r words two matrices A and B a r e isomorphic i f t h e r e e x i s t s a permutation matrix P such t h a t P A P = B. W e w r i t e G(X) and A(X) t o denote t h e c h a r a c t e r i s t i c polynomial of t h e graph ( o r multigraph) G and t h e matrix A , r e s p e c t i v e l y .
The r e s t of t h i s paper f a l l s i n t o two p a r t s ; t h e first of which (Section 2 )
consequences. The second p a r t ( S e c t i o n 3 ) c o n t a i n s t h e main p r o o f s . These have been p r e s e n t e d s e p a r a t e l y , a s t h e y a r e e n t i r e l y m a t r i x t h e o r e t i c a l and somewhat t e c h n i c a l .
2.
THE PARTITIONED TENSOR PRODUCT By Newton's r e l a t i o n s ( s e e [61), t h e r o o t s o f a polynomial a r e determined, up t o o r d e r i n g , by t h e sequences o f sums o f t h e r h powers of i t s r o o t s f o r r = 0 , 1 , 2 , ... Now f o r any m a t r i x A , t r Ar ( t h e t r a c e o f t h e r h power o f A) i s j u s t t h e sum of t h e rth powers o f t h e c h a r a c t e r i s t i c r o o t s of A. Taking A = I (where I i s t h e i d e n t i t y m a t r i x o f t h e same s i z e a s A) we have t h e f o l l o w i n g r e s u l t :
Lemma 2.1. C l e a r l y we can d e f i n e t h e t e n s o r product of two graphs ( o r m u l t i g r a p h s ) a s t h e graph r e p r e s e n t e d by t h e t e n s o r product o f t h e i r adjacency m a t r i c e s . The p r o p e r t i e s of t h e t e n s o r product of graphs a r e o u t l i n e d i n [3] (where i t i s c a l l e d t h e "conjunction") and i n [71 (where i t i s c a l l e d t h e "Kronecker p r o d u c t " ) . W e n o t e h e r e t h a t t h e graphs r e p r e s e n t e d by t h e m a t r i c e s A x B and B xA can b e shown t o be isomorphic, and t h a t t h e graph r e p r e s e n t e d by A x B depends only on t h e graphs r e p r e s e n t e d by t h e m a t r i c e s A and B and n o t on t h e i r l a b e l l i n g .
I f

Let
W e assume h e r e , a s we s h a l l f o r t h e r e s t o f t h i s p a p e r , t h a t t h e d i a g o n a l b l o c k s (U, X , A and D) a r e a l l s q u a r e . W e d e f i n e t h e partitioned tensor product of L and H t o be t h e m a t r i x and denote it by L Z H . W e now t u r n t o t h e statement and proofs of our main r e s u l t s . Let where t h e matrices A and D a r e square while In ( I n ) i s t h e m x m (n x n ) i d e n t i t y matrix.
Note t h a t t h e value o f t h i s product depends on t h e p a r t i t i o n i n g o f L and H. Where ambiguity a s t o t h e p a r t i t i o n i n g a r i s e s , we w i l l i n d i c a t e t h e i n t e n d e d p a r t i t i o n i n g by d o t t e d l i n e s . Examples 2 . 3 . W e i l l u s t r a t e t h e above d e f i n i t i o n of t h e p a r t i t i o
W e have t h e following r e s u l t .
Theorem 2 . 4 .
way of i l l u s t r a t i o n of 2.4 we p o i n t out t h a t t h e adjacency matrices o f t h e l a s t two graphs i n Figure 1 have t h e form L s H and L E H ;~ with L having
t h e form required by 2.4. Hence t h e s e two graphs a r e c o s p e c t r a l . In f a c t they a r e t h e s m a l l e s t connected c o s p e c t r a l graphs ( s e e [I]). As another example l e t L be t h e same matrix a s i n 2.3, with t h e same p a r t i t i o n i n g . Let H be t h e adjacency matrix of t h e l a b e l l e d graph G(H) i n Figure 2 . Then t h e graphs represented by t h e matrices L x H and LxH* a r e shown i n Figure 2 , a s G(L5H) and GCLzH*) r e s p e c t i v e l y .
G1 FIGURE 2
Since t h e c h a r a c t e r i s t i c polynomial of a graph i s j u s t the product of t h e c h a r a c t e r i s t i c polynomial of i t s components (see [8] ) t h e graphs G, and G2 obtained from G(L5H) and G(LsH*) r e s p e c t i v e l y by "cancelling" isomorphic components a r e cos p e c t r a l . In f a c t they a r e t h e s m a l l e s t c o s p e c t r a l f o r e s t s E l ] .
Now l e t
Then i f L i s any matrix o f t h e form required by 2.4, LEK and L z K * a r e c o s p e c t r a l .
But it i s easy t o show t h a t L > ; K i s isomorphic t o t h e matrix
where I n o t h e r words, considered a s a multigraph, L z K has two components whose.
adjacency matrices can be represented a s L2.H1 and L 5 H 2 . Now L5H2 i n t u r n can be shown t o have two components with adjacency matrices I x D and In x A .
(We a r e s t r e t c hi n g t h e d e f i n i t i o n of components here and above s i n c e they a r e not n e c e s s a r i l y con-
nected). Thus t h e c h a r a c t e r i s t i c polynomial of L 5 K i s (L ~H~) ( A ) A ( A )~D (
Similarly we can show t h e c h a r a c t e r i s t i c polynomial of
But L 5 K and L s K * a r e c o s p e c t r a l s o we have shown t h a t Suppose t h a t t h e matrices L 5 H l and L x H* r e p r e s e n t connected graphs. Then 1 t h e matrices A and D represent induced subgraphs of both, and s o by a well-known r e s u l t ( s e e e . g . 
Let d i be t h e degree o f t h e ith v e r t e x of G . Label G s o t h a t di 2 di+l f o r
i = 1 , 2 , ..., n-1. Let denote t h e n-tuple of non-negative i n t e g e r s ( a l , a 2 , ..., a n )
where a l = n , a n = 0 and a; S a^ f o r i = 1 , 2 , ..., n-1. Let A denote t h e s e t of a l l such n-tuples and f o r 6 i n A l e t s ( a ) denote t h e sum o f t h e e n t r i e s of 5. Take two copies of G , G, and G2 s a y , l a b e l l e d a s described above. Let ( i , j ) denote an edge j o i n i n g v e r t e x i i n G l t o v e r t e x j(mod n ) where j # O(mod n ) and t o v e r t e x n otherwise. Put 
m i s t h e g r e a t e s t i n t e g e r such t h a t a # 0 . C a l l t h i s graph G(2) and l e t L be t h e same m a t r i x as i n 2.3. Then L ? G ( g ) and L z W a , ) (where t h e l a b e l l i n g and p a r t i t i o n i n g o f t h e adjacency matrix o f G(a) i s such t h a t t h e diagonal blocks a r e t h e adjacency m a t r i c e s of G l and G2) a r e c o s p e c t r a l by 2 . 4 . But L s G ( a ) and L zG*(g) a r e non-isomorphic a s t h e maximum degree o f a v e r t e x i n L x.G(a) i s dl+2n, while f o r LzG'-qa) -i t i s l e s s than o r e q u a l t o t h e maximum of t h e s e t {dl+n,d,+2(n-l)}, which i s s t r i c t l y l e s s than d t 2 n . I f 2 i s a n o t h e r element of A then it can be shown by comp a r i n g degrees t h a t L z G(a) and L z G ( b ) a r e non-isomorphic unless a = b. The same h o l d s , n a t u r a l l y , f o r L 5 G2?(g) and L 2 G&(b). F i n a l l y t h e maximum degrees of L s G(2)
and L 5 G'qk~) a r e always d i f f e r e n t .
Thus we have a t l e a s t a s many p a i r s o f non-isomorphic c o s p e c t r a l graphs a s
t h e e a r e elements o f 4. This number can be shown t o be (2n~2) which i s asymptoticall:
4n-1/ 6. Thus i n g e n e r a l we can r e g a r d M x N and M x N * a s " c o s p e c t r a l but f o r zeros".
I n t h e s p e c i a l case where K = J , c = B and a l l t h e m a t r i c e s a r e (0-1) matrices t h e graphs r e p r e s e n t e d by them a r e a l l b i p a r t i t e .
Thus we can show t h a t t h e two components of t h e t e n s o r product of two connected b i p a r t i t e graphs a r e always " c o s p e c t r a l b u t f o r zeros" and a r e c o s p e c t r a l when they have t h e same number o f v e r t i c e s . (Of course t h e s e components may be isomorphic.) F i n a l l y we p o i n t o u t t h a t we have found examples of graphs, not capable of n o n -t r i v i a l r e p r e s e n t a t i o n s a s p a r t i t i o n e d t e n s o r p r o d u c t s , c o s p e c t r a l t o graphs which
do admit such r e p r e s e n t a t i o n s .
. PROOFS
Our aim i n t h i s s e c t i o n i s t o prove Lemmas 3.8 and 3.9 which we used t o d e r i v e 2 . 4 and 2 . 6 -2.8. Throughout t h i s s e c t i o n we l e t and assume, a s u s u a l , t h a t A and D a r e square.
W e i n t r o d u c e some new n o t a t i o n . Let
Thus we may w r i t e H = I(A,D) +P(B,C).
W e list t h e following p r o p e r t i e s of I and P. Our assumption t h a t H i s p a r t i t i o n e d s o t h a t A and D a r e square ensures t h a t a l l t h e matrix products a r e defined.
W e now note t h a t f o r a r b i t r a r y m x m matrices X and Y ( where the gij ( i = l , 2 ; j = 1 , 2 ) are monomials i n A , B , C and D.
Proof. The r e s u l t follows t r i v i a l l y from 3.1. Let H* be t h e matrix Assume D i s a k x k matrix and t h a t A i s Hxs,. Let Ik and I t be t h e k x k and k x l i d e n t i t y matrices r e s p e c t i v e l y . Let Q be t h e permutation matrix P ( I k , I l ) . Then i f K , say, i s any matrix of t h e same s i z e and with same p a r t i t i o n a s H, Q^KQ = K*. 
(H*). But by t h e d e f i n it i o n of Q
Comparing t h i s matrix with t h e one given f o r f(H*) by 3.2, t h e lemma follows imrnediat e l y .
With notation as i n 3 . 3 and 3.5 we have
Proof. T h i s f o l l o w s from t h e a p p l i c a t i o n of t h e i d e n t i t i e s i n 3.5 t o Lemma
Now l e t where Imi ( I n . ) i s j u s t t h e mixmi ( n i x n i ) i d e n t i t y m a t r i x . W e d e f i n e t h e degree of X i n t h e monomial f t o be t h e sum o f t h e exponents of t h e powers of X i n t h e expansion Let the notation be as i n 3.2 and 3.5. Let s be the degree of Y i n f, l e t t be the t o t a l degree of f . Then Although, a s s t a t e d i n t h e i n t r o d u c t i o n , we have only considered matrices with non-negative i n t e g r a l e n t r i e s , Lemmas 3.8 and 3.9 w i l l hold f o r matrices over more g e n e r a l r i n g s , e . g . , t h e complex numbers. W e a l s o mention t h a t it i s p o s s i b l e t o g e n e r a l i z e t h e s e r e s u l t s t o matrices with a 3 x 3 p a r t i t i o n , but t h e p r o o f s , while conceptually t h e same, r e q u i r e d more complicated n o t a t i o n .
