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Abstract
Bayesian quadrature optimization (BQO)
maximizes the expectation of an expensive
black-box integrand taken over a known
probability distribution. In this work, we
study BQO under distributional uncertainty
in which the underlying probability distribu-
tion is unknown except for a limited set of
its i.i.d. samples. A standard BQO approach
maximizes the Monte Carlo estimate of the
true expected objective given the fixed sample
set. Though Monte Carlo estimate is unbi-
ased, it has high variance given a small set of
samples; thus can result in a spurious objec-
tive function. We adopt the distributionally
robust optimization perspective to this prob-
lem by maximizing the expected objective
under the most adversarial distribution. In
particular, we propose a novel posterior sam-
pling based algorithm, namely distribution-
ally robust BQO (DRBQO) for this purpose.
We demonstrate the empirical effectiveness
of our proposed framework in synthetic and
real-world problems, and characterize its the-
oretical convergence via Bayesian regret.
1 Introduction
Making robust decisions in the face of parameter uncer-
tainty is critical to many real-world decision problems
in machine learning, engineering and economics. Be-
sides the uncertainty that is inherent in data, a further
difficulty arises due to the uncertainty in the context.
A common example is hyperparameter selection of
† Corresponding: thanhnt@deakin.edu.au
Proceedings of the 23rdInternational Conference on Artificial
Intelligence and Statistics (AISTATS) 2020, Palermo, Italy.
PMLR: Volume 108. Copyright 2020 by the author(s).
machine learning algorithms where cross-validation is
performed using a small to medium sized validation
set. Due to limited size of validation set, the variance
across different folds might be high. Ignoring this uncer-
tainty results in sub-optimal and non-robust decisions.
This problem in practice can be further exacerbated
as the outcome measurements may be noisy and the
black-box function itself is expensive to evaluate. Being
risk-averse is critical in such settings.
One way to capture the uncertainty in context is
through a probability distribution. In this work, we
consider stochastic black-box optimization that is dis-
tributionally robust to the uncertainty in context. We
formulate the problem as
max
x∈X⊂Rd
g(x) := max
x∈X
EP0(w)[f(x,w)], (1)
where f is an expensive black-box function and P0
is a distribution over context w. We assume distri-
butional uncertainty in which the distribution P0 is
known only through a limited set of its i.i.d samples
Sn = {w1, ..., wn}. This is equivalent to the scenario in
which we are able to evaluate f only on X ×Sn during
optimization.
In the case that P0 is known (e.g., P0 is either available
in an analytical form or easy to evaluate), a standard
solution to the problem in Equation (1) is based on
Bayesian quadrature [O’Hagan, 1991; Rasmussen and
Ghahramani, 2002; Oates et al., 2016; Oates and Sulli-
van, 2019]. The main idea in this approach is that we
can build a Gaussian Process (GP) model of f and use
the known relationship in the integral to imply a second
GP model of g. This is possible because integration is
a linear operator.
Given the distributional uncertainty in which P0 is only
known through a limited set of its samples, a naive
approach to the problem in Equation (1) is to maximize
its Monte Carlo estimate:
gmc(x) := EPˆn(w)[f(x,w)], (2)
where Pˆn(w) = 1n
∑n
i=1 δ(w−wi) and δ(.) is the Dirac
distribution. When n is sufficiently large, gmc(x) ap-
proximates g(x) reasonably well as guaranteed by the
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Figure 1: (a) The expected logistic function g(x) =
EN (w;0,I)[− log(1 + exTw)] and (b) its Monte Carlo
estimate using 10 samples of w, and the averaged tra-
jectories of our proposed algorithm DRBQO (detailed
in Section 4) and a standard Bayesian Quadrature Op-
timization (BQO) baseline. Though being unbiased,
Monte Carlo estimates can suffer from high variance
given limited samples, resulting in spurious function es-
timates. Our proposed algorithm DRBQO approaches
this mismatch problem by finding the distributionally
robust solution under the most adversarial distribution
over a χ2 distributional ball.
weak law of large numbers; thus, the optimal solution
of gmc(x) represents that of g(x). In contrast, when n
is small, the optimal solution of gmc(x) might be sub-
optimal to g(x). Since we are considering distributional
perturbation, we cannot guarantee the Monte Carlo
estimate gmc(x) to be a good surrogate objective.
A more conservative approach from statistical learning
is to maximize the variance-regularized objective:
gbv(x) := EPˆn [f(x,w)]− C1
√
V arPˆn [f(x,w)]/n, (3)
where V arPˆn denotes the empirical variance and C1 is
a constant determining the trade-off between bias and
variance. Thus, given the context of limited samples,
it is logical to use gbv(x) instead of gmc(x) as a surro-
gate objective for maximizing g(x). However, unlike
gmc(x), the variance term in gbv(x) breaks the linear
relationship with respect to f . As a result, though f
is a GP, gbv(x) need not be [O’Hagan, 1991].
Alternatively, we approach the distributional uncer-
tainty problem above by formulating the distribution-
ally robust Bayesian quadrature optimization. In the
face of the uncertainty about P0, we seek to find a
distributionally robust solution under the most adver-
sarial distribution. Our approach is based on solving a
surrogate distributionally robust optimization problem
generated by posterior sampling at each time step. The
surrogate optimization is solved efficiently via bisec-
tion search through any optimization. We demonstrate
the efficiency of our algorithm in both synthetic and
real-world problems. Our contributions are:
• Demonstrating the limitations of standard
Bayesian quadrature optimization algorithms un-
der distributional uncertainty (Section 3), and in-
troducing a new algorithm, namely DRBQO, that
overcomes these limitations (Section 4);
• Introducing the concept of ρ-regret for measur-
ing algorithmic performance in this formulation
(Section 3), and characterizing the theoretical con-
vergence of our proposed algorithm in sublinear
Bayesian regret (Section 5);
• Demonstrating the efficiency of DRBQO in finding
distributionally robust solutions in both synthetic
and real-world problems (Section 6).
2 Related Work
Our work falls in the area of Bayesian quadrature opti-
mization whose goal is to perform black-box global
optimization of an expected objective of the form∫
f(x,w)P (w)dw. This type of problems is known with
various names such as optimization of integrated re-
sponse functions [Williams, 2000], multi-task Bayesian
optimization [Swersky et al., 2013], and optimization
with expensive integrands [Toscano-Palmerin and Fra-
zier, 2018]. This direction approaches the problem by
evaluating f(x,w) at one or several values of w given
x. This ameliorates the need of evaluating f(x,w) at
all the values of w and can outperform methods that
evaluate the full objective via numerical quadrature
[Frazier, 2018; Toscano-Palmerin and Frazier, 2018].
All the previous approaches assume the knowledge of
the distribution in the expected function. The distinc-
tion of our formulation is that we are interested in
the distributional uncertainty scenario in which the
underlying distribution is unknown except its empirical
estimate.
Our work also shares similarity with the distribution-
ally robust optimization (DRO) literature [Rahimian
and Mehrotra, 2019]. This problem setup considers
the parameter uncertainty in real-world decision mak-
ing problems. The uncertainty may be due to limited
data and noisy measurements. DRO takes into account
this uncertainty and approaches the problem by taking
the worst-case of the underlying distribution within an
uncertainty set of distributions. DRO variants distin-
guish each other in design choices of the distributional
uncertainty set and in problem contexts. Regarding
the design of uncertainty sets, common designs specify
the set of distributions with respect to the nominal
distribution via distributional discrepancy such as χ2
divergence [Namkoong and Duchi, 2016], Wasserstein
distance [Kuhn et al., 2019], and Maximum Mean Dis-
crepancy [Staib and Jegelka, 2019]. Regarding studying
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DRO in different problem contexts, the following con-
texts have been investigated: robust optimization [Ben-
Tal et al., 2013], robust risk minimization [Namkoong
and Duchi, 2016], sub-modular maximization [Staib
et al., 2019], boosting algorithms [Blanchet et al., 2019],
graphical models [Fathony et al., 2018], games [Sun and
Boyd, 2018; Zhu et al., 2019], fairness in machine learn-
ing [Hashimoto et al., 2018], Markov Decision Process
[Xu and Mannor, 2010], and reinforcement learning
[Smirnova et al., 2019]. The distinction of our work is
in terms of the problem context where we study DRO
in Bayesian quadrature optimization.
3 Problem Setup
Model. Let f : X × Ω → R be an element of a
reproducing kernel Hilbert space (RKHS) Hk where k:
X × Ω×X × Ω→ R is a positive-definite kernel, and
X and Ω are, unless explicitly mentioned otherwise,
compact domains in Rd and Rm for some dimensions
d and m, respectively. We further assume that k is
continuous and bounded from above by 1, and that
‖f‖k =
√〈f, f〉k ≤ B for some B > 0. Two commonly
used kernels are Squared Exponential (SE) and Mate´rn
[Rasmussen and Williams, 2006] which are similarly
defined on X × Ω as follows:
kSE(., .; ., .) = exp(−d2θ,ψ(., .; ., .)),
kν(., .; ., .) =
21−ν
Γ(ν)
√
2νdθ,ψ(., .; ., .)Jν(
√
2νdθ,ψ(., .; ., .)),
where θ and ψ are the length scales, ν > 0 defines
the smoothness in the Mate´rn kernel, J(ν) and Γ(ν)
define the Bessel function and the gamma function, re-
spectively, and d2θ,ψ(x,w;x′, w′) =
∑d
i=1(xi−x′i)2/θ2i +∑m
j=1(wj − w′j)2/ψ2j .
Let P0 be a distribution on Ω, and Sn = {w1, ..., wn}
be a fixed set of samples drawn from P0. Though f
is defined on X × Ω, we are interested in the distribu-
tional uncertainty scenario in which we can query f
only on X × Sn during optimization. At time t, we
query f at (xt, wt) ∈ X × Sn and observe a noisy re-
ward yt = f(xt, wt) + t, where t ∼ N (0, σ2). Our
goal is to find a robust solution point x ∈ X such
that EP (w)[f(x,w)] remains high even under the most
adversarial realization of the unknown distribution P0.
Given a sequence of noisy observations (xi, wi, yi)ti=1,
the posterior distribution under a GP(0, k(., ., ; ., .))
prior is also also a GP with the following posterior
mean and covariance:
µt(x,w) = kt(x,w)T (Kt + σ2I)−1y1:t,
Ct(x,w;x′, w′) = k(x,w;x′, w′)
− kt(x,w)T (Kt + σ2I)−1kt(x′, w′),
where y1:t = (y1, ..., yt), kt(x,w) = [k(xi, wi;x,w)]ti=1,
and Kt = [k(xi, wi;xj , wj)]1≤i,j≤t is the kernel matrix.
We define the quadrature functional as
g(f, x, P ) :=
∫
P (w|x)f(x,w)dw, (4)
for any conditional distribution P (.|x) on Ω for all
x ∈ X , i.e., P ∈ Pn,ρ × X . As an extended result of
Bayesian quadrature [O’Hagan, 1991], for any condi-
tional distribution P ∈ Pn,ρ×X , g(f, x, P ) also follows
a GP with the following mean and variance:
µt(x, P ) := Et[g(f, x, P )] =
∫
P (w|x)µt(x,w)dw (5)
σ2t (x, P ) := V art[g(f, x, P )]
=
∫ ∫
P (w|x)P (w′|x)Ct(x,w;x,w′)dwdw′. (6)
Optimization goal. We seek to optimize the ex-
pected function under the most adversarial distribu-
tion over some distributional uncertainty set Pn,ρ :=
{P |D(P, Pˆn) ≤ ρ} :
max
x∈X
min
P∈Pn,ρ
EP (w)[f(x,w)], (7)
where Pˆn(w) = 1n
∑n
i=1 δ(w − wi) is the empirical dis-
tribution, ρ ≥ 0 is the confidence radius around the
empirical distribution with respect to a distribution
divergence D(., .) such as Wasserstein distance, max-
imum mean discrepancy, and φ-divergence. We can
interpret Pn,ρ as the set of perturbed distributions
with respect to the empirical distribution Pˆn within a
confidence radius ρ. We then seek a robust solution
in the face of adversarial distributional perturbation
within Pn,ρ.
For any distribution divergence choice D, we define a
ρ-robust point to be any x∗ρ such that
x∗ρ ∈ arg max
x∈X
min
P∈Pn,ρ
EP (w)[f(x,w)]. (8)
Our goal is to report after time t a distributionally
robust point xt in the sense that it has small ρ-regret,
which is defined as
rρ(x) = g(f, x∗ρ, P ∗)− g(f, x, P ∗), (9)
where P ∗(.|x) = arg minP∈Pn,ρ
∑
w P (w|x)f(x,w),∀x.
While our framework in this work can be adopted
to various distribution divergences, we focus on the
specific case when D is χ2-divergence: D(P,Q) =
1
2
∫
Ω(
dP
dQ − 1)2dQ,∀P,Q. From here on, we refer Pn,ρ
as the χ2 ball with D being χ2-divergence. In particu-
lar, the distributionally robust optimization problem in
Equation (7) is equivalent to the variance-regularized
optimization in Equation (3) when the variance is suf-
ficiently high, as justified by the following theorem:
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Figure 2: The χ2 balls with various radii ρ on the
n-dimensional simplex (n = 3 in this example). The
simplex, the χ2 balls and the empirical distribution
are represented in dim gray, dark gray and light gray
color, respectively. The χ2 ball with ρ = 0 reduces to
a singleton containing only the empirical distribution
while the ball becomes the entire simplex for ρ ≥ n−12 .
Theorem 1 (Modified from Namkoong and Duchi
[2017]). Let Z ∈ [M0,M1] be a random vari-
able (e.g., Z = f(x,w) for any fixed x), ρ ≥
0, M = M1 − M0, s2n = V arPˆn [Z], s2 =
V ar[Z], and OPT = infP {EP [Z] : P ∈ Pn,ρ}. Then
max
{√
2ρs2n − 2Mρ, 0
}
≤ EPˆn [Z] − OPT ≤
√
2ρs2n.
Especially if s2 ≥ max{24ρ, 16n , 1ns2 }M2, then OPT =
EPˆn [Z] −
√
2ρs2n with probability at least 1 −
exp(− ns236M2 ).
The intuition for this equivalence is that the χ2 ball
and the variance penalty term in Equation (3) are both
quadratic [Staib et al., 2019]. Figure 2 illustrates χ2
balls with various radii on the 3-dimensional simplex.
Failure of standard methods. Various methods
have been developed for achieving small regret in max-
imizing g(f, x, P0) = EP0(w)[f(x,w)] for some distribu-
tion P0(w|x) = P0(w) [Williams, 2000; Swersky et al.,
2013; Toscano-Palmerin and Frazier, 2018]. These
methods leverage the relationships in Equation (5)
and (6) to infer the posterior mean and variance of
the expected function g(f, x, P0) from those of f . The
inferred posterior mean and variance for g(f, x, P0) are
then used in certain ways to acquire new points. While
this is useful in the standard setting when we know
P0, it is not useful when we only have the empirical
distribution Pˆn. Specifically, an optimal solution found
by these methods in the problem associated with the
empirical distribution may be sub-optimal to that as-
sociated with the true distribution P0.
An illustrative example is depicted in Figure 1 where
the averaged trajectories of our proposed DRBQO (de-
tailed in Section 4) and a standard BQO baseline (de-
tailed in Section 6) are also shown. Due to a limited
number of samples of P0, the Monte Carlo estimate
EPˆn(w)[f(x,w)] results in a spurious expected objective
in this case. By resorting to the empirical distribution
Pˆn constructed from the limited set of samples, the
standard BQO baseline ignores the distributional un-
certainty and converges to the optimum of the spurious
expected objective. The same limitation applies to the
standard BQO optimization methods, e.g., Williams
[2000]; Swersky et al. [2013]; Toscano-Palmerin and
Frazier [2018]; Pearce and Branke [2017] whose goal is
to find a global non-robust maximum.
4 Algorithmic Approach
Our main proposed algorithm is presented in Algorithm
1. In the standard Bayesian quadrature problem in
Equation (2), we can easily adopt standard Bayesian
optimization algorithms such as expected improvement
(EI) [Mockus et al., 1978] and an upper confidence
bound (UCB) (e.g., GP-UCB [Srinivas et al., 2010])
using quadrature relationships in Equation (5) and (6)
[Swersky et al., 2013]. However, like gbv(x) in Equation
(3), minP∈Pn,ρ EP (w)[f(x,w)] does not follow a GP if
f follows a GP. This difficulty hinders the adoption of
EI-like and UCB-like algorithms to our setting. We
overcome this problem using posterior sampling [Russo
and Roy, 2014].
Algorithm 1: DRBQO: Distributionally Robust
Bayesian quadrature optimization
Input: Prior GP(µ0, k), horizon T , fixed sample set
Sn, confidence radius ρ ≥ 0, C0 = k.
1 for t = 1 to T do
/* Posterior sampling */
2 Sample f˜t ∼ GP(µt−1, Ct−1).
/* A surrogate DR optimization */
3 Choose xt ∈ arg max
x∈X
min
P∈Pn,ρ
EP [f˜t(x,w)].
/* Highest posterior variance */
4 Choose wt = arg max
w∈Sn
Ct−1(xt, w;xt, w).
5 Observe reward yˆt ← f(xt, wt) + t.
6 Perform update GP to get µt and Ct.
7 end
Output: arg max
x∈{x1,...,xT }
min
P∈Pn,ρ
EP [µT (x,w)].
The main idea of our algorithm is to sample and solve a
surrogate distributionally robust optimization problem
at each step guided by posterior sampling (lines 2 and
3 in Algorithm 1). In practice, we follow Herna´ndez-
Lobato et al. [2014] to perform posterior sampling
(line 2 in Algorithm 1). Similar to the way posterior
sampling is applied to standard Bayesian optimization
problem [Herna´ndez-Lobato et al., 2014], a new point
is selected according to the probability it is optimal
in the sense of distributional robustness. One of the
advantages of posterior sampling is that it avoids the
need for confidence bound such as UCB. This is useful
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for our setting because the non-Gaussian nature of the
distributionally robust objective makes it difficult to
construct a deterministic confidence upper bound.
Due to the convexity of the expectation with respect
to a distribution, we can efficiently compute the value
(therefore the gradients) of the inner minimization in
line 8 of Algorithm 1 in an analytical form via La-
grangian multipliers, as presented in Proposition 1.
Proposition 1. Let l = (l1, ..., ln) ∈ Rn (e.g., l =(
f˜t(x,w1), ..., f˜t(x,wn)
)
in line 3 of Algorithm 1),
Pˆn = ( 1n , ...,
1
n ) being the weights of the empirical dis-
tribution, ∆n being the n-dimensional simplex, Pn,ρ ={
P ∈ ∆n
∣∣∣∣ 12 ∫Ω( dPdPˆn − 1)2dPˆn ≤ ρ
}
being the χ2-ball
around the empirical distribution with radius ρ. Then,
the optimal weights p = (p1, ..., pn) = arg minq∈Pn,ρ qT l
satisfy the systems of relations with variables (p, λ, η):
λpi =
1
n
max{−li − η, 0},∀1 ≤ i ≤ n
η|A|+ nλ = −
∑
i∈A
li where A = {i : li ≤ −η}
λ
(
2ρ+ 1− n‖p‖22
)
= 0 (10)
n‖p‖22 ≤ 2ρ+ 1, and γ ≥ 0.
Proof. The constrained minimization minp∈Pn,ρ pT l
is a convex optimization problem which
forms the Lagrangian: L(p, λ, η, ζ) = pT l −
λ
(
ρ− 12n
∑n
i=0(npi − 1)2
)−η(1−∑ni=1 pi)−∑ni=1 ζipi
where p ∈ Rn, λ ≥ 0, η ∈ R, and ζ ∈ Rn+.
The system of linear equations in the proposition
emerges from Karush-Kuhn-Tucker (KKT) conditions
and simple rearrangements. Note that since the primal
problem is convex, the duality gap is zero and the KKT
conditions are the sufficient and necessary conditions
for the primal problem.
Notice the first two equations that we can compute pi
in terms of λ. These pi = pi(λ) are then substituted
into Equation (10) to solve for λ. In practice, we can
use bisection search [Namkoong and Duchi, 2016] to
solve for λ satisfying Equation (10). The details of this
algorithm and of Proposition 1 are presented in the
supplementary material.
5 Theoretical Analysis
For the sake of analysis, we adopt the definition of
the T -period regret and Bayesian regret from Russo
and Roy [2014] to our setting. In particular, we
define a policy pi as a mapping from the history
Ht = (x1, w1, P1, ..., xt−1, wt−1, Pt−1) to (xt, wt, Pt)
where Pi ∈ Pn,ρ ×X ,∀i.
Definition 1 (T -period regret). The T -period regret
of a policy pi is defined by
Regret(T, pi, f) =
T∑
t=1
E [g(f, x∗, P ∗)− g(f, xt, Pt)|f ] ,
where P ∗(.|x) = arg minP∈Pn,ρ EP (w)[f(x,w)],∀x ∈ X ,
x∗ ∈ arg maxx∈X minP∈Pn,ρ EP (w)[f(x,w)], and for all
T ∈ N.
Definition 2 (T -period Bayesian regret). The T -
period Bayesian regret of a policy pi is the expectation
of the regret with respect to the prior over f ,
BayesRegret(T, pi) = E[Regret(T, pi, f)]. (11)
For simplicity, we focus our analysis on the case where
X is finite and Pn,ρ is a finite subset of the χ2 ball of
radius ρ. Similar to Srinivas et al. [2010], the results
can be extended to infinite sets X and the entire χ2
ball using discretization trick of Srinivas et al. [2010]
as long as a smoothness condition (i.e., the partial
derivatives of f are bounded with high probability) is
satisfied (see Theorem 2 in Srinivas et al. [2010]).
Theorem 2. Assume X is a finite subset of Rd, and
Pn,ρ is a finite subset of the χ2 ball of radius ρ. Let
piDRBQO be the DRBQO policy presented in Algorithm
1, γT be the maximum information gain defined in
Srinivas et al. [2010], then for all T ∈ N,
BayesRegret(T, piDRBQO) ≤ 1
+
(
√
2 log (1+T 2)|X ||Pn,ρ|√2pi +B)
√
2pi
|X ||Pn,ρ| +
2γT
√
(1 + 2ρ)n
1 + σ−2
+ 2
√
TγT (1 + σ−2)−1 log
(1 + T 2)|X ||Pn,ρ|√
2pi
.
Note that γT can be bounded for three common kernels:
linear, SE and Mate´rn kernels in Srinivas et al. [2010].
Using these bounds, Theorem 2 suggests that DRBQO
has sublinear Bayesian regret for common kernels such
as linear, SE and Mate´rn kernels.
Proof. We leverage two proof techniques from Russo
and Roy [2014] to derive this bound including poste-
rior sampling regret decomposition and the connection
between posterior sampling and UCB. However, an
extension from the Bayesian regret bound to our case
is non-trivial. The main difficulty is that the ρ-robust
quadrature distributions arg minP∈Pn,ρ EP (w)[f(x,w)]
are random variables and the resulting quadrature
minP∈Pn,ρ EP (w)[f(x,w)] does not follow a GP. We
overcome this difficulty by decomposing the range R of
f(x,w) into a set of carefully designed disjoint subsets,
using several concentration inequalities for Gaussian
Distributionally Robust Bayesian Quadrature Optimization
distributions, and leveraging the mild assumptions of
f from the problem setup. The details are presented
in the supplementary material.
6 Experiment
In this section, we empirically validate the performance
of DRBQO by comparing against several baselines in
synthetic and n-fold cross-validation hyperparameter
tuning experiments.
We focus on the BQO baselines that directly substitute
the inferred posterior mean µt(x, Pˆn) (in Equation (5))
and variance σ2t (x, Pˆn) (in Equation (6)) of g(f, x, Pˆn)
into any standard acquisition (e.g., EI and GP-UCB) to
achieve small regret in maximizing g(f, x, Pˆn). More ad-
vanced BQO baseline methods, e.g., [Toscano-Palmerin
and Frazier, 2018] are expected to perform poorly in
the distributional uncertainty setting because they are
not set out to account for the robust solutions. There
is a distinction between sampled points and report
points by each baseline algorithm. A sampled point is
a suggested point regarding where to sample next while
a report point is chosen from all the sampled points
(up to any iteration) based on the objective function
that an algorithm aims at optimizing. In standard
noiseless Bayesian optimization, sampled points and
report points are identical. However, this is not nec-
essarily the case in BQO where the objective function
has expectation form and is not directly queried. In
particular, we consider the following baselines:
• MTBO: Multi-task Bayesian optimization [Swer-
sky et al., 2013] is a typical BQO algorithm in
which the inferred posterior mean and variance
are plugged into the standard EI acquisition to
select xt. In addition, each wt in this case repre-
sents a task and MTBO uses multi-task kernels
to model the task covariance. Conditioned on xt,
wt is selected such that the corresponding task
yields the highest EI. We include MTBO only in
the cross-validation hyperparameter tuning exper-
iments.
• BQO-EI: This algorithm is similar to MTBO ex-
cept for two distinctions. First, wt is selected such
that it yields the highest posterior variance on f ,
similar to our algorithm (see line 4 in Algorithm
1). Second, this uses kernels defined on the Carte-
sian product space X ×Ω instead of the multi-task
kernels as in MTBO. In addition, the report point
at time t is arg maxx∈x1:t EPˆn(w)[µt(x,w)].
• Maximin-BQO-EI: This method is the same
as BQO-EI except that the report point is
arg maxx∈x1:t minP∈Pn,ρ EP (w)[µt(x,w)].
Figure 3: The best so-far ρ-regret values (plotted on
the log10 scale) of the baseline BQO methods and our
proposed method DRBQO for the synthetic function
in Section 6. DRBQO significantly outperforms the
baselines with respect to the ρ-regret in this experiment.
The larger the value of ρ (i.e., the more conservative
against the adversarial distributional perturbation),
the higher is the ρ-regret of the non-robust baselines.
• BQO-TS: This method is a non-robust version
of our proposed DRBQO. The only distinctions
between BQO-TS and DRBQO are in the way
xt is selected (line 3 of Algorithm 1) and the
way a report point is chosen. In BQO-TS, xt
is selected with respect to the empirical distribu-
tion as follows: xt ∈ arg maxx∈X EPˆn(w)[f˜t(x,w)],
and the report point at time t is chosen as
arg maxx∈x1:t EPˆn(w)[µt(x,w)].
• Maximin-BQO-TS: This is the same as BQO-
TS except that the final report point is
arg maxx∈x1:t minP∈Pn,ρ EP (w)[µt(x,w)].
• Emp-DRBQO: This is the same as DRBQO
except that the report point is chosen as
arg maxx∈x1:t EPˆn(w)[µt(x,w)].
Synthetic function. The distributional uncertainty
problem is more pronounced when f(x,w) is more sig-
nificantly distinct across different values of w ∈ Sn,
i.e., f(x,w) experiences high variance along the di-
mension of w. Inspired by the logistic regression
and the experimental evaluation from the original
variance-based regularization work [Namkoong and
Duchi, 2016], we use a logistic form for synthetic func-
tion: f(x,w) = − log(1 + exp(xTw)), where x,w ∈ Rd.
The true distribution P0 is the standard Gaussian
N (0, I). In this example, we use d = 2 for better
visualization. We sample n = 10 values of w from
N (w; 0, I) and fix this set for the empirical distribution
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Figure 4: The empirical expected function
EPˆn(w)[f(x,w)] evaluated at each point x reported at
time t by DRBQO and the standard BQO baselines
(a), and by DRBQO for various values of ρ (b). In
this example, EPˆn(w)[f(x,w)] has a maximum value of−0.59 while it has a value of −0.69 evaluated at the
optimum of the true expected function EP0(w)[f(x,w)].
The BQO baselines achieve higher values of the em-
pirical expected function than DRBQO but DRBQO
converges to the distributionally robust solutions.
Pˆn(w) = 1n
∑n
i=1 δ(w − wi). The true expected func-
tion EP0(w)[f(x,w)] and the empirical (Monte Carlo)
estimate function EPˆn(w)[f(x,w)] are illustrated in Fig-
ure 1 (a) and (b), respectively. In this illustration, the
Monte Carlo estimate function catastrophically shifts
the true optimum to a spurious point due to the limited
data in estimating P0.
We initialize the comparative algorithms by selecting
12 uniformly random inputs (x,w) ∈ X × Sn, and we
keep these initial points the same for all the algorithms.
We use the squared exponential kernel kSE defined
on the Cartesian product space of x and w. We nor-
malize the input and output values to the unit cube,
and resort to marginal maximum likelihood to learn
the GP hyperparameters [Rasmussen and Williams,
2006] every time we acquire a new observation. The
time horizon for all the algorithms is T = 100. We
report the results using two evaluation metrics: the
ρ-regret as defined in Equation (9) and the value of the
empirical expected function EPˆn(w)[f(x,w)] evaluated
at point x reported by an algorithm at time t. The
former metric quantifies how close a certain point is
to the distributionally robust solution while the latter
measures the performance of each algorithm from a
perspective of the empirical distribution. We repeat
the experiment 30 times and report the average mean
and the 96% confidence interval for each evaluation
metric.
The first results are presented in Figure 3. We report
over a range of ρ values {0.1, 0.3, 0.5, 1.0, 3.0} capturing
the degree of conservativeness against the distributional
uncertainty. Note that if ρ > n−12 = 4.5, it represents
Figure 5: The effect of different methods of selecting
wt on the performance of the BQO baselines (a) and
DRBQO (b). We observe that random selection of wt
can either slow down or prevent the convergence of
both the standard BQO baselines and DRBQO in this
experiment.
the most conservative case as the χ2 ball covers the
entire n-dimensional simplex. We observe from Figure
3 that DRBQO significantly outperforms the baselines
in this experiment. Also notice that when we increase
the conservativeness requirement (i.e., increasing the
values of ρ), the standard BQO baselines have higher
ρ-regret. This is because the standard BQO baselines
are rigid and do not allow for any conservativeness in
the optimization. Therefore, these algorithms converge
to the optimum of the spurious Monte Carlo estimate
function.
We highlight the comparative algorithms in the second
metric in Figure 4 where we report the value of the
empirical expected function EPˆn(w)[f(x,w)] at each
point x reported by each algorithm at time t. Since
the BQO baselines are set out to maximize the Monte
Carlo estimate function, they achieve higher values in
this metric than DRBQO. However, the non-robust so-
lutions returned by the BQO baselines are sub-optimal
with respect to the ρ-regret in this case, as seen from
the corresponding results in Figure 3.
In addition, we evaluate the effectiveness of the selec-
tion of w at line 4 in Algorithm 1. Currently, wt is
selected such that it yields the highest posterior mean
given xt. This is to improve exploration in f . We com-
pare this selection strategy with the random strategy
in which wt is uniformly selected from Sn regardless of
xt. The result is reported in Figure 5. In this figure,
the post-fix RandW denotes the random selection of
wt. We observe that random selection of wt can hurt
the convergence of both the standard BQO baselines
and DRBQO. Furthermore, the selection of wt for the
highest posterior variance (line 4 of Algorithm 1) in DR-
BQO is also meaningful in proving Theorem 2. More
empirical evaluations in other synthetic functions are
presented in the supplementary material.
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Cross-validation hyperparameter tuning. A typ-
ical real-world problem that possesses the quadrature
structure of Equation (1) is n-fold cross-validation
hyperparameter tuning. The n-fold cross-validation
performance can be thought of as a Monte Carlo ap-
proximate of the true model performance. Given a
fixed learning algorithm associated with a set of hy-
perparameter x, let f(x,w) be an approximate model
performance trained on D\w and evaluated on the val-
idation set w where D denotes the training data set,
w denotes a subset of training points sampled from
D, and D\w denotes everything in D but not in w.
Increasing the number of folds reduces the variance in
the model performance estimate, but it is expensive to
evaluate the cross-validation performance for a large
value of n. Therefore, a class of Bayesian quadrature
optimization methods is beneficial in this case in which
we actively select both the algorithm’s hyperparame-
ters xt and a fold wt to evaluate without the need of
training the model in all n folds [Swersky et al., 2013].
However, the standard BQO methods assume the em-
pirical distribution for each fold and are set out to
maximize the average n-fold values. In practice, the
average n-fold value can be a spurious measure for
model performance when there is sufficient discrepancy
of the model performance across different folds. This
scenario fits well into our distributional uncertainty
problem in Equation (1) where the fold distribution
P0(w) is unknown in practice. In addition, we use a
one-hot n-dimensional vector to represent each of the
n folds. This offers two main advantages: (i) it allows
us to leverage the standard kernel such as kSE on the
product space X × Ω; (ii) it is able to model different
covariance between different pairs of folds. For exam-
ple, the covariance between fold 1 and fold 3 is not
necessary the same as that between fold 8 and fold
10 though the fold indicator difference are the same
(2 = 10− 8 = 3− 1 in this example).
We evaluate this experiment on two common machine
learning models using the MNIST dataset [Yann et al.,
1998]: ElasticNet and Convolutional Neural Network
(CNN). For ElasticNet, we tune the l1 and l2 regular-
ization hyperparamters, and use the SGDClassificer im-
plementation from the scikit-learn package [Pedregosa
et al., 2012]. For CNN, we use the standard architec-
ture with 2 convolutional layers. In CNN, we optimize
over three following hyperparamters: the learning rate
l and the dropout rates in the first and second pool-
ing layers. We used Adam optimizer [Kingma and Ba,
2015] in 20 epochs with the batch size of 128.
In addition to the previous baselines in the synthetic
experiment, we also consider the multi-task Bayesian
optimization (MTBO) [Swersky et al., 2013] baseline
for this application. MTBO is a standard method for
Methods ElasticNet CNN
MTBO 8.576± 0.080 1.712± 0.263
BQO-EI 9.166± 0.433 1.634± 0.157
BQO-TS 8.625± 0.116 1.820± 0.227
DRBQO(ρ = 0.1) 8.450 ± 0.022 1.968± 0.310
DRBQO(ρ = 0.3) 8.505 ± 0.082 1.495 ± 0.106
DRBQO(ρ = 0.5) 8.515 ± 0.075 1.869± 0.232
DRBQO(ρ = 1) 8.526 ± 0.065 1.444 ± 0.071
DRBQO(ρ = 3) 8.387 ± 0.013 1.374 ± 0.066
DRBQO(ρ = 5) 8.380 ± 0.022 1.321 ± 0.061
Table 1: Classification error (%) of ElasticNet and
CNN on the MNIST test set tuned by different al-
gorithms. Each bold number in the DRBQO group
denotes the classification error that is smaller than any
corresponding number in the baseline group.
cross-validation hyperparameter tuning.
In this experiment, we also use kSE kernel defined on
the Cartesian product space X × Ω of x and w for all
the methods except for MTBO which uses task kernel
on the domain of w. We initialize 6 (respectively 9)
initial points and keep these initial points the same for
all the algorithms in ElasticNet (respectively CNN).
Each of the algorithms are run for T = 60 (respectively
T = 90) iterations in ElasticNet (respectively CNN).
We repeat the experiment 20 times and report the av-
erage and standard deviation values of an evaluation
metric. We split the training data into n = 10 folds
and keep these folds the same for all algorithms. We
compare DRBQO against the baselines via a practical
metric: the classification error in the test set evalu-
ated at the final set of hyperparameters reported by
each algorithm at the final step T . This metric is a
simple but practical measure of the robustness of the
hyperparameters over the unknown data distribution
P0. The result is reported in Table 1. We observe
that DRBQO outperforms the baselines for most of
the considered values of ρ, especially for large values of
ρ (i.e., ρ ∈ {1, 3, 5} in this case). More results for the
case of Support Vector Machine (SVM) are presented
in the supplementary material.
7 Discussion
In this work, we have proposed a posterior sampling
based algorithm, namely DRBQO, that efficiently seeks
for the robust solutions under the distributional uncer-
tainty in Bayesian quadrature optimization. Compared
to the standard BQO algorithms, DRBQO provides a
flexibility to control the conservativeness against dis-
tributional perturbation. We have demonstrated the
empirical effectiveness and characterized the theoretical
convergence of DRBQO in sublinear Bayesian regret.
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Appendix A
In this appendix, we provide a detailed proof of Theo-
rem 2 in the main text about a sublinear bound on the
Bayesian regret of the DRBQO algorithm. For simplic-
ity, we focus on the case where the decision space X
and the distributional uncertainty set Pn,ρ are finite.
The results can be extended to infinite sets using the
discretization trick as in Srinivas et al. [2010].
Notations and conventions. Unless explicitly spec-
ified otherwise, we denote a conditional distribution
P (.|x) ∈ Pn,ρ,∀x ∈ X by P , i.e., P ∈ Pn,ρ×X . Recall
the definition of the quadrature functional in the main
text as
g(f, x, P ) =
∫
P (w|x)f(x,w)dw,
for any x ∈ X and P ∈ Pn,ρ × X . Let x∗ ∈
arg maxx∈X minP∈Pn,ρ EP (w)[f(x,w)], and P ∗(.|x) =
arg minP∈Pn,ρ EP (w)[f(x,w)],∀x ∈ X . Since f is
a stochastic process (a GP in our case), x∗ and
P ∗ are also random variables. The DRBQO algo-
rithm piDRBQO maps at a time step t the history
Ht = (x1, w1, P1, ..., xt−1, wt−1, Pt−1) to a new de-
cision (xt, wt) ∈ X × Sn and conditional distribu-
tion Pt ∈ Pn,ρ × X as presented in line 2-3 of Al-
gorithm 1 in the main text. The practical imple-
mentation of Algorithm 1 samples (xt, Pt) as fol-
lows: xt ∈ arg maxx∈X minP∈Pn,ρ EP (w)[f˜t(x,w)], and
Pt(.|x) = arg minP∈Pn,ρ EP (w)[f˜t(x,w)],∀x ∈ X where
f˜t is a function sample of f at time t from its posterior
GP.
Lemma 1. For any sequence of deterministic functions
{Ut : X × Pn,ρ ×X → R|t ∈ N},
BayesRegret(T, piDRBQO)
= E
T∑
t=1
[Ut(xt, Pt)− g(f, xt, Pt)]
+ E
T∑
t=1
[g(f, x∗, P ∗)− Ut(x∗, P ∗)] ,
for all T ∈ N.
Proof. Given Ht, piDRBQO samples (xt, Pt) according
to the probability they are optimal, i.e., (xt, Pt) ∼
Pr(x∗, P ∗|Ht). Thus, conditioned on Ht, (x∗, P ∗) and
(xt, Pt) are identically distributed. As a result, given
a deterministic function Ut, we have E[Ut(x∗, P ∗)] =
Thanh Tang Nguyen Sunil Gupta Huong Ha Santu Rana Svetha Venkatesh
E[Ut(xt, Pt)]. Therefore,
E [g(f, x∗, P ∗)− g(f, xt, Pt)]
= E [E [g(f, x∗, P ∗)− g(f, xt, Pt)] |Ht]
= E [E [Ut(xt, Pt)− g(xt, Pt)] |Ht]
+ E [E [g(f, x∗, P ∗)− Ut(x∗, P ∗)] |Ht]
= E [Ut(xt, Pt)− g(f, xt, Pt)]
+ E [g(f, x∗, P ∗)− Ut(x∗, P ∗)] .
Lemma 2. Let X ∼ N (µ, σ2).
1. For all β ≥ 0, we have
Pr{|X − µ| > β1/2σ} ≤ e−β/2.
2. If µ ≤ 0, then
E[max{X, 0}] = σ√
2pi
e
−µ2
2σ2 .
3. For all a ≤ b, we have
E[X|a < X < b] = µ− σ2 p(a)− p(b)
φ(a)− φ(b) ,
where p(x) and φ(x) denote the density function
and cumulative distribution function of X, respec-
tively.
Proof. The results are simple properties of normal dis-
tributions.
Lemma 3. Given Ht,∀t ∈ N, let σ2t (x,w) :=
Ct(x,w;x,w) be the variance of f(x,w). Then, for
all P , all x and for w∗ = arg maxw∈Sn σ2t (x,w), we
have
σ2t (x, P ) = V ar[g(f, x, P )|Ht] ≤ σ2t (x,w∗).
Proof. It follows from a simple property of posterior
covariance that
σ2t (x, P ) =
∑
w,w′
P (w|x)P (w′|x)Ct(x,w;x,w′)
≤
∑
w,w′
P (w|x)P (w′|x)Ct(x,w;x,w)
≤
∑
w,w′
P (w|x)Pt(w′|x)σ2t−1(x,w∗)
= σ2t (x,w∗).
Lemma 4. If Ut(x, P ) = µt−1(x, P ) +
√
βtσt−1(x, P )
where
µt−1(x, P ) :=
∫
P (w|x)µt−1(x,w)dw,
σ2t−1(x, P ) :=∫ ∫
Ct−1(x,w;x,w′)P (w|x)P (w′|x)dwdw′,
and βt = 2 log (t
2+1)|X ||Pn,ρ|√
2pi , then
E
T∑
t=1
[g(f, x∗, P ∗)− Ut(x∗, P ∗)] ≤ 1,
for all T ∈ N.
Proof. The trick is to concentrate on the non-negative
terms of the expectation. These non-negative terms
can be bounded due to the specific choice of upper
confidence bound Ut.
Note that for any deterministic conditional dis-
tribution P ∈ Pn,ρ × X , we have g(f, x, P ) ∼
N (µt−1(x, P ), σ2t−1(x, P )), i.e., g(f, x, P )−Ut(x, P ) ∼
N (−√βtσt−1(x, P ), σ2t−1(x, P )). It thus follows from
Lemma 2.2 that:
E[max{g(f, x, P )− Ut(x, P ), 0}|Ht]
= σt−1(x, P )√
2pi
exp(−βt2 )
= σt−1(x, P )(t2 + 1)|X ||Pn,ρ| ≤
1
(t2 + 1)|X ||Pn,ρ| .
The final inequality above follows from Lemma 3 and
from the assumption that σ0(x,w) ≤ 1,∀x,w, i.e.,
σt−1(x, P ) ≤ σt−1(x,w∗) ≤ σ0(x,w∗) ≤ 1,
where w∗ = arg maxw Ct−1(x,w;x,w).
Therefore, we have
E
T∑
t=1
[g(f, x∗, P ∗)− Ut(x∗, P ∗)]
≤ E
T∑
t=1
E[max{g(f, x∗, P ∗)− Ut(x∗, P ∗), 0}|Ht]
≤ E
T∑
t=1
∑
x∈X
∑
P∈Pn,ρ
E[max{g(f, x, P )− Ut(x, P ), 0}]
≤
∞∑
t=1
∑
x∈X
∑
P∈Pn,ρ
1
(t2 + 1)|X ||Pn,ρ| = 1.
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Lemma 5. Given the definition of the maximum in-
formation gain γT as in Srinivas et al. [2010], we have
E
T∑
t=1
[Ut(xt, Pt)− g(f, xt, Pt)]
≤ (
√
βT +B)
√
2pi
|X ||Pn,ρ| + 2γT
√
(1 + 2ρ)n(1 + σ−2)−1
+ 2
√
TγT (1 + σ−2)−1 log
(1 + T 2)|X ||Pn,ρ|√
2pi
,
for all T ∈ N.
Proof. Now we bound the first term
L := E
T∑
t=1
[Ut(xt, Pt)− g(f, xt, Pt)]
= E
T∑
t=1
E[J(xt, Ht)|xt, Ht],
where
J(xt, Ht) = E[Ut(xt, Pt)− g(f, xt, Pt)|Ht, xt].
While the second term of the Bayesian regret of DR-
BQO can be bounded as in Lemma 4 by adopting the
techniques from Russo and Roy [2014], bounding L
in DRBQO is non-trivial. This is because Pt(.|x) is
also a random process on the simplex given Ht. Thus,
g(f, xt, Pt)|Ht does not follow a GP as in the standard
Quadrature formulae. In addition, we do not have
a closed form of E[g(f, xt, Pt)|Ht]. We overcome this
difficulty by decomposing J into several terms that
can be bounded more easily and leveraging the mild
assumptions of f in the problem setup.
Given (Ht, xt), we are interested in bounding J(xt, Ht).
The main idea for bounding this term is that we decom-
pose the range R of the random variable f(xt, w),∀w
into three disjoint sets:
At(w) ={
f(xt, w)
∣∣∣∣|f(xt, w)− µt−1(xt, w)| ≤√βtσt−1(xt, w)},
Bt(w) ={
f(xt, w)
∣∣∣∣µt−1(xt, w)− f(x,w) >√βtσt−1(xt, w)},
Ct(w) ={
f(xt, w)
∣∣∣∣µt−1(xt, w)− f(x,w) < −√βtσt−1(xt, w)},
for all w ∈ Ω. Note that At(w)∪Bt(w)∪Ct(w) = R,∀w.
We also denote A¯t(w) = R\At(w) = Bt(w)∪Ct(w),∀w.
Since f is bounded on At, there exists P ∗t such that
P ∗t (.|x) = arg max
P∈Pn,ρ
{Ut(x, P )− g(f, x, P )|f ∈ At},
for all x ∈ X .
Using the equation above, we decompose J(xt, Ht) as
J(xt, Ht) = E[Ut(xt, Pt)− g(f, xt, Pt)|Ht, xt]
= Ef∈At [Ut(xt, Pt)− g(f, xt, Pt)|Ht, xt]
+ Ef∈A¯t [Ut(xt, Pt)− g(f, xt, Pt)|Ht, xt]
≤ Ef∈At [Ut(xt, P ∗t )− g(f, xt, P ∗t )|Ht, xt]
+ Ef∈A¯t [Ut(xt, Pt)− g(f, xt, Pt)|Ht, xt]
= E[Ut(xt, P ∗t )− g(f, xt, P ∗t )|Ht, xt]
+ Ef∈A¯t [Ut(xt, Pt)− g(f, xt, Pt)|Ht, xt]
− Ef∈A¯t [Ut(xt, P ∗t )− g(f, xt, P ∗t )|Ht, xt]
= J1 + J2 + J3,
where
J1 = E[Ut(xt, P ∗t )− g(f, xt, P ∗t )|Ht, xt],
J2 = Ef∈A¯t [Ut(xt, Pt)− g(f, xt, Pt)|Ht, xt],
J3 = Ef∈A¯t [g(f, xt, P
∗
t )− Ut(xt, P ∗t )|Ht, xt].
It follows from Lemma 3 and from the selection of
wt for the highest posterior variance in the DRBQO
algorithm (Algorithm 1 in the main text) that for all
P , we have
σ2t−1(xt, P ) =
∑
w,w′
P (w|x)P (w′|x)Ct−1(xt, w;xt, w′)
≤ σ2t−1(xt, wt).
Note that given (Ht, xt), wt is deterministic.
For J1, we have
J1 = E[Ut(xt, P ∗t )− g(f, xt, P ∗t )|Ht, xt]
= Ut(xt, P ∗t )− E[g(f, xt, P ∗t )|Ht, xt]
= Ut(xt, P ∗t )− µt−1(xt, P ∗t )
=
√
βtσt−1(xt, P ∗t )
≤
√
βtσt−1(xt, wt).
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For J2, we have
J2 = Ef∈A¯t [Ut(xt, Pt)− g(f, xt, Pt)|Ht, xt]
= Ef∈A¯t [
√
βtσt−1(xt, Pt)|Ht, xt]
+ Ef∈Bt [
∑
w
Pt(w)(µt−1(xt, w)− f(xt, w)|Ht, xt]
+ Ef∈Ct [
∑
w
Pt(w)(µt−1(xt, w)− f(xt, w)|Ht, xt]
≤ Ef∈A¯t [
√
βtσt−1(xt, wt)]
+ Ef∈Bt [
∑
w
Pt(w)(µt−1(xt, w)− f(xt, w)|Ht, xt]
≤
√
βtσt−1(xt, wt)e−βt/2
+ Ef∈Bt [
∑
w
Pt(w)(µt−1(xt, w)− f(xt, w)|Ht, xt]
≤
√
βtσt−1(xt, wt)e−βt/2
+ Ef∈Bt
√∑
w
(µt−1(xt, w)− f(xt, w))2
∑
w
P 2t (w)
≤
√
βtσt−1(xt, wt)e−βt/2
+ Ef∈Bt
√∑
w
(µt−1(xt, w)− f(xt, w))2 1 + 2ρ
n
≤
√
βtσt−1(xt, wt)e−βt/2
+
√
1 + 2ρ
n
Ef∈Bt
∑
w
(µt−1(xt, w)− f(xt, w))
=
√
βtσt−1(xt, wt)e−βt/2
+
√
1 + 2ρ
n
∑
w
(µt−1(xt, w)− Ef∈Bt [f(xt, w)])
=
√
βtσt−1(xt, wt)e−βt/2
+
√
1 + 2ρ
n
∑
w
σ2t−1(at, w)κ(xt, w)
≤
√
βtσt−1(xt, wt)e−βt/2 +
√
1 + 2ρ
n
∑
w
σ2t−1(at, w)
≤
√
βtσt−1(xt, wt)e−βt/2 +
√
n(1 + 2ρ)σ2t−1(at, wt),
where
κ(xt, w) :=
p(µt1(xt, w)−
√
βtσt−1(xt, w))
φ(µt1(xt, w)−
√
βtσt−1(xt, w))
≤ 1,
and p(.) and φ(.) denote the density function and the
cumulative distribution function of the Gaussian dis-
tribution N (µt−1(xt, w), σ2t−1(xt, w)),∀w. Here, the
third inequality follows from the Cauchy-Schwartz in-
equality; the fourth inequality follows from the bound
of the χ2 ball on the distributions in it; the fifth inequal-
ity follows from that fact that µt−1(x,w)− f(x,w) ≥
√
βtσt−1(x,w) ≥ 0; and the final equation follows from
Lemma 2.3.
For J3, we have
J3 = Ef∈A¯t [g(f, xt, P
∗
t )− Ut(xt, P ∗t )|Ht, xt]
= Ef∈A¯t [g(f, xt, P
∗
t )|Ht, xt] + Ef∈A¯t [−Ut(xt, P ∗t )]
= Ef∈A¯t [−Ut(xt, P ∗t )]
= Ef∈A¯t [−µt−1(xt, P ∗t )−
√
βtσt−1(xt, P ∗t )]
≤ Ef∈A¯t [−µt−1(xt, P ∗t )]
≤ Ef∈A¯t [B]
≤ Be−βt/2.
Here, the second equation follows from the prop-
erty that Ef∈A¯t [f(xt, w)] = 0 since f(xt, w) ∼
N (µt−1(xt, w), σ2t−1(xt, w)),∀w, and A¯t(w) is a sym-
metric region in R with respect to (but not includ-
ing) the line x = µt−1(xt, w),∀w; the first inequality
follows the non-negativity of the posterior variance
σt−1(xt, P ∗t ); the second inequality follows from that
the posterior mean µt−1(x,w) of a GP is in the RKHS
associated with kernel k of the GP, thus is bounded
above by B by the mild assumption in the problem
setup; and the final inequality follows from Lemma 2.1.
Combining these results, we can finally bound the first
term of the Bayesian regret of DRBQO,
L = E
T∑
t=1
E[J(xt, Ht)|xt, Ht]
≤ E
T∑
t=1
√
βtσt−1(xt, wt) + E
T∑
t=1
Be−βt/2
+ E
T∑
t=1
√
βtσt−1(xt, wt)e−βt/2
+ E
T∑
t=1
√
n(1 + 2ρ)σ2t−1(at, wt)
≤ E
√
TβT
√√√√ T∑
t=1
σ2t−1(xt, wt)
+ (B +
√
βT )
∞∑
t=1
√
2pi
(1 + t2)|X ||Pn,ρ|
+
√
n(1 + 2ρ)E
T∑
t=1
σ2t−1(at, wt)
≤
√
TβT
√
2(1 + σ−2)−1γT +
(
√
βT +B)
√
2pi
|X ||Pn,ρ|
+
√
n(1 + 2ρ)2(1 + σ−2)−1γT ,
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where γT is the maximum information gain defined in
Srinivas et al. [2010], and we also use the following
inequality of the maximum information gain
T∑
t=1
σ2t−1(xt, wt) ≤ 2(1 + σ−2)−1γT .
Theorem 2 is a direct consequence of Lemma 1, Lemma
4 and Lemma 5.
Upper bounds on the information gain. For com-
pleteness, we include here the upper bounds for the
information gains γT which are derived from Srinivas
et al. [2010]:
Kernel type Information gain γT
Linear O(d log T )
Squared exponential O(log T )d+1)
Mate´rn with ν > 1 O(T d(d+1)/(2ν+d(d+1)) log T )
where d ∈ N is the dimension of the search domain.
Appendix B.1
In this appendix, we provides derivation details of
Proposition 1 in the main text.
Consider the constrained optimization problem
min
p∈Pn,ρ
n∑
i=1
pili. (12)
This is a convex optimization problem which forms the
Lagrangian:
L(p, λ, η, ζ) = pT l − λ
(
ρ− 12n
n∑
i=0
(npi − 1)2
)
− η(1−
n∑
i=1
pi)−
n∑
i=1
ζipi, (13)
where p ∈ Rn, λ ≥ 0, η ∈ R, and ζ ∈ Rn+. The KKT
conditions for the primal problem (12) are:
li + λ(npi − 1) + η − ζi = 0,∀1 ≤ i ≤ n (14)
λ
(
2ρ+ 1− n‖p‖22
)
= 0 (15)
n‖p‖22 ≤ 2ρ+ 1 (16)
λ ≥ 0 (17)
n∑
i=1
pi = 1 (18)
ζipi = 0,∀1 ≤ i ≤ n (19)
ζi ≥ 0,∀1 ≤ i ≤ n. (20)
We can see that the strong duality holds because the
primal problem in (12) satisfies the Slater’s condition;
therefore the KKT conditions are the necessary and
sufficient conditions for the primal optimal solution. It
follows from Equations (14), (19), and (20) that:
λnpi = (−li − η)+ := max{−li − η, 0}, (21)
which, combined with Equation (18), implies that:
nλ =
n∑
i=1
(−li − η)+ (22)
From Equation (22), we have:
η =
−∑i∈A li − nλ
|A| , (23)
where A = {i : li + η ≤ 0}. Note that |A| ≥ 1 be-
cause otherwise pi = 0,∀1 ≤ i ≤ n which contradicts
Equation (18). We then plug Equation (23) and (21)
into Equation (16) to solve for λ. Note that ‖p‖22 is
decreasing in λ, thus we can bisect to find the optimal
λ within its bound. We can easily obtain a bound on
λ from Equation (16):
0 ≤ λ ≤ max
{−lmin +∑ni=1 li√
1 + 2ρ− 1 ,
−lmin + lmax√
1 + 2ρ
}
,
where lmin = min1≤i≤n li, and lmax = max1≤i≤n li.
The optimal distribution arg minp∈Pn,ρ
∑n
i=1 pili is not
constant, but rather a function of l. Thus, its gradients
with respect to some parameter ψ must be computed
from those of l. This becomes straightforward when
we have solved (pi, λ, η) in terms of l as in the results
above:
∂pi
∂ψ =
−1
nλ2 (−li − η) ∂λ∂ψ + 1nλ (−∂li∂ψ − ∂η∂ψ )
|A| ∂η∂ψ = −
∑
i∈S
∂li
∂ψ − n ∂λ∂ψ∑
i∈S pi
∂pi
∂ψ = 0.
Appendix B.2
In this appendix, we present the details of the bisec-
tion search in Algorithm 2 for computing the ρ-robust
distributions for line 3 of Algorithm 1 in the main text.
Appendix B.3
For the details of derivation for posterior sampling
(a.k.a Thompson sampling), see Appendix A of Muan-
det et al. [2012].
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Algorithm 2: Bisection search
Input: p(λ) computed in Proposition 1 in the main
text,  ≥ 0
1 λmin = 0
2 λmax = max
{
−lmin+
∑n
i=1
li√
1+2ρ−1 ,
−lmin+lmax√
1+2ρ
}
3 λ = λmin
4 while λmax − λmin >  do
5 λ = 12 (λmax + λmin) ;
6 if n‖p(λ)‖22 > 2ρ+ 1 then
7 λmin = λ
8 end
9 else
10 λmax = λ
11 end
12 end
Output: λ, p(λ)
Appendix C
In this appendix, we provide some more experimental
results of DRBQO on synthetic and real-world prob-
lems.
Figure 6: The performance of DRBQO and the base-
lines on the expected reformulation of various synthetic
functions. Here we use n = 10 and the best ρ values
are calculated with ρ = 1.0. DRBQO achieves higher
ρ-robust values than the BQO baselines in almost all
the tested functions.
Synthetic functions. The task in this experiment
is to maximize Ew∈N (0,1)[f(x,w)] where f is a stan-
dard synthetic function such as Beale, Eggholder, Hart-
mann and Levy, x is normalized to the unit cube
and f(x,w) := f(x + w). The performance met-
ric used in this experiment is the ρ-robust values
minP∈Pn,ρ EP (w)[f(x,w)]. Here we use n = 10 and
ρ = 1.0. We repeat the experiment 30 times and report
the average mean and the 96% confidence interval for
each evaluation metric. The result is presented in Fig-
ure 6. The result shows that DRBQO achieves higher
ρ-robust values than the baseline methods in all these
functions except that in EggHolder function, DRBQO
is compatable with BQO-EI but outperforms the other
algorithms.
Cross-validation hyperparameter tuning for
SVM. We use glass and connectionist bench classi-
fication datasets from UCI machine learning repository.
∗ The glass dataset contains 214 samples describing
glass properties in 10 features. The task associated
with the glass dataset is to classify an example into one
of 7 classes. The connectionist bench dataset contains
208 samples each of which has 60 attributes. The task
in the connectionist bench dataset is to classify whether
sonar signals bounced off a metal cylinder or a roughly
cylindrical rock. Each of the datasets is split into the
training and test sets with the ratio of 80 : 20. The
training set is further split into n = 5 folds for this
experiment.
Figure 7: The test classification accuracy of SVM on
glass and connectionist bench dataset tuned by DR-
BQO and the BQO baselines. In this example, we use
n = 5.
Support vector machine (SVM) is a simple machine
learning algorithm for classification problems. SVMs
with RBF kernels have two hyperparameters: the mis-
classification trade-off C and the RBF hyperparameter
γ. We tuned these two hyperparameters in this exam-
ple.
The performance metric for this experiment is the clas-
sification accuracy of SVM in the test set. We repeat
the experiment 30 times and report the average mean
and the 96% confidence interval for each evaluation
∗http://archive.ics.uci.edu/ml
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metric. The result is presented in Figure 7. In this
example, DRBQO outperforms the baselines.
