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High-sensitivity imaging of ultracold atoms is often challenging when interference patterns are
imprinted on the imaging light. Such image noises result in low signal-to-noise ratio and limit the
capability to extract subtle physical quantities. Here we demonstrate an advanced fringe removal
algorithm for absorption imaging of ultracold atoms, which efficiently suppresses unwanted fringe
patterns using a small number of sample images without taking additional reference images. The
protocol is based on an image decomposition and projection method with an extended image basis.
We apply this scheme to raw absorption images of degenerate Fermi gases for the measurement of
atomic density fluctuations and temperatures. The quantitative analysis shows that image noises
can be efficiently removed with only tens of reference images, which manifests the efficiency of our
protocol. Our algorithm would be of particular interest for the quantum emulation experiments in
which several physical parameters need to be scanned within a limited time duration.
Introduction
Ultracold atomic systems have emerged as tunable ex-
perimental platforms ranging from an atomic clock and
interferometer [1] to a quantum emulator [2]. These ad-
vancements are enabled by the exceptional precision in
the control of experimental conditions but the accurate
detection of atoms is a prerequisite for achieving such
high-precision measurement and control. To suppress
the systematic error in the detection of atoms, one of-
ten takes and averages a sufficient number N of images,
which results the noise being scaled as 1/
√
N . Such sta-
tistical averaging, however, requires a high repetition rate
of data acquisition. Here we present an efficient protocol
for image processing, which requires only a small number
of images to statistically suppress the fringe patterns and
enhance the signal-to-noise ratio (SNR). This method
is of particular interest for the quantum gas experi-
ments in which several physical parameters need to be
scanned within a limited time duration. The protocol de-
scribed here has been already employed to perform high-
sensitivity measurements with ultracold atoms [3, 4].
Various statistical techniques have been proposed and
demonstrated to suppress noise patterns and to improve
the SNR in imaging of atoms. Fringe removal algo-
rithms [5–7] have been widely used to improve the de-
tection of small atom numbers [6]. Moreover, statisti-
cal analysis such as principle component analysis (PCA)
and independent component analysis (ICA) [8–11], and
advanced nonlinear machine learning algorithms [12, 13]
have been implemented to extract spatial or temporal
information for a given data set. For example, the quan-
tum phase transition [12] or the collective excitations [9]
were precisely investigated with those methods.
In this work, we propose and demonstrate an efficient
fringe removal protocol for high-sensitivity absorption
imaging of ultracold atoms. Our protocol is based on
statistical image decomposition and projection methods
using the data images as a basis set and compensating for
unwanted fringes. Different from the previous works [6]
and the original ideas [14, 15], we extend the number of
the basis set based on the systematic defect of the imag-
ing system, being confirmed by PCA, and show that a
sufficiently high SNR can be achieved with a small num-
ber of images. We quantitatively demonstrate the en-
hancement of image quality by investigating atomic den-
sity fluctuations, power spectrum of spatial Fourier trans-
form and thermometry with degenerate fermions. This
method not only reduces the experimental duration of
taking images, but also provides a sufficient image qual-
ity for further image data analysis. In our recent ex-
periment [3], for example, the fringe removal protocol
allowed us to examine the extremely low optical density
(OD) regime which cannot be accurately analyzed with-
out fringe removal [3].
Method
Protocol for removing fringes
When imaging atoms, fringes on the imaging light
beam can be induced by various sources such as, the
diffraction from optical elements, or the interference be-
tween adjacent optical surfaces. In typical absorption
imaging of cold atoms, those fringe patterns emerge in
images taken by the CCD camera. These images consist
of an absorption image with atoms Iw, a reference image
without atoms Iwo and a dark image Idark, which results
in an optical density (OD) image IOD = ln( I
wo−Idark
Iw−Idark ).
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2Note that this is valid for a small saturation parameter
I0/Isat  1, where I0 and Isat are the imaging light
intensity and the saturation intensity, respectively. For
high intensity imaging at I0/Isat & 1, IOD should be
corrected by a linear term Iwo − Iw [16, 17]. Ideally,
absorption imaging technique is immune to any fringe if
the first two images Iw and Iwo contain the same pattern
of fringes appearing at the same position and the refer-
ence image normalizes intensity variation of the probe
beam. Nevertheless, the experimental imperfections in-
cluding the vibration of light beam lead fringe patterns in
Iw and Iwo relatively displaced, yielding unwanted pat-
terns shown on the final OD image. Therefore the key
requirement for fringe removal processing is to find the
matched pair of absorption (Iw) and reference (Iwo) im-
ages, where all background patterns are identical except
the region containing the atomic signal. Typically, a set
of multiple reference images under identical conditions
are taken in order to form a reference basis (Iwo). Then
an image with atom Iw is projected on this basis with
a set of coefficients, and a corrected reference image is
composed of the Iwo weighted by the coefficients [6].
Our fringe removal protocol consists two steps, the im-
age decomposition and composition with an extended ba-
sis set, as depicted in Fig. 1. The performance of the
fringe removal highly relies on the completeness of the
basis set formed from reference images (Iwo), which is
directly associated with the compensation to fringe pat-
terns in Iw by a corrected reference image. Ideally, the
first two images should contain the same pattern except
the region containing atoms. To avoid the effect from
atoms, the algorithm starts with masking the region con-
taining atoms, and has the certain masked absorption im-
ages I˜wi (i = 1...n), and a set of masked reference images
I˜woj (j = 1...n). In the previous method [6], each image
I˜wi is decomposed into the masked basis {I˜woj } and the
coefficients are αi,j . Then the corrected reference image
can be reconstructed as the sum of Iwj weighted by αi,j ,
which minimizes the least square difference between the
absorption and the corrected reference image. However,
if the pattern is relatively shifted during the imaging pro-
cess due to experimental imperfections, the fringe pattern
sometimes cannot be reproduced by the basis set {Iwo}.
Consequently, the corrected image cannot match with
the certain absorption image, Iwi . In principle, we can
increase the number of basis by acquiring sufficient sam-
ple images, which would allow us to compensate for such
shifted fringes. However, this would inevitably take more
time for data acquisition, which is not ideal for quantum
emulation experiments required to be performed within
a limited time duration. Compared with the previous
method without an extended basis, our improved pro-
tocol not only eliminates the background fringe with a
small number of images, but also delivers superior per-
formance.
I1
wo~
I2
wo~
In
wo~
Ii
w~
Ii
w
I1
wo,e~
I2
wo,e~
I3
wo,e~
dmask
αi,1
αi,2
αi,n
βi,1
βi,2
βi,3
βi,m
βi,m
Im
wo,e~
Im
wo,eIi
wo,c
βi,2
βi,1
I2
wo,e
I1
wo,e
Absorption image
Masked absorption image
Reference basis
Extended basis
Corrected reference image
a
b
Figure 1. Protocol of fringe removal algorithm The key
of our fringe removal protocol is to reconstruct the corrected
reference image Iwo,ci , on which fringes would match their
counterparts on the absorption image Iwi . The procedure
consists of a decomposition and b composition. We begin
to exclude the atomic signal by masking both absorption Iwi
and reference Iwoi images, resulting in I˜
w
i and I˜
wo
i respec-
tively. Without extending a basis set, the masked image I˜wi
is decomposed into the basis set {I˜woi } as I˜wi =
∑
j αi,j I˜
wo
i
with corresponding coefficients αi,j . Then, the corrected ref-
erence image for Iwi is reconstructed as I
wo,c
i =
∑
j αi,jI
wo
j .
The key improvement in this work is that a new extended
basis set is obtained by shifting an original set {I˜wo} by
−d,−(d − 1), ..., d pixels and used for image decomposition.
Then the masked image I˜wi is decomposed on the extended set
as I˜wi =
∑
j βi,j I˜
wo,e
j . Finally, the corrected reference image
is reconstructed as Iwo,ci =
∑
j βi,jI
wo,e
j .
Here, the improved method is to spatially shift im-
ages in the original set few pixels both horizontally and
vertically, resulting in an extended set {I˜wo,ej }. The co-
efficient βi,j is determined by the decomposition of I
w
i
into this new basis set. The autocorrelation of the basis
C is calculated as,
Cj,k =
∑
x,y
I˜wo,ej (x, y) · I˜wo,ek (x, y) (1)
where (x, y) denotes the x-y position of the image. The
projection of masked absorption image I˜wi on the basis,
P is as follows,
Pi,k =
∑
x,y
I˜wi (x, y) · I˜wo,ej (x, y) (2)
The coefficient β is therefore extracted by solving the
3matrix equation,
P · β = C (3)
The final corrected reference image for certain i is com-
posed as,
Iwo,ci =
∑
j
βi,jI
wo,e
i (4)
where Iwo,ei is the unmasked extended basis for i =
1, ...,m = (2d + 1)2, which finally minimizes the least
square difference
∑
x,y(I˜
w
i -I˜
wo,c
i )
2. To be noted, this al-
gorithm corrects not only the fringe patterns but also the
intensity difference of the imaging light between reference
and absorption images. In addition, this algorithm recov-
ers the corrected reference image Iwo,ci based on a masked
absorption image set {I˜wi } instead of {Iwi }. This allows
to apply the fringe removal protocol to a series of data
images taken in time, for example, in the measurement
of collective modes in quantum gases [4].
Construction of extended basis
To run the fringe removal protocol in a cost effective
way, it is important to construct the extended basis set
of reference images with the minimal shift d in units of
pixels. We run PCA for the set of images, and deter-
mine d from the rank of the set. We test this protocol
by analysing a set of 100 images numerically generated
with two types of fringes (ring and linear fringes). In
this set, we assume that all fringe patterns move together
and randomly shift within d = 2 pixels in both horizon-
tal and vertical directions (see supplemental material).
By applying PCA, we show the significance, which is the
eigenvalue of each principal image (i.e. eigenvector), as a
function of the index of the principal image in Fig.2 (a).
The significance physically stands for the dominance of
principal images within the data set. The result clearly
shows that only the first 25 principal images are signif-
icant, which is consistent with the rank of this data set
(2d+ 1)2 = 25.
In a real imaging system, fringes originate from dif-
ferent sources, which increases the degrees of freedom of
patterns. For example, the total rank could be as large
as 252 = 625 if both patterns shift up to d = 2 indepen-
dently. Note that it is important to physically suppress
fringes (e.g. cleaning optics and avoiding light interfer-
ence), which will minimize the computational complex-
ity. We apply PCA to the reference images {Iwo} in our
imaging system, and estimate the rank of the set. As
shown in Fig. 2(b), we find that the fringes shift within 1
pixel in our imaging system. Therefore, the extended ba-
sis with d = 1 should be sufficient for the fringe removal
algorithm.
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Figure 2. Rank of simulated and measured set. a, the
rank of a simulated set. The simulated data set consists of
100 images generated by randomly shifting image fringes both
horizontally and vertically within d = 2 pixels. The signifi-
cance, the eigen value from the result of PCA, reflecting the
importance of each principal image, is plotted as a function of
ranked principal images of the simulated data set. The result
shows that only the first 25 images are significant, which is
consistent with the rank of the data set, (2d + 1)2 = 25. b,
the rank of the experimental set. The first few images are sig-
nificant, and the shift d=1 is sufficient for the extended basis
in the fringe removal algorithm. Inset shows the result of the
exponential fit of the first 10 principal images in dashed line
and the final saturated value in solid line by a linear fit to the
last 10 principal images.
Result
In Fig. 3, we show a typical OD image (IOD) of atoms
with and without applying the fringe removal protocol.
Here, a thermal Fermi gas of 1×105 173Yb atoms at 4µK
is ballistically expanded for 4 ms, followed by absorption
imaging with a resonant atomic transition light. To re-
move fringes being present in the current system as shown
in Fig. 3(a), we apply our statistical fringe removal pro-
tocol with the basis set {Iwo} of 30 reference images. We
extend the number of basis by a factor of (2d + 1)2 = 9
shifting the basis image in the horizontal and vertical di-
rections within d = 1. Fig. 3(b) is a single-shot result of
absorption imaging with fringes suppressed by the pro-
posed protocol. To characterize the image quality quanti-
tatively, we monitor the difference between Iw and Iwo in
the background region,
∑
x,ymx,y|Iw−Iwo| wheremx,y is
a mask function excluding the atomic signal (mx,y = 0).
Fig. 3(c) shows the histogram of difference from 500 im-
ages of atoms. We find that the fringe removal process
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Figure 3. Comparison between absorption imaging
with and without fringe removal. a, a typical OD im-
age shows a background fringe. b, the same OD image with
fringe removal in the same colour scale as a. Inset is the OD
image with fringe removal in a full colour scale. c, difference
between absorption and reference images in the absorption
imaging. Ideally, these two images should be identical except
the area containing atoms. The difference between these two
masked images of absorption images reflects cleanness of the
background in the final OD image. We repeat the same ab-
sorption imaging ∼500 times, and statistically count and com-
pare the difference between the case with (open) and without
(filled) fringe removal. The difference is substantially reduced
by fringe removal.
not only reduces the difference between Iw and Iwo but
also minimizes the systematic fluctuation in OD (i.e. the
width of the distribution).
Quantitative analysis of absorption imaging
To further illustrate the performance of the proposed
scheme, we apply the protocol to raw absorption images
of ultracold atoms taken in experiments [18]. We quan-
titatively (1) extract the fluctuation of OD (i.e. atomic
density n(k)) at the certain momentum k, (2) measure
the power spectrum of the spatial Fourier transform and
(3) perform the temperature measurement as discussed
later, which all indicate that the fringe removal protocol
allows us to precisely extract subtle physical quantities.
In Fig. 4, we monitor a spin-polarized degenerate Fermi
gas of 1× 105 173Yb atoms at a temperature T = 70 nK
prepared in an optical dipole trap where TF = 200 nK is
the Fermi temperature [18]. The sample is ballistically
expanded for 20 ms before the absorption imaging, which
minimizes the trap effect and ensures the isotropic mo-
mentum distribution after an expansion. We first exam-
ine the atomic density n(k) at the constant momentum
k by measuring the standard deviation of optical density
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Figure 4. Quantitative analysis of absorption imaging.
To quantitatively characterize the imaging, we engineer three
features from the images of a ballistically expanded Fermi
gas. a, the atom density variance enlarged by the fringes
is extracted from the standard derivation of the OD in the
white half-ring-circle dashed region. b, based on the power
spectrum of the spatial Fourier transform of the image, the
fringe strength is defined as the integrated spectral power
in the annular orange dashed region. c and d are the slice
profile along the x and y direction respectively. The variance
of the temperature difference between these two directions is
intensified by and thus reflects the fringes.
within the half-annular region. The variance of atomic
density within the region reflects the strength of fringe
patterns. Here, photon shot noise effectively contributes
a variance around 0.03 in the OD fluctuation in Fig. 5(a).
Secondly, we obtain the power spectrum of the spatial
Fourier transform of the OD image. We characterize the
strength of the background fringe pattern by integrating
the spectral power in the annular region indicated by the
dashed lines. Finally, we test the thermometry based on
the atomic distribution with and without the presence of
fringe patterns. We examine atomic profiles sliced along
the x and y directions and extract temperatures Tx and
Ty, respectively, by Thomas-Fermi fits (see Fig. 4).
We now quantitatively examine the performance of
fringe removal protocol with respect to the number of
reference images. For the purpose, we repeat the same
measurement ∼300 times in total and each OD image is
processed by the fringe removal with the varying size of
the raw basis. The raw basis is chosen as a set of im-
ages taken consecutively near the analysed image. The
standard deviation of atomic densities within the half
annular region is calculated for each corrected OD image
(see Fig. 4(a)). For a given number of the raw basis, these
standard deviations are statistically represented by a dis-
tribution of standard deviations like the inset of Fig. 5(a).
Here, the center or the mean of the distribution reflects
the background fringes. Without applying the fringe re-
moval protocol, the fluctuation of the density n(k) is rel-
atively large as indicated by the grey area in Fig. 5. Here,
we choose the statistical mean of the distribution as the
density fluctuation. Without extending the basis set, the
density fluctuation (open circles) decreases and becomes
saturated after the basis size is larger than ∼150 images.
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Figure 5. Fringe removal performance influenced by
the basis size. Three features reflecting the strength of
fringes are plotted as a function of the number of images used
as the basis in the fringe removal algorithm. a, OD fluctu-
ation is determined by the central value of the distribution
of OD standard deviation. b, temperature difference uncer-
tainty from the width of the distribution of the temperature
difference Tx − Ty. c, the central value of the distribution of
fringe strength obtained from image Fourier transform. With-
out additional basis extension, the performance becomes sat-
urated at 150 images, whereas the performance with d=1 shift
starts to become saturated at 30 images. The performance of
30 images basis with shift is comparable to, even better than
the one of 150 image basis without basis extension.
Notably, it becomes quickly saturated around 30 images
(filled squares) with the extended basis. In other words,
our fringe removal is strikingly effective and only requires
30 images as the basis in our system in contrast to the
previous methods using a few hundred images [6, 14, 15].
The effectiveness of our fringe removal protocol with an
extended basis is further confirmed in Fig. 5(b,c). We ex-
amine the distribution of (Tx−Ty) and measure the width
of the distribution (see the inset of Fig. 5(b)). The fringe
removal protocol with an extended basis set (i.e. shifted
by d=1) allows for more accurate thermometry than the
previous method with a large number of reference im-
ages. In addition, we directly quantify the strength of
background fringes from the power spectrum of the spa-
tial Fourier transform of the OD image. Fig. 5(c) shows
the effect of number of reference basis images on inte-
grated power spectrum of fringes. It is clearly demon-
strated that our protocol results in a faster decrease of
the integrated power spectrum with a lower saturated
value, compared to the fringe removal method without
the basis extension. In addition, the background fringe
can be more effectively suppressed with the basis exten-
sion resulting in smaller saturated spectral power. This
suggests that our protocol not only reduces the measure-
ment times, but also substantially enhances the image
quality.
Conclusion
We have developed an optimized fringe removal algo-
rithm for absorption imaging technique, which can also
be implemented into other imaging techniques such as
phase contrast imaging. This method extends an im-
age basis by shifting the basis which takes into account
the possible mismatch between the absorption and ref-
erence images, often caused by mechanical vibrations in
the imaging system. The shift depends on the drift of
imaging system and is empirically determined by the
PCA method. We have shown that an image can be
largely improved by fringe removal with a small number
of images. The protocol presented here has been recently
implemented in Ref. [3] wherein we examine the high-
momentum atomic density in the time-of-flight distribu-
tion of ultracold fermions. Although we demonstrate the
effectiveness of the fringe removal with extended basis
with ultracold atoms, the protocol is generally applica-
ble to any set of images taken in different systems.
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7Supplementary Materials
We provide extended data sets that compliment the rank and the shift d of both simulated and real image sets in
the main text. We generate 100 images with two types of fringe patterns, linear and ring fringes shown in Fig. S1. The
fringes are randomly shifted within d = 2 pixels both in the horizontal and vertical directions. Then PCA is applied
to obtain the uncorrelated basis set. Fig. S2 shows the first 30 principal (component) images from the PCA result of
this simulated data set. The significances of each principal images are plotted in Fig.2(a) in the main text. Both the
principal images and the significances reflect that the rank of the data set is around 25. The rank theoretically should
be (2 × d + 1)2 = 25, as the shift has two degrees of freedom. Similarly, the Fig. S3 shows the principal images of
real reference images taken by our imaging system, of which the significances are plotted in Fig.2(b) in the main text.
The rank is around 9 and thus we empirically choose the shift d = 1 for the basis expansion due to (2× d+ 1)2 = 9.
1. Figure S1. Simulated fringe data including the linear and ring fringes, are generated for Fig.2(a) in the Main
text.
2. Figure S2. Principal images (eigenvectors) from the result of PCA applied to the simulated data set, of which
significances are plotted in Fig.2(a) in the Main text.
3. Figure S3. Principal images (eigenvectors) from the result of PCA applied to the measured reference image set
{Iwoi }, of which significances are plotted in Fig.2(b) in the main text.
#1 #2 #3 #4 #5
#6 #7 #99 #100
Figure S1. Simulated fringe data Images contains two types of fringes, concentric ring pattern and linear pattern respectively.
The position of fringes are randomly shifted horizontally and vertically within 2 pixels.
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Figure S2. Principal images (eigenvectors) of the simulated data set First 30 principal images are shown.
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Figure S3. Principal images (eigenvectors) of the measured reference image set First 30 principal images are shown.
