We study the volume of symmetric slabs in the unit cube. We show that, for t < 3/4, the slab parallel to a face has the minimal volume among all symmetric slabs with width t. For large width, we prove the asymptotic extremality of the slab orthogonal to the main diagonal. The proof is based on certain concavity properties of the Laplace transform and on several limit theorems from probability: the central limit theorem and classical principles of moderate and large deviations. Finally, we extend some of the results to more general classes of bodies.
Introduction
This work was motivated by the following question of V. Milman. Let Q n = [−1/2, 1 /2] n be the unit cube in R n and t > 0. What is the minimal value of the volume of Q n ∩ {x; x, u ≤ t} over unit vectors u ∈ S n−1 ? The question is in the spirit of concentration of measure: the set Q n ∩ {x; x, u ≤ 0} has volume 1/2, and its enlargement Q n ∩ {x; x, u ≤ t} is likely to capture a large part of the volume of the cube. Equivalently, one looks for the minimal volume of the intersection of the cube with origin-symmetric slabs with fixed width.
Since the canonical section (parallel to a face) has the minimal (n − 1)-dimensional volume among all central hyperplane sections of the cube (this was first proved by Hadwiger [11] ), one can expect the canonical slab to be minimal among all symmetric slabs with fixed width t for at least some small values of t. V.Milman conjectured that this may be true for all t smaller than some absolute constant not dependent on the dimension. In Section 2, we confirm this conjecture by proving that, for every t < 3/4, the canonical slab of width t has the smallest volume among all symmetric slabs with the same width. The method uses some ideas from Hensley's proof (see [12] ) of the minimality of the canonical central section.
For large width, we show in Section 5 that the slab orthogonal to the main diagonal becomes asymptotically minimal as the dimension goes to infinity. To prove this we use a probabilistic interpretation of the problem and adopt the classical probabilistic bounds for large deviations of sums of independent random variables. Our method often provides the exact exponential rate of decay. The crucial role here belongs to the fact that, for some measures µ on R, the function t → log L µ ( √ t) is concave or convex, where L µ denotes the Laplace transform of µ. In Sections 3 and 4, we point out different classes of measures µ having this property. We use a criterion involving the moments of µ and another criterion based on localization of zeroes of the extension of L µ to the complex plane. Note that a similar property of the Fourier transform was used in the study of extremal sections and projections of l p -balls in [20] , [18] , [6] . In Section 6, we extend some of the results to other situations, such as balls in John's position, l p -balls and exponential measures.
Let us illustrate this approach by an example of the symmetric Bernoulli law. Let ε 1 , . . . , ε n be independent Bernoulli trials with P (ε i = 1) = P (ε i = −1) = 1/2. Let a 1 , . . . , a n ∈ R and λ, t > 0. The proof of the deviation inequality for sums of Bernoulli variables starts with the Chebichev exponential inequality:
Using the inequality cosh(x) ≤ e x 2 /2 and optimizing in λ, one gets the classical sub-Gaussian inequality:
A similar deviation inequality for a sequence of independent bounded variables was proved by Hoeffding [14] and several extensions followed. On the other hand, for a 1 = a 2 = · · · = a n , Chernov's bound gives
e −λnt+n log cosh λ = e −nΛ * (t) ,
where Λ * (u) = ((1 − u) log(1 − u) + (1 + u) log(1 + u))/2 is the Cramer transform of the Bernoulli law. Since the Laplace transform cosh of the Bernoulli law has the property that cosh √ t is a log-concave function of t on [0, ∞), one can refine the previous inequalities. In fact,
Note that the probability in the left-hand side becomes equal to the volume of a part of the cube when the Bernoulli trials are replaced by independent uniformly distributed on [−1/2, 1/2] random variables. Throughout the paper we denote by Vol k the k-dimensional volume and we write |K| for the volume of a body K when the dimension is clear.
Slabs of small width in the cube
We start with the two-dimensional case to show how the direction of the minimal slab changes when the width increases.
The case of the square
For t ≥ 0 and θ ∈ [0, 2π], let A t (θ) = {(x, y) ∈ Q 2 ; −x sin θ + y cos θ ≤ t}.
We are going to compute inf θ∈[0,2π] Vol 2 (A t (θ)). By symmetry, we may restrict ourselves to the case where θ ∈ [0, π/4]. The shape of A t (θ) depends on whether the vertices (1/2, 1/2) and (−1/2, 1/2) belong to A t (θ). There are three possibilities:
does not contain these two vertices in its interior. It is the union of the half-cube {(x, y) ∈ Q 2 ; −x sin θ + y cos θ ≤ 0} and of the parallelogram {(x, y); |x| ≤ 1/2 and 0 ≤ −x sin θ + y cos θ ≤ t} of area t/ cos θ. Therefore Vol 2 (A t (θ)) =
is a triangle, with a right angle at (−1/2, 1/2). A straightforward calculation then gives
.
. From now on, we are interested in the variations in θ, for fixed t. The quantity 1 2 + t cos θ is clearly increasing for θ ∈ [0, π/4]. Next we study the variations of the quantity
, this derivative has the sign of
The first factor is non-negative, the second one is decreasing in θ, so, the sign of the latter expression is either constant or first positive and then negative. In any case, the minimum of the quantity (1) on any subinterval of the interval, on which we work here, is achieved at one of the end points.
, then A t (θ) = Q 2 has volume 1 for any θ.
. By the previous argument, the minimum of Vol 2 (A t (θ)) on this interval is achieved at one of the end points. Since θ = arcsin(t √ 2) − π 4 corresponds to the case (iii) and thus to the maximal volume, the minimum is achieved at θ = 
. We get
In other words, for t ≤ √ 2 − 1, the minimal central slab of width t in the cube Q 2 is the one parallel to the side, but for t ≥ √ 2 − 1, the minimal slab is parallel to the diagonal.
Thin slabs in the n-dimensional cube
n be the unit cube. The goal of this section is to prove Theorem 2 Let u be a unit vector in R n , and let w > 0. Let S be the symmetric slab S = {x; | x, u | ≤ w/2} of width w and orthogonal to u. Let S 0 denote the canonical slab of width w, S 0 = {x; |x 1 
Following Hensley ([12] , [13] ) we derive this geometric result from a functional inequality valid for non-increasing log-concave functions on [0, ∞). The next theorem is an extension of the inequality 3
used by Hensley.
Our goal is to show that
The first step will be to reduce the problem to a subclass of F h,v,V where the infimum is still the same:
We start with an f ∈ F h,v,V . We modify f in order to reduce its second moment, but remain within F h,v,V . We write f (t) = e φ(t) where φ is a non-increasing concave function with values in [−∞, ∞).
We start with modifying
It is simply the affine function with slope p and value φ(h) at h. Since φ is non-increasing, we have ψ 0 ≤ φ on [0, h]. By concavity, we also know that φ is smaller than its tangent functions at h, so ψ φ l (h) ≥ φ. By continuity, there
We work now with this p. If φ and ψ p do not coincide on [0, h], the preceding relation implies that φ − ψ p has to change sign at some a ∈ (0, h). Since φ is concave, ψ p is affine and the functions coincide at a and h, it is clear that
. One easily checks that this function is concave (the left derivative at h is p ≥ φ l (h) ≥ φ r (h)). So the function e ϕ belongs to F h,v,V , and
we modify e ϕ on (h, ∞), simply by extending the left tangent line at h. More precisely, for every d ≥ h we consider the function ϕ d defined as follows
We work with this
By construction e ϕ d ∈ F h,v,V . 2 The infimum over the subfamily can be written more explicitly:
The numbers c, d, p have to satisfy the following relations:
For convenience we write formulas for p > 0, they extend by continuity. We set
Taking the quotient of the latter relations, we get V v = 1 − e −dp 1 − e −hp , that is e −dp = 1 − x, so d ≥ 0 ensures x ≤ 1. All the parameters are now expressed in terms of x only:
Finally, we can compute the second moment, integrating by parts twice and using the preceding relations:
2 − e −dp (dp)
Conversely, for every x ∈ (0, 1), we can find c, d, p ≥ 0 and a corresponding function in F h,v,V . 2 From the previous lemmas, it is clear that Theorem 3 is reduced to the following
The inequality becomes an equality when x = 0.
Proof: Note that for x close to 0, the left-hand side in the claimed inequality is equal to 1/3 + x(1/4 − θ/3) + O(x 2 ) so the inequality fails for θ > 3/4. One easily checks by differentiation that the function
is non-increasing. So it is enough to prove the inequality for θ = 3/4. Rearranging, we have to show that the function m is non-negative on [0, 1), where
Let us emphasize that m(x) ≥ 0 is a very tight inequality: for x close to 0,
. Since m(0) = 0 it suffices to show that m is increasing. One easily gets that m (x) = m 1 (x)/(1 − 3x/4), where
Straightforward calculations show that for x ∈ [0, 1),
, and
where for x ∈ [0, 1)
If x ∈ [2/3, 1) then m 3 (x) ≥ 0, as a sum of three non-negative terms. If x ∈ [0, 2/3) we bound m 3 (x) from below using the estimates log(1 − 3x/4) ≤ −3x/4 and log(1 − x) ≥ −x/(1 − x), x ∈ (0, 1) (The latter is easily checked by power series expansions). This gives
which is easily seen to be positive on [0, 1]. Therefore for every x ∈ (0, 1), m 1 (x) ≥ 0, and we have proved that m 1 is convex. Since m 1 (0) = m 1 (0) = 0, it follows that m 1 is non-negative on [0, 1]. So m is increasing and the announced inequality is established. 2 Remark: Theorem 3 gives an inclusion for the floating body of an isotropic convex set. The constant 3/4 is optimal there, but it is not in Theorem 2; in dimension 2 we have seen that the statement holds provided the width is less than 2 √ 2 − 2 ∼ 0.818.
Some concavity properties of the Laplace transform
Before we start the study of large slabs, we establish several properties of the Laplace transform
of a measure µ on R. Our first result gives a criterion for concavity of the function L( √ x) on [0, ∞) in terms of the moments of the measure µ:
Theorem 7 Let µ = δ 0 be an even Borel measure on R. Assume that 0 is in the interior of the domain of the Laplace transform of the measure µ. For k ∈ N, put
then the latter inequality is reversed.
(ii) If ϕ is non-decreasing as a function on N, then the function
is concave on [0, ∞).
(ii ) If ϕ is non-increasing, the latter function is convex on [0, ∞).
Remark: The conclusion of (ii) implies the conclusion of (i), since a concave function is dominated by its tangent map at the origin. The same remark holds for (ii ) and (i ).
Proof: We prove (i) and (ii), the other statements can be proved similarly. By dominated convergence, for x in the domain of L, one can expand L as follows:
where a k = M k /((2k)!). Because of parity, there are no odd powers in the latter series. Clearly
. We want to show a k ≤ b k for all k. This is obvious for k = 0. Next,
This completes the proof of (i). By monotone convergence, one can see that the domain of L is R. Now we prove (ii). Let g(x) = log L( √ x), x ≥ 0. Then g is concave if and only if g is non-increasing, with
Thus, it suffices to show that
2 . Again, we use expansions into series. The condition jL ≤ L j reads as
Since we want this for x ≥ 0, it is sufficient to prove that the coefficients at x 2m+1 compare. In order to show for every m ≥ 0 that
it is enough to prove that for all k, l ≥ 0
(in our case a k b ≤ α k β is not always true). So let us prove that
Multiplying both sides by (2k + 1)!(2 + 1)! and rearranging, we get that the latter inequality is equivalent to
This amounts to the fact that the function → ϕ( ) is non-decreasing.
One readily checks that L 1 (t) = 2 1−t 2 if |t| < 1 and +∞ otherwise. So the function log
is linear. Also L ∞ (x) = 2 sinh x/x and one can check by several differentiations that log L ∞ ( √ x) is concave. As an application of the previous theorem, we get a more general fact
Proof: We present a proof for p finite. The remaining case follows by a suitable limit procedure. As before, for k ∈ N, we put
In order to apply the criterion of Theorem 7, we compute
If p ≥ 2, this quantity is non-decreasing in k. Indeed, log Γ is convex. So for a, b > 0, the slope function:
is non-decreasing in x. So we can apply the statement (ii) of Theorem 7. This completes the proof for p ≥ 2. When p ≤ 2, the variations are reversed. 2 For p ≥ 1, let ν p be a probability measure with the density e −|αpt| p , t ∈ R, where α p = 2Γ(1 + 1/p). We denote by L p the Laplace transform of ν p .
is a concave function on [0, ∞) and, for all x ∈ R, one has
Proposition 10 For a > −1 and p ≥ 2, the function
is log-concave on [0, ∞).
Proof: As before, we apply Theorem 7. We compute the moments
Next, we compute the quotient
By log-convexity of Γ, the second fraction is increasing with k. The first one is increasing too when p ≥ 2. The result follows from Theorem 7. 2 Remark: The previous result could be extended to p ≤ 2 with some conditions on a. However, the statement cannot be true for p < 2 and a very large; this would contradict the result of Theorem 8. x,y dy, x ∈ R n can be written as L(x) = (|x|) where is a function on [0, ∞) such that the map t → log( ( √ x)) is concave on [0, ∞). The surface measure on the unit sphere S n−1 enjoys the same property.
Proof: The case n = 1 has already been treated. Let n ≥ 2. By rotational invariance and Fubini's theorem, one gets:
where e 1 is the first vector of the canonical basis. The property of is a consequence of Proposition 10. The same argument applies to S n−1 . 2 To conclude this section, we show an extension of Theorem 8.
Theorem 12 Let f be an integrable log-concave function supported in [0, +∞).
Then the function
is also log-concave on [0, +∞).
Proof: Since f is log-concave and integrable, it is standard that is has at most exponential tails, so the Laplace transform of f (t 2 ) is well defined. We compute the even moments
Since f is log-concave, the function λ(p) := Γ(1 + p)
is also log-concave. This was proved by Barlow, Marshall and Proschan [4] with some restrictions on p but under the weaker assumption that x → ∞ x f is logconcave. It is a well-known consequence of the Prékopa-Leindler inequality (see e.g. [21] ) that log-concave densities enjoy this property. An analogous sharp statement was proved by Borell [8, Lemma 4.1] for densities such that f 1/n is concave. By a limit argument, or rerunning the argument in the log-concave case, one gets that λ(p) is log-concave. Therefore the following slope function is decreasing:
This means that (2k + 1)M k /M k+1 is increasing, so the result follows from the statement (ii) of Theorem 7. 2 Remark: With similar but reversed arguments, one could prove that for a log-convex and sufficiently integrable function f , the quantity
is log-convex too. Therefore, if the origin is in the interior of the Laplace transform L of the function f (t 2 ) then L( √ t) will be log-convex, which encompasses the previous examples e −|t| p , 1 ≤ p ≤ 2. A detailed direct proof of the above facts on λ(p) will appear in a survey being prepared during the convexity seminar in Marne-la-Vallée.
Zeroes of entire functions and log-concavity
In this section, we show that log-concavity of some functions on R can be established based on the information about zeroes of these functions extended to the complex plane. Using this approach we give alternative proofs and slight generalizations of some results from the previous section.
Theorem 13
Let f be an even entire function on C of finite order ρ < 2, with real values on the real line, f (0) > 0, and such that every root a+ib of f satisfies
is log-concave on [0, ∞). Moreover, if all the roots of f are pure imaginary then f (x 1/p ) is log-concave on [0, ∞) for every p ≥ 2.
Proof: Let c n , n ∈ N, be the roots of f. Since ρ < 2, Hadamard's representation theorem for entire functions (see for example [19, p. 26] ) implies that
for some constants k, d. Since f is even and takes real values on R, for every root c = a + ib with a, b = 0 the numbers a − ib, −a + ib, −a − ib are also roots of f. Hence, the exponential terms inside the product in Hadamard's representation cancel and d = 0. Since f (0) > 0, we have k > 0. We now see that f can be written (up to a positive constant) as the product of functions of the form
with a + ib being a root of f, and also functions of the form g b (z) = (1 + z 2 /b 2 ), where ib is a pure imaginary root of f. Computing the second derivative, one can easily see that, for each function g a,b , the condition b 2 − a 2 > 2|ab| implies the concavity of log(g a,b (
) is the sum of concave functions. If all the roots of f are pure imaginary, then f can be represented as the product of functions of the form g b (z) = (1 + z 2 /b 2 ) only. It is easily seen that log(g b ( √ x)) is concave and increasing, so for every p ≥ 2, log(g b (x 1/p )) is concave too.
2 Example 1. The function f (z) = sinh(z)/z has pure imaginary roots iπn, n ∈ N and is an even entire function of order 1 with real values on the real line. By Theorem 13, for every p ≥ 2, the function sinh(x 1/p )/x 1/p is log-concave on [0, ∞). This generalizes the remark before Theorem 8. Similarly, the function cosh(z) has only pure imaginary zeroes, hence, log(cosh(x 1/p )) is concave on [0, ∞) for every p ≥ 2. Example 2 As mentioned in [23] , for p > 1, the function
is an entire function of the order p/(p − 1). This follows from the fact (see [Le, p.6] ) that the order of an entire function f (z) = ∞ n=0 c n z n is determined by
Therefore, if p > 2 the order of f p is less than 2. It was also proved in [23] that if p is an integer then f p has only pure imaginary roots. By Theorem 13, for p = 3, 4, 5, ... the function f p (x 1/α ) is log-concave on [0, ∞) for every α ≥ 2. Note that if p is not an integer, the function f p has only a finite number of pure imaginary roots and infinitely many roots outside of the imaginary line (see [23] ), so Theorem 13 does not work. In this case we use the approach of Theorem 8. Example 3 A result of Hurwitz [15] (see also [17, p. 68] ) is that, for ν > −1/2 the Bessel function
has only real zeroes. As an immediate consequence of this fact and Theorem 13, we get the result of Proposition 10 with p = 2. This gives an alternative proof of Proposition 11.
Let us point out a quite large class of functions, whose Laplace transforms have the same property.
Theorem 14
has the property that Lf ( √ x) is log-concave on [0, ∞).
Proof: By a result of Polya [22] (see also [17, p. 68] ), the entire function
f (x) cos(zx) dx has only real zeroes. Therefore, Lf is an even entire function of order 1 with only pure imaginary zeroes. The result follows now from Theorem 13.
2 If f is continuously differentiable on [0, 1] one can prove the result of Theorem 14 directly, using the result of Theorem 7. In fact, it is enough to prove that
Integrating by parts we get that this is equivalent to
The latter is obviously true, since f ≥ 0, f ≥ 0 and t
Finally, we remark that the part of Theorem 13 related to pure imaginary zeroes can be proved as a combination of Theorem 2.8.2 of [7, p. 24] and Theorem 7.
Large slabs in the n-dimensional cube
In probabilistic notation, we look for an upper bound on P ( i≤n a i X i ≥ t), where X 1 , . . . , X n are independent and uniformly distributed on [−1/2, 1/2] and n i=1 a 2 i = 1. We start with a very simple argument, sketched in the introduction. For t, λ ≥ 0, Chebichev's inequality together with independence yield
Next, we use the upper bound given in Corollary 9:
The factor 6 in the exponential cannot be improved, the estimate being rather precise for a slab orthogonal to the main diagonal (a i = 1/ √ n). Indeed, the variance of the X i 's is equal to 1/12, so the Central Limit Theorem gives
When t is large, the latter integral is equivalent to e −6t
2 /(2 √ 6πt). Next, we shall see that the slab orthogonal to the main diagonal has a similar and actually better property when the enlargement t increases with the dimension. Let β ∈ (0, 1/2) and α > 0, we consider enlargements by a distance t = αn β . Our result implies, for any norm one vector
On the other hand, the Moderate Deviation Principle satisfied by the sums of X i 's (see e.g. [10] ) ensures that for α > 0 and b ∈ (1/2, 1),
Rewriting this with
Comparing this with (2) shows that in a logarithmic scale, the half-cube orthogonal to the main diagonal has almost minimal enlargements by n β when the dimension n goes to infinity.
Next, we shall study wider enlargements, of the order of √ n. Recall that the maximal norm of a point in the cube is ( √ n)/2. In particular the previous estimates do not see the fact that for any half-cube A, the enlargement A (
has measure 1. We have to make sharper estimates. We start as before, and use the log concavity of f (t) = sinh( √ t)/ √ t:
were we have set θ = λ/ √ n and used the fact that t is positive. We have proved the following:
where Λ * (u) = sup θ∈R θu − log
is the Cramer transform of the uni-
Since Λ * is infinite outside (−1/2, 1/2), this estimate recovers the fact that the whole cube is covered when enlarging a half cube by more than √ n/2. Moreover, let α ∈ (0, 1/2). The previous estimate gives
The number Λ * (α) is best possible. Indeed, it follows from Cramer's theorem (see e.g. [10] ) that:
Again, this means that the half-space orthogonal to the main diagonal is asymptotically almost extremal (in the logarithmic scale, which does not see polynomials in n, for example).
To conclude this section, we discuss very large enlargements, comparable to √ n/2. It is then intuitively clear that the half-space orthogonal to the main diagonal is close to extremal. We try to quantify this phenomenon.
Proof: We derive this from the bound exp(−nΛ
Thus exp(−nΛ * (1/2 − δ/ √ n)) ≤ exp(−n(−1 + log( √ n/δ))), and the corollary is established.
contains only one vertex of the cube: V = (1/2, . . . , 1/2). It is a simplex, orthogonal at V , and all other vertices of this simplex are at the same distance = n/2 − t √ n = δ √ n from V . Thus, its volume is given by
by Stirling's formula. One should compare this result with the bound of Corollary 16.
In view of Theorem 8, the results of this section extend to the measures ν ⊗n p , for p ≥ 2.
Some extensions
In this section we extend some of our results to the cases of non-product measures and exponential densities.
Convex sets in John's position
We show that the previous estimates hold for symmetric convex bodies having the same maximal volume ellipsoid as the unit cube.
Theorem 17 Let K be a symmetric convex body in R n . Assume that the maximal volume ellipsoid inside K is the Euclidean ball of radius 1/2. Then, for any x ∈ R n ,
Recall that L ∞ (x) = 2 sinh(x/2)/x. Let u be a unit vector in R n , and let t > 0; one has
where Λ * is the Cramer transform of the uniform distribution on [−1/2, 1/2].
So we have the same bound as for the unit cube, it is the best dimension free upper estimate. Since Λ * (1/2) = +∞, we recover for t = 1/2 the fact that any symmetric convex set is included in √ n times its ellipsoid of maximal volume [16] .
Proof: By John's theorem [16] , there exist m ≥ n, c 1 , . . . , c m > 0 and u 1 , . . . , u m , unit vectors in R n , such that the vectors ±1/2u i are contact points between the boundary of K and 
It is classical that K is included in the slabs corresponding to the contact points. Therefore:
Next, we use this inclusion, the decomposition of the identity and Ball's form of the Brascamp-Lieb inequality (see [9] , [3] and also [5] ) to bound from above the Laplace transform of the characteristic function of K:
Recall two consequences of the decomposition of the identity: first i≤m c i = n (taking traces) and i≤m c i x, u i 2 = |x| 2 . Using the parity of L ∞ and the
This gives the announced bound on the Laplace transform. For x = 0, one recognizes in the previous calculation Ball's upper bound on the volume of symmetric convex sets in John's position [3] . The second claimed inequality follows from this bound and the exponential Chebichev inequality. 2
Unit balls of n p
A weak point of the deviation inequality proved in the last section is that it is expressed for the volume measure on the convex set K. As we just mentioned Vol(K) ≤ 1, so a result for the uniform probability on K would be better. In the case of the unit balls B n p , the subindependence property of slabs, discovered by Ball and Perissinaki [2] allows such an improvement. Let X = (X 1 , . . . , X n ) be distributed according to the uniform probability P on B n p , let a be a unit vector in R n and λ > 0. In the following, we use the invariance of P under reflections X i → −X i , and the subindependence of complements of coordinate slabs for P as exposed in [1] : 
This is valid for p ≥ 1. Next, additional properties of E e tX may be used. For example, if p ≥ 2, Proposition 10 implies that t → log E e √ t X is concave, so
E e λaiXi ≤ E e λX1/ √ n n .
As before this yields a deviation inequality in terms of the Cramer transform of the law of one coordinate, extending Theorem 15.
Exponential measures.
For these measures, the Laplace transform composed with the square root is logconvex. This implies that the canonical half-spaces and not the ones orthogonal to a diagonal are roughly extremal.
Proposition 18 Let p ∈ [1, 2] , and (Y i ) i≥0 be a sequence of independent random variables with common law dµ p (t) = e −|t| p dt/α p . Let a ∈ R n with n i=1 a 2 i = 1, then for every t ≥ 0,
where Λ * p is the Cramer transform of µ p . Proof: As before, and denoting by L µp the Laplace transform of µ p
where g p (t) = log L µp ( √ t) is convex by Theorem 8. On the convex set ∆ = α ∈ R n ; n i=1 α i = 1 and α i ≥ 0, i = 1, . . . , n the function α → n i=1 g p (α i λ 2 ) is convex. Thus its maximum on ∆ is achieved on the set of extremal points of ∆, which coincides with the canonical basis of R n . Since (a 2 i ) i≤n ∈ ∆, we get that
Finally, using the parity of L µp
= e − sup λ∈R (λt−log Lµ p (λ)) = e −Λ * p (t) .
2 When p = 1, the bound can be explicitly computed: for t ≥ 0, e −Λ * 1 (t) = 1 2 ( t 2 + 1 + 1) e − √ t 2 +1+1 ≤ e t 2 + 1 e −t .
The coefficient 1 in the exponential is sharp. Indeed P (X 1 ≥ t) = µ 1 ([t, ∞)) = e −t /2.
