Introduction
A function f is said to be an almost periodic polynomial if it can be expressed in the form
c j e iλ j x with c j ∈ C and λ j ∈ R.
(1.1)
The set of all almost periodic polynomials forms an algebra AP P . The closure of AP P under the uniform norm f = sup x∈R |f (x)| gives the algebra AP of almost periodic functions. In other words, AP is the C * -subalgebra of L ∞ (R) generated by all functions e λ (x) = e iλx , λ ∈ R. The mean value of an almost periodic function is defined as [4] and [14] .) Of course, M(f ) = M 0 (f ). For f ∈ AP P written in the form (1.1), M λ j (f ) = c j .
M(f )
The Fourier spectrum of f, denoted (f ), is defined as { λ ∈ R : M λ (f ) = 0 }. We use AP + (resp. AP − ) to denote the subalgebra consisting of all f ∈ AP such that (f ) ⊂ [0, ∞) (resp. (−∞, 0]). A matrix function is said to be in AP or in AP ± if all of its entries are. We say that an n × n matrix AP function G is AP -factorable if it can be represented as a product
where (G + ) ±1 ∈ AP + , (G − ) ±1 ∈ AP − , and = diag[e λ 1 , . . ., e λ n ], λ j ∈ R. Factorization (1.2) was introduced in [10] . It was also observed there that, if G is periodic with a period T, then a simple change of variable t = e ixT/2π reduces (1.2) to a classical Wiener-Hopf factorization of matrix functions that are continuous on the unit circle. The latter factorization is important, in particular because of its applications to Wiener-Hopf equations (i.e., convolution type equations on the half-line); see [8] , an early influential paper on the subject, and [7] , a recent exposition. As it happens, a more general AP factorization arises naturally [10; 11] when convolution type equations on finite intervals are considered. Other applications of AP factorization include inverse scattering problems [1] and signal processing [15] . It is also used in extension problems for positive and contractive (matrix) AP functions [18; 17] , as well as functions on a torus [2] . Some properties of the AP factorization are very similar to those of the WienerHopf factorization and can be established analogously. In particular, if an AP factorization exists then the set of λ j in ( 
is defined uniquely (see [10] ). On the other hand, the existence of AP factorization and its explicit construction are much more complicated than those of the usual Wiener-Hopf factorization of continuous matrix functions. These questions are nontrivial (and still open) even for 2 × 2 matrices of the form
where λ > 0 and f is an almost periodic polynomial. By the way, such matrices are of special importance because they arise in the just mentioned applications to convolution type (in particular, difference) equations in the case of one interval of length λ. We will refer to λ in (1.3) as the diagonal exponent of G f . We prove AP -factorability of several new classes of matrix functions of the form (1.3), establish necessary and sufficient conditions for having zero partial AP indices, and in some cases compute d(G f ). This is done mainly in Sections 3, 4, and 5. Briefly, the classes of matrix functions are described in terms of the Fourier spectrum of f. For example, we prove that if (f ) ⊂ {−ν} ∪ R ∪ [λ − ν, λ), where 0 < ν < 1 2 λ and R is a suitably chosen interval in (0, λ − 2ν], then G f is AP -factorable (see Theorem 3.1). In Section 4 we study the case when f is a trinomial: f (x) = c −1 e −ν + c 0 e µ + c 1 e δ . We establish new cases of AP -factorability of G f when µ = 0. Some generalizations of the trinomial case are given in Section 5. The structure-preserving transformation introduced in [3] is the main tool in our investigation. It turns out that virtually all previously known cases of AP -factorability of matrix functions (1.3) can be verified using this transformation. The transformation is described in full detail in Section 2, where some previously known results are presented as well. The matrix generalization of the functions (1.3), where diagonal entries are changed to e ±iλx I n and f is an almost periodical n × n matrix, is studied in Section 6. Here, AP -factorization is proved for several classes of such matrix functions. New phenomena appear for the matrix generalization of (1.3); for example, in contrast with (1.3), not every matrix function of the form where F(x) is an almost periodic polynomial n × m matrix with nonnegative Fourier spectrum and m + n > 2, admits an AP -factorization. Applications to the Fredholm properties of systems of convolution equations on a finite interval (both continuous and discrete types) are given in Section 7. Certain properties of almost periodic matrix functions G(x) and their APfactorability are well known and can be easily established. 
Part (i) follows from the general fact (discussed in [10] ) that the sum of partial AP indices of any AP -factorable almost periodic n × n matrix function with constant determinant will be zero, and from [13, Lemma 1.2] . Parts (ii) and (iii) can also be found in [10] , though they are not formulated there as separate statements.
In view of Lemma 1.3(iii), it will be implicitly assumed throughout the rest of the paper that (f ) ⊂ (−λ, λ).
Throughout the paper we denote by Z and Z + the set of integers and the set of nonnegative integers, respectively.
The Transformation
The transformation that is the principal tool of the present paper is introduced in [3] as Theorem 3.1. For lack of a better name, we will refer to the technique as the BKST transformation after the authors of the paper. We describe now the BKST transformation in detail. We begin with a matrix in the form (1.3) and f written as
where a = 0, 0 < γ 1 , γ 2 , . . ., γ m < λ + ν, and ν ∈ (−λ, λ). For convenience, it will be assumed that γ j are arranged in the increasing order:
We let be the m-vector (γ 1 , . . ., γ m ), and N will denote any m-vector (n 1 , . . ., n m ) with n j ∈ Z + ; N, will be the usual inner product n 1 γ 1 +· · ·+n m γ m , and |N | = n j . Finally, for any vector N and polynomial in the form (2.1), let
Then direct calculation yields that Every N = 0 in the left summation of (2.3) will correspond to a vector
in the kth summation on the right for each k such that n k = 0. If we let n α 1 . . . n α q denote the nonzero terms of N and n = |N |, then
Hence, every term except N = 0 in the summation on the left in (2.3) vanishes along with every term in the double summation on the right, and we are left with
Let now
if we agree, as usual, that (−ν, ν) = ∅ for ν ≤ 0 and that a sum with an empty set of indices equals zero. Set 
It is clear that
Observe also that, owing to (2.4),
This and Lemma 1.1 yield the following theorem. 
where
In comparison with [3] , we have simplified the formula for X. Also, the case ν ≤ 0 was not considered in [3] because it corresponds to the situation (f ) 
Proof. Write f in the form (2.1) with ν = −µ. Applying the BKST transformation once yields, according to (2.6),
Hence G f 1 (and therefore G f ) is AP -factorable with partial AP indices ±µ.
If µ = 0 then (2.9) and (2.7) tell us that
and so
The BKST transformation can also be used to verify several other previous results on factorability (additional information is available in [16] ); for the reader's convenience, we state some of them. Suppose that one point of the Fourier spectrum of f is separated from the rest of the spectrum by a "big gap", a distance at least as great as the diagonal exponent. This type of matrix reduces in one BKST transformation to the case considered in Theorem 2.2, allowing explicit calculation of partial AP indices and d(G).
10)
with the summation over all Consider now the case of zero partial AP indices, that is,
On the other hand, by (2.7),
In our case, Y = 0. Since λ ≤ γ j < λ + ν < 2λ, we have also X = 0. Comparing the formulas (2.11) and (2.12),
Since γ j ≥ λ and λ < λ + ν < 2λ, the only Fourier exponents of f 1 are the numbers
where is the set {γ 2 − λ, . . ., γ m − λ}, and for
we have
where N = (0, n 2 , . . ., n m ). This proves formula (2.10).
This case was considered earlier in [6] . However, d(G) was calculated there only for a trinomial f.
Suppose the Fourier spectrum of f lies in a grid M = −ν + hZ + , where −ν is the leftmost point in the spectrum and h > 0. This situation occurs (with a suitable choice of h) if and only if the distances between all the points of (f ) are commensurable. According to [12, Thm. 3 .1], the following result holds.
We postpone the proof (based on a recursive use of the BKST transformation) until Theorem 2.7, where a more general result will be established. 
Let also τ be the smallest positive element of M, and write f as
, where M = {λ/h}. (Throughout this paper, we will let [x] denote the greatest integer less than or equal to x, and {x} the greatest integer strictly less than x; [x] = {x} for x / ∈ Z and [x] = {x} + 1 = x for x ∈ Z.) For any positive integer n, define the matrix 
In this case, one step of the BKST transformation provides an AP factorization of G f . This leads to the formulas for partial AP indices, which can also be extracted from the proof of Theorem 2.3 in [10] as follows.
The following case is introduced in [6, Thm. 3.1 and Thm. 3.6] as a generalization of both the commensurable distances situation (Theorem 2.4) and the case of one-sided f (Theorem 2.2). Define ε as the positive distance from zero to the negative portion of the union of the two grids M = −ν + hZ and M = −λ + hZ.
(Strictly, ε = min(λ − h{λ/h}, ν − h{ν/h}).) Theorem 3.6 of [6] , which also can be verified with the BKST transformation, may be stated as follows.
We will first show that BKST transformation reduces G f to another matrix in the same class with smaller λ.
Proof. If f (x) = 0 then we are done. Otherwise, we construct G by applying the BKST transformation not more than twice to G f . The first time, write f as 
implies that λ ∈ {λ + hZ}. From here and the inequalities 0 < λ < (ν <) λ one can conclude that, in fact, λ ≥ λ − h{λ/h} ≥ ε and λ ≤ λ − h. Transforming a second time, the elements of 1 are either multiples of h or ≥ λ + ν − ε, and the diagonal exponents of G 1 are ±ν, so N, 1 is either a multiple of h or
Proof of Theorem 2.7. Applying Lemma 2.8 repeatedly, we arrive at a matrix,
In the first case, G f n is obviously AP -factorable (with partial AP indices ±λ n ). In the second case, consider the two subcases separately.
Then ε = ν − h{ν/h} < λ n , and the intersection {−ν + hZ} ∩ (−λ n , 0) consists of exactly one point, −ε, the distance of which from the rest of (f n ) is at least λ n . By Theorem 2.3, G f n is AP -factorable.
In both subcases, Lemma 2.8 implies that G f is AP -factorable as well.
Again, this method gives no way other than recursively to explicitly calculate the partial AP indices of G f or d(G f ) (if the partial indices are zero).
A Generalization of the Big-Gap Result
Theorem 2.3 shows the factorability of polynomials f with one negative exponent and the rest of the exponents a distance of at least λ away. It relies on the fact that, under the BKST transformation, such f yield f 1 ∈ AP + , a known factorable case. We can generalize this result by allowing additional points in the Fourier spectrum of f which lie within a certain closed interval but which still cause
, and c = − 
is the vector of nonzero elements of (f 1 ).
Observe that R s ⊂ (0, λ − 2ν] and R i ∩ R j = ∅ for i = j. Thus, Theorem 3.1 contains several independent statements in which the intermediate part of (f ) is allowed to lie entirely in any one of the disjoint intervals R 1 , . . ., R {λ/ν}−1 . The case s = 0 corresponds to the setting of Theorem 2.3, where
Let n and m denote p-and q-vectors of nonnegative integers, and let
(1) Theorem 2.1 states that G f will be simultaneously factorable with
where 
/a, and so G f 1 
Note that every N = (n|m) that contributes to X will have m = 0, because δ j ∈ [λ, λ + ν) and so 
(note that what is referred to in Theorem 2.2 as λ is ν here, and µ there is here the leftmost element of f 1 , which is 0; represents the vector of nonzero elements of (f 1 )).
Matrix inversion and multiplication yields
Trinomials
In this section we consider almost periodic matrices of the form If −ν ≥ 0 or δ ≤ 0 then f (x) ∈ AP ± and so G is explicitly factorable by Theorem 2.2, so we can assume without any loss of generality that ν, δ > 0. We will also assume that µ ≥ 0, since if µ < 0 then we can instead use the matrix Gf = JG * J withf = c 1 e 
The BKST transformation allows us to understand the small-λ case when µ = 0, which we present as Theorems 4.3 and 4.4. Proof. Applying the BKST transformation once will transform G(x) to an already understood case. We have
is binomial or monomial, both of which are AP -factorable, so we need only consider the above case.) However, since ν + µ > ν, G f 1 meets the conditions of Theorem 4.2 and so G f 1 , and thus G, must be AP -factorable.
As for the partial AP indices, if
, and so f 1 is binomial with Fourier spectrum {w(ν + µ) − λ, 0} and therefore has zero partial AP indices. (If w(ν + µ) − λ > ν, then f 1 is monomial with Fourier spectrum {0} and therefore zero partial AP indices.) Otherwise, we construct Proof. We will show inductively that for n ≤ k, after n iterations of the BKST transformation, G transforms to
1 e δ n e −λ n with 0 < µ n < λ n , ν n + δ n > λ n , 0 < δ n < λ n for n < k, and δ k ≥ λ k for some k < ∞, so f k (x) is binomial and therefore G k is factorable with partial AP indices computable by Theorem 2.6.
We know that G(x) meets the criteria ν + δ > λ and µ > 0; we will show inductively that f n+1 is trinomial with these properties if f n is. Transforming f n by the BKST method, we have
. So the only vectors N that could contribute to (f n+1 ) are N = (w n , 0), (0, 1), and (w n + 1, 0), so at worst (f n+1 ) = {w n (ν n + µ n ) − λ n , ν n + δ n − λ n , (w n + 1)(ν n + µ n ) − λ n } = {−ν n+1 , µ n+1 , δ n+1 }. Here, µ n+1 = ν n + δ n − λ n > 0 by assumption, and ν n+1 +δ n+1 = −w n (ν n +µ n )+λ n +(w n +1)(ν n +µ n )−λ n = ν n + µ n > ν n = λ n+1 . Further, if n + 1 < k then −ν n+1 < 0 because otherwise δ n+1 = −ν n+1 + ν n + µ n > ν n = λ n+1 . Also, µ n+1 < ν n because otherwise ν n + δ n − λ n ≥ ν n , that is, δ n ≥ λ n , and if δ n+1 ≥ λ n+1 then we are merely in the n = k case, and so we are done.
It is worth noting that µ n+2 = ν n+1
Now we must show that k is finite. We let y denote the smallest number j such that ν j + µ j ≥ λ j and claim k ≤ min(y + 1, 2[λ 0 /µ 0 ]) < ∞. If y is finite, then w y = 1 because ν y + µ y − λ y ≥ 0 > −ν y ; then δ y+1 = (w y + 1)(ν y + µ y ) − λ y = 2(ν y + µ y ) − λ y ≥ ν y + µ y > ν y = λ y+1 and so k ≤ y + 1. If y is infinite, then at every step we know that ν j < λ j − µ j , that is, λ j +1 < λ j − µ j ; therefore, λ j +2 ≤ λ j − µ j − µ j +1 , and since either µ j or µ j +1 = µ 0 , it follows that λ j +2 ≤ λ j − µ 0 . Therefore, if we let z = 2[λ 0 /µ 0 ] then we have λ z ≤ λ 0 − [λ 0 /µ 0 ]µ 0 ≤ µ 0 = µ z , and since (as we showed before) µ j ≥ λ j implies δ j −1 ≥ λ j −1 , we know that k < z < ∞. 
We now use the foregoing results to generalize to other classes of trinomials f that can be shown to be AP -factorable. The following result contains Theorem 4.4 except for the explicit calculation of partial AP indices; however, Theorem 4.4 is used in the proof, so it needed to be stated and proven separately. 
Proof. We have
. If none of these hold then we are in a nondegenerate trinomial case with a distance of ν + µ > ν between highest and lowest exponents, and so we construct G f 1 and apply Theorem 4.2 if the middle exponent is zero and Theorem 4.4 otherwise.
If µ and δ are sufficiently close then G will transform to a case of commensurable distances between exponents, and we will be able to prove AP -factorability and give necessary and sufficient conditions for zero partial AP indices based on Theorem 2.5.
If we let g = ν + µ and h = ν + δ, the partial AP indices of G will be zero if and only if :
, and det 1 det 2 = 0, where Otherwise, we will show that if N, − λ ∈ (−ν, ν) then |N | = k, and that this causes (f 1 ) to lie within a grid ξ +hZ, a sufficient condition for AP -factorability by Theorem 2.4.
Write f in the form f (x) = ae
)Z and so, by Theorem 2.4, G f 1 and therefore G is AP -factorable.
As for the partial AP indices, since |N | = k for N, − λ to appear in (f 1 ),
From Theorem 2.5 we know that, for G f 1 to have zero partial AP indices, ei-
Then (4.1) simplifies to
with M defined as before, so then Theorem 2.5 applies. 
it follows that µ + δ + ν > 2µ + ν ≥ λ + 2ν > λ and so Theorem 4.6 holds.
The following is a subcase of Theorem 4.6, and is included only because the partial AP indices have been calculated explicitly.
Proof. Both elements of are not less than (λ − ν)/2 + ν = (λ + ν)/2, so if |N| ≥ 2 then N, ≥ λ + ν and hence N, − λ / ∈ (−ν, ν). Thus, only N = (1, 0) and (0, 1) contribute to (f 1 ), so f 1 (x) is at worst binomial; thus G f 1 , and therefore G, is AP -factorable. As for the partial AP indices, if δ ≤ λ − 2ν then ν + δ − λ ≤ −ν; since µ < δ, the same is true for µ, and f 1 (x) = 0. This
− with highest exponent ν + δ − λ, so the partial AP indices are again ±(ν + δ − λ). If ν + µ − λ ≥ 0, we have f 1 ∈ AP + with leftmost exponent ν + µ − λ. If none of these degenerate cases hold, f 1 (x) is a two-sided binomial and the diagonal terms of G f 1 are ±ν, so the partial AP indices are ±min n∈Z |n(δ − µ) − ν)|.
Generalized Trinomials
Many of the results we obtained for trinomials can be generalized by considering polynomials f that have-instead of three points in the Fourier spectrum-a Fourier spectrum lying on a sort of "double-grid" generated by three points. If we choose our first three points −ν, µ, δ then we can consider an almost periodic polynomial f with (f ) ⊂ {−ν + (ν + µ)Z + (ν + δ)Z} because (as will be shown), under the BKST transformation, this new matrix will behave the same as a trinomial.
Unfortunately, the case where (f ) ⊂ {−ν + gZ + hZ} has not yet been solved in full generality. (If it were then this would give a full understanding of trinomials as a special case.) However, certain restrictions can be placed on g and h to make the matrix behave well under the BKST transformation. Double-grids are considered in [3, Sec. 4] , but the ones considered there are unions of two shifted grids with the same size step, and the size of the step is equal to the absolute value of the leftmost exponent; [3] also requires that λ lie in one of the two grids whose union contains (f ). We, on the other hand, propose four different restrictions that would suffice to make G f AP -factorable, but we do not offer necessary conditions or more general results. There is some small overlap between the cases considered here and in [3] (the case covered in Theorem 5.2, for instance, meets the criteria in [3] ), but in general we are using different conditions.
and (f ) ⊂ M = {−ν + gZ + + hZ + } with ν, h, g > 0, and either
Note that, except for the calculation of partial AP indices, this covers Theorems 4.2-4.7 and Corollary 4.8 as special cases where µ = −ν + g, δ = −ν + h, and M −ν+ig+jh (f ) = 0 for i + j > 1. Also note that, in the first two cases, the "double grid" M is nothing more than a single grid −ν + gZ with the single point −ν + h added. Also, if h/g is rational then we can write h/g = p/q with p, q ∈ Z and let ξ = g/q; then (f ) ⊂ {−ν + gZ + + hZ + } ⊂ {−ν + ξ Z} and so Theorem 2.4 is applicable. Therefore, we are only interested in h/g irrational.
Proof. Applying the BKST transformation, the terms of are of the form α
In the first case, if n 2 ≥ 2 or n 2 = 1 and
Since g ≥ ν and h − λ > 0, it follows that G f is AP -factorable according to Theorem 4.4 or 4.3.
In the second case, we again have 2h
In the third case, as in the proof of Theorem 4.7, if we let
which we know from Theorem 2.4 is a sufficient condition for G f 1 , and therefore G f , to be AP -factorable.
In the fourth case, g > 2ν implies 
Then G f has partial AP indices equal to zero if it is AP -factorable, and is APfactorable if and only if |c

The Matrix Case
The BKST transformation technique can be also applied (under certain restrictions) to matrix functions of the form
where λ > 0 and F is an n × n matrix whose entries are almost periodic polynomials. Defining the Fourier coefficients M α (F ) = M(e −α F ) entrywise, we let (F ) = { α ∈ R : M α (F ) = 0 }. As in Section 2, denote by −ν the smallest point of (F ) ∩ (−λ, λ), and by a the corresponding Fourier coefficient M −ν (F ). We have now to impose the additional condition that the n × n matrix a is invertible; of course, in the scalar case (n = 1) this condition was satisfied automatically. Then we can write, analogously to (1.3), Of course, for commuting matrices b 1 , . . ., b m formula (6.3) can be written in the same form (2.2) as in the scalar (n = 1) case. The applicability of the BKST transformation in this setting was observed in [3, Sec. 7] .
The result of Theorem 2.2 (for F with nonnegative Fourier spectrum) remains valid for G F provided an invertibility condition is satisfied. 
where a = M(F ) and
Observe that L can also be written as N : N, =λ y N (F (1) ) with F (1) 
k appear naturally if, instead of (6.2), a representation
b (1) k e γ k ae −ν is used. The corresponding form of (6.4), along with other statements of Proposition 6.1, was established in [13] . We give here a different proof based on the BKST transformation.
Proof. Setting −ν = µ in (6.2) and applying the BKST transformation, we obtain
Hence, G F 1 (and therefore G F ) is AP -factorable with partial AP indices µ (n times) and −µ (n times). If µ = 0, (6.5) and (2.7) tell us that
as required.
It turns out that the invertibility hypothesis is essential in Proposition 6.1, in view of the following result. 
For the proof of Theorem 6.2 we need a lemma. (1) m = 1, n = 2; and (2) m = 2, n = 1. Consider case (1) . Let
where h is an AP -polynomial with
for which the matrix function
is not AP -factorable. The exis- We perform now the following elementary operations: subtract from the second row the third row multiplied by e λ−µ ; subtract from the third column the second column multiplied by e −λ−µ ; add the first row multiplied by he (λ−µ)/2 to the second row; interchange the second and third rows. Call the resulting matrixG:
By Lemma 1.1, the matrices G andG are simultaneously AP -factorable (observe here that ( Thus the left-hand side of (6.7) satisfies the requirements of Theorem 6.2.
Next, we state the "big-gap" result (a matrix generalization of Theorem 2.3). It will be convenient to treat the case of zero partial AP indices separately. 
The summation in (6.9) is over all A lemma is needed for the proof of Theorem 6.5. where φ + and φ − are unknown vectors with components in AP + and AP − , respectively. It follows from (6.10) that the problem (6.11) has an infinite dimensional set of solutions. Indeed, denote by ε the smallest point in (F 1 ); then for every g ∈ AP with (g) ⊂ (−ε, 0) we have the solution
On the other hand, the AP -factorability of G F with zero partial AP indices would imply that (6.11) has only constant solutions.
A similar idea was used in [3] in the case of F with pairwise commuting coefficients. 
where a = M −ν (F ). By formula (6.4) we have
On the other hand, by the matrix analog of (2.7),
The matrix L is computed analogously to the proof of Theorem 2.3. We have
Straightforward algebra now yields the formula (6.8).
We conclude this section with a matrix generalization of Theorem 3.1. The proof of (i) is analogous to that of Theorem 3.1, using Proposition 6.1. To prove part (ii), Theorem 6.5 is used.
Under the hypothesis of Theorem 6.7, if G F is AP -factorable with zero partial AP indices, a formula for d(G) could be given using the matrix BKST transformation and Proposition 6.1; however, the formula is too cumbersome to state and is therefore omitted.
Applications: Convolution Equations on a Finite Interval
Following [11] , consider the convolution type equation
(k * u)(t) = f (t), t ∈ E, (7.1) on the finite interval E = (0, λ). We suppose that the Fourier transform K = Fk of the n × n kernel k has AP W -asymptotics at ±∞. The latter condition means that there exist matrix functions K ± ∈ AP with absolutely convergent Fourier series Combined with the results of Sections 3-6, this theorem yields concrete Fredholm criteria for equations (7.1) in terms of the asymptotic behavior of the Fourier transforms of their kernels. For example, Theorem 6.5 implies the following. 
and η j of
the numbers
are not integers.
It follows from Theorem 7.3 that equation (7.5) has a unique solution for every right-hand side if and only ifK is AP -factorable with zero partial AP indices and σ ∈ (1/p − 1, 1/p). In the L p -setting (i.e., for σ = 0) this result is stated in [9] .
Proof. For K ∈ AP W , assumption (7.2) is obviously satisfied with K + = K − = K. Condition (1) of Theorem 7.1 is therefore equivalent to AP -factorability ofK with zero partial AP indices. In its turn, d( K − ) −1 d( K + ) = I 2n , so that all θ j in condition (2) are equal to s − 1/p. From here follows the Fredholm criterion.
To prove the formulas for defect numbers, use Theorem 2.1 of [11] , according to which (7.5) is equivalent to the Wiener-Hopf operator W S with the symbol
considered on L n p (R + ). Because of the factorability ofK with zero partial AP indices, W S has the same defect numbers as the direct sum of n copies of the operator
It remains to apply the well-known result on one-side invertibility and the index formula for Wiener-Hopf operators with piecewise continuous symbols [5] .
We conclude with a concrete version of Theorem 7.3 that is valid by virtue of Theorem 6.7. 
