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Abstract
We derive the driving potential that accelerates adiabatic population transfer from an initial state
to a target state in a lattice system without unwanted excitation of other states by extending to
discrete systems the fast-forward theory of adiabatic transfer. As an example we apply the theory
to a model that describes a Bose-Einstein condensate in a quasi one-dimensional optical lattice,
and show that modulation of the tilting of the lattice potential can transfer the population of the
Bose-Einstein condensate from site to site with high fidelity and without unwanted excitations.
PACS numbers: 02.30.Yy, 37.10.Jk, 67.85.d
I. INTRODUCTION
During the last three decades there have
been dramatic advances in both theoretical
understanding of the requirements for con-
trol of quantum dynamics and the technology
that is needed for the execution of proposed
control paradigms[1, 2]. Experimental verifi-
cations of the theory for systems as diverse
as control of population transfer in Bose-
Einstein condensates (BECs) and in chemi-
cal reactions have been reported [3–10]. A
particularly useful subgroup of the proposals
for control of quantum dynamics of a system
rely on adiabatic transfer via the slow vari-
∗masuda@uchicago.edu
ation of an external field that is applied to
the system. However, experimental exploita-
tion of such control schemes can be rendered
difficult by the occurrence of unwanted in-
ternal decoherence processes and by exter-
nal noise; both of these difficulties can be
reduced or avoided if the adiabatic transfer
process can be speeded up sufficiently to per-
mit population transfer to compete success-
fully with the time-dependence of the per-
turbations. Indeed, with this goal in mind,
several methods for the acceleration of quan-
tum dynamics, including adiabatic dynamics,
have been proposed. These methods include
the counter-diabatic protocol [11], frictionless
quantum driving [12], invariant-based inverse
engineering [13], and fast forward scaling [14–
1
18], which is also used for protection of quan-
tum states from potential uctuations [19].
Lattice models are widely used to describe
quantum systems, examples of which are a
BEC in an optical lattice, a network of non-
linear waveguides and optical fibers, and a su-
perconducting ladder of Josephson junctions.
For example, motivated by the potential ap-
plicability to quantum computation, and by
the opportunity to simulate aspects of com-
plex electronic behavior in crystalline matter,
many remarkable features of BECs in opti-
cal lattices have been studied [20]. The ex-
isting studies clearly reveal the value of the
ability to manipulate BECs in optical lat-
tices for the purpose of preparing well-defined
quantum states. We have been stimulated
by this observation to to extend the the-
ory of accelerated adiabatic transfer to lat-
tice systems so as to determine the potential
that drives specified state-to-state popula-
tion transfer without excitation of unwanted
quantum states. In this paper we provide
a derivation of that driving potential, and
we apply the theory to site-to-site population
transfer of a BEC in a quasi-one-dimensional
optical lattice. We show that modulation of
the lattice potential can transfer the popula-
tion of the BEC between sites of the lattice
with high fidelity and without unwanted ex-
citations. The theory developed is applicable
to any lattice in which the on-site potential
is tunable. We also demonstrate the robust-
ness of the accelerated population transfer to
variation (approximation) of the driving po-
tential.
In Sec. II we present the framework of the
theory of accelerated quantum adiabatic dy-
namics in a lattice system and discuss its re-
lationship with the corresponding theory for
a continuous system. In Sec. III we study
accelerated population transfer in a Bose-
Einstein condensate in a one-dimensional op-
tical lattice potential. The robustness of the
method with respect to approximation of the
driving potential is studied in Sec. IV. An
Appendix provides a brief description of the
basic theory of acceleration of non-adiabatic
quantum dynamics.
II. FAST-FORWARD TRANSFORMA-
TION IN DISCRETE SYSTEMS
We consider a lattice system in which
the dynamics is governed by a discrete time-
dependent Schro¨inger equation
i
dΨ(m, t)
dt
=
∑
l
τm,lΨ(l, t)
+
V0(m,R(t))
~
Ψ(m, t), (1)
where l, m denote sites and t time, respec-
tively, and τm,l = τ
∗
l,m is the rate of hop-
ping between sites m and l. The potential
V0 is modulated by a parameter R, which is
a function of t. If the parameter R changes
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slowly enough from Ri to Rf , and if the ini-
tial state is the nth energy eigenstate of the
Hamiltonian with potential V0(Ri), the wave
function of the state on site m changes from
φn(m,Ri) to φn(m,Rf) modulo the dynami-
cal and adiabatic phases of the states. The
wave function φn(m,R) is a solution of the
time-independent Schro¨inger equation
∑
l
~τm,lφn(l, R) + V0(m,R)φn(m,R)
= En(R)φn(m,R). (2)
On the other hand, when the parameter R
changes at a non-zero rate, transitions oc-
cur to other levels. Our purpose is to de-
rive a potential that drives the state from
φn(m,Ri) to φn(m,Rf ) in some short time TF
without unwanted excitations to other states.
For that purpose we consider an intermediate
state whose wave function is represented as
ΨFF (m, t) = φn(m,R(t)) exp
[
if(m, t)
]
× exp
[
−
i
~
∫ t
0
En(R(t
′))dt′
]
.(3)
Note that Eq. (3) contains the additional
phase f(m, t), and that the intermediate
state connects the initial state φn(m,Ri)
and the target state φn(m,Rf ) exp
[
−
i
~
∫ TF
0
En(R(t
′))dt′
]
in time TF . We require
that this additional phase vanishes at t = 0
and at t = TF , and we assume that the in-
termediate state satisfies the time-dependent
Schro¨inger equation
i
dΨFF (m, t)
dt
=
∑
l
τm,lΨFF (l, t)
+
VFF (m, t)
~
ΨFF (m, t), (4)
in which VFF (m, t) is the driving poten-
tial. We seek the driving potential that gen-
erates φn(m,Rf ) exp
[
− i
~
∫ TF
0
En(R(t
′))dt′
]
from φn(m,Ri). Although we do not aim to
generate the adiabatic phase, that uniform
phase can be tuned by a uniform potential if
necessary.
To find the forms of the driving potential
and the additional phase f(m, t) we substi-
tute Eq. (3) into the Schro¨inger equation (4)
and we use Eq. (2) to rearrange the resulting
equation. The imaginary part of the resul-
tant equation leads to
R˙Re
{
φ∗n(m,R)∂Rφn(m,R)
}
=
∑
l
Im
(
τm,lφ
∗
n(m,R)φn(l, R)
×
{
exp
[
i
(
f(l, t)− f(m, t)
)]
− 1
})
.
(5)
The solution of Eq. (5) yields the additional
phase f(m, t), and the real part gives the
driving potential as a functional of f , V0, R
3
and φn:
VFF (m, t) = V0(m,R(t))
+
∑
l
Re
{
~τm,l
φn(l, R(t))
φn(m,R(t))
×
(
1− exp
[
i{f(l, t)− f(m, t)}
])}
−~f˙(m, t)− ~R˙Im
[∂Rφn(m,R(t))
φn(m,R(t))
]
.(6)
It is necessary that R satisfies the conditions
R(0) = Ri
R(TF ) = Rf . (7)
If we take the boundary conditions to be
R˙(0) = R˙(TF ) = 0, (8)
f(m, t) vanishes at t = 0 and at t = TF (see
Eq. (5) ), and the intermediate state coin-
cides with the target state at TF . The driving
potential is obtained by substituting the ad-
ditional phase into Eq. (6). With the bound-
ary conditions
R¨(0) = R¨(TF ) = 0 (9)
the driving potential coincides with V0 at
t = 0 and at t = TF . The time-dependence
of R is arbitrary except for the requirement
imposed by the above boundary conditions.
The driving potential depends on the time-
dependence of R.
In the case that the hopping rate and the
wave function are real, Eq. (5) and Eq. (6)
simplify to
R˙∂Rφn(m,R)
=
∑
l
τm,lφn(l, R) sin[f(l, t)− f(m, t)],
(10)
and
VFF (m, t) = V0(m,R(t))
+
∑
l
~τm,l
φn(l, R(t))
φn(m,R(t))
×{1− cos[f(l, t)− f(m, t)]} − ~f˙(m, t).
(11)
We note that Eq. (5) implies that for
R˙ sufficiently large there is no solution for
f(m, t). That is, there is a lower limit to the
control time TF . This property is not seen
in the fast-forward theory for continuous sys-
tems [15]. Eqs. (5) and (6), for f and for
VFF , reduce to the corresponding equations
for continuous systems shown in Ref. [15] in
the limit that the dierences between adjacent
sites of f and of φn are small. The theory
of acceleration of non-adiabatic quantum dy-
namics in a continuous system is described in
Ref. [14]. Following the same analysis as in
Ref. [14], the key elements of the theory of
accelerated non-adiabatic quantum dynamics
in a lattice system are exhibited in the Ap-
pendix.
The analysis described above can be
straightforwardly extended to the case when
a nonlinear Schro¨inger equation is the basic
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descriptor of the system dynamics. Consider
i
dΨ(m, t)
dt
=
∑
l
τm,lΨ(l, t)
+
V0(m,R(t))
~
Ψ(m, t) +
c
~
|Ψ(m, t)|2Ψ(m, t),
(12)
where c is a constant. We assume the same
form of the wave function of the intermediate
state ΨFF as in Eq. (3). Then φn is a solution
of the time-independent nonlinear Schro¨inger
equation
∑
l
~τm,lφn(l, R) + V0(m,R)φn(m,R)
+c|φn(m,R)|
2φn(m,R) = En(R)φn(m,R).
(13)
We assume that the intermediate state
wave function is defined by the nonlinear
Schro¨inger equation
i
dΨFF (m, t)
dt
=
∑
l
τm,lΨFF (l, t)
+
VFF
~
(m, t)ΨFF (m, t)
+
c
~
|ΨFF (m, t)|
2ΨFF (m, t).(14)
We can derive the equations for the addi-
tional phase and the driving potential in the
same manner as for the linear Schro¨inger
equation. The resultant equations are the
same as Eqs. (5) and (6), respectively. The
nonlinear term influences the driving poten-
tial through φn in Eq. (13).
III. SITE-TO-SITE POPULATION
TRANSFER OF A BEC IN AN OPTI-
CAL LATTICE
As an example, we now consider site-to-
site population transfer of a BEC in an op-
tical lattice. The lattice is defined by an ex-
ternal potential that is the sum of a spatially
linear potential, which is tunable, and a sta-
tionary periodic potential
Vext(r, t) = ξ(t)z + UL(x, y) sin
2(2piz/λ),(15)
where λ/2 is the wavelength (period) of the
potential. We consider the case that the
mean eld condensate interaction is negligible.
A discrete model of the BEC in a tilted trap
was introduced in Ref. [21], using the tight
binding approximation. In the tight binding
approximation the condensate order param-
eter is written as
Φ(r, t) =
√
NT
∑
m
Ψ(m, t)ϕ(r− rm), (16)
where NT is the total number of atoms and
ϕ(m, r) = ϕ(r − rm) is the condensate wave
function localized in the mth trap with loca-
tion rm. We assume that
∫
ϕ(m, r)ϕ(m +
1, r)dr = 0 and
∫
ϕ2(m, r)dr = 1. Using
Eq. (16), the Gross-Pitaevskii equation can
be rewritten to read [21]
i~
∂
∂t
Ψ(m, t) = −K
[
Ψ(m− 1, t) + Ψ(m+ 1, t)
]
+
ξ(t)λm
2
Ψ(m, t), (17)
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where
K ≃ −
∫
dr
[
~
2
2m0
∇ϕ(m, r) · ∇ϕ(m+ 1, r)
+ϕ(m, r)Vext(r)ϕ(m+ 1, r)
]
, (18)
with m0 the mass of an atom. K is inde-
pendent of m because of the orthogonality∫
ϕ(m, r)ϕ(m + 1, r)dr = 0. Equation (17)
then can be rewritten as
i
∂
∂t
Ψ(m, t) = τ
[
Ψ(m− 1, t) + Ψ(m+ 1, t)
]
+
V (m, t)
~
Ψ(m, t), (19)
with
τ = −K/~, (20)
and
V (m, t) =
1
2
ξ(t)λm. (21)
We demonstrate the acceleration of popula-
tion transfer for a BEC in a lattice with this
model. Our goal is the transfer of popula-
tion to the ground state of the linear potential
with ξ = ξf from the ground state of the lin-
ear potential with ξ = ξi. We take ξi = −ξf
so that the population is transferred from one
side of the lattice to the opposite side of the
lattice.
A. A three-site model
We consider first a three-site model with
site potential
V0(m,R(t)) = ~ωR(t)m. (22)
In Eq. (22), the constant frequency ω is de-
fined by
ω = −
ξiλ
2~
=
ξfλ
2~
, (23)
and the time-dependence of R(t) is chosen to
be
R(t) = R0 +
2
TF
[
t−
TF
2pi
sin
(2pi
TF
t
)]
. (24)
We take R0 = −1, so that V0(m,R(t))
changes from ξiλm/2 to ξfλm/2 in time TF ,
and take the hopping rate in Eq. (1) to be
τm,l = τ(δm,l−1 + δm,l+1). (25)
We calculated the additional phase and driv-
ing potential for this model system using Eqs.
(10) and (11), respectively, with the parame-
ter set TF = 4.2 ms, ω = 2.14 /ms, ~/2K =
0.35 ms and λ = 850 nm [21]. The time-
dependence of the additional phase is shown
in Fig. 1, where we choose f(1, t) = 0. The
driving potential VFF (m, t), shown in Fig. 2,
differs from V0(m,R(t)) for 0 < t < TF , and
is equal to V0 at t = 0 and t = TF . We have
simulated the evolution of the model system
driven by VFF (m, t) from the ground state
corresponding to V0(m,R(0)). That evolu-
tion is monitored by the fidelity
F (t) = | < φ0|Ψ > |, (26)
where |φ0 > is the ground state of the in-
stantaneous Hamiltonian H0(R(t)) and |Ψ >
is the state driven by the potential VFF (m, t).
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FIG. 1: Time-dependence of the additional
phase.
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FIG. 2: (Color online) Time-dependence of
VFF (m, t)/~. The unit of time is 1 ms. The
inset shows the time-dependence of the fidelity,
defined by F (t) = | < φ0|Ψ > |.
The time-dependence of the fidelity is shown
in the inset to Fig. 2; it is equal to unity at
TF . A comparison of the population evolu-
tion under V0(m,R(t)) and under VFF (m, t)
is shown in Fig. 3. We note that the non-
adiabatic transfer generates unwanted exci-
tations, with the population of each site de-
viating from that evolving under the instan-
taneous Hamiltonian (dotted lines in Fig.
3). The fidelity of the population evolution
driven by V0(m,R(t)) is 0.938 at TF .
 0
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 0 time
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FIG. 3: (Color online) Time-dependence of the
population evolution under V0(m,R(t)) (dashed
and solid lines) and VFF (m, t) (dotted lines).
The evolution under the instantaneous Hamil-
tonian is also shown with dotted lines. The no-
tation is Ψm = Ψ(m, t).
B. A four-site model
We have also examined accelerated popu-
lation transfer of a BEC in a four-site model.
The parameters used for these calculations
are the same as for the three-site model ex-
cept that ω = 0.714 /ms. The population of
the ground state of the instantaneous Hamil-
7
tonian for each site is shown in Fig. 4. The
initial state is located mainly at sites 3 and
4, while the target state is located mainly at
sites 1 and 2. The time-dependence of the
driving potential is shown in Fig. 5. The
time-dependence of the fidelity are compared
in the inset to Fig. 5. The solid curve and
the broken curve correspond to the dynam-
ics with VFF and V0, respectively. We note
that the fidelity decreases and does not re-
cover at TF in the V0 generated dynamics be-
cause of unwanted excitations whereas for the
VFF generated dynamics the fidelity becomes
unity at t = TF .
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FIG. 4: (Color online) Population of the ground
state of the instantaneous Hamiltonian in the
four-site model system.
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FIG. 5: (Color online) Time-dependence of
VFF (i, t)/~. The unit of time is 1 ms. The inset
shows the time-dependence of the fidelity.
IV. COMMENTS
It is one matter to calculate the exact driv-
ing potential required to transfer the BEC
population between sites with perfect fidelity,
but it is another matter to generate that po-
tential in a real experiment. It is usually the
case that in real experiments we cannot gen-
erate a perfect rendition of a specified poten-
tial. Then, the robustness of the proposed
population transfer method to variation of
the driving potential is important. We can
test the efficiency of our proposed transfer
process to approximation of the driving po-
tential by considering population transfer un-
der a driving potential that is proportional to
the site number:
Vapp(j, t) = V(t)j. (27)
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In Eq. (27), V(t) is a function designed so
that Vapp approximates the exact driving po-
tential. For the three-site model, for transfers
between ground states, Vapp coincides with
VFF because
φn(1, R)
[
2φ2n(3, R)− φ
2
n(2, R)
]
= φn(3, R)
[
2φ2n(1, R)− φ
2
n(2, R)
]
, (28)
for any R. This property also holds for sec-
ond and third eigenstates of the instanta-
neous Hamiltonian, although the driving po-
tential depends on the level n. Thus the sim-
ple potential defined in Eq. (27) can trans-
fer population in the three-site model with-
out unwanted excitation. The approximation
Vapp(j, t) = V(t)j is not exact for the four-site
model, but it is a good approximation to VFF
for that model. We show the difference be-
tween Vapp and VFF for the four-site model
in Fig. 6. In general, VFF is well approxi-
mated by Vapp with a larger deviation near
t = TF/2 than in other time domains (Fig.
7). The fidelity of the population transfer in
the four-site system driven by Vapp is 0.997 at
TF whilst the fidelity of the population trans-
fer driven by V0 is 0.916.
Our derivation of the driving potential
that accelerates adiabatic population trans-
fer in a lattice reveals a striking difference be-
tween a lattice system and a continuous sys-
tem. Specifically, in the lattice system there
is lower limit to TF . This limit derives from
 0
time
-4
 4
 1.5
time
 -1.5
 2.86
-4-2.86
FIG. 6: (Color online) Comparison of Vapp/~ and
VFF/~. The unit of the vertical axis is 1/ms.
The inset shows the time-dependence of V/~ for
TF /3 ≤ t ≤ 2TF /3.
- 0.714
 0.714
 0
time
FIG. 7: (Color online) Comparison of V(t)/~
(red solid curve) and ωR(t) (black broken curve).
The unit of the vertical axis is 1/ms.
the condition for the additional phase in Eq.
(5), which gives the lower limit for R˙ for each
R depending on φn(R), that is, trajectory of
the evolution of the system. We believe that
the accelerated population transfer scheme
described in this paper can be used for the
9
coherent control of many quantum systems
which are described by chain or lattice mod-
els.
Appendix A: Acceleration of non-
adiabatic dynamics
We consider the acceleration of non-
adiabatic quantum dynamics. Consider the
wave function Ψ(m, t), which is a solution of
a discrete time-dependent Schro¨inger equa-
tion:
i
dΨ(m, t)
dt
=
∑
l
τm,lΨ(l, t)
+
V (m, t)
~
Ψ(m, t). (A1)
We seek a driving potential that generates
the target state Ψ(m, T ) at t = TF (< T ).
We assume that the wave function of the in-
termediate state is
ΨFF (m, t) = Ψ(m,Λ(t))e
if(m,t), (A2)
where f(m, t) is the additional phase and
Λ(t) =
∫ t
0
α(t′)dt′. (A3)
α is a real function of time called magnifica-
tion factor [14]. The time-dependence of α is
chosen so that it satisfies
Λ(TF ) = T. (A4)
We assume that ΨFF (m, t) is a solution of the
Schro¨inger equation:
i
dΨFF (m, t)
dt
=
∑
l
τm,lΨFF (m, t)
+
VFF (m, t)
~
ΨFF (m, t), (A5)
where VFF is the driving potential. Following
the same analysis as in Sec. II we find
α(t)
∑
l
Im[τm,lΨ
∗
mΨl]
=
∑
l
Im
{
τm,lΨ
∗
mΨl exp
[
i(fl − fm)
]}
,
(A6)
and
VFF (m, t) =∑
l
Re
{
~τm,lΨl
Ψm
[
α(t)− ei(fl−fm)
]}
+α(t)V (m,Λ(t))− ~∂tfm, (A7)
where fm and Ψm are abbreviations for
f(m, t) and Ψ(m,Λ(t)), respectively. Equa-
tion (A6) is used to obtain the additional
phase. The driving potential is obtained by
substitution of fm into Eq. (A7). As in the
case of acceleration of adiabatic population
transfer there is a lower limit to TF because
Eq. (A6) gives the upper limit of α(t) for
each t. The equations for f and VFF in Eqs.
(A6) and (A7) reduce to those for continuous
systems in Ref. [14] in the limit that the dif-
ferences in f(m, t) and Ψ(m, t) between ad-
jacent sites are small.
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