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 Chapter 1 – Introduction 
Liquid Metal Fast Breeder Reactors (LMFBR) played a seminal role in the development 
of nuclear energy, and were advocated by some of the pioneers of nuclear physics and 
engineering. Enrico Fermi cited fast reactors as a competitive advantage for the country 
that ﬁrst developed them [28]. LMFBRs also provided the deﬁnitive proof of the feasibil­
ity nuclear power through the ﬁrst Experimental Breeder Reactor (EBR-I) which utilized 
a sodium-potassium (NaK) coolant to power four 200 watt light bulbs. Other FBRs were 
developed, including the second Experimental Breeder Reactor (EBR-II) which operated 
from 1969 until its shutdown and decommissioning in 1994, and the Fast Flux Test Facility 
(FFTF), which operated from 1980 until its shutdown in 1998.  The FFTF has been deac­
tivated but has yet to be decommissioned.  The bulk sodium coolant has been removed, 
rendering the reactor unusable. These test facilities have provided valuable information 
and contributions regarding fast reactors, though they are hardly the only LMFBRs con­
ceived and constructed.  The dates of construction and shutdown should be noted, as it 
indicates limited development of the LMFBR within the United States. 
The reason for such limited research and development is partially a political issue, 
though not entirely without merit.  Domestic development of the LMFBR has seen its 
share of disappointments, including the Enrico Fermi Nuclear Generating Station, located 
on the shore of Lake Erie in Michigan.  Unit 1 reached criticality in 1963, however on 
October 5, 1966 this prototypical fast breeder reactor suffered a partial fuel meltdown 
caused by a coolant ﬂow blockage [1]. While the Nuclear Regulatory Commission (NRC) 
reports no abnormal radiation release to the environment or personnel contamination, the 
plant was shut down pending investigation. Happily, cleanup was completed three years 
later and the unit was eventually restarted, operating for another four years until it was 
decommissioned. In addition to the Enrico Fermi Unit 1, the Sodium Reactor Experiment, 
built in California by Atomics International, achieved criticality in 1957. However, in July 
of 1959, the reactor experienced a partial fuel meltdown, accompanied with a controlled 
release of radioactive gases to the environment.  It should be noted that the release was 
both controlled and beneath federal limits at the time [7].  Coolant ﬂow blockage led to 
the meltdown due to contamination of the primary coolant.  Impressively, this reactor 2 
was later restarted in September 1960 and operated for four more years.  It should also 
be noted that the EBR-I suffered a partial fuel melt.  However, as this occurred under 
the auspices of a national laboratory, it did not signiﬁcantly impede the political climate 
regarding commercial sodium fast reactors.  These accidents should be compared to the 
Three Mile Island accident for which a partial fuel meltdown was a terminal accident. 
These accidents coincide with the transition of the Light Water Reactor (LWR) as the 
primary reactor design utilized and developed within the United States. However, LMFBR 
technology certainly did not stagnate, but was instead further developed overseas. LMFBR 
saw deployment in France through Rapsodie, Phénix, and Superphénix facilities, in Britain 
through to DFR and PFR facilities, India through their Fast Breeder Test Reactor (FBTR) 
and prototype fast breeder reactor which is currently under construction. India is also de­
veloping thermal breeder reactors, which operate using a lower neutron energy spectrum 
than fast breeder reactors.  Japan and Russia have also investigated LMFBR technology 
through the Joyo and Monju, BN-350, BOR-60, and BN-600 facilities, respectively.  It is 
through these international efforts that the continuity of LMFBR technology and opera­
tional experience and data is provided and safeguarded. 
While the accidents that impeded US participation in LMFBR development, much like 
Three Mile Island, have also yielded valuable data and experience for the improvement 
of reactor design and operation, they must be acknowledged as their contributions to 
the public concerns and political climate surrounding nuclear energy are still being felt. 
For example, consider the Clinch River Breeder Reactor Project, whose funding was re­
moved by the Carter administration [4]. While interest was later revived, the project never 
reached completion. Further, the NRC has issued no licenses for operation of any LMFBR 
by a commercial entity. 
However, LMFBRs, and the subset of Sodium Fast Reactors (SFR), which utilize molten 
sodium as the liquid metal coolant, with which this thesis is concerned, have valuable 
contributions to make to the domestic energy infrastructure through their fuel cycle ﬂexi­
bility, breeding capabilities and contributions to proliferation resistance. These character­
istics make the LMFBR and the SFR critical elements to any energy program seeking to 
provide low-emission, sustainable power that meets growing demands. Further, through 
incorporation of current design philosophies and rigorous testing and modeling efforts, 
these characteristics may be utilized more effectively.  As mentioned previously, there is 
limited domestic operational, design, and licensing experience regarding SFRs. However, 
this provides an excellent opportunity to investigate and incorporate design innovations 3 
that address or circumvent the events that led up to catastrophic events mentioned pre­
viously.  Passive safety technology, advanced analysis methods, and superior computa­
tional modeling may all be applied to SFRs to make valuable contributions to the body of 
knowledge as well as provide a robust and sustainable energy program that can grow to 
accommodate expanding energy requirements both domestically and abroad. 
Scaling is one analysis method and it represents an emerging tool within nuclear engi­
neering; it is also the primary concern of this thesis. Developed for the analysis of severe 
accidents as part of the NRC’s Integrated Structure for Technical Issue Resolution [8], scal­
ing analysis provides a means of analyzing a given facility under transient conditions to 
produce a set of similarity criteria, or Π-groups, that are both technically defensible and 
traceable to a regulator.  These similarity criteria can then be used to design a scaled in­
tegral test facility, that is, a test facility of reduced size, power, and volume that captures 
systemic facility behavior and quantiﬁes any loss of ﬁdelity, or distortion. Implied in this 
is also the removal of nuclear material as a heat source and the substitution of more mun­
dane electrical heater elements when applicable.  This is particularly important because 
it reduces capital, risk, and time costs associated with systemic phenomenological sim­
ulation in nuclear power plants.  While established for investigation of transient, design 
basis accident, and beyond design basis accident scenarios, scaled test facilities also of­
fer a unique opportunity to implement technology and design innovations and directly 
demonstrate the efﬁcacy of engineered safety features at a reduced risk while yielding 
valuable, applicable data. This data may then be used for the veriﬁcation and validation 
of computational analysis tools, to show compliance with regulatory safety standards, 
characterization of system response, etc. 
Oregon State University has conducted research in collaboration with TerraPower, 
LLC, to provide the scaling analysis necessary to investigate integrated system response 
of a pool-type sodium cooled fast reactor (SFR). SFRs represent an attractive option for 
Generation IV reactor designs due to their incorporation of passive safety features. How­
ever, SFRs also represent a signiﬁcant regulatory challenge, as past licensing experience 
for such facilities is limited to the Department of Energy owned FFTF, which submitted 
their Final Safety Analysis Report (FSAR) to the NRC for technical review. It should also 
be noted that, due to their brief operational status, the Fermi Unit 1 and Sodium Re­
actor Experiment must have undergone some technical review.  However, due to their 
commission date (1957), this review would have been performed by the Atomic Energy 
Commission (AEC), rather than its current incarnation, the NRC. Thus, continuity of the 4 
licensing experience for an SFR is not guaranteed.  Therefore, for the successful deploy­
ment of this reactor design, signiﬁcant investigation is required to ensure compliance with 
current regulatory safety standards, speciﬁcally targeting analysis of steady-state opera­
tions and credible transient scenarios that may occur over the life of the facility. As part 
of this investigation, examination of integrated facility response focuses on the response 
of the system at various states of operation and provides an excellent analytical tool of 
design features that ensure plant safety. 
Research Objectives 
The purpose of this thesis is to present the scaling analysis of an Integrated Reactor Ves­
sel (IRV) test facility, which will simulate the system behavior of TerraPower’s Traveling 
Wave Reactor (TWR). For future reference, the IRV is the scaled-down facility, hereafter 
referred to as the “model" facility, whereas the TWR-D facility is the full scale facility and 
hereafter referred to as the “prototype" facility.  System response will be characterized 
according to power input, coolant and structural material temperature distributions and 
system geometry. The goal of this analysis is to provide these and other parameters in a 
non-dimensional form so that they may be scaled to ﬁt externally applied constraints and 
physical limits, such as coolant volume, core power, length available for heat transfer, and 
integrated test facility size limitations. Further, this research will 
1.  Identify the thermal-hydraulic processes to be modeled. 
2.  Provide the similarity criteria to be preserved between the prototype and model 
facility . 
3.  Provide methods of calculation and preliminary estimations of biases and distor­
tions. 
4.  Identify critical parameters to be preserved based on a previously determined phe­
nomena ranking table. 
5.  Provide a method of evaluating distortion introduced through scaling. 
Speciﬁc focus during this investigation was placed on aligning this analysis with pre­
viously conducted scaling studies which have been found to be quite useful.  The prin­
ciples for scaling analysis acceptable to the NRC have been outlined by Zuber et al.  [8] 5 
and maintain a traceable and technically defensible methodology by which to choose the 
facility scale and maintain behavioral ﬁdelity.  Examples of such facilities have been re­
searched, developed and constructed at OSU, including the Advanced Plant Experiment 
(APEX) facility, which simulates the Westinghouse AP1000, and the High Temperature 
Test Facility (HTTF), which simulates the High Temperature Gas Reactor. 
Document Organization
 
This document is organized as follows:
 
Chapter 1: Introduction  Introduction to the research topic and objectives. 
Chapter 2: Background and Literature Review  Background information and a survey of 
previous work in sodium fast reactors and scaling analyses. 
Chapter 3: Integral Reactor Vessel Test Facility Scaling Analysis  A presentation of the 
scaling analyses performed to achieve the simulation goals of the IRV. 
Chapter 5: Similarity Criteria  Analysis of derived relations to achieve physical relevance 
and applicability to the IRV facility. 
Chapter 6: Optimization  Application and presentation of the General Reduced Gradient 
optimization method to minimize scaling distortion. 
Chapter 7: Discussion  Discussion of introduced distortions and their effect on scaling 
analysis. 
Chapter 8: Conclusions & Future Work  Conclusions drawn from this thesis work as well 
as identiﬁcation of future work to extend the work presented. 
Appendices  Presentation of necessary calculations or proofs as necessitated by the body 
of this thesis. 6 
Nomenclature 
A - Area [m2]
 
B - Bouyancy ﬂux [
kg−m ]
 s3 
Cp - Speciﬁc isobaric heat capacity [ J ] K 
D - Diffusion coefﬁcient [m2 
] s 
d - Diameter [m] 
dh - Hydraulic diameter [m] 
DF - Distortion factor 
F - View factor 
f - friction factor 
Gr - Grashof number 
g - Gravitational acceleration [m2 
] s 
H  - Convective  heat  transfer  coefﬁcient 
W [m2−K ]
 
h - Enthalpy [J]
 
j - Flux of volumetric ﬁeld to be preserved
 
K - Form loss factor
 
W k - Thermal conductivity [  ] m−K 
kµ - Entrainment constant 
L - Length [m] 
M - Jet momentum [m
2
6 
] s
m - Mass [kg]
 
m ˙ - Mass ﬂow rate [
kg ]
 s 
Nu - Nusselt number 
n - Number of jets 
P - Pressure [Pa] 
Pr - Prandtl number 
p - Entrainment perimeter [m2] 
q - Energy [J]
 
q ˙ - Energy rate [W ]
 
Re - Reynolds number
 
Ri - Richardson number
 
T - Temperature [K]
 
t - Time [s]
 
U - Internal energy [J]
 
u - Velocity [m ]
 s 
V  - Volume [m3]
 
V ˙ - Voluemtric ﬂow rate [m3 
]
 s 
z - Height [m] 
Subscripts 
C - Constituent 
CV  - Control Volume 
P  - Phase 
G - Geometric conﬁguration 
M - Model 
P  - Prototype 
R - Reference 
0 - Nominal value 
HT  - Heat transfer 
s - Structure/solid 7 
Greek Symbols 
α - Fraction
 
αs - Thermal diffusivity of a solid [m2 
]
 s 
αc - Thermal diffusivity of the coolant [m2 
] s 
β - Coefﬁcient of thermal expansion [ 1 ] K 
δ - Depth [m] 
E - Time scale ratio 
ε - Emissivity 
θ - Dimensionless temperature 
ν - Kinematic viscosity [m2 
] s 
Π - Dimensionless scaling parameter 
ρ - Density [ 
kg 
3 ] m
ΣDF  - Cumulative distortion factor 
W σ - Stefan-Boltzmann constant [  ] m2−K4 
τ - Time scale 
ψ - Volumetric ﬁeld to be preserved 
ω - Weighting factor 
ωs - Speciﬁc frequency 8 
Chapter 2 – Background & Literature Review 
Scaling analyses have been performed on several facilities in a variety of of conﬁgurations. 
Adapted to the nuclear industry in accordance with the NRC’s regulatory standards by 
Zuber et al.  [8], the discipline of of scaling analysis fully captures transient phenom­
ena for one and two-phase ﬂuid ﬂow.  In application to LWRs, this analysis has been 
applied to pressurized water reactors (PWR) through the Advanced Plant Experiment 
(APEX) facility [25], Ishii and Kataoka’s analysis of the LOFT test facility [12], and the 
Multi-Application Small Water Reactor (MASLWR) [2], and boiling water reactors (BWR) 
through the Purdue University Multi-Dimensional Integral Test Assembly (PUMA) [17]. 
Scaling has been successfully applied to other reactor conﬁgurations as well, such as the 
High Temperature Test Facility (HTTF) [24], which simulates systemic behavior of the 
modular high temperature gas-cooled reactor, and molten salt-cooled reactors through 
the Advanced High-Temperature Reactor (AHTR) [31]. 
The objectives of all these studies is to simulate various thermal hydraulic phenomena 
and maintain similarity with prototypical, or full scale, facilities. The strength of scaling 
analysis is that it is very robust, as evidenced through its wide range of applications. 
Hierarchical Two-Tiered Scaling Analysis and Regulatory Basis for Scal­
ing 
The challenge associated with scaled integral facilities is the simulation of systemic behav­
ior, which requires the accurate representation of numerous physical processes simulta­
neously. Separate effects test facilities and the discipline of ﬂuid mechanics have utilized 
scaling analysis to a great extent, but maintaining similarity, consistency, and traceability 
for integral facilities is decidedly more difﬁcult.  Thus, as the NRC began to investigate 
systemic accidents and transients, and cost-effective means of experimentation, code val­
idation, and uncertainty quantiﬁcation, a centralized methodology needed development. 
The result is the Hierarchical Two-Tiered Scaling (H2TS) analysis methodology that inte­
grates experiments, analysis, and quantiﬁcation of distortion, or departure from similar­
ity. 9 
The objectives of this analysis methodology, and the strengths associated with it, are 
as follows: 
1.  It outlines scaling in a way that is systemic and traceable. 
2.  It provides the rationale for scaling and similarity criteria. 
3.  It ensures prototypicality, or applicability, of the data. 
4.  It quantiﬁes biases or distortions that may occur in non-prototypical conditions. 
Additionally, H2TS analysis provides the regulatory basis for this thesis, and thus it shall 
be explored and explained further. 
Severe Accident Scaling Methodology 
Scaling represents only a component, albeit critical, of a larger integrated structure for 
technical issue resolution. To successfully apply scaling analysis, signiﬁcant clariﬁcation 
is ﬁrst needed. Figure 2.1 represents the iterative process by which this analysis method­
ology may be successfully applied. 10 
Figure 2.1: Flow diagram for severe accident scaling methodology. 
This process may be described in the following way: 
1.  Speciﬁcation of experimental objectives: The goals and objectives of the experimen­
tal program and how they integrate with the scaled facility should be clearly deﬁned 
and well characterized. 
2.  Perform scaling analysis: Performance of the scaling analysis ensures that the data 
and models based thereupon are applicable to future safety analyses. For most in­
tegral facilities where complex thermal-hydraulic and/or physiochemical scenarios 
occur, the H2TS methodology is recommended, and will be described later in this 
thesis. 
3.  Identify similarity criteria:  Total similitude in a subscale integral facility is often 11 
exceedingly difﬁcult, if not impossible, to achieve.  Thus, it is necessary to identify 
important physical processes and phenomena for which similarity criteria may be 
developed to inform scaling rationale and facility design and operation. 
4.  Specify facility and experiments: Based on the identiﬁed similarity criteria, design 
activities may begin in which the facility conﬁguration, system parameters, and ex­
perimental procedures are identiﬁed and characterized. 
5.  Evaluate effects of distortion: Distortions and departures from similitude may arise 
in the scaling process, and the effects of these distortions should be evaluated within 
the context of the experimental objectives. This is an important step and represents 
an iterative process should the distortions signiﬁcantly impede the achievement of 
the experimental objectives. 
6.  Establish experimental database and quantify uncertainties: Based on the execution 
of the experiments and the generation of data, a database describing system perfor­
mance under relevant scenarios is populated and distortions may be compared with 
estimations performed in the previous step. 
Hierarchical Two-Tiered Scaling Methodology 
Thermal-hydraulic and physiochemical processes occurring simultaneously in a given 
system require complex analysis. One option is a reductionist form of analysis; however, 
depending on the complexity of the system, this can quickly become daunting, as the sys­
tem can be characterized in terms of the interacting and reacting media, constituents in 
one or more phases, all of which may transfer mass, momentum, and/or energy. Instead, 
characterization of these processes may be better provided by the synthesis of two per­
spectives. These perspectives, and the combination that gives this methodology its name, 
are identiﬁed and deﬁned as follows: 
1.  Top-down or system approach:  This approach provides non-dimensional scaling 
groups (Π-groups) in terms of time ratios that characterize system response to a 
given transfer process. 
2.  Bottom-up or process approach: This approach focuses on the important processes 
to maintain applicability of the data by addressing order of progression and process 
bifurcations. 12 
The combination of these two perspectives serves to minimize the arbitrariness in deriv­
ing scaling criteria, thus fulﬁlling the need for technical defensibility. Further, the possi­
bility of synergistic effects associated with a given transient scenario necessitates a more 
comprehensive methodology.  This also allows for iteration depending on the results of 
analysis, as shown in the representative ﬂow diagram depicted Figure 2.2. 
Figure 2.2: Flow diagram for application of hierarchical two-tiered scaling analysis. 
The top-down scaling analysis is concerned with three characteristic scales for each 
scenario: volume, area, and time.  The characteristic time ratios should address all three 
parameters, and it will be shown that they do. However, it is useful to ﬁrst consider the 
decomposition that can be performed on a given system to simplify the analysis. A system 
may be subdivided in the following way, as shown in Figure 2.3, 
1.  Each system into interacting subsystems, 
2.  Each subsystem into interacting modules, 
3.  Each module into interacting constituents, 
4.  Each constituent into interacting phases, 
5.  Each phase can be characterized by applicable geometrical conﬁgurations (unique 
to each analysis), 
6.  Each geometrical conﬁguration can be characterized according three ﬁeld equations, 
that is, conservation of mass, momentum, and energy , 
7.  Each ﬁeld can be characterized by several processes. 13 
The need for such reduction is to characterize each process according to its temporal scale, 
which determines its importance, and by the spatial scale, or available transfer area. 
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Figure 2.3: System decomposition and process hierarchy. 
The characteristic volume and spatial fractions can be treated in a similar way. First, 
consider a control volume VCV . Now, for volume fractions, it is important to understand 
the level of decomposition required.  Referring to Figure 2.3, it can be seen that only the 
constituent, phase, and geometrical conﬁguration have any relevance to a volume of in­
terest within this control volume. More clearly, the volume of constituent C in phase P in 
geometrical conﬁguration G. For example, this could be liquid water in a certain conﬁgu­
ration (ﬁlm, droplet, jet, etc.) in a certain location within a control volume. Just as easily, it 
could be any precipitated contaminant that could be in a “slug" or particulate conﬁgura­14 
tion within the coolant . Expressing these fractions as α, one can write the volume fraction
 
of such that 
VCPG  = αC αCP αCPG  (2.1)
VCV 
This expression is useful, as spatial scales can be similarly deﬁned.  Spatial scales re­
quire a bit more speciﬁcation, as they represent the area concentration across which a 
transfer process might occur. Therefore, the deﬁnition provided holds only for the trans­
fer of a given ﬁeld with a given ﬂux, such that for the same decomposition as the volume 
fraction, the characteristic spatial scale may be deﬁned as 
ACPG  1 
= αC αCP αCPG  (2.2)
VCV  LCPG 
This shows that, for a given process within the control volume, the area and volume 
spatial scales are tractably linked through a length scale LCPG. Similarly, the characteristic 
time constant of a given process can be deﬁned according the volumetric ﬂow rate, V ˙ , 
within the control volume, such that 
τCV  = 
VCV 
˙ V 
= 
1 
ωCV 
(2.3) 
where ωCV  refers to a characteristic frequency and can be expressed in terms of the other 
two characteristic ratios.  To do so, it is necessary to deﬁne a transferable ﬁeld, ψ, which 
can be any volumetric property.  For example, if this ﬁeld were mass, ψ  =  ρ, then the 
property would be density. 
Now, consider a ﬂux of this property, ji, across an area ACPG. This allows the charac­
teristic frequency to be deﬁned according to known characteristic ratios such that 
jiACPG  ji  1 
ωi = = αC αCP αCPG  = αC αCP αCPGωCP G  (2.4)
ψVCV  ψ LCPG 
This illustrates that a given transfer process on a ﬁeld within a control volume depends 
on its geometry, rate and unique volume fraction. 
This can be expanded to introduce the ﬁrst non-dimensional similarity criterion. Con­
sider a given system response time τCV . Now, to design a subscale facility that maintains 
temporal similarity with respect to the process outlined above, it is necessary that the 15 
following be true for both the model and prototypical facility:
 
Πi = 
τCV 
τi 
= ωiτCV  (2.5) 
That is, 
(Πi)M  = (ωiτCV )M  = (ωiτCV )P  = (Πi)P  or  (2.6a)
   
(ωiτCV )M 
(ωiτCV )P R 
= 1  (2.6b) 
where the R subscript refers to the reference, or the ratio between the full-scale prototype, 
P, and subscale model M facility. When the reference similarity criteria equals unity, that 
indicates a perfect simulation. 
However, let DF  represent a distortion factor, or bias, introduced through scaling. 
While one can generally impose a similarity criteria during the analysis, it is not always 
possible to achieve, especially when ﬂuid properties are involved. For example, consider 
a scaled aircraft in a wind tunnel and the goal is to simulate the lift generated, the shearing 
stress experience by the wing foils, fuselage performance, etc. The aircraft’s performance 
is a function of several variables, including the ﬂuid’s viscosity and density. While other 
parameters, say, free stream velocity, may be altered, adjusting the viscosity and density 
to match other scaled parameters is usually impossible.  This introduces some bias that 
needs to be quantiﬁed. It can be evaluated according to 
(Πi)P − (Πi)M DF =  (2.7)
(Πi)P 
This represents the fractional difference change of a transfer process rate. For example, if 
DF  < 1, then the model facility transfer more of a given property, whereas if DF  > 1, 
then it transfer less. 
General Balance Equation and Characteristic Time Ratios 
To illustrate more clearly how top-down analysis is performed, consider these same char­
acteristic ratios within the context of a generalized balance equation.  Consider a con­
stituent i occupying a volume Vi and a conserved property ψi. Let jik and Aik be the ﬂux 
and area for any transfer process between constituents i and k, and V ˙i be the volumetric 
ﬂow rate of constituent i. The time rate of change of the conserved property can be written 16 
according to the following balance equation 
m−1 m dViψi  = Δ(  V ˙iψi) ±  jikAik  (2.8)
dt 
k=1 
Equation 2.8 can represent transfer of mass, momentum, or energy, but for the sake of 
example, consider the transfer of mass.  Then, ψ = ρ, or density, and ji is deﬁned as the 
kg mass ﬂux and has units of  m2−s  acting through some area A in a ﬁxed volume.  In this 
case, equation 2.8 becomes a balance equation that relates the time rate of change of mass 
in a control volume the change in mass ﬂow rate and any mass that crosses an interfacial 
volume, or 
m−1 m dm 
= Δ( ˙ m) ±  jikAik  (2.9)
dt 
k=1 
This is a very general equation that can be applied to any control volume, but it may 
require signiﬁcant computation on the part of the analyst to fully characterize, usually 
undesirable. By non-dimensionalizing equation 2.9, or normalizing it to some known or 
initial values, it’s possible to understand system performance in terms of key parame­
ters without extensive calculation.  So, to continue the example from above, one might 
normalize according to the initial mass ﬂow rate, m ˙ 0, such that 
m ˙ ∗  m ˙ =  (2.10) 
m ˙ 0 
where the superscript ∗ represents a dimensionless parameter. 
This process of normalization may be extended to the more general equation 2.8. Nor­
malizing according to known or nominal conditions yields 
Vi  ψi  V ˙i  ji  Ai  Vi,0 V ∗ =  ; ψ  ∗ =  ; V ˙ ∗ =  ; j  ∗ =  ; A  ∗ =  ; τi =  i  i i i i Vi,0  ψi,0  Vi, ˙ 0  ji,0  Ai,0  V ˙i,0 
Substituting these expressions into equation 2.8 yields
 
m−1 dVi 
∗ 
i τi  = Δ(  V ˙
i 
∗ ψi 
∗ ) ±  Πikj  ∗ 
ik  (2.11)
dt
ψ∗  m 
ikA  ∗ 
k=1 17 
where
 
jik,0Aik,0  Vk,0jki,0 Πik = =  ωk
sτi  (2.12)
V ˙i,0ψi,0  ψi,0Vi,0 
Πik represents the characteristic time ratio developed previously and is generally appli­
cable for any transfer process.  The reason for expressing transfer processes in terms of 
time ratios is the consistency that it offers.  Similarity criteria can be derived from the 
conservation of mass, momentum, and energy equations; however, these groups express 
similarity in terms of mass ﬂow ratios, force ratios, and energy transfer ratios, respec­
tively. By phrasing transfer processes according to a time ratio, all similarity groups can 
be expressed in terms of time, making direct comparison much more straightforward and 
applicable. It also provides the ﬁrst estimation towards process importance within an in­
tegral test facility. For example, if Πik << 1, the particular process is very short-lived and 
its contributions to system behavior may not be well captured, whereas when Πik ≥ 1 the 
process makes more signiﬁcant contributions to system behavior. 
Unfortunately, bottom-up scaling analysis cannot be so systematically described, as it 
is concerned with a process perspective and uniquely determined according to the what 
the model facility seeks to simulate.  However, Zuber et al.  [8] do outline the following 
steps in the performance of bottom-up scaling: 
1.  Step 1. Identiﬁcation of dominant subsystem phenomena and sequence of analysis. 
This step also includes the identiﬁcation of parallel mechanisms, possible bifurca­
tion phenomena, and feedback mechanisms. 
2.  Step 2.	  Application of step-by-step integral scaling analysis.  This is applied by 
considering the most dominant transfer process and the various mechanisms that 
lead to it. This is called a step-by-step analysis, as it only considers one mechanism 
at a time. 
3.  Step 3. Evaluation of relative importance. Using the scaling criteria previously de­
veloped during the top-down and bottom-up analysis, it is possible to evaluate the 
contributions of various effects and mechanisms between the prototype and model 
facilities.  It is at this stage that one calculates the distortion between the two sys­
tems, according to input initial and boundary conditions. 
To summarize, this methodology provides a tractable, systematic methodology that 
can be used to apply scaling analysis in a manner that is acceptable to the NRC. Charac­18
 
teristic time ratios that relate process to system response time of transfer mass, momen­
tum, and energy provide objective identiﬁcation, evaluation, and ranking of important 
phenomena. Moreover, it provides a combination of process and system points of view to 
accurately simulate each phenomenon. 
Oregon State University Scaling Analyses 
Oregon State University provides an excellent case study as its involvement with scaling 
analysis is extensive. To begin, consider the APEX facility which was the ﬁrst test facility 
to simulate passive design features in their application to the AP600, and later the AP1000 
reactor concept developed by Westinghouse . This data would later be submitted to and 
accepted by the NRC as part of the licensing procedure.  It is worth mentioning that the 
AP1000 is being actively deployed, both in the United States and abroad, as of the time of 
this writing, and the testing on the scaled facility at OSU was instrumental in achieving 
Design Certiﬁcation from the NRC. Speciﬁc features of the AP600 and AP1000 designs 
include passive heat removal through exploitation of natural circulation, gravity-drained 
coolant tanks, and evaporation. Through the application of H2TS analysis, key system pa­
rameters were deﬁned according to non-dimensional Π-groups. While it is certainly not 
necessary to present all the derived Π-groups, certain terms appear consistently through­
out several scaling analyses. 
Before presenting these groups, consider their derivation according to the H2TS sys­
tem decomposition presented previously and illustrated in Figure 2.3.  The subdivision 
and analysis may begin at a system level, at which point the control volume being ana­
lyzed is the entire loop rather than, for example, the primary heat transfer subsystem. It 
is useful to begin analysis here, as understanding and simulating systemic behavior is a 
signiﬁcant design goal of an integral test facility. Through examination of the loop mass, 
momentum, and energy equations, in addition to boundary condition equations, one may 
derive the following 
1.  The friction number, which evaluates friction and form losses in the coolant, ΠF ric = T o 
fl  + K dh 
2.  The heat source ratio, which evaluates the input volumetric heat ﬂux, ΠQ = 
qs,0 
HfuelAHT (Tf uel−T )
3.  The modiﬁed Stanton number, which evaluates convective heat transfer within the 
0 
0 �  � 
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Hf uelAHT (Tf uel−T )0 core, ΠStan =  ρ0h0u0acore 
These terms are identical to those presented by Ishii [12] [17] and those derived in this 
thesis. 
Scaling analysis was also applied to the gas reactor test section (GRTS), which sought 
to simulate behavior of the Very High Temeprature Gas Reactor (VHTR) [13]. Speciﬁc ex­
perimental objectives for this facility were the simulation of air-ingress through molecular 
diffusion and core heat transfer for a depressurized conduction cooldown (DCC) event. 
These objectives differ from the scaling analysis presented in this thesis; however, the 
GRTS provides an excellent comparison due to its use of a single phase ﬂuid, a similar 
condition to this analysis. Further, it is useful to reference the GRTS as its analysis high­
lights the importance of choosing normalizing parameters appropriate to the physical 
processes to be simulated. 
To begin, consider the integrated loop momentum equation, which is derived for a ho­
mogeneous, single phase ﬂuid in Appendix A. This provides a means of relating the time 
rate of change of the mass ﬂow rate to the buoyancy forces and friction losses throughout 
the loop. 
N � �  N �  � � �2 m  li  dm ˙ m ˙ 2  m  1  fl  Acore  = ξgρ(XH − XC )LD −  + K  (2.13) 
ai  dt  ρA2  2  Ai core  dh i i=1  i=1 
The full analysis is not presented here, but this equation may be non-dimensionalized 
according to known nominal conditions and reference parameter values.  One such pa­
rameter is time, for which the general dimensionless form is given as 
t ∗  t  =  (2.14)
τ 
where τ represents the time scale imposed by the designer and/or analyst. This may be 
normalized according the the convective time scale, as shown above such that τ =  L0  for  u0 
some ﬂuid ﬂows.  However, as diffusive behavior is simulated, it is necessary to choose 
an appropriate time scale, such that 
t  tD ∗  t  = =  (2.15)
τ L2
0 � �
� �
� �
� �
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where D represents the binary diffusion coefﬁcient of the coolant and ingress of air and 
has units of m2 
. Normalizing according to this term becomes important when the similar- s 
ity criteria are imposed, such that, for dynamic similarity 
t ∗  t  =  = 1  (2.16a) R  τ  R 
L2 
0 tR =  (2.16b)
D  R 
In the case of ﬂuid property similitude, or that D is the same between the model and 
prototype facilities, this shows that the time scales with the square of the reference length, 
which is markedly different if time is normalized according to the convective term such 
that 
t  tu0 ∗  t  = =  (2.17a)
τ L0 
t ∗  t  =  = 1  (2.17b) R  τ  R 
L0  tR =  (2.17c) 
u0  R 
where the time will scale according to the ratio of length to velocity.  Thus, the choice of 
normalizing parameters should be restricted to those values which maintain relevance to 
the dominant physical phenomena simulated. 
This was expanded in the analysis and construction of the High Temperature Test Fa­
cility (HTTF) to support the Modular High Temperature Gas-Cooled Reactor (MHTGR), 
which additionally simulates single phase air natural circulation and air-ingress by lock-
exchange [24].  In previous examples, scaling analysis has considered the case of ﬂuid 
similarity, that is, the same ﬂuid is utilized in both the model and prototype facility. The 
HTTF differs in that it utilizes nitrogen as the primary coolant, whereas the MHTGR de­
sign calls for helium. This ﬂuid substitution was made to simulate the behavior of helium 
at elevated temperatures and pressures at reduced scales. While this complicates the anal­
ysis, it does provide the basis for ﬂuid substitution in scaled facilities. � �
21 
Previous Scaling Analyses 
Ishii and Kataoka provided signiﬁcant contributions to scaling analysis through their 
study of one and two-phase natural circulation in the LOFT facility to simulate LOCA 
conditions in a PWR [12] as well as BWRs through their analysis of the PUMA facility 
[17].  Prior to the development of the H2TS methodology, the LOFT analysis represents 
the top-down system approach to scaling. This analysis was expanded to investigate the 
behavior of molten salt in the Advanced High Temperature Reactor (AHTR). Utilizing 
this top-down method, the following similarity criteria were derived by Wang et al. [31] 
to provide the following system parameters: 
1.  Hydraulic diameter 
2.  Time ratio for heat transfer 
3.  Coolant velocity 
4.  Core power 
5.  Pipe and core area 
Some of the Π-groups derived from imposing these criteria are included below for the 
sake of comparison with those derived using the H2TS methodology.  They include the 
Friction number, ΠF ric, the core power number, ΠQ, and Stanton number, ΠStant, given as 
fl 
ΠF ric = + K  (2.18a)
dh 
˙ qL0 ΠQ =  (2.18b)
ρCP ucoolant,0(Tfuel − T )0 
4HL0 ΠStant =  (2.18c)
ρCP ucoolant,0dh 
which are similar or identical to those presented in Reyes et al.’s scaling analysis report of 
the APEX facility. 
Traveling Wave reactor Demonstration Facility Overview 
The Traveling Wave Reactor Demonstration (TWR/D) is the demonstration plant of the 
traveling wave reactor concept, designed to produce 1200 MWth and 500 MWe currently 22 
being developed by TerraPower, LLC. Utilizing liquid sodium as its primary and inter­
mediate coolant in a pool-type conﬁguration, the TWR/D seeks to exploit the breed and 
burn capability of SFRs in situ, leading to the design goal of a 40 year operational life 
without refueling. Further, it is an implicit goal to incorporate passive safety features into 
the TWR/D design, including natural circulation heat removal through the Direct Reac­
tor Auxiliary Cooling System (DRACS). Utilizing a “standing wave" variant of a traveling 
wave reactor, the TWR/D will periodically shufﬂe fuel within the core to accommodate 
differential breeding of ﬁssile isotopes [5]. In addition to demonstrating the feasibility of 
the traveling wave reactor design, the TWR/D has also declared the following mission 
goals: 
1.  Production of electrical power at a competitive cost compared to standard types of 
nuclear power. 
2.  Conﬁrm TWR core performance - proof of principle based on the comparison of 
predicted and actual reactor behavior to conﬁrm breed-burn rates. 
3.  Qualify fuel and materials through irradiation experiments for use in future TWRs. 
4.  Demonstration of high availability by achieving an average 90 % availability over a 
5 year period. 
5.  Acquire prototypic experience operating the pumps,  heat exchangers and other 
components within commercial TWRs. 
These mission and design goals are quantiﬁed and summarized in Table 2.1. 
Table 2.1: Mission goals of the TWR/D. 
General requirement  Parameter 
Plant design life  40 years 
Core life (effective full power years)  40 years 
Core thermal power  1200 MW 
Plant availability (avg. over 5 years)  90 % 
Construction time  48 months 
The TWR/D will utilize a metallic alloy of uranium and zirconium, in a slug conﬁg­
uration, within a martensitic stainless steel cladding. Collected into fuel pins, these pins 23 
will be placed into fuel assemblies to segregate sodium ﬂow between the assemblies and 
arranged in a hexagonal conﬁguration, as shown in Figure 2.4.  Additionally, the fuel 
pins will incorporate a helical wire wrap to provide spacing and to encourage turbulence 
within the coolant. 
Figure 2.4: Fuel pin and core description from [5]. 
As shown in Figure 2.4, core assemblies will also be initially distributed throughout 
the core and then shufﬂed to achieve criticality and to begin the breed-burn process, then 
shufﬂed to achieve a “standing wave" conﬁguration according to the breed-burn rates. 
Shufﬂing will occur at predetermined times with a period of approximately 18-24 months. 
Of greater interest to this thesis are the reactor mechanical systems comprising the 
reactor vessel and its internals. These are shown in Figure 2.5. 24 
Figure 2.5: Reactor vessel and head cut away from [5]. 
All vessels in direct contact with the primary sodium are to be fabricated of 316H 
stainless steel.  The reactor guard vessel, shown in Figure 2.5, is to be fabricated of 516 
carbon steel.  The vessel and several major components are supported from the reactor 
head, which will interface with a concrete ledge through a bearing system.  The reactor 
head will also serve as a bio-shield for operators performing maintenance on top of the 
reactor and will be ﬁlled with a composite material of depleted uranium and concrete. 25 
Figure 2.6: Cutaway view of reactor vessel and internals.
 26 
Figure 2.7: Isometric view of reactor vessel and internals. 
The reactor vessel and internals are shown in more detail in the cutaway and isometric 
views presented in Figures 2.6 and 2.7, respectively.  The heat transport within the reac­
tor core begins by the primary coolant pumps pumping liquid sodium through the fuel 
assemblies, where it is heated to a nominal 510o C. As it leaves the core and enters the up­
per plenum, the coolant passes through one of four intermediate heat exchangers (IHX) 
where it exits at a nominal 360o C. The heat is removed by the intermediate sodium which 
travels through intermediate piping to two once-through helical coil, counter ﬂow steam 
generators. 27 
Chapter 3 – Integral Reactor Vessel Test Facility Scaling Analysis 
Integral Reactor Vessel Test Facility Scaling Objectives and Methodol­
ogy 
The Integral Reactor Vessel (IRV) test facility is a scaled integral test facility that seeks to 
provide the most faithful representation of the reactor vessel and internals of the TWR/D 
facility. In addition, the IRV seeks to faithfully simulate behavior of the primary system of 
the TWR/D during steady and transient states. To accomplish this, the IRV scaling analy­
sis was divided into three modes of operation, and two other phenomena were identiﬁed 
as of interest to the IRV performance. These are given as follows: 
1.  Steady-state, full power scaling. 
2.  Pump and ﬂow coastdown scaling. 
3.  Long-term natural circulation scaling. 
4.  Coolant stratiﬁcation. 
5.  Heat transfer to the reactor head. 
To develop an appropriate scaling analysis, the following objectives were outlined: 
1.  Provide similarity groups that should be preserved between the test facility and 
prototype facility. 
2.  Provide priorities for preserving scaling groups. 
3.  Identify and address important thermal-hydraulic processes. 
4.  Provide a means of quantifying scaling distortions. 
5.  Perform an optimization study to determine optimal system parameters. 
6.  Provide optimal physical dimensions for the test facility to preserve key attributes. 28 
These scaling objectives, while formidable, may be achieved in a tractable, traceable, 
and organized manner through the H2TS analysis methodology.  Recall from Figure 2.1 
that the ﬁrst step is to provide a scaling methodology outline, detailing the steps and 
progression of scaling analysis performance.  This is presented graphically in Figure 3.1, 
which outlines the process of the top-down scaling analysis.  It is ﬁrst necessary to fully 
clarify and describe the experimental objective of the test facility, based upon which a 
Phenomena Identiﬁcation and Ranking Table (PIRT) may be constructed, highlighting 
critical phenomena relevant to experimental objectives. Utilizing the PIRT to focus anal­
ysis efforts, one then performs a top-down scaling analysis, the results of which are non-
dimensional scaling groups upon which similarity criteria may be imposed.  If this im­
position results in signiﬁcant distortion of these Π-groups, it is necessary to iterate upon 
the analysis until the similarity criteria do not signiﬁcantly impact the Π-groups.  Once 
the distortion is found to be either acceptable or affecting unimportant phenomena, then 
these dimensionless groups may be used to specify key design parameters of the integral 
test facility. 29 
Figure 3.1: IRV H2TS methodology. 
Thus, the ﬁrst step is to specify experimental objectives, followed by an assessment of 
relevant phenomena through Phenomenon Identiﬁcation and Ranking Table (PIRT), po­
tentially iterative performance of scaling analyses and evaluation of scaling distortions, 
and terminating in a speciﬁcation of system design parameters.  These steps will be ad­
dressed sequentially. 30 
Experimental Objectives 
The ﬁrst task in the H2TS analysis is to specify the experimental objectives, which are 
listed above.  These deﬁne the scope of the scaling analysis and focus investigation on 
phenomena related to steady and transient operation of the TWR/D facility, as well as the 
other phenomena clearly speciﬁed. These phenomena are speciﬁed to respond to design 
needs and code veriﬁcation efforts.  These objectives also speciﬁed phases of operation 
that should be simulated within the test facility.  For the IRV, the general objective is to 
simulate transition to natural circulation and decay heat removal utilizing natural con­
vection heat transfer, preceded by a transient period that will simulate initial-to-middle 
stages of a SCRAM transient. 
Also, while not explicitly called out the scaling methodology, it is important to com­
plete a system subdivision to better conceptualize and understand relevant subsystems 
and components.  Recall that according to the scaling methodology outlined, that this 
subdivision should progress from system to subsystem, subsystem to module, etc.  Per­
formance of this subdivision is simpliﬁed through the assumption of a single phase ﬂuid 
throughout all stages of operation.  This assumption may be justiﬁed through consider­
ation of the properties of saturated liquid sodium, for which the boiling point is 880 oC, 
well above expected operating temperatures. 
The system subdivision is presented graphically in Figure 3.2, and it shows the pro­
gression from system to processes to be scaled. An important feature to note is the subdi­
vision of the heat transfer and reactor vessel subsystems. This is to clarify and focus the 
analysis, as thermal-hydraulic phenomena involving integral system interactions, such 
as changes in coolant ﬂow rate, power input, etc., are examined at ‘system’ level such 
that the entire loop is the control volume for these phenomena. Conversely, phenomena 
such as coolant stratiﬁcation and reactor head heat transfer must be evaluated at the ‘sub­
system’ level, where the control volume is more speciﬁcally deﬁned according to each 
phenomenon. 
Key parameters associated with SCRAM and natural circulation transients, which in­
clude the elevation of the thermal centers,  heat transfer length are much more easily 
identiﬁed, and allow clear description of the governing ﬁelds:  Momentum and energy. 
Similarly, the reactor vessel subsystem involves multiple constituents, namely the liquid 
sodium of the hot pool at the argon cover gas which blankets the hot pool and reactor 
head.  While similar geometry to the heat transfer subsystem applies, such separation 31 
identiﬁes the different method through which these constituents transfer energy and mo­
mentum within the processes to be scaled. 
Figure 3.2: IRV system subdivision and hierarchy process. 
Phenomena Identiﬁcation and Ranking 
The second task outlined in Figure 3.1 is the identiﬁcation and ranking of plausible phe­
nomena. Because it is very unlikely that exact similitude can be achieved through scaling, 
it is critical to identify and simulate key phenomena related to the experimental objectives. 
Due to the relatively limited data regarding SFR and lack of standardization, the PIRT 
was conducted through review of available resources from domestic SFRs, such as the 
FFTF and ESBR-II, and recent gap analysis studies [16] [26] [22] [15] [23].  However, the 
pool-type design limits the type and severity of phenomena considered.  Thus, during a 
review of available literature, special attention was given to phenomena that might impact 32 
systemic response by inﬂuencing primary coolant energy and momentum.  Phenomena 
which play a signiﬁcant part were ranked as having either high (H), moderate (M), low 
(L) or no impact (-). These are collected and presented in Table 3.1. 33 
Table 3.1: Phenomena identiﬁcation and ranking table (PIRT). 
Component phenomenon  Steady-state 
operation 
Pump 
coastdown 
Natural 
circulation 
Coolant  strati­
ﬁcation 
Reactor  head 
heat transfer 
Vessel-core 
Forced convection  H  H  - M  -
Decay heat  - M  H  H  -
Wall heat  M  - M  H  -
N/C ﬂow  - - H  H  -
Parasitic heat loss  - - M  M  L 
Reactor head 
Cover gas convection  L  - L  - H 
Separation length 
Aerosol transport 
-
-
-
-
-
-
-
-
H 
H 
IHX 
Forced convection  H  L  - M  -
N/C ﬂow  - - H  H  -
Decay heat  - - H  H  L 
Wall heat  - - L  M  -
Plenum volume  - - M  H  -
Plenum height 
Parasitic heat loss 
-
-
-
-
M 
L 
H 
H 
-
M 
DHX 
Forced convection  - - H  M  -
N/C ﬂow  - - H  H  -
Decay heat  - - H  M  -
Wall heat  - - L  M  -
Plenum volume  - - M  H  -
Plenum height 
Parasitic heat loss 
-
-
-
-
M 
L 
H 
H 
-
M 34 
The primary system consists of the reactor vessel and internal structures, in addition
 
to other components, listed as follows: 
1.  Reactor vessel 
2.  Redan structure 
3.  Thermal Shield 
4.  Reactor Head 
5.  Primary coolant pumps 
6.  Fuel assemblies 
7.  IHX 
8.  DRACS heat exchangers (DHX), shown in Figure 2.7. 
With the objectives of this analysis clearly deﬁned, and the governing phenomena 
identiﬁed and ranked, it is now possible to present that analysis by which to achieve 
those objectives. 
Top-Down Scaling Analysis of Steady-State Operations 
After the subdivision of the system is complete, the next step is to begin the scaling analy­
sis at the ‘system’ level, which will include steady-state operation, pump coastdown, and 
natural circulation. This scaling analysis will achieve the following objectives: 
1.  Establish the governing time scale for each control volume of interest. 
2.  Identify all transport phenomena relevant to the control volume balance equations. 
3.  Provide dimensionless groups that characterize the each of the identiﬁed transport 
phenomena and can be used to evaluate the relative importance of each phenomena. 
4.  Provide the initial form of the similarity criteria from which to choose physical di­
mensions and key parameters of the scaled test facility. � � � � � � � �
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To begin, consider the ﬁelds necessary for conservation: Momentum and energy. En­
ergy refers to both the ﬂuid energy, the energy within the solid material, and the energy 
transfer at the coolant/fuel interface. While this may also refer to parasitic losses within 
the structural material, these are neglected for the purposes of this analysis. Further, due 
to the pool-type design employed by the TWR-P, and subsequently the IRV test facility, 
loss of coolant inventory is highly unlikely and thus it is assumed that there is no loss of 
mass within the system. It is now necessary to make the following assumptions: 
1.  Fluid ﬂow is one-dimensional along the ﬂow axis.  This also implies that all ﬂuid 
properties are constant at a given cross-section of a ﬂow channel within the loop. 
2.  Fluid is incompressible (Mach number <0.2). 
3.  The Boussinesq approximation is applicable. 
These assumptions are employed for this and all other analyses, unless speciﬁed oth­
erwise. 
Consider the integral loop momentum balance equation, utilized in analyses by Ishii 
and Kataoka [12], Woods et al. [24], and Reyes et al. [13]. This equation equates the time 
rate of change of mass ﬂow rate with the sum of the buoyancy forces, form, and friction 
losses within the loop such that for a single phase ﬂuid 
N N 2 m  2  m Li  dm ˙ m ˙ 1  fL  Acore  = gL(ρH − ρC ) −  + K  (3.1)
Ai  dt  ρavgA2 
core  2  dh i  Ai i=1  i=1 
To provide the conservation of energy requirements it is necessary to deﬁne the ﬂuid 
energy and solid energy. For the ﬂuid energy, it is possible to provide an energy balance 
from the very general form 
m Du  """
ρCp  = k\2T +  q (3.2)
Dt 
  """
where q represents a summation of volumetric heat sources or sinks.  This equation 
equated the acceleration of the ﬂuid to the sum of conduction within the ﬂuid and any 
additional heat sources. The conduction term is intentionally included to reﬂect the high 
conductivity of liquid sodium. To simplify this equation, it is convenient to restrict ﬂow 
to the axial direction and restrict conduction to the radial direction.  Applying these as­� �
� �
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sumptions, this equation may be expressed as 
∂T  ∂T  ∂2T  """  """  """  """ 
ρCp  + u  = k  + qloss + qstr + qcore + qsink  (3.3)
∂t  ∂z  ∂y2 
This relates the acceleration of the ﬂuid to the conduction within the ﬂuid as well as the 
heat input from the core fuel/heater elements, parasitic losses, losses to structural mate­
rial, and heat output into the sink, or IHX. Because we are only concerned with speciﬁca­
tion of the core systems, it is reasonable to neglect all source/sink terms except for q 
""" 
. core
Expressing this according to convection at the surface, this may be rewritten such that 
∂T  ∂T  ∂2T  4H 
ρCp  + u  = k  + (Ts − T )  (3.4)
∂t  ∂z  ∂y2  dh 
Similarly, the solid energy equation may be expressed as a balance equation of the time 
rate of temperature of the fuel with conduction in the fuel and heat source terms such that 
∂Ts  """ 
ρCp,s  + ks\2Ts = q  (3.5) s ∂t 
Applying the same restrictions as before yields 
∂Ts  ∂2T  """ 
ρCp,s  + ks  = q  (3.6) s ∂t  ∂y2 
It is also useful to consider the energy transfer that occurs at the fuel/heater elements 
interface. In this case, the convective heat transfer into the coolant may be equated to the 
conduction from the fuel such that 
∂Ts − ks  = H(Ts − T )  (3.7)
∂y 
With the governing equations stated, it is necessary to non-dimensionalize them ac­
cording to nominal or initial conditions, given as 
u  z y Li  Ai  t ∗ ∗ ∗  ∗  u  =  ; z  =  ; y  =  ; L  ∗ =  ; A  ∗ =  ; t  = 
u0  LHT  δ 
i  LHT 
i  Acore  τ 
m ˙ ΔT  fl  ∗  m ˙ =  ; θ =  ; Fi = + K 
m ˙ 0  dh ΔT0  i � �
� �
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It is useful to normalize the y component according to a characteristic conduction 
depth, related to the cross-sectional area of the solid material and wetted perimeter such 
that 
As δ = 
m 
ξ 
It should be noted that the normalizing length is taken to be length of heat transfer. 
While not necessarily true, it simpliﬁes the notation. Further, it is assumed that all lengths 
within the primary system will scale with heat transfer length, which will simplify the 
imposition of similarity criteria. 
Integral Loop Momentum Equation 
Substituting these parameters into equation (3.1), where the Boussinesq approximation 
has been applied, and m ˙ 0 = ρavgAcoreu0, yields the following expression 
N N
τ0  Ai 
m ∗ ∗)2 (u 2 LHT (ρavgu0)  Li  dm ˙ 1
 
ΔT0)L  ∗ (θH − θC ) − ρavgu = (gβLHT ρavg Fi 0  (A∗ 
i dt∗  )2 2
 
i=1  i=1 
(3.8) 
The deﬁnition of the time scale according to the convective value, τ0  =  L0 , and di­ u0 
2 viding through by ρavgu yields the following non-dimensional expression of the integral  0 
loop momentum equation 
m N
i=1 
where 
∗ ∗)2 dm ˙ (u  1
 
= ΠRiL  ∗ (θH − θC ) −  (3.9)
 ΠGeom  Fi (A∗ 
i dt∗  )2 2
 
m N
A∗ 
i i=1 
L∗ 
i  (3.10a) ΠGeom = 
gβΔT0LHT  ΠRi =  2  (3.10b) 
u0 
ΠGeom refers to the geometric Pi-group, or the ratio of lengths to cross-sectional area, and 
ΠRi represents the Richardson number, or the ratio of inertial to buoyant forces. � �
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Fluid Energy Equation 
Substitution of the dimensionless parameters deﬁned above into equation (3.4) yields the 
following expression 
ΔT0 ∂θ∗  u0ΔT0 ∂θ∗  kΔT0  ∂2θ∗  4hΔT0 ρCp  + =  + (θ  ∗ − θ  ∗ )  (3.11) s τ  ∂t∗  ∂z∗  L2  ∂(z  ∗)2 LHT  HT  dh 
Collecting terms and dividing through by ρCpΔT0 yields 
1 ∂θ∗  u0  ∂θ∗  k ∂2θ∗  4H 
+ =  + (θ  ∗ − θ  ∗ )  (3.12) s τ0 ∂t∗  ∂z∗  ρCpL2  ∂(z  ∗)2  ρCpdh LHT  HT 
It now remains to deﬁne the time scale, which may be done according to the convective 
value, τ0  =  LHT , as before.  Multiplication of this equation by τ0, and deﬁnition of the  u0
 
k
 thermal diffusivity such that α  =  ρCp , yields the following dimensionless form of the 
ﬂuid energy equation 
∂θ∗  ∂θ∗  1  ∂2θ∗ 
+ =  + ΠStant(θs 
∗ − θ  ∗ )  (3.13)
∂t∗  ∂z∗  ΠPe ∂(z  ∗)2 
Let 
4HLHT  ΠStant =  , and  (3.14a)
ρCpu0dh 
1  α 
=  (3.14b)
ΠPe  u0LHT 
where ΠStant represents the modiﬁed Stanton number, and ΠPe represents the Peclet num­
ber.  The modiﬁed Stanton number describes the temperature drop across the thermal 
boundary formed by convective heat transfer, and the Peclet number describes the contri­
butions of heat transfer by providing the ratio of convective to conduction heat transfer. 
Thus, one may expect the modiﬁed Stanton number to become an important similarity 
criteria for fast-moving transients, whereas the Peclet number is expected to dominate for 
longer-lived scenarios. 39 
Solid Energy Equation 
Substitution of the dimensionless parameters into equation (3.6) yields the following ex­
pression 
ΔTs,0 ∂θs 
∗  ΔTs,0  ∂2θs  """ 
ρsCp,s  + ks  = q  (3.15) s τs  ∂t∗  δ2  ∂(y  ∗)2 
Divide through by ρsCp,sΔTs,0 to ﬁnd 
1 ∂θs 
∗  αs  ∂2θs  q 
""" 
s + =  (3.16)
τs ∂t∗  δ2 ∂(y  ∗)2  ρsCp,sΔTs,0 
To fully non-dimensionalize this equation, it is necessary to deﬁne the time scale such 
that 
δ2  δ2ρsCp,s τs = =  (3.17)
αs  ks 
Multiplication through by this quantity yields 
∂θ∗  ∂2θs s  +  = Πsource  (3.18)
∂t∗  ∂(y  ∗)2 
where Πsource represents the source number, or the non-dimensional form of energy pro­
duced within the fuel. As expected, this is a ratio of conduction depth, the distance across 
which the energy must conduct, the conductivity of the solid and, the axial temperature 
drop within the solid such that 
q 
""" 
δ2 
s Πsource =  (3.19)
ksΔTs,0 
Note however the difference in time scale deﬁnition.  It would be advantageous to 
construct some method of comparison so that the time constants may be applied and 
evaluated for importance during a given stage of a transient.  Given the two time scales 
such that 
LHT  τ0 = 
u0 
δ2 
τs = 
αs 
let El,s represent the ratio of time scales, given as 
τ0  αs LHT  El,s = = τ0ωl,s =  (3.20)
δ2 τl,s  u0 40 
This is identical to the transport number presented by Ishii and Kataoka [12] and pro­
vides the ratio of transport or residence time of the ﬂuid to the conduction time of energy 
within the solid. 
Boundary Energy Balance 
Substitution of the dimensionless parameters into equation (3.7) yields the following ex­
pression 
ksΔT0 ∂θs  = HΔT0(θs − θ)  (3.21)
δ  ∂y∗ 
Divide through by  ksΔT0  to ﬁnd the dimensionless form of this boundary condition,  δ 
such that 
∂θs  = ΠBi(θs − θ)  (3.22)
∂y∗ 
where ΠBi is the Biot number, which represents to ratio of wall convection to conduction, 
and is given by 
Hδ 
ΠBi =  (3.23)
ks 
All the dimensionless scaling parameters are collected and presented in Table 3.2.  
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Table 3.2: Collected dimensionless scaling parameters relevant to steady-state operation.
 
Dimensionless  Pa­
rameter 
Expression  Comments 
ΠGeom 
N 
i=1 
L∗ 
i 
A∗ 
i  Requirement for geometric similar­
ity. 
ΠRi 
gβΔT0LHT 
u2 
0 
Ratio of buoyancy to inertial forces. 
ΠStant 
4HLHT 
ρCpu0dh  Maintains similarity in thermal and 
inertial boundary layers. 
1 
ΠP e 
α 
u0LHT  Ratio  of  conduction  to  convection 
within the ﬂuid. 
ΠSource 
q 
""" 
s  δ2 
ksΔT0  Ratio of heat source to axial energy 
change. 
ΠBi 
Hδ 
ks  Ratio of convection to the coolant to 
conduction within the fuel. 
Fi 
T 
fl 
dh  + K 
o 
i 
Form and friction losses throughout 
the loop. 
τ0 
LHT 
u0  Residence  time/convective  time 
normalization. 
τs 
δ2 
αs  Normalized conduction time within 
the fuel/heater elements. 
El,s 
τ 
τl,s  = αsLHT 
δ2u0  Ratio of residence time to conduc­
tion time. 
Top-Down Scaling Analysis of Pump Coastdown/ Seizure 
A SCRAM signal from the reactor safety system initiates a decrease in power input into 
the reactor core and a coastdown of the primary coolant pumps.  This scaling analysis � � � � � � � �
� �
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is concerned with providing the Π-groups that simulate this behavior, and can also be 
used to simulate an immediate change in driving pressure. This may be associated with 
the mechanical seizure of a primary coolant pump.  Because this pressure behavior is of 
greater interest, consider the modiﬁed version of the integral loop momentum equation 
presented previously, which now includes an explicit pump pressure term. The derivation 
of this equation is provided Appendix A. This equation may be written such that 
N N 2 m  2  m Li  dm ˙ m ˙ 1  fL  Acore  = Δp + gL(ρH − ρC ) −  + K  (3.24)
Ai  dt  ρavgA2 
core  2  dh i  Ai i=1  i=1 
Consider the same dimensionless parameters presented previously, in addition to the 
pressure term. These may parameters may be normalized such that 
u  z y Li  Ai  t ∗ ∗ ∗  ∗  u  =  ; z  =  ; y  =  ; L  ∗ =  ; A  ∗ =  ; t  = 
u0  LHT  δ 
i  LHT 
i  Acore  τ 
m ˙ ΔT  fl  Δp ∗ ∗  m ˙ =  ; θ =  ; Fi = + K  ; Δp  = 
m ˙ 0  ΔT0  dh i  Δp0 
The rationale for this choice of normalization of the pressure is the consideration that 
the driving pressure from the primary coolant pumps will not immediately disappear, 
but instead decrease exponentially as they coast down from full power and ﬂow. Even in 
the event of mechanical seizure of a single pump, a SCRAM signal will be initiated and 
the remaining primary coolant pumps will coast down to either pony-motor driven ﬂow 
or natural circulation driven ﬂow. In either case, the driving head does not immediately 
vanish, and thus its behavior should be normalized to its initial value. 
Integral Loop Momentum Equation 
Substitution of these parameters into equation (3.24) and application of the Boussinesq 
approximation yields the following expression � �
� �
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N
τ0  Ai  dt∗ 
m ∗ LHT (ρavgu0)  Li  dm ˙
= Δp0Δp  ∗ + (gβLHT ρavgΔT0)L  ∗ (θH − θC ) 
N m 
i =1  (3.25)
 
(u  ∗)2  1
 2 − ρavgu  Fi 0  (A∗)2 
i 2
 
i=1 
Recalling that τ0 = LHT /u0, one may collect terms and rewrite this equation such that 
m N
i=1 
Where the associated Π-groups are deﬁned such that 
∗ ∗)2 dm ˙ (u  1
 ∗ + ΠRiL  ∗ (θH − θC ) −  (3.26)
 ΠGeom  = ΠP ressΔp  Fi (A∗ 
i dt∗  )2 2
 
N m Li  (3.27a) ΠGeom = 
Ai i=1 
Δp0  (3.27b)
 ΠP ress =  2 ρavgu0 
gβΔT0LHT  ΠRi =  (3.27c) 2 u0 
This shows that the ΠP ress is a ratio of the pumping pressure to the dynamic pressure 
of the ﬂuid. 
Because the heat transfer associated with this transient is similar to that presented 
previously, it is sufﬁcient to present only the non-dimensional form of these equations, 
where the presented Π-groups are identical to those deﬁned above. 
Fluid Energy Equation 
∂θ∗  ∂θ∗  1  ∂2θ∗ 
+ =  + ΠStant(θ  ∗ − θ  ∗ )  (3.28) s ∂t∗  ∂z∗  ΠPe ∂(z  ∗)2 
Solid Energy Equation 
∂θ∗  ∂2θs s  +  = Πsource  (3.29)
∂t∗  ∂(y  ∗)2 
It should be noted that during this stage of the transient, special attention should be 44 
paid to the ratio of residence time to conduction time, as its value will provide some 
insight into the transient behavior and duration. It is estimated, that as El,s ≤ 1, the pump 
coastdown is complete and the transition to natural circulation begins. 
Boundary Energy Balance 
∂θs  = ΠBi(θs − θ)  (3.30)
∂y∗ 
These may be collected and tabulated, as presented in Table 3.3.  
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Table  3.3:  Collected  dimensionless  scaling  parameters  relevant  to  pump 
seizure/coastdown. 
Dimensionless  Pa­
rameter 
Expression  Comments 
ΠGeom 
N 
i=1 
L∗ 
i 
A∗ 
i  Requirement for geometric similar­
ity. 
ΠRi 
gβΔT0LHT 
u2 
0 
Ratio of buoyancy to inertial forces. 
Πpress 
Δp0 
ρavg u2 
0 
Ratio of the pump pressure to the 
dynamic pressure of the ﬂuid. 
ΠStant 
4HLHT 
ρCpu0dh  Maintains similarity in thermal and 
inertial boundary layers. 
1 
ΠP e 
α 
u0LHT  Ratio  of  conduction  to  convection 
within the ﬂuid. 
ΠSource 
q 
""" 
s  δ2 
ksΔT0  Ratio of heat source to axial energy 
change. 
ΠBi 
Hδ 
ks  Ratio of convection to the coolant to 
conduction within the fuel. 
Fi 
T 
fl 
dh  + K 
o 
i 
Form and friction losses throughout 
the loop. 
τ0 
LHT 
u0  Residence  time/convective  time 
normalization. 
τs 
δ2 
αs  Normalized conduction time within 
the fuel/heater elements. 
El,s 
τ 
τl,s  = αsLHT 
δ2u0  Ratio of residence time to conduc­
tion time. � �
� �
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Top-Down Scaling Analysis of Natural Circulation 
Natural circulation is of particular interest to the IRV as it it is central to implementation 
of passive safety features within the TWR/D facility. To begin, consider the integral loop 
momentum, ﬂuid energy equation, solid energy equation, and surface heat transfer equa­
tion presented above in equations (3.1), (3.4), (3.6), and (3.7), respectively.  The pressure 
term is no longer included in the momentum equation, as it is assumed to be negligible 
for free convection scenarios, and buoyancy is assumed to drive the heat and mass ﬂow. 
We will also reference the dimensionless parameters, such that 
u  z y Li  Ai  t ∗ ∗ ∗  ∗  u  =  ; z  =  ; y  =  ; L  ∗ =  ; A  ∗ =  ; t  = 
u0  L0  δ 
i  L0 
i  Acore  τ 
m ˙ ΔT  fl  ∗  m ˙ =  ; θ =  ; Fi = + K 
m ˙ 0  dh ΔT0  i 
It is necessary to further clarify the characteristic length parameter, previously taken 
to be length of heat transfer. This is abandoned in favor of the deﬁnition of characteristic 
length used by Shultz et al. [24], given as 
M 
L0 =  (3.31)
ρavgAcore 
where M represents the mass of coolant within the core. 
Using this, in addition to the parameters provided above, it is possible to non-dimensionalize 
the governing equations. 
Integral Loop Momentum Equation 
Substitution of the non-dimensional variables into equation (3.1) yields the following ex­
pression 
N N ∗ ∗ ρavgL0u0 m  Li 
∗  dm ˙ 2 (u0)2 m  1 
A∗  = (gβρavgΔT0L0)(θH − θC ) − ρavgu0  Fi 
∗ 
(A∗  (3.32)
)2 τ0,NC  i  dt∗  2  i i =1  i=1 
The time scale may be expressed in a similar fashion as the previous analyses such 
M that τ0,NC  =  L0  =  , where L0 is the characteristic length deﬁned previously. Substitute  u0  m ˙47 
and collect terms to ﬁnd 
ΠGeom 
d ˙ m  ∗ 
dt∗  = ΠRi(θH − θC ) − 
N m 
i=1 
Fi 
1 
(A∗ 
i )2  (3.33) 
The primary difference in this expression, as one would expect, is in the Richardson 
number, which may be expressed such that 
gβΔT0L0 ΠRi =  (3.34a) 2 u0 
gβΔT0 
M 
ρavg Acore  ΠRi =  (3.34b) 2 u0 
gβΔT0M 
ΠRi =  (3.34c) 
m ˙ 0u0 
Thus, for a natural circulation transient, the modiﬁed Richardson number is a function of 
the mass of available coolant, but still represents the ratio of bouyant to inertial forces. 
Fluid Energy Equation 
The scaling analysis for the ﬂuid energy equation is similar to that presented previously, 
save for the modiﬁcation to the characteristic length term. Thus, the dimensionless ﬂuid 
energy equation, presented as 
∂θ∗  ∂θ∗  1  ∂2θ∗ 
+ =  + ΠStant(θs 
∗ − θ  ∗ )  (3.35)
∂t∗  ∂z∗  ΠPe ∂(z  ∗)2 
has modiﬁed Peclet and Stanton numbers. These may be expressed as 
4HM 
ΠStant =  (3.36a)
ρavgCpm ˙ 0dh 
1  k0Acore  =  (3.36b)
ΠPe  Cpu0M 48 
Solid Energy Equation 
The scaling analysis for the solid energy equation is similar to that presented previously; 
however, it should be noted that the characteristic length does not apply in this case, 
because the axial term is neglected. Thus there is no opportunity to apply the axial char­
acteristic length. Fundamentally, the regime of ﬂuid ﬂow does not affect the conduction 
or heat generation within the solid in any way.  Thus, the dimensionless solid energy 
equation may presented such that 
∂θ∗  ∂2θs s  +  = Πsource  (3.37)
∂t∗  ∂(y  ∗)2 
""" 
q δ2 
s where Πsource =  . ksΔT0 
However, it is necessary to further consider the ratio of time scales presented earlier, 
El,s, as it is contains a characteristic length term. Recalling the previous deﬁnition of this 
transport time ratio, one may rewrite it such that 
αs
M 
ρavg Acore  αsM 
El,s = =  (3.38)
δ2 δ2 ˙ u0  m0 
This shows that, while this transport time ratio is affected by the characteristic length 
deﬁnition, it does not fundamentally change. The ratio of ﬂuid mass to mass ﬂow rate is 
equivalent to the ratio of length to velocity, or convective time scale. 
Boundary Energy Balance 
In very much the same way as the solid energy equation was exempt from the redef­
inition of characteristic length, the heat transfer occurring at the fuel/coolant interface 
is expressed in terms of volumetric ﬂux, and the axial length does not occur.  Thus, the 
dimensionless boundary energy balance may be presented again as 
∂θs  = ΠBi(θs − θ)  (3.39)
∂y∗ 
These dimensionless scaling parameters may be collected and tabulated, as they are 
presented in Table 3.4.  
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Table  3.4:  Collected  dimensionless  scaling  parameters  relevant  to  pump 
seizure/coastdown. 
Dimensionless  Pa­
rameter 
Expression  Comments 
ΠGeom 
N 
i=1 
L∗ 
i 
A∗ 
i  Requirement for geometric similar­
ity. 
ΠRi 
gβΔT0M 
˙ m0u0  Ratio of buoyancy to inertial forces. 
ΠStant 
4HM 
ρavg Cp ˙ m0dh  Maintains similarity in thermal and 
inertial boundary layers. 
1 
ΠP e 
k0Acore 
Cpu0M  Ratio  of  conduction  to  convection 
within the ﬂuid. 
ΠSource 
q 
""" 
s  δ2 
ksΔT0  Ratio of heat source to axial energy 
change. 
ΠBi 
Hδ 
ks  Ratio of convection to the coolant to 
conduction within the fuel. 
Fi 
T 
fl 
dh  + K 
o 
i 
Form and friction losses throughout 
the loop. 
τNC,0 
M 
˙ m0  Residence  time/convective  time 
normalization. 
τs 
δ2 
αs  Normalized conduction time within 
the fuel/heater elements. 
El,s 
τ 
τl,s  =  αsM 
δ2 ˙ m0  Ratio of residence time to conduc­
tion time. 50 
Top-Down Scaling Analysis of Heat Transfer to the Reactor Head 
To adequately perform as a radiological shield, the reactor head is ﬁlled with a composite 
material containing concrete and depleted uranium. The inclusion of concrete necessitates 
the imposition and observation of certain thermal limits.  Presently, there is a series of 
several intermediate bafﬂe plates in the argon cover gas space separating the hot pool and 
the reactor head. Therefore, preservation of these heat transfer mechanisms may support 
this design option through simulation of the appropriate heat transfer rate to the reactor 
head. It is now necessary to consider more than just liquid sodium, as the argon cover gas 
provides an interacting constituent, as will now be shown. 
To begin, it is necessary to deﬁne the control volume being considered, which is strictly 
deﬁned as the surface of the thermal shield mounted to the reactor head. Thus, one may 
clearly identify the following mechanisms for heat transfer to the reactor head: 
1.  Radiation heat transfer from the surface of the hot pool to the bafﬂe plates. 
2.  Convection to or from the bafﬂe plates through the cover gas. Convection may occur 
through dedicated blowers which will circulate the cover gas over the plates. 
3.  Conduction from the reactor vessel walls directly to the reactor head. 
The rationale for analysis of this control volume is that a surface energy balance may 
be performed.  Dimensional analysis of coupled radiation and conduction through the 
intermediate bafﬂe plates, convection through the cover gas, and additional conduction 
through the reactor vessel would be prohibitively complex for a top-down scaling analy­
sis.  A surface energy balance fulﬁlls the designated scaling objectives while simplifying 
the analysis, and was therefore utilized. 
The multi-mode heat transfer for this conﬁguration is shown graphically in Figure 3.3. 51 
Figure 3.3: Mutli-mode heat transfer to the reactor head from the sodium, cover gas, and 
reactor vessel. 
For the purposes of analyzing this system, it necessary to make the following assump­
tions: 
1.  Radiation emission and deposition is done by gray bodies with an emissivity of εi. 
2.  The cover gas is assumed to be fully developed ﬂow over the reactor head, and is 
non-participating with respect to radiation heat transfer. 
3.  Conduction through the cover gas to the reactor head is negligible. 
4.  Steady-state conditions exist. 
5.  No radial variation in cover gas temperature. 
6.  Conduction within the thermal shield will occur only in the axial direction. 
Surface Energy Balance - Sodium Pool Interface 
The surface energy balance equates the conduction away from the surface of the thermal 
shield to the energy deposited by convection and radiation.  It can be shown that this 52 
control volume choice provides insufﬁcient information to capture conduction from the 
reactor vessel; thus, this must be addressed separately.  However, consider the surface 
energy balance such that 
qrad + qconv = qcond  (3.40) 
Radiation heat transfer occurring between two gray bodies, with emissivities of εi and 
a view factor of Fij , may be expressed as [9] 
σ(T 4  − T 4  ) Na  RH  qrad =  (3.41) 1−εNa  1 1−εRH  + + εNaANa  ANaFNa−RH  εRH ARH 
Therefore, the heat transferred in the axial direction may be written such that 
σ(T 4  − T 4  )  dTRH  Na  RH  + HAr−RH ARH (TAr − TRH ) = kRH ARH  (3.42) 1−εNa  1 1−εRH  + +  dz 
εNaANa  ANaFNa−RH  εRH ARH 
As before, it is necessary to express the dimensionless parameters, such that 
(T 4  − T 4  )  z Na  RH  (TAr − TRH )  ∗  TRH  ΘNa−RH =  ; (θAr − θRH ) =  ; z  =  ; θRH = 
(T 4  − T 4  )0  (TAr − TRH )0  δ TRH,0 Na  RH 
δ Substituting these terms into equation (3.42) and multiplication by the quantity kRH ARH TRH,0 
yields 
dθ∗  1 RH  = ΠRad  ΘNa−RH + Πconv(θAr − θRH )  (3.43)
dz∗  φ 
where 
1 − εNa  1 1 − εRH  φ = +  +  (3.44a)
εNaANa  ANaFNa−RH  εRH ARH 
δσ(T 4  − T 4  )0 Na  RH  Πrad,RH =  (3.44b)
kRH ARH TRH,0 
δHAr−RH (TAr − TRH )0  (TAr − TRH )0 Πconv = = BiAr−RH  (3.44c)
kRH  TRH,0  TRH,0 
This analysis does not address the conduction from the reactor vessel.  During the 
course of analysis, it was determined that inclusion of this phenomena into the conduc­
tion term provided insufﬁcient information. Thus, it was necessary to perform a similar 53 
analysis where the control volume was restricted to the interface of the reactor vessel and 
thermal shield, as shown in Figure 3.3. 
Surface Energy Balance - Thermal Shield/Reactor Vessel Interface 
It should be noted that radiation heat transfer also occurs, though in this instance the 
radiation heat transfer is from the reactor vessel to the guard vessel.  This is reﬂected 
in the analysis, though no priority is given to its simulation.  All assumptions made for 
the previous surface energy balance are once again utilized, with two notable exceptions: 
Conduction within the thermal shield will now be restricted to the radial direction, and 
conduction within the reactor vessel will be limited to the axial direction. 
Performing a surface energy balance similar to that presented previously, the balance 
equation may be written such that 
qcond,RH = qcond,RV  − qrad,GV  (3.45a) 
σ(T 4  − T 4  ) dTRH  dTRV  Na  RH 
"  =  (3.45b) kRH ARH  dx 
= kRV ARV " 
dz 
− qrad  1−εNa  +  1  +  1−εGV
 
εRV ARV  AGV FRV −GV  εGV AGV
 
A subtle change in notation has been made, in that the area term, where modiﬁed, 
refers to the interfacial area. Thus, ARH  "  refers to the area of contact between the reactor 
head and vessel. This quantity is identical in both terms. Begin by deﬁning the following 
dimensionless parameters such that 
(T 4  − T 4 
RV  GV )  ∗  z  ∗  x TRH  TRV  ΘRV −GV  =  ; z  =  ; x  =  ; θRH =  ; θRV  = 
(T 4  − T 4 
RV  GV )0  δRV  δRH  TRH,0  TRV,0 
These may be substituted into equation (3.45b), which yields 
dθRH  dθRV  1 
= Πcond,RH  + Πrad,GV  ΘRV −GV  (3.46)
dx∗  dz∗  φGV 
where 
1 − εNa  1 1 − εGV φGV  = +  +  (3.47a)
εRV ARV  AGV FRV −GV  εGV AGV 
δσ(T 4  − T 4  )0 RV  GV Πrad,RV  =  (3.47b)
kGV AGV TGV,0 � �� �
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kRV TRV,0  δGV Πcond,RH =  (3.47c)
δRV  kRH TRH,0 
This shows that the temperature distribution of the thermal shield, will be inﬂuenced 
by the ratio of the reactor vessel properties and temperature to those of the thermal shield. 
These terms may be collected and tabulated, as shown in Table3.5. 
Table 3.5: Collected dimensionless scaling parameters relevant to reactor head heat trans­
fer. 
Dimensionless 
Parameter 
Expression  Comments 
Πrad,RH 
δσ(T 4 
Na−T 4 
RH )0 
kRH ARH TRH,0  Ratio  of  conduction  to  radiation 
heat transfer. 
Πconv 
δHAr−RH 
kRH 
(TAr −TRH )0 
TRH,0  Ratio  of  convection  to  the  reactor 
head to conduction away from it. 
Πrad,RV 
δσ(T 4 
RV −T 4 
GV )0 
kGV AGV TGV,0  Ratio of conduction to the reactor to 
radiation to guard vessel. 
Πcond,RH 
T 
kRV TRV,0 
δRV 
o T 
δGV 
kRH TRH,0 
o 
Ratio of conduction rates from the 
reactor vessel to the reactor head. 
Top-Down Scaling Analysis of Coolant Stratiﬁcation 
Coolant stratiﬁcation may occur in a reactor vessel due to differential heating and incom­
plete mixing of any ﬂuid, and is of particular concern to liquid metal facilities due to their 
high ﬂuid thermal conductivities and pool type designs, which provide large reservoirs of 
thermal inertia without active mixing. Coolant stratiﬁcation has been studied experimen­
tally by Ieda et al. [11], has been scaled in integral and separate effects facilities [20] [21], 
and has been investigated through molten salt facilities through the AHTR [32]. Coolant 
stratiﬁcation occurs by way of three mechanisms: 
1.  Forced jets: Pressure-driven jets of ﬂuid. 
2.  Buoyant plumes: Jets whose motion is driven by bouyancy forces. 55 
3.  Wall jets: jets that occur at an enclosure interface with the coolant. 
These mechanisms represent geometrical conﬁgurations within the H2TS analysis method­
ology, in addition to the stratiﬁed volume itself, for which speciﬁc frequencies and time 
ratios must be developed. The forced jet scenario however will be effectively neglected, as 
the transition to buoyant jets occurs over a short distance within the outlet plenum. This 
calculation is shown in Appendix B. However, the transition from forced to buoyant jet 
is to be simulated, as well as the location of transition. Of speciﬁc interest to this analysis 
are the following phenomena: 
1.  Mixing within the outlet plenum between the ambient ﬂuid and incoming sodium 
from the fuel/heater element assemblies. 
2.  Effects of wall jets and the possible disruption of stable isotherms within the outlet 
plenum. 
Consider the conservation equations for mass and energy presented by Zuber [8] 
where the control volume is a buoyant jet of height Δz. Because this analysis is limited to 
a single phase, homogeneous ﬂuid, conservation of species concentration is neglected. 
    d 
(ΔVbj ρbj ) = (V ˙bj ρbj )z − (V ˙bj ρbj )z+Δz + ρsf (z)u(z)pbj Δz  (3.48a)
dt 
    d 
(ΔVbj ρbj Ubj ) = (V ˙bj ρbj Ubj )z − (V ˙bj ρbjUbj )z+Δz + ρsf (z)Usf (z)u(z)pbj Δz  (3.48b)
dt 
where Ubj  refers to the internal energy of the buoyant jet, pbj  refers to the perimeter of 
the buoyant jet, and u(z) is the entrainment velocity of the jet within the stratiﬁed ﬂuid. 
nbj πd2  Δz
The total volume occupied by buoyant jets within the control volume of ΔVbj = 
bj  , 4 
where nbj  refers to the number of buoyant jets within the stratiﬁed volume.  As before, 
it is necessary to non-dimensionalize equations (3.48a) and (3.48b) utilizing the following 
normalized parameters: 
˙ z V ρi  Ui ∗  z  =  ; V ˙ ∗ =  ; ρ  ∗  =  ; U ∗ =  bj  i ˙ Lsf  V0  ρi,0  U0    
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Substitution of these parameters, and the deﬁnition of the control volume, into equa­
tions (3.48a) and (3.48b) yields the following expressions 
dρ∗ 
sf  u(z)nbjπdbj Lsf  ∗  τbjΔz 
dt 
= (V ˙
bj 
∗ ρ  ∗  − (V ˙
bj 
∗ ρ  ∗  + ˙ ρsf 
∗  Δz  (3.49a) bj )z  bj )z+Δz 
V0 
d(ρ∗  U∗ ) sf  bj  u(z)nbj πdbj Lsf  ∗  τbj Δz  = (V ˙ ∗ 
bj U ∗  − (V ˙
bj 
∗ ρ  ∗ 
bj)z+Δz  +  ρ  ∗ 
bj Δz  (3.49b) bj ρ  ∗ 
bj )z  bj U ∗ 
V ˙0 
sf U ∗ 
dt 
Deﬁne the following parameters as 
nbj πd2 Lsf 
τbj = 
bj  (3.50a)
4V ˙0 
u(z)nbj πdbj Lsf Πbj = ωbj τbj = ˙ (3.50b)
V0 
This allows equations (3.49a) and (3.49b) to be rewritten as the general 
d(ψ∗)  ∗  τbj Δz  = (V ˙
bj 
∗ ψ  ∗ )z − (V ˙
bj 
∗ ψ  ∗ )z+Δz  + Πbj ψ  ∗ Δz  (3.51)
dt 
where the speciﬁc time ratios are common to both transfer processes, as expected by the 
H2TS methodology. Now, this process may also be applied to the stratiﬁed volume, as it 
represents a remaining geometric conﬁguration to be analyzed.  In the same manner as 
before, consider the conservation of energy and mass, given as 
N m d 
(ΔVsf ρsf ) =  (V ˙sf ρsf )z − (V ˙sf ρsf )z+Δz  − ρsf (z)Δz ui(z)pbj  (3.52a)
dt
i=1 
N m d 
(ΔVsf ρsf Usf ) =  (V ˙sf ρsf Usf )z − (V ˙sf ρsf Usf )z+Δz  − ρsf (z)Usf (z)Δz u(z)pbj dt
i=1 
(3.52b) 
where the cross sectional area of the of the stratiﬁed ﬂuid is taken as a constant, thus 
ΔVsf  = Asf Δz. These may be non-dimensionalized as previously, making careful note of 
the following additional parameters 
N 
i=1 ui(z)pi  Asf Lsf ωsf  =  ; Asf 
∗  = 
Vsf  Vsf    
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Substituting these into equations (3.52a) and (3.52b) yields a common dimensionless 
expression of the form 
dψ∗ 
∗ ∗  τsf A  ∗  = (V ˙sf ψ  ∗ )z − (V ˙sf ψ  ∗ )z+Δz  − Πsf ψ  ∗  (3.53) sf Δz 
sf 
sf Δz 
dt 
where 
N Vsf  i=1 ui(z)pi τsf  =  , and, Πsf  = ωsf τsf  =  ˙ ˙ V0  V0 
To better understand the behavior of the stratiﬁed volume, consider dividing through 
by Δz  ∗ and evaluating the general expression as Δz  ∗ approaches zero, which yields 
dψ∗ 
τsf A  ∗  sf  = − 
d 
(V ˙
sf 
∗ ψ  ∗ 
sf  (3.54) sf  sf ) − Πsf ψ  ∗ 
dt  dz∗ 
Evaluating this expression further at steady state, one ﬁnds that 
dV ˙ ∗ 
sf  = −Πsf  (3.55)
dz∗ 
If ψsf  represents mass, then this becomes the conservation of mass equation for the 
control volume, stating that the mass lost within the stratiﬁed ﬂuid is equal to that en­
trained within the buoyant jets. However, if one were to examine temperature, one may 
ﬁnd that 
dψ∗  dV ˙ ∗  dψ∗  d  sf sf  sf (V ˙ ∗ 
sf ) = V ˙ ∗  + ψ  ∗  = V ˙ ∗  + ψ  ∗  (3.56) sf ψ  ∗ 
sf  sf sf sf Πsf dz∗  dz∗  dz∗  dz∗ 
Substitute this into equation (3.54) to ﬁnd 
dψsf 
∗  dψ∗ 
sf τsf A  ∗  = −V ˙ ∗  (3.57) sf  sf dt  dz∗ 
Thus, the time rate of change of temperature, or energy, at a given vertical location de­
pends on the temperature gradient and the vertical velocity at that location.  Further, by 
comparing the characteristic time ratios, one ﬁnds that 
τbj  nbj πdbj 
2 Lsf 
=  (3.58)
τsf  4Vsf 58 
This states that the difference in time ratios is related to the ratio of the volume occupied 
by the buoyant jets to the volume of the stratiﬁed ﬂuid.  It is reasonable to assume that 
Vbj  « Vsf , and therefore one may conclude that the change within the stratiﬁed ﬂuid is 
a function of average or integrates jet motion, rather than of speciﬁc patterns of entrain­
ment. 
Turning attention now to wall jets, consider again the general conservation equation 
utilized in equations (3.48a) and (3.48b).  Performing similar analysis, one may ﬁnd the 
general dimensionless conservation equation for wall jets such that 
dψ∗  d ∗  wj  = Πwj ψ  ∗  (V ˙ ∗  (3.59) τwj Δpwj  wj ψ  ∗ 
sf −  wj )
dt  dz∗ 
where pwj refers to the perimeter of the wall segment and is related to the thickness of the 
wall jet, δwj , through the volume occupied by the wall jet such that ΔVwj  = Δpwj δwj Δz. 
The time ratio, characteristic frequency, and Π-group may be shown to be 
δwjΔpwj Lsf τwj = ˙ (3.60a)
V0 
u(z)
ωwj =  (3.60b)
δwj 
u(z)Δpwj Lsf Πwj = τwj ωwj =  (3.60c) ˙ V0 
Setting equation (3.59) to its steady state value, one ﬁnds again that 
d 
(V ˙ ∗ 
wj ) = Πwjψ  ∗  (3.61)
dz∗  wj ψ  ∗ 
sf 
Fundamentally, the transfer equations are the same but with a different focus.  Col­
lecting terms, the dimensionless scaling parameters may be tabulated, as shown in Table 
3.6. 59 
Table 3.6: Collected dimensionless scaling parameters relevant to coolant stratiﬁcation.
 
Dimensionless 
Parameter 
Expression  Comments 
Πbj 
u(z)nbj πdbj Lsf 
˙ V0  Ratio  of  volume  entrained  in  the 
buoyant jets to the volume of strati­
ﬁed ﬂuid. 
Πsf 
_N 
i=1 ui(z)pi 
˙ V0  Ratio of volume entrained in buoy­
ant and wall jets to the volume of 
stratiﬁed ﬂuid. 
Πwj 
u(z)Δpwj Lsf 
˙ V0  Ratio of volume entrained in wall 
jets to the volume of the stratiﬁed 
ﬂuid. 60 
Chapter 4 – Transient and Quasi-Steady Similarity Criteria 
With the relevant dimensionless similarity parameters deﬁned, it is now necessary to con­
sider the application of similarity criteria to achieve the following objectives: 
1.  Couple system parameters so as to limit the possible scaling choices to relevant val­
ues. 
2.  Provide some estimation of scaling distortion. 
While is it possible to simply apply individual similarity criteria for each parameter, 
such that 
(Π)M (Π)R =  = 1  (4.1)
(Π)P 
this quickly leads to the contradicting deﬁnition of several system parameters without 
providing a clear indication of the phenomenological importance of those criteria.  In­
stead, consider ﬁrst the very strict requirement of geometric similarity, which relates the 
reference lengths and areas such that 
(Li/LHT )M LiR =  = 1  (4.2a)
(Li/LHT )P 
(Ai/Acore)M AiR =  = 1  (4.2b)
(Ai/Acore)P 
This relates the relative area and lengths of the various components within the system 
to the normalizing area and length. This similarity criterion mandates that these ratios be 
equivalent in both the model and prototypical facilities. This is a strong requirement and 
must be observed.  Fortunately, this has a straightforward implementation into design 
activities. 
It is also necessary to consider the form and friction losses, given previously as 
N m  1 
ΠF ric =  Fi  (4.3)
(A∗)2 
i i=1 � �
� � ��
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Enforcing the geometric similarity criteria outlined above, it remains to apply simi­
larity criteria regarding pressure drop due to friction and form losses.  This may be ac­
complished through the appropriate use of oriﬁce plates.  Thus, this restriction shall be 
assumed to be satisﬁed unconditionally. However, this leaves numerous parameters still 
to be investigated. 
Begin by considering the temperature increase of the coolant within the core. Taken at 
a steady state, this may be expressed as 
Q = ˙ ΔT0  (4.4a) mCp
""" 
q LHT As,core = ρavgu0AcoreCpΔT0  (4.4b) s 
Solving for temperature rise yields 
""" 
s LHT  As,core  ΔT0 = 
q 
(4.5)
ρavgCpu0  Acore 
Substitution of this quantity into the steady dimensionless integral loop momentum 
balance equation presented in equation (3.1) will yield an expression of the initial velocity 
with respect to this temperature increase.  Because of the steady-state assumption, the 
dimensionless parameters, not the Π-groups, may be evaluated as unity. Or, 
N ∗)2  m (u  1 
ΠRiL  ∗ (θH − θC ) −  Fi  = 0  (4.6a)
2 (A∗)2 
i i=1 
ΠRi = ΠF ric  (4.6b) 
Expand the expression for the Richardson number and substitute the value for tem­
perature increase to ﬁnd 
gβΔT0L0  = ΠF ric  (4.7a) 2 u0 
""" 
gLHT β qs LHT  As,core  = ΠF ric  (4.7b) 2 u ρavgCpu0  Acore  0 � ��
  � �  
� �
��   
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Solve for the velocity to ﬁnd 
1/3 
qs gβLHT  As,core 
""" 
u0 =  (4.8)
ρavgCpΠF ric Acore 
This couples the characteristic velocity and temperature increase under steady condi­
tions. These may be taken as reference values to be applied as similarity criteria such that 
1/3 (u0)M  """  β δR  u0,R = =  qs,R  L2 
HT,R  (4.9a)
(u0)P ρavgCp R dh,R 
(ΔT0)M  """  1  LHT,R  δR ΔT0,R = = q  (4.9b)
(ΔT0)P 
s,R  ρCp  u0,R  dh,R R 
where the cross-sectional area of the fuel/heater elements and ﬂow area are related to the 
4δ characteristic conduction and hydraulic diameter such that 
As,core  =  .  The expression  Acore  dh 
of the area ratios in this way is advantageous because it allows for geometric differences 
in the model nuclear fuel and the prototypical heater elements, which typically cannot 
achieve the same power density. 
Implicit in the deﬁnition of the characteristic velocity in terms of temperature increase 
is the buoyancy similarity it enforces. Consider the substitution of equations (4.19a) and 
(4.9b) into the reference Richardson number, given as 
βRΔT0,RLHT,R  ΠRi,R =  (4.10) 2 u0,R 
This substitution forces the reference Richardson to unity, thus preserving the momen­
tum transfer similarity between the model and prototypical facilities. However, another 
similarity requirement is that of energy transfer similarity, which scales with the time of 
transport between the solid to coolant and requires that 
ΠStant,R = 1 ; ΠSource = 1 ; ΠBi = 1 ; Els,R = 1 
Assume the following conditions: 
1.  Same solid material scaling - that is, the reference values of the solid properties may 
be neglected. 
2.  Transverse ﬂow similarity. 63 
3.  Axial length similarity. 
Note that neither total geometric similarity nor ﬂuid similarity is assumed, as total geo­
metric similarity would be an unrealistic assumption given the previous consideration, 
and not assuming ﬂuid similarity allows for a more general analysis. Instead, it is conve­
nient to assume that the same ﬂow area and axial length ratios are preserved, while the 
hydraulic diameter and conduction depth are left as free parameters. 
The energy similarity criteria may then be expressed with respect to their reference 
values, such that 
LHT,R  Els,R =  = 1	  (4.11a)
δ2 
Ru0,R 
q	 
""" 
δ2 
s,R R  (ρavgCp)Rdh,R Πsource,R = =  = 1  (4.11b)
ΔT0,R  δR 
ΠBi,R = HRδR = 1	  (4.11c) 
where the previous deﬁnitions of reference velocity and temperature have been sub­
stituted into the source number.  It can be shown that if these similarity criteria are met, 
then the Stanton number is also unconditionally satisﬁed. 
These quantities, respectively, represent the transport time of energy from the source 
into the ﬂuid, the thermal energy within the solid and the system overall, and the thermal 
gradient within the solid. Moreover, the Stanton number represents the thermal gradient 
of the boundary layer within the ﬂuid.  The Biot and Stanton numbers drive the energy 
transfer at the solid-ﬂuid interface, and thus require the inclusion of a heat transfer co­
efﬁcient, which slightly complicates the analysis.  However, consider ﬁrst the temporal 
similarity imposed by the transport ratio requirement, such that 
 
LHT,R  δR = (4.12) 
u0,R 
Substitution of this into the requirement for the source number yields 
 
dh,R = 
1 
(ρavgCp)R 
δR = 
1 
(ρavgCp)R
LHT,R 
u0,R 
(4.13) � �
� �
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And ﬁnally, the Biot number similarly requires
 
 
u0,R HR = (4.14)
LHT,R 
However, the heat transfer coefﬁcient cannot be considered independent of ﬂow ﬁeld pa­
rameters, as implied by this result.  Normally, it is considered in relation to the Nusselt 
number, Nu = 
Hdh , where k is the thermal conductivity of the ﬂuid. A number of correla­ k 
tions exist for the Nusselt number, but for the purposes of the IRV, consider the correlation 
presented by Kakac and Yener [14] for liquid metal forced ﬂow in a long tube under con­
stant heat ﬂux, given as 
Nu = 4.82 + 0.0185(Pe)0.83 = 4.82 + 0.0185(ReP r)0.83  (4.15) 
Or, for natural circulation scenarios, this should be correlated to the Grashof number, 
which provides the ratio of buoyancy to inertial forces acting on the ﬂuid.  Once again, 
a number of empirical correlations exist, but utilizing the relation provided by Ishii and 
Kataoka [12], one may relate them such that 
dh Nu = 0.3(GrP r)0.3  (4.16)
LHT 
Considering the forced convection scaling scenario, one may express the reference heat 
transfer coefﬁcient such that 
  0.83  u0,R  kR  kR  ρRuRdH,R  HR = =  NuR ≈  PrR  (4.17)
LHT,R  dh,R  dH,R  µR 
Comparing equations (4.16) and (4.17), one may see that these impose very different 
constraints on system design parameters.  Furthermore, equation 4.17 requires that the 
Reynolds number between the model and prototypical facilities to be very close to unity, 
which may result in higher model velocity and very high model power. This is undesir­
able, thus requiring careful evaluation of the Biot and Stanton number similarity criteria.   � �  
   
65 
Same Fluid Similarity Criteria 
Assuming the same ﬂuid to be used in both the model and prototype facilities, one may 
assume that all reference ﬂuid parameters approximately achieve unity. This is not gen­
erally true, but may be assumed in this case due to similar operational conditions. Severe 
differences in operational temperature and pressure between the model and prototype 
facilities, as may be encountered in gas reactor or pressurized water reactor test facili­
ties, would negate this assumption.  However, due to the high boiling point of liquid 
sodium, pressurization is minimal.  Further, thermal similarity, or at least to within an 
order of magnitude, renders thermally induced bulk ﬂuid property differences to be min­
imal. Thus, reference ﬂuid property values may be reasonably neglected. 
Now, consider the application of different similarity criteria, based upon the most 
conservative experimental objectives stated previously. Thus, there are two scenarios that 
require different similarity of different parameters: Fast-moving transients with relatively 
high rates of change of solid energy, and slower moving transients governed by the trans­
fer of mass and energy through buoyancy-driven ﬂow.  These scenarios correspond to 
the initial stages of a SCRAM and pump coastdown and the onset and establishment of 
natural circulation, respectively. 
Temporal Similarity 
To achieve temporal similarity, or similarity with respect to residence time, it is necessary 
that the following criteria be met: 
LHT,R  τ0,R =  = 1  (4.18) 
u0,R 
This leads to the relation of reference velocity and length such that LHT,R  =  u0,R. 
Expressing this in terms of the velocity presented in equation (4.19a), this becomes 
1/3 
"""  β δR  u0,R =  qs,R  LHT,R 
2  (4.19a)
ρavgCp  dh,R R 
1/3 
"""  δR  u0,R =  qs,R  LHT,R 
2  (4.19b)
dh,R 
"""  δR LHT,R = qs,R  (4.19c)
dh,R 66 
Assumption of same ﬂuid scaling and temporal similarity require that the hydraulic  q 
LHT,R  diameter and conduction depth be related such that dH,R = δR =  . Thus, equation  u0,R 
(4.19c) provides the unique volumetric heat ﬂux scaling requirements, expressed as 
""" 
LHT,R = qs,R  (4.20) 
Buoyancy Similarity 
For buoyancy-driven scenarios, temporal similarity is a weak requirement compared to 
the necessity of preserving the buoyant effects.  Thus, one may re-examine the dimen­
sionless integral loop momentum equation, and the steady-state condition derived and 
expressed in equation (4.7a). Presented with respect to reference parameters, this becomes 
ΔT0,RLHT,T  = ΠF ric,R = 1  (4.21) 2 u0,R 
Recall the assumption that frictional and form losses are satisﬁed unconditionally.  Fur­
ther, assume that thermal similarity is achieved through active control of heat input into 
the hot and cold pools. This allows for the following relation of length and velocity 
 
u0,R = LHT,R  (4.22) 
This leads to the following power scaling necessary for buoyancy-driven transient 
stages 
T o 
""" 
u0,R =  qs,RL2  (4.23a) HT,R 
q 
"""  u0,R =  qs,R  (4.23b) 
Note, however, that this maintains the previous power scaling with respect to the heat 
""" 
transfer length scale presented in equation (4.20), such that LHT,R = qs,R. It should also be 
noted that the relation presented in equation (4.22) will introduce some distortion through 
the conduction depth and hydraulic diameter. � �
� �
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Coolant Stratiﬁcation Similarity 
To assure similarity of a stratiﬁed volume, it is necessary to consider further the top-down 
scaling analysis. Stratiﬁed liquid behavior is not dependent on eddy currents within the 
jets, but rather on integrated jet motion within the volume.  Thus, one should consider 
the closure relationships utilized by Peterson, Shrock, and Grief [21], which states that for 
round jets, the volumetric ﬂow rate may be expressed according to the buoyancy such 
that 
d ˙ Vbj  5kµ  ρa − ρ0
1/3
2/3  =  g V ˙0  z  (4.24)
dz  3  ρa 
where ρa refers to the density of the ambient ﬂuid and kµ is an entrainment constant. Non­
dimensionalizing according to the parameters presented previously yields the following 
expression with respect to the Richardson number of the buoyant jet 
dV ˙ ∗  T o2/3 5kµ 
5/3 
bj  π  1/3  ∗ )2/3  Lsf  =  Ribj  (z  (4.25)
dz∗  4 3  dbj 
The Richardson number may be expressed such that 
gdbj (ρa − ρ0)/ρa Ribj =  (4.26a) 2 ubj,0 
gπ2d5 (ρa − ρ0)/ρa 
Ribj = 
bj  (4.26b)
16V ˙
0
2 
where the V ˙0 = Abj ubj,0 = ubj,0πd2 /4 for cylindrical jets, which are assumed here. Exam­ bj 
ining this, along with equation (4.25), one may see that there are two primary parameters 
inﬂuencing coolant stratiﬁcation similarity, the Richardson number and the ratio of the 
stratiﬁed ﬂuid height to buoyant jet diameter.  Further, assuming same ﬂuid scaling, as 
mentioned previously, and setting the reference Richardson number to unity such that 
Ribj,R = 
dbj,R 
5 
= 1  (4.27)
V ˙ 2 
0,R 
This allows for the following relation of reference buoyant jet diameter to volumetric 
ﬂow rate  T o2/5 
dbj,R =  V ˙0,R  (4.28) � �
� �
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Therefore, consider the similarity criteria, such that 
dbj,R  = 1  (4.29)
Lsf,R 
This may be combined with the convective temporal similarity criteria presented pre­
viously, where 
VR τR =  (4.30) ˙ VR 
To complete this similarity criterion substitute in the result of equation (4.28) to ﬁnd 
2/5 Vsf,R  Lsf,R =  (4.31) 
nbj,RτR 
Consider brieﬂy equation (4.25), which states that the axial distribution of volumetric 
ﬂow is dependent on the Richardson number and the stratiﬁed liquid height to diameter 
ratio. Richardson number similarity has been assumed, leaving only the geometric ratios 
to achieve similarity, which is provided for any time scale and any number of buoyant jets 
by this result. 
It should be noted that the number of buoyant jets refers to any input of differentially 
heated coolant. This is usually taken to be any pipe or inlet area to the volume of stratiﬁed 
ﬂuid. Based on the pool-type design of the TWR/D facility, this is limited to the singular 
jet of coolant exiting the core and entering the outlet plenum, thus assuring that the num­
ber of buoyant jets remains the same within the prototype and model facilities. Thus, the 
relation may be simpliﬁed even further such that 
2/5 Vsf,R  Lsf,R =  (4.32)
τR 
Thus, similarity of coolant stratiﬁcation may be well simulated in the model facility. 
Turning attention once more to wall jets, it is necessary to provide similar closure 
relations to achiever similarity conditions. Consider the following expressions provided 
Kakac and Yener [14] for the velocity and thickness of a turbulent boundary layer under 
natural convection 
T o−1/2 ν 
)1/2  uwj = 1.185  (Grz 1 + 0.494Pr2/3  (4.33a) 
z � �
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T  o1−10 
δwj = 0.565z(Grz)−1/10(Pr)−8/15  1 + 0.494Pr2/3  (4.33b) 
It should be noted that these expressions are the result of an integral solution, and are 
thus not local parameters. 
Further, for a non-constant heat ﬂux at the wall, Peterson [21] provides the following 
expression 
1/4 
q 
"" 
= 0.0225ρCpuwj (Tw − T∞) 
ν 
Pr−2/3  (4.34) w  uwj δwj 
Where Grz  refers to the Grashof number at a point along the wall, Pr refers to the 
Prandtl number and they are deﬁned as 
gz3Δρ ν 
Grz =  ; Pr = 
ν2ρ α 
It is also necessary to deﬁne the average Grashof number, such that 
gL3  Δρ 
GrL = 
ν
sf 
2ρ 
Now, the volumetric ﬂow rate is related to the boundary layer thickness, velocity, and 
perimeter such that 
V ˙wj = 0.1463δwj uwj Δpwj  (4.35) 
Rearranging, this may be rewritten as 
˙ T o−2/5 Vwj  = 0.0980νGr2/5Pr−8/15  1 + 0494Pr2/3  (4.36) z Δpwj 
Non-dimensionalization and reorganization of the left side of this equation yields 
∗  ν  4πVsf /Lsf  ∗  2/5 V ˙ ∗ 
wj = 0.0980p  (z  ∗ )6/5Pr−8/15 + (1 + 0.494Pr2/3)(Δpwj Gr )  (4.37) wj  L ˙ V0 
This may now be expressed according to the speciﬁc time ratio presented previously, such 
that 
ν  4πVsf /Lsf  2/5 ∗ ∗  Πwj = 0.1176pwj  (z  ∗ )1/5Pr−8/15 + (1 + 0.494Pr2/3)(ΔpwjGrL  )  (4.38) ˙ V0 70 
This allows for the similarity criterion for wall jets for same ﬂuid scaling to be applied 
, where 
7/10  T o L
∗  sf  ∗  2/5 Πwj,R = pwj,R  1/2  Δpwj (Δρ)sf  (4.39) 
τrV  R 
R 
This allows the coolant stratiﬁcation induced by wall jets to be related to the height 
and volume of the stratiﬁed liquid, as was done previously for buoyant jets. 71 
Chapter 5 – Optimization 
Given the number of variables and the various relations in which they are utilized, it still 
remains to quantify the system parameters in such a way as to minimize the individual 
and cumulative distortion introduced by the values assigned to those system parameters. 
Moreover, this should be done in such a way that the relevant system phenomena are 
preserved according to the scenario in which they act. Consider the previously introduced 
deﬁnition of distortion, expressed as a distortion factor such that 
(Πi)P − (Πi)M DFi =  = 1 − Πi,R  (5.1)
(Πi)P 
For a system in which all dimensionless scaling groups are of equal importance in a 
number N processes, one may deﬁne a cumulative distortion factor, ΣDF , such that 
m m N N
ΣDF  =  DFi =  (1 − Πi,R)  (5.2) 
i=1  i=1 
However, as has been established, all parameters are not of equal importance. Thus, 
some additional weighting factor is necessary to quantify the respective importance of 
each Π-group according to the scenario for which it is being evaluated. 
Let ωi represent the weighting factor associated with scenario i, such that the cumula­
tive distortion factor may be rewritten as 
m N
ΣDF  =  ωi(1 − Πi,R)  (5.3) 
i=1 
In this way, one may maintain the phenomenological importance of speciﬁc Π-groups 
while quantitatively evaluating the cumulative distortion factor introduced by assigning 
numerical values to key system parameters. However, this leads to a nonlinear deﬁnition 
of the of the cumulative distortion factor, where 
ΣDF  = ω ¯ · f(LHT,R,u0,R, ΔT0,R,Acore,r,δR, ...dh,R)  (5.4) 72 
This nonlinear deﬁnition introduces challenges in the optimization process.  Nonlin­
ear optimization, aside from its own complexity, necessarily prevents the achievement 
of a global optimum.  Rather, local optima may be determined to minimize the value of 
the cumulative distortion factor. Therefore, the minimum values derived should also be 
compared with engineering judgment to determine acceptability. This may be addressed 
through the imposition of constraints and choice of initial values, as will be demonstrated. 
Overview of Generalized Reduced Gradient Nonlinear Optimization 
To properly implement the General Reduced Gradient (GRG) optimization algorithm, it is 
necessary to express the problem in terms of the optimization variables, constraint equa­
tions, and objective function.  To relate this to the optimization of the IRV system, con­
sider the following equation, where the function fΠ(¯ x) represents the various Π-group 
equations of the system parameters, x. The objective function, g, represents the cumula­
tive distortion factor presented previously. Thus, the initial optimization problem may be 
written such that 
fΠ(x) = g  (5.5) 
This system of equations may be optimized according to the GRG algorithm which has 
seen extensive application to the optimization of static and dynamics systems [27] [29] [6] 
[18]. 
To begin, consider the problem space with n number of variables, Rn. Given that this 
number of variables have been introduced with an m number of operations, it is necessary 
to relate m number of variables, called basic variables or xB, to the remaining n − m 
variables, called non-basic variables, xN . The objective being to optimize according to the 
problem space deﬁned by the constraint equations imposed, Rm. Thus, the optimization 
variables can be expressed according to the basic and non-basic components according to 
x = (xB, xN )T  (5.6) 
This allows the optimization to be restated such that 
fΠ(xB , xN ) = g  (5.7)    
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where the goal is to minimize the objective function, fΠ(xB, xN ), subject to the constraint 
vector 
g(xB, xN ) = 0  (5.8) 
It should also be acknowledged that there are generally constraints placed upon values of 
the basic and non-basic variables. Let the upper bound of the basic and nonbasic variables 
be expressed as x ¯i, and the lower bound be given as xi, so that the range of both may be 
given as 
xB ≤ xB ≤ x ¯B  (5.9a) 
xN  ≤ xN  ≤ x ¯N  (5.9b) 
In general, the basic variables can be expressed according to the nonbasic variables, 
xB (xN ). 
Assuming that all members of the constraint vector are differentiable, an m × m basis 
matrix, B, can be constructed such that 
∂g(xB)
B =  (5.10)
∂xB 
which is nonsingular.  This means there is a unique solution to xB (xN ).  This yields a 
reduced objective, or optimization only according to the nonbasic terms.  This may ex­
pressed as 
F (xN ) = f(xB (xN ), xN )  (5.11) 
Thus, the goal is the minimization of the reduced objective function, F (xN ), which is 
no longer encumbered by the constraint equations. However, the range for the nonbasic 
variables is still imposed such that 
xN  ≤ xN  ≤ x ¯N  (5.12) 
Generalized Reduced Gradient Algorithm and Implementation 
Given the reduced objective function, F (xN ), and an initial point x0, all that remains 
for evaluation is knowledge of the basic variables.  However, xB(xN ) very rarely can 
be determined in an analytical way.  Instead, the dependence is usually determined by    
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any method iterative computation of nonlinear equations for any value of the nonbasic
 
variables. This methodology may be outlined as follows: 
0 1.  Step 1: Start with an initial feasible solution, or guess, x = xN . 
k 2.  Step 2: Substitute x into the constraint equation vector, g, and determine xB using N 
k k an iterative solver for m nonlinear equations g(xB (xN ), xN ) = 0. 
3.  Step 3:	  Determine search direction dk  for the nonbasic variables through a line 
search scheme. 
4.  Choose a step size for the line search scheme, βk .  The nonbasic variables for this 
step size are determined such that 
k+1  k  x  = xN + βkdk	  (5.13) N 
5.  Test the current values of xk for optimality. Repeat if optimal conditions are not met. 
k The step size and direction are done by a minimization of F (xN + βdk) on xN . This 
will involve a nested repetition of Step 2 to evaluate F  for different values of β.  How­
ever, the search direction is deﬁned according to the reduced gradient, from which this 
methodology derives its name.  To illustrate this concept, consider the example problem 
presented by Mays [18]. 
Given an objective function to be minimized, f(x1,x2), with basic, or dependent, vari­
able x1 and nonbasic, or independent, x2, let it be subject to the differentiable constraints 
g(x1,x2) = 0. Calculate the total derivative of the functions such that 
∂f(x)  ∂f(x)
df(x) =  dx1 +  dx2	  (5.14a)
∂x1  ∂x2 
∂g(x)  ∂g(x)
dg(x) =  dx1 +  dx2 = 0	  (5.14b)
∂x1  ∂x2 
The reduced gradients of both functions are the coefﬁcients of the total derivatives, 
given as 
∂g  ∂g 
Vg(x) =  ,	  (5.15a)
∂x1  ∂x2 � � � �
   � �
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Using equation (5.14b) to solve for dx1 yields 
T o 
∂g(x) 
dx1 = −T 
∂x2  odx2  (5.16)
∂g(x) 
∂x1 
This may be substituted into equation (5.14a) to express the total derivative as 
∂f(x)  ∂g(x) 
−1 ∂g(x)  ∂f(x)
df(x) =  −  +  dx2  (5.17)
∂x1  ∂x1  ∂x2  ∂x2 
This allows for the expression of the reduced gradient as a scalar function, as there is only 
a single value of the nonbasic variable, x2, such that 
df(x)  ∂f(x)  ∂f(x)  ∂x1  =  −  (5.18)
dx2  ∂x2  ∂x1  ∂x2 
The reduced gradient may be written in the more general format of 
VN F = 
∂F 
∂xN 
= 
∂f(x) 
∂xN 
− 
∂f(x) 
∂xB 
T  ∂g(x) 
∂xB 
−1  ∂g(x) 
∂xN 
(5.19) 
where 
∂xB 
∂xN 
= 
∂g(x) 
∂xB 
−1  ∂g(x) 
∂xN 
= B−1  ∂g(x) 
∂xN 
(5.20) 
Recall that B is the m × m basis matrix deﬁned previously.  Further, let there be a 
multiplier vector, π, deﬁned such that 
∂f(x) 
T 
B−1 = πT  (5.21)
∂xB 
In this way, the reduced gradient presented in equation (5.19) may be rewritten as 
dF  ∂f(x)  ∂g(x)
VN F = =  − πT  (5.22)
dxN  ∂xN  ∂xN 
The vector multiplier, π, represents the Kuhn-Tucker optimality conditions, which 
utilize Lagrange multipliers, Lagrangian function, and equality conditions to determine 
optimization. This Lagrangian function, for any minimization of a function f(x) may be 76 
deﬁned as
 
L(x, λ) = f(x) + λT g(x)  (5.23) 
where λ represents the vector of Lagrangian multipliers. This may be applied to the basic 
and nonbasic variables, which yields 
T T L = f(xB , xN )+λT g(xB , xN )+λT (xB −xB )+λT  λ xB −xB )+ ¯
N (¯ N (xN −xN )+ ¯ (¯ λ xN −xN ) 
(5.24) 
This may be expressed for the basic and nonbasic variables such that 
¯ VB L = VB f + λT VB g − λB + VB  (5.25a) 
¯ VN L = VN f + λT VN g − λN + VN  (5.25b) 
where the following conditions for the Lagrangian multipliers are assumed, 
λB ≥ 0 ; λN  ≥ 0 
¯ λB ≥ 0 ; λ ¯N  ≥ 0 
T λT
B (xB − xB ) = λ ¯
B (xB − x ¯B) = 0 
T λT
N (xN − xN ) = λ ¯
N (xN − x ¯N ) = 0 
It may be shown that when the basic variables are within their bounds, then the Kuhn-
Tucker multiplier, π is the Lagrange multiplier for the equality constraints. Further, if the 
¯ nonbasic variables are within their bounds, then the Lagrangian multipliers, λN  = λN  = 
0, and the reduced gradient of the function F is also zero. However, if xN  is at its lower 
bounds, such that xN  = xN , then 
∂F 
= λN  ≥ 0  (5.26)
∂xN 
Contrastingly, if the nonbasic variables are at their upper bound, such that xN  = x ¯N , 
then 
∂F  ¯ = λN  ≤ 0  (5.27)
∂xN 
These conditions deﬁne the optimality conditions for the reduced problem presented 
in equation (5.11). 77 
Optimization of the IRV System Using GRG Optimization 
Implementing the GRG methodology through the “Solver" add-in package of Microsoft’s 
Excel, it is now possible to arrive at some estimation of physical dimensions associated 
with the IRV test facility. The dimensions provided are to be taken as a generic example 
only. 
Consider ﬁrst a collection of the scaling groups derived previously. Deﬁnition accord­
ing to their reference values, that is, the ratio of model to prototype deﬁnitions, is provided 
in Table 5.1 for a single transient as an example. This is expanded in Table 5.6 to include 
multiple transients as well as coolant stratiﬁcation. In this way one can see the application 
of optimization in an integral facility for various scenarios. Moreover, this also provides 
generic dimensions for the key system parameters of the core and outlet plenum. 
It should be noted that same ﬂuid scaling has been implemented and all ﬂuid property 
ratios are assumed to approximately achieve unity, and can therefore be neglected. 78 
Table 5.1: Reference scaling parameters relevant to steady-state operation.
 
Dimensionless Pa­
rameter 
Expression  Comments 
ΠGeom,R 
LHT,R 
Acore,R  Requirement for geometric similar­
ity. 
ΠRi,R 
ΔT0,RLHT,R 
u2 
0,R 
Ratio of buoyancy to inertial forces. 
ΠStant,R 
4HRLHT 
u0,Rdh,R  Maintains similarity in thermal and 
inertial boundary layers. 
T 
1 
ΠP e 
o 
R 
1 
u0,RLHT,R  Ratio  of  conduction  to  convection 
within the ﬂuid. 
ΠSource,R 
q 
""" 
s,Rδ2 
R 
ΔT0,R  Ratio of heat source to axial energy 
change. 
ΠBi,R  HRδR  Ratio of convection to the coolant to 
conduction within the fuel. 
τ0,R 
LHT,R 
u0,R  Residence  time/convective  time 
normalization. 
τs,R  δ2 
R  Normalized conduction time within 
the fuel/heater elements. 
El,s 
LHT,R 
δ2 
Ru0,R  Ratio of residence time to conduc­
tion time. 
These deﬁne the objective function to be minimized. To assign initial values to the key 
system parameters, consider an arbitrary system with the following parameters.  Con­
sider further that this represents a steady-state/initial SCRAM stages transient simula­
tion. Therefore, it is necessary to assign weighting factors to reﬂect this simulation goal. 
Implied in this simulation goal is the similarity criteria mentioned previously. Thus, the 
following factors are of primary importance, and the weighting factor presented in Table 
5.3 reﬂect this importance: 79 
1.  Geometric similarity. 
2.  Energy group similarity, or similarity within the 
(a)  Stanton number. 
(b)  Source number. 
(c)  Biot number. 
3.  Temporal similarity. 
Similarity of friction and form losses is assumed, as before, through the judicious use 
of oriﬁce plates. The system parameters and simulation goals are collected and tabulated 
in Tables 5.2 and 5.3. 
Table 5.2: Example system parameters. 
Parameter  Value 
Heat Transfer Length (m)  6 
Initial Velocity (m/s)  10 
Flow Area (m2)  5 
Fuel Area (m2)  3 
ΔT0 (K)  100 
Power (MW)  1200 
Hydraulic Diameter (m)  0.03 
Conduction Depth (m)  0.015 
Heat Transfer Coefﬁcient (W/m2-K)  652500 
The heat transfer coefﬁcient for convective heat transfer from the fuel/heater elements 
was calculated utilizing the Lyon-Martinelli [3] correlation such that 
H =	 
k   
0.025(Re Pr)0.8 + 5
 
(5.28)
dh
where k refers to the thermal conductivity of the ﬂuid. 80 
Table 5.3: Reference scaling parameters and weighting factors.
 
Dimensionless Parameter  Weighting Factor Value 
ΠGeom,R  ωGeom = 100 
ΠRi,R  ωRi = 1 
ΠStant,R  T  o  ωStant = 10 
1 
ΠP e  R 
ωP e = 0.05 
ΠSource,R  ωSource = 10 
ΠBi,R  ωBi = 10 
τ0,R  ωτ,0 = 10 
τs,R  ωτ,s = 1 
Through implementation of the GRG methodology, one may arrive at the prototype fa­
cility dimensions detailed in Table 5.4. It should be noted that the constraints applied were 
limited only in that the scale values must be positive and greater than zero to maintain 
physical relevance and to avoid discontinuity errors and that the heat transfer coefﬁcient 
must be calculated according to the Lyon-Martinelli correlation utilized previously, rather 
than as a free parameter.  This should be compared with the constraints that are placed 
upon the multi-transient scenario to be considered. 
The example facility dimensions for the steady-state/SCRAM transient are presented 
in Table 5.4, along with the original facility description and the fractional value. Table 5.5 
describes the reference scaling values as well as the associated distortion. 81 
Table 5.4: Example prototype, model, and scale parameter values.
 
Parameter  Prototype  Sys­
tem Values 
Model  System 
Values 
Scale Value 
Heat Transfer Length (m)  6  1.986  0.331 
Initial Velocity (m/s)  10  4.690  0.469 
Flow Area (m2)  5  2.196  0.439 
Fuel Area (m2)  3  3.485  1.162 
ΔT0 (K)  100  100.2  1.002 
Power (MW)  1200  4.99  0.004 
Hydraulic Diameter (m)  0.03  0.0192  0.640 
Conduction Depth (m)  0.015  0.00960  0.640 
Heat Transfer Coefﬁcient 
(W/m2-K) 
652500  1235885  0.189 
Table 5.5: Example scaling parameter values and distortion.
 
Scaling Parameter  Reference Value  Distortion 
ΠGeom,R  1.039  -0.039 
ΠRi,R  1.508  -0.508 
ΠStant,R  T  o  0.209  -0.791 
1 
ΠP e  R 
6.440  -5.440 
ΠSource,R  1.835  -0.835 
ΠBi,R  0.121  0.879 
τ0,R  0.705  0.295 
τs,R  0.410  0.590 
For this particular conﬁguration, a cumulative distortion factor of ΣDF  = 9.72564 × 
10−8 was calculated. 
This represents a very simple scenario in which only a single transient scenario is 
considered.  However, certain systemic behavioral results can be ascertained from the 
values presented. Consider the high degree of similarity shown in the scaling parameter, 
ΠGeom.  This assures an accurate geometric representation of the heat transfer system. 
Consider further the goals of simulation of steady-state operation and initial stages of a 82 
SCRAM transient.  Examination of the energy group numbers stated previously shows 
distortion between 30 % and approximately 87 %.  This is largely due to the calculation 
of the heat transfer coefﬁcient which, as mentioned previously, requires very high coolant 
velocities and high model power to achieve similarity. 
There is also a signiﬁcant amount of distortion seen in the Peclet number. This is un­
avoidable, as the reference Peclet number is calculated such that any attempt at similarity 
through alteration of either the model velocity or heat transfer length in an inversely pro­
portional way leads to much greater distortion of the energy group scaling parameters. 
Further, noting the behavioral representation of the Peclet number, similarity between the 
ratio of conduction to convection within the ﬂuid has a minimal effect on simulation of 
this transient. 
Further insight may be gained through the examination of the ratio of residence time 
scale to conduction time scale, El,s, as a function of normalized model velocity, shown 
graphically in Figure 5.1. 83 
Figure 5.1:  Conduction to residence time scale ratio as a function of normalized model 
system velocity. 
This shows signiﬁcant distortion at higher system velocities, as was predicted; how­
ever, as velocity decreases and approaches the origin, the ratio approaches unity, sug­
gesting that the transition to natural circulation may be well simulated within the model 
system. 
It still remains to expand the example of steady-state operations further to incorporate 
natural circulation, pump coastdown, and coolant stratiﬁcation.  Coolant stratiﬁcation 
is included in this optimization due to its dependence on the buoyant plume diameter, 
or the core area.  Heat transfer to the reactor head, while analyzed previously, does not 
require optimization, as its simulation is highly distorted under any circumstances due to 
the nonlinearities associated with radiative heat transfer. Simplifying assumptions, such 
as equating view factors and emissivities to unity, are necessarily prevented due to the 
geometric conﬁguration of the model facility and operational purpose of the reﬂective 
metal insulation associated with the reactor head. The reﬂective purpose of the reﬂective 84 
metal insulation necessitates “gray body" analysis. Thus, instead of achieving similitude, 
one may utilize the data taken in the model facility for veriﬁcation and validation efforts 
and then extrapolate using computational simulation. 
Now, consider an example facility with the following dimensions to be analyzed, de­
scribed in Table 5.6. Outlet Plenum Area (m2) 120
Outlet Plenum height (m) 9
Buoyant Jet Diameter (m) 2.52 m
85 
Table 5.6: Example system parameters. 
Parameter  Value 
SCRAM Transient 
Heat Transfer Length (m)  6 
Initial Velocity (m/s)  10 
Flow Area (m2)  5 
Fuel Area (m2)  3 
ΔT0 (K)  100 
ΔTf uel (K)  250 
Power (MW)  1000 
Hydraulic Diameter (m)  0.03 
Conduction Depth (m)  0.015 
Heat Transfer Coefﬁcient (W/m2-K)  652500 
Natural Circulation Transient 
Heat Transfer Length (m)  6 
Initial Velocity (m/s)  0.1 
Flow Area (m2)  5 
Fuel Area (m2)  3 
ΔT0 (K)  75 
ΔTf uel (K)  150 
Power (MW)  70 
Hydraulic Diameter (m)  0.03 
Conduction Depth (m)  0.015 
Heat Transfer Coefﬁcient (W/m2-K)  73775.47 
Pump Coastdown Transient 
Heat Transfer Length (m)  6 
Initial Velocity (m/s)  9.8 
Flow Area (m2)  5 
Fuel Area (m2)  3 
ΔT0 (K)  100 
ΔTf uel (K)  250 
Δ P (MPa) 
hline Power (MW) 
0.6 
70 
Hydraulic Diameter (m)  0.03 
Conduction Depth (m)  0.015 
Heat Transfer Coefﬁcient (W/m2-K)  2214218 
Coolant Stratiﬁcation 
Velocity (m/s)  0.1 86 
The corresponding scaling groups and weighting factors are presented in Table 5.7.
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Table 5.7: Reference scaling parameters and weighting factors. 
Dimensionless Parameter  Weighting Factor Value 
SCRAM Transient 
ΠGeom,R  ωGeom = 0.01 
ΠRi,R  ωRi = 0.05 
ΠStant,R  T  o  ωStant = 0.174 
1 
ΠP e  R 
ωP e = 0.05 
ΠSource,R  ωSource = 0.174 
ΠP ress,R  ωP ress = 0.174 
ΠBi,R  ωBi = 0.174 
τ0,R  ωτ,0 = 0.01 
τs,R  ωτ,s = 0.01 
Natural Circulation Transient 
ΠGeom,R  ωGeom = 0.01 
ΠRi,R  ωRi = 0.05 
ΠStant,R  T  o  ωStant = 0.218 
1 
ΠP e  R 
ωP e = 0.05 
ΠSource,R  ωSource = 0.218 
ΠBi,R  ωBi = 0.218 
τ0,R  ωτ,0 = 0.01 
τs,R  ωτ,s = 0.01 
Pump Coastdown Transient 
ΠGeom,R  ωGeom = 0.01 
ΠRi,R  ωRi = 0.05 
ΠStant,R  T  o  ωStant = 0.174 
1 
ΠP e  R 
ωP e = 0.05 
ΠSource,R  ωSource = 0.174 
ΠP ress,R  ωP ress = 0.174 
ΠBi,R  ωBi = 0.174 
τ0,R  ωτ,0 = 0.01 
τs,R  ωτ,s = 0.01 
Coolant Stratiﬁcation 
ΠRi,bj,R  ωRi,bj = 0.475 
ΠGr,wj,R  ωGr,bj = 0.475 
Πwj,R  ωwj = 0.05 88 
This presents an integral representation of a model test facility, and thus more con­
straints are necessary to assure physical relevance of the output model system values. 
They are presented, along with the rationale for implementation, as follows: 
1.  Consistency of the ﬂow area, fuel area, heat transfer length, hydraulic diameters 
and, and conduction depth for all transients to maintain coherency of output system 
parameters. 
2.  Calculation of initial buoyant jet diameter according to ﬂow area in the core to main­
tain coherency with transient system parameters. 
3.  Calculation of all heat transfer coefﬁcients according to the Lyon-Martinelli correla­
tion to maintain consistency with previous optimization. 
4.  All values must be positive and greater than 0.0001 to avoid discontinuity errors 
and maintain physical relevance of determined parameters. 
5.  Reference temperature drop is calculated using ΔTR = 
QR  , to provide insight  u0,RAcore,R 
into realistic input power demands. 
6.  Temperature drop for the SCRAM transient must be a minimum of 50 K. 
7.  Power input for the SCRAM transient could not exceed 10 MW, and the power input 
for the natural circulation transient could not exceed 5 MW. 
8.  Model hydraulic diameter must be greater than that of the prototype facility. This is 
due to the consideration that the power density achievable within the model facility 
is likely to be less than that of the prototype. 
Utilizing the “Solver" tool add-in to provide optimization, as performed previously, 
one may arrive at the following facility description, presented in Table 5.8 as well as the 
associated scaling parameter values and distortion. 89 
Table 5.8: Example prototype, model, and scale parameter values. 
Parameter  Prototype  Sys­
tem Values 
Model  System 
Values 
Scale Value 
SCRAM 
Heat Transfer Length (m)  6  4.164  0.694 
Initial Velocity (m/s)  10  3.47  0.694 
Flow Area (m2)  5  0.981309336  0.694 
Fuel Area (m2)  3  0.4404  0.147 
ΔT0 (K)  100  68.911  0.689 
ΔTfuel (K)  250  186.64  0.747 
ΔP (MPa)  0.6  0.2891  0.482 
Power (MW)  1000  5  0.005 
Hydraulic Diameter (m)  0.03  0.03  1.000 
Conduction Depth (m)  0.015  0.015  1.000 
Heat  Transfer  Coefﬁcient 
(W/m2-K) 
6525069  1119224.467  0.172 
Natural Circulation 
Heat Transfer Length (m)  6  4.164  0.694 
Initial Velocity (m/s)  10  3.47  0.694 
Flow Area (m2)  5  0.981309336  0.694 
Fuel Area (m2)  3  0.4404  0.147 
ΔT0 (K)  50  34.56  0.691 
ΔTfuel (K)  150  105.17  0.701 
Power (MW)  70  5  0.071 
Hydraulic Diameter (m)  0.03  0.03  1.000 
Conduction Depth (m)  0.015  0.015  1.000 
Heat  Transfer  Coefﬁcient 
(W/m2-K) 
73775.47  59786.38  0.810 
Pump Coastdown 
Heat Transfer Length (m)  6  4.164  0.694 
Initial Velocity (m/s)  10  3.47  0.694 
Flow Area (m2)  5  0.981309336  0.694 
Fuel Area (m2)  3  0.4404  0.147 
ΔT0 (K)  100  64.710  0.647 
ΔTfuel (K)  250  170.43.64  0.682 
ΔP (MPa)  0.6  0.288  0.481 
Power (MW)  70  4.855  0.069 
Hydraulic Diameter (m)  0.03  0.03  1.000 
Conduction Depth (m)  0.015  0.015  1.000 
Heat  Transfer  Coefﬁcient 
(W/m2-K) 
2214218  1909358.4  0.862 
Coolant Stratiﬁcation 
Velocity (m/s)  0.1  0.07562  0.756 
Outlet Plenum Area (m2)  120  84.257  0.682 
Outlet Plenum height (m)  9  7.6866  0.830 
Buoyant Jet Diameter (m)  2  1.1178  0.572 90 
Table 5.9: Example scaling parameter values and distortion. 
Scaling Parameter  Reference Value  Distortion 
SCRAM 
ΠGeom,R  1.00  0.00 
ΠRi,R  0.993  0.007 
ΠStant,R  T  o  0.172  0.828 
1 
ΠP e  R 
2.076  -1.076 
ΠSource,R  0.066  -0.934 
ΠP ress,R  1.000  0.000 
ΠBi,R  0.172  0.828 
τ0,R  1.000  0.000 
τs,R  1.000  -0.000 
Natural Circulation 
ΠGeom,R  1.00  0.00 
ΠRi,R  0.996  0.004 
ΠStant,R  T  o  0.810  0.190 
1 
ΠP e  R 
2.076  -1.076 
ΠSource,R  1.000  0.000 
ΠBi,R  0.810  0.190 
τ0,R  1.000  000 
τs,R  1.000  0.000 
Pump Coastdown 
ΠGeom,R  1.00  0.00 
ΠRi,R  0.932  0.068 
ΠStant,R  T  o  0.862  0.138 
1 
ΠP e  R 
2.076  -1.076 
ΠSource,R  0.999  0.001 
ΠP ress,R  0.998  0.002 
ΠBi,R  0.862  0.138 
τ0,R  1.000  0.000 
τs,R  1.000  0.000 
Coolant Stratiﬁcation 
ΠRi,bj,R  1.000  0.000 
ΠGr,wj,R  1.000  0.000 
Πwj,R  1.439  -0.439 91 
For this system conﬁguration, a cumulative distortion factor of ΣDF  = 0.7590388 was 
calculated.  As expected, the inclusion of more transients and the imposition of further 
constraints, necessitated by the need for physical relevance, introduces signiﬁcantly more 
distortion. Further distortion may also result through the heat transfer coefﬁcient, which 
is deﬁned according to the Lyon-Martinelli correlation provided in the SASSYS-1 user’s 
manual [3].  This deﬁnition is utilized to maintain consistency with simulation, as it is 
the default correlation for numerous computational codes [19]. However, no account for 
natural circulation is provided, nor is the range of applicability addressed.  Thus, the 
distortion may not be adequately described using only this method of calculation. 92
 
Chapter 6 – Discussion 
Now that example facility dimensions have been achieved, it is necessary to discuss the 
resultant scaling group values within the context of simulation to determine the degree 
of similitude achieved through this scaling analysis.  Moreover, the distortion presented 
should be discussed in such a way that the objectives of this analysis are effectively ad­
dressed. 
SCRAM Transient 
Simulation of the SCRAM transient is mostly concerned with steady-state operation prior 
to SCRAM and the initial stages of the SCRAM. This extends to a yet undetermined 
point where the transition to pump coastdown and the transition to natural circulation 
occurs.  Based on the analysis of the ratio of convection to conduction time scales, pre­
sented graphically in Figure ??, this point may occur immediately prior to 7 % of full ﬂow, 
but not necessarily so depending on the point of evaluation for similarity.  It should be 
noted that this evaluation, for the simulation of an example facility, was taken at steady-
state.  Simulation may be evaluated at a later stage of the transient, at which point the 
optimization may be performed with differing initial conditions. 
However, it is sufﬁcient to ignore the prohibitively high power input requirements for 
now in favor of evaluating the distortion of relevant scaling parameters.  As stated pre­
viously, the particular groups of interest include the energy and temporal group, which 
may be described as follows: 
1.  Stanton number, which represents the temperature drop across the thermal bound­
ary layer. 
2.  Source number, which describes the volumetric energy generation within the fuel/heater 
elements. 
3.  Biot number, which represents the ratio of convection to the coolant to the conduc­
tion within the fuel/heater elements. 93 
4.  Residence time, which describes the amount of time spent within the core, and gen­
erally the response time of the system. 
The distortion calculated within these parameters may be similarly described as 
1.	 ΠStant,R  = 0.172, or there is 82.8% less convective heat transfer within the model 
system as compared to the prototype facility. 
2.	 ΠSource,R = 0.066, or there is approximately 99% less volumetric energy generation 
within the model facility. 
3.	 ΠBi,R  = 0.172, or there is approximately 82.8% more conduction within the heater 
elements of the model facility compared to convective heat transfer. 
4.	 τ0,R  = 1.000, or the model facility will respond at the same time scale as the proto­
type facility. 
As can be seen, there is very good agreement, or low distortion, within the energy 
transport parameters. This is due to the enforcement of residence time and solid response 
time similarity. However, an artiﬁce of this optimization is that the hydraulic diameter has 
achieved the same value within the model facility as the prototype facility, which may or 
may not be feasible.  Departure from this value may introduce signiﬁcant distortion, as 
the sensitivity analysis will show.  Thus, if hydraulic diameter similarity cannot be met, 
then the residence time must also be altered to maintain similitude between the two pa­
rameters, at which time the cumulative and individual distortion factors for the relevant 
parameters should be reevaluated. 
The one exception is the source number, ΠSource,R, which shows signiﬁcant distortion. 
This is due to two primary driving parameters:  Temperature difference and volumetric 
energy input.  Because of the power constraints, the power ratio is approximately 0.005, 
while the scaling ratio of the volume of fuel/heater elements is approximately 0.482. Thus, 
the ratio of these two factors, combined with a minimum temperature difference within 
the core of 68 K, provides signiﬁcant distortion of the source number. Signiﬁcant distor­
tion of this parameter is not critical, but provides a measure of the heater element and 
fuel similitude with regards to coolant temperature increase and volumetric energy gen­
eration. 94 
Pump Coastdown Transient
 
Pump coastdown represents an interesting simulation criteria, as its primarily goal is not 
related to the transfer of energy, but rather with momentum through the primary coolant 
pumps. Thus the primary factors of interest may be described as follows: 
1.  The pump pressure number, which describes the external driving pressure as a ratio 
to the dynamic pressure of the ﬂuid. 
2.  The Richardson number, which presents the ratio of acceleration or inertial forces to 
the buoyancy forces. 
Within the context of the optimization performed, the distortion of these factors may 
be presented as 
1.	 ΠP ress,R = 0.998, or there exists of a 0.2% difference between the dynamic pressure 
input between the model and prototype facilities. 
2.	 ΠRi,R  = 0.932, or the difference between the acceleration and buoyancy forces is 
7.8% less in the model facility. 
In general, there is excellent agreement between the model and prototypical values for 
the scaling groups governing pump coastdown. This is accomplished through the input 
pressure provided by the primary coolant pumps/ which is relatively easy to achieve 
and devoid of further constraints, and the temperature difference between the hot and 
cold pools, which may achieve good agreement through artiﬁcial alteration of the bulk 
ﬂuid temperatures during the transient.  This shows that this scenario may be very well 
simulated within the model facility. 
Natural Circulation Transient 
Natural circulation is a primary concern within the IRV test facility, as it represents a key 
safety feature of advanced plant designs.  Thus, signiﬁcant attention should be given to 
the scaling parameters governing system behavior under natural circulation. Natural cir­
culation is governed by both momentum and energy transfer, which focuses the attention 
of the scaling parameters to those concerned with transfer of those properties. As derived 
in this thesis, they are as follows: 95 
1.  Richardson number.
 
2.  Source number. 
3.  Stanton number. 
4.  Biot number. 
The temporal group is neglected in this discussion, as the temporal response of a facil­
ity during natural circulation is less important than in faster transients where time rates of 
change of transfer processes are signiﬁcantly greater. The optimization performed shows 
the following values and distortion associated with these parameters is given as 
1.	 ΠRi,R = 0.932, or the ratio of buoyancy to inertial forces is approximately 7% less in 
the model facility than in the prototype. 
2.	 ΠStant,R  = 0.862, or there is 14% less convective heat transfer within the model 
system as compared to the prototype facility. 
3.	 ΠSource,R  = 0.999, or there is comparable volumetric energy generation within the 
model facility compared to the prototype. 
4.	 ΠBi,R  = 0.862, or there is approximately 14% more conduction within the heater 
elements of the model facility compared to convective heat transfer. 
These values show that natural circulation may be well simulated within the IRV test 
facility, as the Richardson number shows a high degree of similitude, as does the Source, 
Stanton and Biot numbers. This demonstrates that the ratio of energy generation, buoy­
ancy forces, thermal gradients and conduction within the coolant are all well preserved at 
reduced scales for a natural circulation scenario. 
Coolant Stratiﬁcation 
Discussion of coolant stratiﬁcation should be separated between the buoyant mixing within 
the stratiﬁed volume and mixing due to entrainment from wall jets. Low bulk coolant ve­
locity and weak mixing within a volume may instigate stratiﬁcation. Assuming its pres­
ence within the IRV facility, top-down simulation should address the possibility of dis­
rupting coolant stratiﬁcation rather than achieving similitude of temperature distribution 
at speciﬁc locations. 96 
Consider the distortion associated with the buoyant jet parameters presented in Table 
5.8, given as 
1.	 ΠRi,bj,R = 1.000, or the ratio of buoyancy to acceleration is exactly preserved within 
the model facility. 
2.	 ΠGr,bj,R = 1.00, or the ratio of buoyant forces to viscous forces is precisely simulated 
within the model facility. 
3.	 Πwj,R  = 1.439, which represents a measure of geometric similarity of the stratiﬁed 
volume. 
Examination of the ΠRi,bj,R provides valuable insight, especially given its physical rep­
resentation. While the details of heat transfer are not examined in this analysis, a reference 
Richardson group for the buoyant jet less than unity implies less momentum transfer due 
to buoyancy.  This further means less mass entrainment due to buoyant jet mixing, and 
increased likelihood of stable coolant stratiﬁcation within the outlet plenum.  Increased 
temperature difference between the coolant and hot pool bulk temperature might dis­
rupt this stable stratiﬁcation, but examination of the temperature difference constraints 
imposed to limit input power show that this highly unlikely. 
Turning attention now to the wall jet parameters, it is necessary to consider the Grashof 
number and then the wall jet Π-group. The Grashof number shows distortion driven by 
the limits of temperature difference imposed during optimization.  However, this does 
not necessarily imply disruption of stratiﬁcation. One of the criteria provided by Peterson 
[21] for stratiﬁcation is that 
T o4/5 
73.1  1 + 0.494Pr2/3  Pr16/15Grsf  » 1	  (6.1) 
where the Grashof number, given previously, may be taken as 
(ρavg − ρ0)gL3 
sf Gr =	  (6.2)
ν2 ρavg
Evaluation of the Prandtl numbers at approximately 550 oC leads to the expression of 
this criterion as 
Gr
1/5 » 4.306  (6.3) sf 97 
Assuming a factor of 10 is sufﬁcient for this requirement, and assuming a conserva­
tively small density difference along the wall corresponding to 1oC, it can be seen that 
any height greater than 0.33 meters is sufﬁcient to avoid disruption of coolant stratiﬁ­
cation from wall jets.  Table 5.8 shows that this requirement is satisﬁed.  Thus, coolant 
stratiﬁcation will not be disrupted within the model facility by either buoyant mixing or 
wall jet entrainment 98 
Chapter 7 – Conclusions & Future Work 
Conclusions 
This research has shown the scaling analysis of a scaled integral test facility for a liquid 
metal reactor.  Analysis of steady-state and SCRAM, pump coastdown, and natural cir­
culation phenomena, in addition to coolant stratiﬁcation and heat transfer to the reactor 
head has been performed and presented.  The results of this analysis are dimensionless 
scaling groups that are traceable and technically defensible, a method of evaluation and 
optimization, and an initial estimate of distortion introduced through scaling. 
Future Work 
Future work should include more detailed analysis according to the bottom-up analysis 
procedure presented previously. Further work should also include more thorough charac­
terization of scaling distortion through the use of computational codes and tools, includ­
ing but not limited to SASSYS-1/SAS4A and a computational ﬂuid dynamics code, such 
as Star-CCM, according to phenomena simulation requirements.  Computational inves­
tigation should then proceed to experimental investigation and construction of a scaled 
integral test facility for deﬁnitive characterization of facility behavior and distortion. 99 
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Appendix A – Derivation of the Integral Loop Momentum Equation 
The integral loop momentum equation presented in equation (3.1) is taken to be equiva­
lent to the balance equation presented in Zuber [8] for the analysis presented. This equiv­
alence will now be shown. 
Consider the differential momentum conservation equation for a volume, Vi, where 
m−1 m d 
(ρuV )i = Δ(ρuV ˙ )i ±  jikAik  (A.1)
dt
k=1 
where 
Δ(ρuV ˙ )i = (ρuV ˙ )in − (ρuV ˙ )out  (A.2) 
This equation relates the time rate of change of momentum to the difference of the 
product of the momentum and the volumetric ﬂow rate in and out of the control volume 
and the sum of all momentum ﬂux acting through an area, Aik.  This equation is very 
general, and may be applied to any differential control volume. 
Consider application of this equation to a loop, or to any integral heat transfer system. 
It is ﬁrst necessary to make the following assumptions: 
1.  Flow is one-dimensional in the direction of displacement. 
2.  Flow is incompressible, single phase, and irrotational. 
3.  Flow may be initially approximated as inviscid. 
4.  This is a closed system, or that the mass of ﬂuid in the loop is constant. 
This allows equation (A.1) to be rewritten as 
m du 
m  = Δ( ˙ mu) ±  jikAik  (A.3)
dt 
k=1 
It is of interest to consider the entire loop as the control volume.  Divide through by 
the mass to ﬁnd 
du 
dt 
= Δ 
Au2 
V 
± 
m jikAik 
m 
(A.4) 
k=1 � �
� �
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To apply this to an integral heat transfer loop, it is necessary to take the volume inte­
gral of this equation, such that

 
V 
du 
dt 
dV  =
 
V 
Δ 
Au2 
V 
dV ±
 
V 
m 
k=1 
jikAik 
m 
dV  (A.5) 
Invoking Gauss’s Divergence Theorem leads to the following redeﬁnition
   
V 
du 
dt 
dV  =
S 
du 
dt 
· ndS  (A.6) 
where n represents the unit vector normal to the control volume face. This relates the time 
rate of change of the velocity within the volume to the values at the volume surface. How­
ever, it should be noted that evaluation of this integral still requires detailed information 
of the velocity proﬁle at the surface of the control volume. Application of one-dimensional 
ﬂow simpliﬁes this integral so that it may be related to the unit of displacement along the 
streamline such that
   
du  du 
· ndS = · dr  (A.7)
dt  dt S 
Implicit in this integration is the inﬁnitesimal value of the displacement vector, which 
drives the differential volume to zero. That is to say, as the differential volume approaches 
an inﬁnitesimal value, the acceleration through this volume approaches zero as well, such 
that  
Au2 
Δ  · dr → 0  (A.8)
V 
which leaves     m ∂u  jikAik  · dr = · dr  (A.9)
∂t  m 
k=1 
Or, that the time rate of change of the ﬂuid within the loop is equal to the speciﬁc 
momentum ﬂux acting through some area, Aik. The derivative must now be written ac­
cording to a partial derivative due to the spatial dependence of velocity within the loop. 
This may be rewritten according to Bernoulli’s equation and recall the initial assumption 
of inviscid ﬂow. Bernoulli’s equation identiﬁes the sources of momentum ﬂux as changes    
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in height, driving pressure, and acceleration, such that
 
∂u  dp u2 
· dr +  + Δ(  + gz) = f(t)  (A.10)
∂t  ρ  2 
Deﬁnite integration between two points allows the function of time to be neglected. 
Examining now the time rate of change in the ﬂuid velocity between points 1 and N, one 
ﬁnds that 
N  N N du ∂  ∂ m ˙
· dr =  u · dr =  dl  (A.11a)
dt  ∂t  ∂t  ρA 1  1 1 
N N ∂ m ˙ 1 dm ˙ dl 
dl =  (A.11b)
∂t  ρA ρ dt  A 1 1 
N N  m  li 1 dm ˙ dl  1 dm ˙
=  (A.11c)
ρ dt  A  ρ dt 1  i=1 Ai 
For incompressible ﬂows, the mass ﬂow rate is not space-dependent [30], and a partial 
derivative would be redundant. The expand the remaining terms, 
N  dp  1 
= (pN − p1)  (A.12a)
ρ ρ 1 
2 u 1  2 2 Δ(  + gz) =  (uN − u1) + g(zN − z1)  (A.12b)
2 2
Multiplication through by the density and redeﬁnition of the velocities at points N 
and 1 according to the cross-sectional areas allow one to rewrite equation (A.10) such that 
N dm ˙ m  li  m ˙ 1  1 
+ (pN − p1) + ρg(zN − z1) +  −  = 0  (A.13)
dt  Ai  2ρ AN 
2  A2 
1 i=1 
From here, all that remains is clariﬁcation of the driving pressure and acceleration 
terms. The pressure differential may be expanded such that 
pin − pout = Δpinertia + Δpacc + Δpbody + Δpfric + Δpform  (A.14) 
The body term is taken in Todreas and Kazimi [30] to mean gravitational forces, but � �
� �
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can also apply to buoyant pressure, where 
Δpbody = gLHT (ρH − ρC )  (A.15) 
The inertial term, presented previously, is simply 
Δpinertia = 
d ˙ m 
dt 
N m 
i=1 
li 
Ai 
(A.16) 
The acceleration term has also been presented, where
 
1 1 
Δpacc =  −  (A.17)
A2  A2 
N  1 
This term was neglected in the integral loop momentum equation, as the analysis was 
limited to quasi-steady phenomena. However, it may be included where changes in cross-
sectional area are signiﬁcant to ﬂow characteristics and system behavior. 
It now remains to deﬁne the form and friction pressure losses introduced above. While 
the details of viscous ﬂow exceed this derivation, description of ﬂows within a system 
must account for pressure losses that occur due to abrupt changes in ﬂow direction and/or 
geometry, as well as the pressure lost due to friction acting upon the ﬂuid in the direction 
opposite ﬂow. These are deﬁned, respectively, by Todreas and Kazimi [30] such that 
ρu2 
Δpform = K  (A.18a)
2 
fL  ρu2 
Δpfric =  (A.18b)
dh  2 
This represents a modiﬁed form of the Bernoulli equation in which the effects of the 
viscous ﬂows are accounted for using empirical coefﬁcients, such as the form factor, K, 
and Darcy friction factor, f, while the details are thankfully neglected.  In a system with 
multiple components, intermediate piping, changes in geometry, etc., these should be 
evaluated piecewise where appropriate.  Thus, the form and friction losses should be � �
�� � � � �
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taken to be as total quantities or summations. Examining form losses, this is to mean that
 
N
Δpform = KT  =  Ki
i 
2 2 
i 
m 2  2 u
 u

(A.19)
 
For an incompressible ﬂuid in steady ﬂow, the velocity varies inversely to cross-sectional 
area of ﬂow, such that 
N N m m 2  Ki u

Ki
i  =  (A.20)

2  A2 
i i i 
This leads to the expression of the total form loss, KT , such that 
N
KT  =  Ki  Ai i 
m 2 A 
(A.21) 
Hence, combining the form and friction losses to deﬁne a viscous loss term, Δpvisc, 
one ﬁnds that the total losses from form and friction losses may be expressed as 
m N
Δpvisc = + K 
2  dh 
2 ρu2  fL  Aref  (A.22)
 
i  Ai i=1 
Expression of the coefﬁcient, 
ρu2 
, in terms of mass ﬂow rate, where m ˙ = ρuA, leads to  2 
m N
Δpvisc = + K 
ρA2  2  dh  Ai i i=1 
2 m ˙ 1  fL  A
 
(A.23)
 
Inclusion of this term into equation(A.14), reorganization in favor of the inertial term, 
and expression of the body pressure loss according as a buoyancy-driven source term 
yields the familiar and welcome integral loop momentum equation, where 
m N

dt  Ai
 
m N
= gLHT (ρH − ρC ) −  + K 
ρA2  2  dh 
2 dm ˙
 li  m ˙ 1  fL  A
 
(A.24)
 
i  Ai i=1  i=1 
Equivalence of the Solid and Fluid Energy Equations 
The integral loop momentum equation represents the most signiﬁcant departure from Zu­
ber’s methodology, and therefore more rigorous treatment and derivations are appropri­108 
ate. The solid and ﬂuid energy equations utilized in this thesis are not so drastic. There­
fore, it is sufﬁcient to demonstrate equivalence to show that the same, or very similar, 
dimensionless scaling groups result regardless of analysis method. 
The general conservation equation, adapted for momentum in equation (A.1), can be 
rewritten for the speciﬁc internal energy of the ﬂuid, E, such that 
m 
jikAik = Jcore = ˙ (A.25) mE 
As heat transfer to the ﬂuid is considered, it is useful to rewrite this, as well as the 
general balance equation, with respect to the ﬂuid enthalpy, h. This yields 
d 
(ρhV ) = Δ(ρhV ˙ ) + HAs(Ts − T )|fuel+Δ(ρAcorehu)  (A.26)
dt
The convective heat transfer here is considered a source, as the energy transfer in­
creases the enthalpy and temperature of the coolant. Whereas in the solid energy balance 
equation, this is considered a sink, as it energy is leaving the solid through transfer into 
the coolant. The solid energy equation also highlights the difference in time scale, as will 
be shown. The balance equation for the solid energy is given as 
d  """ 
= (ρsCv,sTsVs) = −HAs(Ts − T )|fuel+qs  (A.27)
dt 
It should be noted here that the solid represents a ﬁxed volume, thus it is possible to ne­
glect the the volumetric ﬂow rate and velocity components of the general balance equation 
in favor of examining just the sinks and sources. It is now necessary to non-dimensionalize 
according to the following parameters: 
˙ V  ∗  u V  Acore  ρ Cv V ∗ =  ; u  =  ; V ˙ ∗ =  ; A  ∗  =  ; ρ  ∗ =  ; C  ∗ =  core  v ˙ V0  u0  V0  Acore,0  ρ0  Cv,0 
(Ts − T ) (Ts − T )  H h 
θ =  ; θs =  ; H  ∗ =  ; h  ∗ = 
(Ts − T )0  Ts,0  H0  h0 
Using these parameters, it is possible to rewrite equations (A.26) and (A.27) such that 
d 
τ0  (ρ  ∗ h  ∗ V ∗ ) = Δ(ρ  ∗ h  ∗ V ˙ ∗ ) + ΠStantH  ∗ A  ∗ 
sθs|fuel+Δ(ρ  ∗ A  ∗  h  ∗ u  ∗ )  (A.28) core dt109 
The coefﬁcient of the time rate of change, τ0, represents the time scale associated with 
this process, and is given by 
L0 τ0 =  (A.29) 
u0 
The Stanton number, ΠStant, is very similar to that derived previously, and is deﬁned 
as 
H0As,0(Ts − T )0 ΠStant =  (A.30)
ρ0h0V0 
The solid energy equation may be rewritten as 
d 
(ρ  ∗ C  ∗  T ∗ V ∗ ) = −H  ∗ A  ∗  (A.31) τs,0  s v,s s  s  sθs + Πsource  dt
where 
""" 
Πsource = 
qs,0  (A.32)
H0As,0(Ts − T )0 
and 
1  H0As,0  =  (A.33)
τs,0  ρs,0Cvs,0Vs,0 
At ﬁrst, this seems to depart signiﬁcantly from any quantity presented previously. 
However, recall the deﬁnition of the scaling group provided by Zuber, given by the prod­
uct of the characteristic time ratio and speciﬁc frequency.  Taking the characteristic time 
ratio as τ0, one arrives at the following expression 
τ0  Vf,0H0As,0 Πs = =  (A.34) ˙ τs  Vf,0ρs,0Cvs,0Vs 
Reyes and Hochreiter [25] rewrite this expression as 
LHT H0 Πs =  (A.35) 
u0ρs,0Cvs,0δ 
This expression is identical to the produce time scale ratio presented and the Biot num­
ber, where 
αs LHT Hδ  LHT H0 Πs = ΠBiEl,s = =  (A.36)
δ2  u0  ks  u0ρs,0Cvs,0δ 
This should be met with some intuitive agreement, as the Πs factor accounts for the ratio 
of conduction to residence time, as well as the resistance to conduction within the solid. 110 
Thus, one may arrive at identical, or at least very similar, scaling groups regardless of 
analysis methodology employed. 111 
Appendix B – Sample Calculation for the Transition of Forced to 
Buoyant Jet 
Peterson et al. provide a convenient expression to determine the height of transition from 
forced to buoyant jet [21] as a function of the bouyancy ﬂux, B, and jet momentum, M, 
given respectively as 
g(ρa − ρ0)
B = 
ρa 
˙ m0  (B.1a) 
2 M = Abj u  (B.1b) 0 
where Abj refers to the cross sectional area of the buoyant jet, and taken as πd2 /4 at the  bj 
jet outlet. 
The transition height may be determine such that 
M3/4 
ztran =  (B.2)
B1/2 
For the sake of this calculation, assume a difference in temperature between the am­
bient and jet temperature of approximately 50K. This might be expanded according to 
system state and operation, but it is sufﬁcient for illustration of the point. Further, assume 
an outlet coolant velocity of 0.1 m/s, as this is indicative of a natural circulation scenario, 
in which coolant stratiﬁcation is of greater interest.  Lastly, consider the jet diameter as 
deﬁned according to the optimization study, where dbj = 2.523m. 
Referring to the liquid sodium properties provided by Fink and Leibowitz [10], it is 
possible to deﬁne the density values at 510oC and 560oC as 
ρ(510oC) = 832.32 kg/m3 ; ρ(560oC) = 820.38 kg/m3 
Now, it is possible to calculate the buoyancy ﬂux, such that 
11.93 
B = 9.81 m/s2  (820.38 kg/m3 ·  0.1 m/s ·  4.999 m  2) = 58.505 kg − m/s3  (B.3)
820.38112 
Similarly, the momentum may be calculated such that 
2 M = 4.999 m  · 0.01 m  2/s2 = 0.04999 m  4/s2  (B.4) 
Then the transition height may be calculated to be 
ztran = 0.01382 m  (B.5) 
Thus, the transition is expected to be very small for low velocity ﬂow. For faster ﬂows 
the transition may occur at greater heights, but under natural circulation conditions, the 
transition is within centimeters of exiting the core. 