Abstract. In this paper, we propose a new image-based algorithm to identify where a tourist is when visiting unfamiliar places. When the tourist takes a photo of an unfamiliar place, our algorithm can recognize where the tourist is by retrieving similar images from an image database, where location information is associated with each image. Our method is not only fusing global and local information but using a coarse-to-fine three-stage search process. We first extract image descriptors from the image taken by the tourist and retrieve a number of most relevant images from the database. Then, we re-rank these relevant images based on geometric consistency. Finally, our method determines where the tourist is by using an image-to-class distance measure. Promising performance of the proposed algorithm is demonstrated by the experiments.
Introduction
"Where are we?" It is a frequently asked question when tourists visit unfamiliar places. Since camera-equipped mobile devices are now almost ubiquitous, it seems applicable to utilize these devices to identify where tourists are with an image-based positioning system.
With such devices, tourists can take a photo of a prominent building or a scene spot. This image can be used as a query to find similar images from a database consisting of pre-collected images using content-based image retrieval (CBIR) techniques [18, 20, 22] . CBIR techniques analyze an image in its context, where shapes, colors, textures, or any other features may be used, to retrieve similar images from a collection on the basis of syntactical image features. Recently, CBIR methods extract salient features as multi-dimensional descriptors from images and then cluster these descriptors into vocabularies of bag-of-word (BoW) [11] . In fact, such BoW feature has become a dominant representation of images for both object categorization and scene classification [11, 5, 16, 10, 2] . The assumption of bag-of-word is that a different scene can generally maintain the co-occurrence of a number of visual components which play as the role of 'visual textures'. Therefore, an image is composed of a collection of local features which are computed on interest points or on points in a densely sampled grid. The orderless model has a successful application to scene classification and achieves promising performance. However, such models still focus on local features and ignore global information about spatial information. It may limit its descriptive abilities.
There are other retrieval methods for location identification in the literature. A hybrid keyword-and-image system benefiting from both modalities is proposed in [21] . Based on a data-driven scene matching approach, a simple algorithm is proposed to estimate a distribution over geographic locations from a single image [8] . Multi-view geometric feature-based matching approaches have also been applied to location recognition [19, 13, 17] . Specially, the holistic image analysis provides another view to recognize [14, 15] . For scene perception, Oliva and Torralba proposed a "shape of a scene" concept which regards a scene as an object with a unitary shape. They found that the shape of a scene, which is spatial information, can be inferred from its spatial layout and plays an important role in scene understanding. The concept of spatial envelope achieved promising performance on the scene classification. In other words, they all provide different viewpoints for visual processing.
In order to consider both the local and global properties, we try to fuse salient features that include not only global spatial information but also local feature properties for improving retrieval abilities in our experiment. Furthermore, we also present a hierarchical approach, which is a coarse-to-fine image-based method for gradually filtering out the irrelevant images in building identification. There are three stages in our method. In the first stage, we compute and organize each image's contextual information for coarse irrelevant image filtering. In the second stage, we apply the RANSAC algorithm [6] to refine correspondence matching and re-rank the relevant images retrieved in the first stage. In the final stage, the location of the query image is determined by an image-to-class [1] distance measure, where each distinct location of the relevant images is represented as a distinct class. This paper is organized as follows: in Section 2, we will describe how to fuse global and local information for roughly filtering out irrelevant images. In Section 3, we will exploit geometric consistency for refining correspondence matching and re-ranking the remaining images. In Section 4, we will apply an image-to-class method to determine the location of the query image. And in Section 5, we will show our experimental results and compare our approach to existing ones. Finally, the conclusion will be depicted in Section 6.
Stage I: Coarse Irrelevance Filtering
The goal of this stage is to filter out from the database as many images irrelevant to the query as possible. With a restricted computational cost at this coarse stage, we only require a low false negative rate of the excluded images since the remaining images will be further verified in the successive stages. The task of the stage can be accomplished by thresholding the similarities to the query based on some off-the-shelf image descriptors. Motivated by the fact that it is generally difficult to find a descriptor which gives good performances for all images in a large
