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Abstract
Recently, a Nonlocal Model of short-range wetting was proposed that seems to overcome
problems with simpler interfacial models. In this thesis we explore this model in detail,
laying the foundations for its use. We show how it can be derived from a microscopic
Hamiltonian by a careful coarse-graining procedure, based on a previous recipe proposed
by Fisher and Jin. In the Nonlocal Model the substrate-interface interaction is described
by a binding potential functional with an elegant diagrammatic expansion:
W = a1 + b1 + · · · .
This model has the same asymptotic renormalisation group behaviour as the simpler
model but with a much smaller critical region, explaining the mystery of 3D critical
wetting. It also has the correct form to satisfy the covariance relation for wedge filling.
We then proceed to check the robustness of the structure of the Nonlocal Model using
perturbation theory to study the consequences of the use of a more general microscopic
Hamiltonian. The model is robust to such generalisations whose only relevant effect is
the change of the values of the coefficients of the Nonlocal Model. These same remarks
are valid for the inclusion of a surface field: the generalised model still has the same
structure, albeit with different coefficients. Another important extension is the inclusion
of a longer-range substrate-fluid interaction or a bulk field.
We finalise with a chapter exploring the structure of the correlation function at mean-
field level. This allows us to prove that the Nonlocal Model obeys a sum-rule for complete
wetting, and shed light on why the critical region is so small in the Nonlocal Model. The
study of correlations at a capillary slit can provide a direct test of the Nonlocal Model.
9
10
Acknowledgements
Even though this thesis bears my name a few other people contributed so much to it.
Acknowledging their contributions is the very least I can do.
My supervisor, Professor Andrew Parry, and his friendship were instrumental through-
out my PhD. Anyone familiar with his work will recognise his style and influence in this
thesis. His contagious passion for the subject and his method of making me go through
several pages of calculations before showing me the two-line way of doing it, claiming that
“only that way will you appreciate the beauty of it”, certainly worked. I also thank him
for his attempts to educate me in britishness by taking me to Lord’s and Craven Cottage.
Our collaborators Carlos Rasco´n and Jose Manuel Romero-Enrique contributed much
to the work described, with discussions, calculations and numerical results. Carlos in
particular provided LATEX files for two of our papers saving me an infinite amount of time
typing (twice). He also gave me files for a lot of the diagrams and data for figures 3.2
and 8.1.
Professor Margarida Telo da Gama, Professor Ana Nunes and Professor Jorge Pacheco
from the Universidade de Lisboa nurtured my passion for physics and were instrumental
in my decision to do a PhD. I always feel at home at the Centro de F´ısica Teo´rica e
Computacional.
A great many fellow postgraduate students provided friendship and stimulating discus-
sions throughout these three years. The success of the revival of the Maths Postgraduate
Seminars owes much to them. Laura Morgan shared many of her calculations and notes
with me. Daniel Lawson and Filipe Tostevin joined me in many hours of stimulating
discussions. Steven Capper provided the style file for the thesis and him and Stephen
Girdlestone were always “numerical analysis consultants” of sorts.
I was financially supported by the Portuguese Fundac¸a˜o para a Cieˆncia e Tecnologia,
through grant SFRH/BD/16424/2004.
11
My flatmates Kostas and Christos made my time in England all the more enjoyable,
not the least because of the evenings spent around bacalhau, wine and Southpark. I thank
them for all the friendship and γκρινια, respectively (mostly).
My family in Portugal was always loving and supportive. My grandparents Humberto
and Otilia, my cousin Adelino, my brother Pedro and my mother Ana Rosa made it all
so much easier. Finally, the love and the encouragement of my girlfriend Catarina were
fundamental. I couldn’t have done it without her.
12
Table of contents
Abstract 9
Acknowledgements 11
1 Introduction 17
2 Wetting Phenomena 23
2.1 What is Wetting? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Summary of Bulk Critical Phenomena . . . . . . . . . . . . . . . . . . . . 24
2.3 Phenomenology of Wetting Transitions . . . . . . . . . . . . . . . . . . . . 29
2.4 Landau Theory of Free Interfaces . . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Interfacial Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6 Landau Theory of Wetting . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.7 3D Critical Wetting With Short-Range Forces . . . . . . . . . . . . . . . . 50
2.8 Sum Rules and Correlation Functions . . . . . . . . . . . . . . . . . . . . . 57
2.9 Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3 The Nonlocal Model: A First Look 63
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2 The Nonlocal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.3 The Small-Gradient Limit . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4 RG of the Nonlocal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.5 Filling Transitions and the Nonlocal Model . . . . . . . . . . . . . . . . . . 73
3.6 Interlude: Mark Kac’s “Can One Hear the Shape of a Drum?” . . . . . . . 77
3.7 Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4 Derivation of the Nonlocal Model: Double-Parabola Approximation 81
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2 The Fisher and Jin Derivation . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.3 The Constrained Magnetisation . . . . . . . . . . . . . . . . . . . . . . . . 89
4.4 The Nonlocal Binding Potential Functional . . . . . . . . . . . . . . . . . . 95
4.5 The Small-Gradient Limit Revisited . . . . . . . . . . . . . . . . . . . . . . 100
4.6 Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
13
5 Beyond Double Parabola: Perturbation Theory 103
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.2 The Perturbation Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.3 First-Order Diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.4 Second-Order Diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.5 The General Binding Potential Functional . . . . . . . . . . . . . . . . . . 120
5.6 Discussion of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.7 Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6 Coupling to a Surface Field and Enhancement 127
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.2 Evaluation of the Constrained Magnetisation . . . . . . . . . . . . . . . . . 128
6.3 Contributions to the Binding Potential . . . . . . . . . . . . . . . . . . . . 131
6.4 Tricritical Wetting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.5 Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7 Long-Ranged Substrate Potential 137
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.2 Derivation of the Binding Potential . . . . . . . . . . . . . . . . . . . . . . 137
7.3 Short-Range Substrate Potential . . . . . . . . . . . . . . . . . . . . . . . . 142
7.4 Long-Range Substrate Potential . . . . . . . . . . . . . . . . . . . . . . . . 147
7.5 Bulk Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
7.6 Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
8 Sum Rules, Correlation Functions and the Nonlocal Model 153
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
8.2 Correlation Function of the LGW Model . . . . . . . . . . . . . . . . . . . 154
8.3 Correlations and Sum Rules Within the Nonlocal Model . . . . . . . . . . 156
8.4 Ginzburg Criteria for the Nonlocal Model . . . . . . . . . . . . . . . . . . . 157
8.5 The Nonlocal Aukrust-Hauge Model . . . . . . . . . . . . . . . . . . . . . 160
8.6 Testing the Nonlocal Model: Capillary Condensation . . . . . . . . . . . . 161
8.7 Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
9 Conclusions and Further Work 167
A Local Approximation of Nonlocal Terms 173
B Maple Worksheet for Correlations at a Capillary Slit 177
References 190
14
List of Figures
1.1 Schematic diagram of a layer of phase β adsorbed at a substrate Ψ(x). The
interface is described by a collective coordinate l(x). The normals to the
surfaces are also indicated . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1 Schematic phase diagram of a simple substance . . . . . . . . . . . . . . . 25
2.2 Phase diagram of the Ising model . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Critical behaviour with the dimension . . . . . . . . . . . . . . . . . . . . . 28
2.4 Partial and completely wet surface . . . . . . . . . . . . . . . . . . . . . . 30
2.5 First-order wetting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.6 Continuous wetting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.7 Shape of magnetisation profile and potential . . . . . . . . . . . . . . . . . 38
2.8 Same as figure 1.1, repeated here for convenience. Schematic diagram of a
layer of phase β adsorbed at a substrate Ψ(x). The interface is described
by a collective coordinate l(x). The normals to the surfaces are also indicated 41
2.9 Definition of the relevant length scales for an interface . . . . . . . . . . . . 44
2.10 First-order wetting in Landau theory . . . . . . . . . . . . . . . . . . . . . 47
2.11 Continuous wetting in Landau theory . . . . . . . . . . . . . . . . . . . . . 48
2.12 The Nakanishi-Fisher global phase diagram of wetting . . . . . . . . . . . . 49
2.13 Monte-Carlo Ising model simulations results, consistent with MF predictions 53
2.14 The critical ratio for the surface susceptibility from Monte Carlo Ising
model simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.1 Geometry to calculate Ω11 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2 Numerical simulation results for the interfacial model, the FJ model and
the Nonlocal Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.3 Wedge filling at d = 3 for an opening angle of α. The relevant lengthscales
are indicated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.1 The bulk potential in “m4” and double-parabola (DP). . . . . . . . . . . . 82
4.2 Same as figure 1.1, reproduced here for convenience. A layer of phase β
(m > 0) adsorbed at a substrate, ψ(x). The interface is described by a
collective coordinate, l(x). The normals to the surfaces are also indicated. 83
5.1 Surface tension as a function of ². Exact result (solid line) and first-order
perturbation theory (dashed line). . . . . . . . . . . . . . . . . . . . . . . . 110
15
8.1 Numerical results for the effective value of ω(κ〈l〉) for the Nonlocal and
capillary-wave models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
9.1 Can the Nonlocal Model play a role in the interaction between colloids?
Colloidal particles interacting via a nonlocal potential. Direct interaction,
Ω11 like, and colloid mediated interactions, Ω
2
1 like, are shown. The colloidal
particles are shown with a thin wetting film. . . . . . . . . . . . . . . . . . 170
16
Chapter 1
Introduction
“The ability to reduce everything to simple fundamental laws does not imply
the ability to start from those laws and reconstruct the universe.”
Philip Warren Anderson
As P. W. Anderson pointed out, even when we know the fundamental laws governing
a particular phenomena we are frequently unable to predict the complete physical be-
haviour of a system. This inability lies not in the lack of knowledge but in our limited
capacity to analyse the complex systems of equations that are obtained. As an example
take chemistry: we do believe the Schro¨dinger equation is enough to describe the chem-
ical behaviour of atoms (apart from relativistic effects for the heaviest atoms), yet few
would claim we know all of chemistry. In fact, even the simplest chemical reaction, the
photodissociation of molecular hydrogen (H2+γ → 2H+γ), is not completely understood
yet (Bozek et al., 2006)!
To overcome this difficulty, perturbation theory and computer simulations provide
two routes along which much progress can be made and valuable information retrieved.
A third route is modelling, i.e. the use of physical intuition to construct an intermediate
level of description that focuses on the dominant physical effects and discards irrelevant
details. In the words of Einstein: “Everything should be made as simple as possible, but
not any simpler”. The construction of a model is much more than a simple heuristic
activity. A good model not only provides a simpler way of calculating properties of a
system but also an intuitive view and interpretation on the “physics” of a phenomenon.
From a formal point of view modelling is “integrating out degrees of freedom”. How-
ever such “coarse graining” procedure is very seldom done in a controlled manner. In
17
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this thesis we give an example (in the context of wetting phenomena) where this coarse
graining procedure is carried out in an almost exact manner. This allows us to patch
short-comings of simpler models, solving some long-standing problems in the theory of
wetting.
The focus of our work is wetting phenomena, so a sensible point to start is the definition
of what we mean by wetting. When we think of wetting we think of water, or any other
liquid, in contact with a solid (e.g. a dish or a piece of cloth). In our work this is one of
the models we’ll always keep in mind: a solid, inert, substrate covered with a film of liquid
in equilibrium with its vapour. The word, however, came to have a more general meaning,
describing phenomena where no liquid is present. For us wetting will occur whenever a
phase, β, intrudes between phases α and γ (see figure 1.1), with α, β and γ in coexistence
(or one of them inert). If the thickness of the wetting layer is infinite (macroscopic) we
say the phase β wets the α-γ interface. It can happen that as the control parameters of
the system (such as temperature) are changed we go from a non-wet to a wet situation,
we say we went through a wetting transition.
xΨ( )
l (x)
phase  β
phase  α
substrate γ
n
n
l
ψ
Figure 1.1: Schematic diagram of a layer of phase β adsorbed at a substrate Ψ(x). The
interface is described by a collective coordinate l(x). The normals to the surfaces are also
indicated
The technological importance of wetting phenomena is difficult to overestimate as a
wide range of physical and chemical processes depend on the surface properties of sys-
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tems (adhesion, corrosion, colloidal stability, etc). From a fundamental point of view,
the inhomogeneities in the density present an enormous theoretical challenge. It is well
known that surface proprieties can be very sensitive to the details of models, making
the explanation of phenomena a far more challenging task than in the bulk. This ex-
tra difficulty (challenge) coupled with the fact that wetting transitions represent a new
universality class triggered the interest of theoretical physicists. The phenomenology of
wetting transitions uncovers many subtle new phenomena. For example, short-range (SR)
and long-range (LR) forces are no longer in the same universality class. For SR forces
the upper critical dimension is three and thus these systems might provide the means to
explore “life at the upper critical dimension”.
Now that we defined what is wetting it is informative to draw the time line of the main
landmarks in the theory of the subject (for SR forces, the main focus of this thesis). The
interest in wetting transitions was triggered by the seminal works of Cahn (1977) and of
Ebner & Saam (1977). Sullivan (1979) built a van der Waals-like model and calculated
explicitly the dependence of the wetting proprieties on microscopic parameters. An exact
calculation of the wetting transition on the 2D Ising model was done by Abraham (1980).
A global phase diagram of wetting was proposed by Nakanishi & Fisher (1982), providing
a unified view on the subject. Tarazona & Evans (1982) used Sullivan’s model to calculate
the correlation function within density functional theory and pointed out the importance
of a diverging correlation length parallel to the substrate. The renormalisation group (RG)
analysis of the interfacial model in d = 3 was performed by Bre´zin et al. (1983b), Fisher
& Huse (1985) and Kroll et al. (1985). These authors predicted non-universal critical
behaviour (details in §2.7). Simulation studies of the Ising model (Binder & Landau,
1985, 1988; Binder et al., 1986, 1989) could observe only mean-field behaviour. However,
further simulations of the interfacial model (Gomper & Kroll, 1988) agreed fully with
the RG theory, pointing to missing physics in the interfacial model. Fisher and Jin (FJ)
(Fisher & Jin, 1991, 1992; Jin & Fisher, 1993a,b) set out to re-assess the status of the
interfacial model, deriving it from a microscopic Hamiltonian. They predicted that the
phase transition should be first-order, adding to the mystery. Recently, Parry et al. (2004)
proposed a nonlocal (NL) interfacial model that seems to solve the issue.
19
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In Parry et al. (2004) the Nonlocal Model was proposed using physical arguments. In
this thesis we show how to derive the Nonlocal Model from a microscopic Hamiltonian
using the FJ recipe. It is proved that the Nonlocal Model is the correct coarse grained
interfacial model. We also extend the derivation in a number of ways to check its robust-
ness and do a careful analysis of the structure of the correlation function. Not only this
proves that the Nonlocal model obeys exact sum-rule requirements (in contrast to the
local interfacial model) but it uncovers a new lengthscale that was not previously known.
This lengthscale provides a physical interpretation of the breakdown of local theories.
Probably the most important contribution of the Nonlocal Model to the future of wetting
phenomena is the fact that it provides a consistent and systematic framework to study
wetting at non-planar substrates. We will briefly analyse the case of a wedge.
We start with two introductory chapters where we present the most important results
in wetting (chapter 2) and on the Nonlocal Model (chapter 3). These chapters review
previous work and introduce the phenomenology and the notation for the remaining of
the thesis. In chapter 4 we show how to derive the Nonlocal Model from a microscopic
Hamiltonian. This is done in a simplified system using a double parabola (DP) approxi-
mation for the potential that models bulk coexistence. Also a constant order parameter
at the substrate is used. These approximations allow a cleaner derivation but we can lift
them one by one, as done in three chapters of the thesis: using the same methods we
generalise the results to go beyond the DP approximation (chapter 5), to include a sur-
face field (chapter 6) and a long-range substrate potential (chapter 7). In chapter 8
we investigate the structure of the correlation function at critical and complete wetting
transitions, uncovering a new diverging lengthscale, and show that the Nonlocal Model
is thermodynamically consistent, i.e. it obeys exact sum-rule requirements. We conclude
with some remarks and suggestions for future work.
Much of this thesis is based on published work, in some places it is an almost verbatim
copy of parts of papers. A note about the use of such work is in order. Credit where it is
due, chapter 2 is based on notes taken during a series of lectures given by my supervisor,
Professor Andrew Parry. Parts of chapter 3 and 4 were taken from Parry et al. (2006a)
and chapter 5 relies heavily on Parry et al. (2007). The work described in chapter 8
20
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follows closely the presentation of Parry et al. (2008a) and Parry et al. (2008b).
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Chapter 2
Wetting Phenomena
2.1 What is Wetting?
We defined wetting as the intrusion of a phase β between phases α and γ at coexistence.
Our definition encompasses a wide variety of phenomena, all described by the same for-
malism (e.g. surface melting, surface-induced disorder, etc.) but the phenomenology is
very transparent in the context of fluid adsorption, where the name wetting comes from.
Think of a container with a gas at a given pressure P (or chemical potential µ) and tem-
perature T . Some liquid will be adsorbed at the walls of the container. If the amount of
liquid adsorbed is macroscopic we say the liquid wets the substrate. It can happen that
as we vary the control parameters we go from a non-wet to a wet substrate, going through
a wetting transition.
As is so typical of theoretical statistical mechanics, we study wetting transitions in
the simplest possible model, either the Ising model or continuous models of ferromagnets.
Our system will be a semi-infinite magnet in a surface field that favours, say, positive mag-
netisation and placed in an infinitesimally small field that favours negative magnetisation
in the bulk. We expect that a film of positive magnetisation forms between the wall and
the bulk phase, the wetting transition happening when the thickness of this layer diverges
to infinity. Simple as the model may be, we shall see that its behaviour is far from trivial
and theory is still inadequate to describe simulations. It may seem paradoxical to use a
model of magnets to describe a phenomena related to liquids but it is well known that
this is essentially a matter of notation as both systems are equivalent, as shown by the
famous Ising model-lattice gas equivalence.
Even these simplified models are too complicated and we need to resort to even simpler
models to study fluctuations. Looking at a glass of water it is clear that, away from the
23
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interface with air, water will behave as it does without the surface, i.e. in the bulk.
Since the most interesting things happen in the surface of the water (like light refraction),
where the properties of the medium change rapidly, it is natural to build a physical model
that focuses on this region. This is the interfacial model. We shall think of the system
as composed of just a thin interface, that behaves like a stretched membrane, ignoring
the bulk properties from the outset. This simplifies the analysis of wetting by orders of
magnitude. However, as we’ll see, a careful derivation of the interfacial model from the
full model must be done, as a naive approach leads to subtle errors in the description of
the interface. In this context the wetting transition is an interface depining transition:
as the interface depins from the substrate, the wetting layer grows and the substrate gets
wet.
It is now clear what is the “scientific path” we must walk. We refrain from reviewing
much of the background material, apart from pointing to some references. Descending
in scope, we shall skip the Meaning of Life, the Universe and Everything (Adams, 1979),
Thermodynamics (Callen, 1985), general Statistical Physics (Huang, 1987), Statistical
Physics of Liquids (Hansen & McDonald, 1990) and much of Physics and Statistical
Mechanics of Interfaces (Rowlinson & Widom, 1982; Evans, 1990). We shall not go into
the details of simulation methods either (Landau & Binder, 2005).
In §2.2 we quickly skim over bulk critical phenomena with an emphasis on some facts
relevant for interfacial phase transitions. The basic phenomenology of wetting is presented
in §2.3. Then we lay the foundations of the interfacial model in §2.4 and §2.5. In §2.6
we present the MF theory of wetting and the 3D wetting phase transition is analysed in
some depth in §2.7. Finally, in §2.8 we study exact sum rules for a hard wall, showing
that the simplest interfacial model is thermodynamically inconsistent.
2.2 Summary of Bulk Critical Phenomena
A good starting point for a (really) short review of critical phenomena (Stanley, 1987;
Yeomans, 1992; Goldenfeld, 1992; Binney et al., 1992; Chaikin & Lubensky, 1995) is the
phase diagram of a simple substance like the one depicted in figure 2.1. The lines in the
PT (Pressure-Temperature) diagram represent the locus of points where we have phase
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coexistence, in this case lines of first-order phase transitions. The liquid-vapour line
ends at a critical point beyond which there is no distinction between these two phases.
A similar phenomena occurs in the Ising model of ferromagnetism with SR forces at
dimension d > 1 (figure 2.2). For external magnetic field H = 0 and T < Tc (Tc being the
critical temperature) the model displays spontaneous magnetisation, whereas for T > Tc
it behaves like a paramagnet. In both these systems there is a parameter, the order
parameter, that is zero on one side of the critical point and non-zero on the other side.
For the liquid-vapour system the order parameter is the difference of density ρ, between
the two phases. For the Ising model the order parameter is the magnetisation per spin
m = M
N
.
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Figure 2.1: Generic phase diagram of a simple substance. We see the triple point where
we have three phase coexistence and the critical point where the densities of the liquid
and vapour become equal and thus there is only a unique fluid phase for T > Tc. We can
trace a thermodynamic path between vapour and liquid without going through a phase
transition.
The physics near the critical point is characterised by a set of critical exponents which
quantify the singularities of the free-energy F . To settle the notation we shall use magnetic
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m > 0m = 0
Figure 2.2: Phase diagram of the Ising model with SR forces. For d > 1 the model
displays spontaneous magnetisation if T < Tc.
systems language and define the reduced temperature
tb ≡ Tc − T
Tc
. (2.1)
We suppose that close to the critical point any thermodynamic quantity can be decom-
posed into a regular part (which can be discontinuous) and a singular part (which may
diverge or have divergent derivatives). We define the critical exponents by the asymptotic
behaviour of the singular part:
Specific Heat: CN ≡ − T
N
∂2F
∂T 2
∼ |tb|−α, (2.2)
Magnetisation: m ∼ tβb, (2.3)
Magnetisation (tb = 0): m ∼ |H|1/δ, (2.4)
Susceptibility: χ ≡ kBT ∂m
∂H
∼ |tb|−γ, (2.5)
Correlation Length: ξb ∼ |tb|−ν , (2.6)
Correlation Function: G(r) ∼ 1
rd−2+η
. (2.7)
Here ∼ means “has a singular part asymptotically proportional to”, r is the distance
between two points and kB is Boltzmann’s constant. All the definitions, except δ and η,
are for tb → 0. The definition of δ implies tb = 0 and H → 0, and that of η implies
tb = H = 0. Finally the definition of η and ν comes from the behaviour of the correlation
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function:
G(r) ≡ 〈m(r)m(0)〉 − 〈m(0)〉2 (2.8)
The van der Waals theory of gases and the Weiss theory of ferromagnets were the first
theories with a critical point. Both result in the same set of (wrong) critical exponents.
Landau’s theory of critical phenomena provided a more general view on the subject and
allowed the inclusion of small fluctuations (a` la Ornstein-Zernike (OZ)), an extension
known as Landau-Ginzburg theory, but the exponents are the same as in previous theo-
ries. This is due to the fact that all these are mean-field (MF) theories which ignore or
underestimate the fluctuations, which turn out to dominate the behaviour near the crit-
ical point. Table 2.1 lists the values of the critical exponents for the Ising model. They
are also the same for a wide variety of fluids and ferromagnets.
Dimension α β γ δ ν η
2 0 (ln) 1/8 7/4 15 1 1/4
3 0.11... 0.315... 1.24... 4.81... 0.63... 0.04...
≥ 4 (MF) 0 (disc.) 1/2 1 3 1/2 0
Table 2.1: Values of some critical exponents. From Goldenfeld (1992).
Further insight into critical behaviour was provided by studies of the Ising model.
In d = 1 transfer matrix techniques can be used to solve the model exactly and there
is no critical point at finite temperature. The behaviour of the model for T → 0 has
some peculiarities, though. In d = 2, Lars Onsager famously solved the Ising model with
H = 0 and found non-classical exponents. Yet other valuable techniques are high and low
temperature series expansions of the partition function and computer simulations which
provide approximate, but reliable, values of the exponents, again showing non-classical
values.
Only with Wilson’s Renormalisation Group (RG) theory was a true understanding
of what happens near the critical point achieved. A first important result of RG is the
fact that the exponents are the same irrespective of the side from which we approach the
critical point (we anticipated this in the definitions of the critical exponents). Another
important result is the fact that the critical exponents are largely insensitive to the details
of the models and depend only on the dimensionality of the system, the nature of the
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order parameter (scalar, vector, etc) and the range of the interactions. When some systems
share these proprieties we expect them to exhibit the same critical behaviour, i.e. same
critical exponents, and say that they are on the same universality class. From the table of
critical exponents we see that for d ≥ 4 the MF exponents are correct. This is a general
feature and we call upper critical dimension d∗ to the lowest dimension at which MF
behaviour is correct.
Only two of the critical exponents are independent as they obey a set of relations,
known as scaling relations :
Fisher: γ = ν(2− η), (2.9)
Rushbrooke: α + 2β + γ = 2, (2.10)
Widom: γ = β(δ − 1), (2.11)
Josephson or Hyperscaling: 2− α = dν. (2.12)
Hyperscaling is only valid for d ≤ d∗. A common strategy to find d∗ is to do MF theory,
calculate the critical exponents and replace their values in the hyperscaling relation to
determine d∗. We expect MF critical exponents to be correct above d∗ but that the
fluctuations dominate the behaviour for d < d∗. For d = d∗ the behaviour is more subtle
and not known a priori, as expressed in figure 2.3. A common scenario is the existence of
logarithmic corrections to the MF behaviour of the singularities.
a priori
not known
d
Mean−field  OK
d*
d > d*
fluctuation
dominated
behaviour
d < d*
Figure 2.3: The dependence of the values of the critical exponents with the dimension of
the system.
It is often stated that in 1D there is no phase transition. With LR forces this picture
is changed (Dyson, 1969). As an example, for the Ising model in d = 1 and LR forces
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(∼ 1
rp
), we have:
• p > 2 - Qualifies as SR. No phase transitions.
• p = 2 - We have a phase transition. Non-universality: critical exponents depend
on temperature.
• 1 < p < 2 - There is a phase transition. Some exponents have MF values, others
don’t.
• p < 1 - MF theory is correct. Qualifies as infinite range interaction model.
Another common statement is that MF theories are correct far from the critical point.
This is true for most situations but not always. As an example, OZ theory gives for the
decay of the correlation function
G(r) ∼ e
−r/ξb
r(d−1)/2ξ(d−3)/2b
, (2.13)
but for the Ising model in d = 2, H = 0, T < Tc we have
G(r) ∼ e
−r/ξb
r2
. (2.14)
This phenomena is known as the Kadanoff–Wu (Wu, 1966) anomaly and turns out to be
related to interfacial phenomena (Abraham, 1983; Fisher, 1984). Later we’ll formulate a
MF description of an interface and see that, here too, fluctuations play a fundamental
role, even far from the critical point.
2.3 Phenomenology of Wetting Transitions
Think of a volume V of liquid at a temperature T and pressure P (or chemical potential
µ) placed on a substrate and in equilibrium with its vapour. Two things can happen,
as described in figure 2.4. If the contact angle θ > 0 we have a hemispherical cap and
equating the forces acting on the point of contact of wall-liquid-gas, we get Young’s
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equation
σwg = σwl + σlg cos θ (2.15)
describing a partially wet surface. Here σwg, σwl and σlg are the surface tensions of the wall-
gas, wall-liquid and liquid-gas interfaces respectively. Despite its name the surface tension
is best viewed as the free-energy needed to create a unit area of interface (Rowlinson &
Widom, 1982). If the forces between the wall and liquid molecules are strong enough
compared to the ones between liquid molecules we can have a completely wet surface,
that is θ = 0 and Antonow’s equation is valid
σwg = σwl + σlg. (2.16)
vapour
liquid
θ θ
liquid l
vapour ξ
ξ
Solid substrate Solid substrate
Figure 2.4: A liquid in equilibrium with its vapour in contact with a surface. If θ > 0 we
have an hemispherical cap or a microscopic film of liquid (surface partially wet). If θ = 0
a macroscopic film of liquid forms and the liquid is said to wet the surface
We can have a phase transition at a temperature Tw < Tc if θ vanishes as T → Tw.
Alternatively we can think of a film of liquid that forms between the wall and the vapour.
If at a given T and P the film is microscopic then the wall is partially wet, if the film
is macroscopic the wall is completely wet. The wetting transition was first explored
theoretically by Cahn (1977) and by Ebner & Saam (1977). Much more detail than we
give here is available in review articles by Sullivan & Telo da Gama (1986), Dietrich
(1988), Schick (1990) and Forgacs et al. (1991).
If we approach the coexistence line from the vapour side and T > Tw the amount of
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liquid adsorbed on the surface
Γ =
∫
dr (ρ(r)− ρv) (2.17)
(where ρ(r) and ρv are the local fluid density and the bulk vapour density respectively)
will diverge as ∆µ ≡ µ−µ0 → 0 (µ0 is the chemical potential at coexistence) and we call
this phase transition complete wetting. If we approach Tw along the coexistence line from
T < Tw we can either have first-order wetting (figure 2.5) or critical (continuous) wetting
(figure 2.6). The discontinuity in the free-energy at first order wetting is prolonged off-
coexistence in a pre-wetting line and terminates at a (d−1) Ising universality class critical
point.
µ 
− 
µ
0
µ − µ 0
T
0
1
Γ Γ
T0
1
2 3
4
2
3
4
Tw
Tw
Figure 2.5: Phase diagram of a first-order wetting transition. Four thermodynamic
paths are drawn and the film thickness of each one is depicted below. We can also see the
pre-wetting line
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µ 
− 
µ
0
µ − µ 0
T
0
1 2
3
Γ
T0
1
2 3
Γ
Tw
Tw
Figure 2.6: Phase diagram of a continuous wetting transition. Three thermodynamic
paths are drawn and the corresponding film thickness is shown in the diagrams below.
As usual we characterise the phase transition by a set of critical exponents. Define
t ≡ Tw − T
Tw
. (2.18)
For critical wetting
l ∼ t−βs , (2.19)
ξ⊥ ∼ t−ν⊥ , (2.20)
ξ‖ ∼ t−ν‖ , (2.21)
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and the excess surface free-energy
fs ≡ σwg − (σwl + σlg) (2.22)
= σlg(cos θ − 1) (2.23)
' −σlg θ
2
2
(2.24)
∼ t2−αs . (2.25)
We can also define an exponent related to the singularity of the 3-phase line contact
free-energy
τsing ∼ t2−αl . (2.26)
Similarly, we define also critical exponents for complete wetting
h ≡ µ0 − µ, (2.27)
l ∼ h−βcos , (2.28)
ξ⊥ ∼ h−νco⊥ , (2.29)
ξ‖ ∼ h−ν
co
‖ , (2.30)
fs = σwg − (σwl + σlg) ∼ h2−αcos . (2.31)
As we have two scaling fields for critical wetting (one for complete wetting) we expect
that only two critical exponents are independent (one for complete wetting), the others
being obtained by scaling relations. In fact in critical wetting only one exponent is
independent (zero for complete wetting) since the equivalent to η is zero. We have the
following scaling relations
2− αs = 2ν‖ − 2βs, (2.32)
2− αcos = 2νco‖ − 2βcos . (2.33)
Also valid for d < d∗ are the hyper-scaling relations
2− αs = (d− 1)ν‖, (2.34)
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2− αcos = (d− 1)νco‖ , (2.35)
and conjectured, based on MF, by Indekeu & Robledo (1993)
αl = αs + ν‖. (2.36)
The critical behaviour of an unbinding interface is dependent on the range of the
fluid-fluid and fluid-substrate interactions. Antecipating some results, in the case of short
range forces the singular part of the free energy is
fsing = −ae−κl + be−2κl + · · · (2.37)
and for long range forces
fsing = −al−p + bl−q + · · · (2.38)
where a ∝ t, b is a constant, κ = 1/ξb, q > p > 0 and depend on the nature of the
dispersion forces. For van der Waals non-retarded forces p = 2, q = 3. Using these results
the MF critical exponents can easily be calculated. We do an explicit calculation for short
range forces in §2.6 and quote the results for long range forces for completeness:
αs =
q − 2p
q − p , (2.39)
βs =
1
q − p, (2.40)
ν‖ =
q + 2
2(q − p) , (2.41)
d∗ = 3− 4
2 + q
. (2.42)
Thus for long range forces MF theory is valid at three dimensions. For short range
forces d∗ = 3, as we will see later this has profound consequences for the theory in three
dimensions.
Before closing this section we add two remarks. First we investigate the influence
of an exponentially decaying substrate interaction on a short range forces system. Next
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we present an heuristic argument on the effects of fluctuations in long range interaction
fluids.
Following Aukrust & Hauge (1985) (AH), if the fluid-substrate interaction is exponen-
tially decaying we have as the effective singular part of the free-energy
fsing = −ae−κl + be−2κl + ηe−λl + · · · (2.43)
where the last term is from the substrate-fluid interaction. We can immediately see that
we have three regimes, depending on the value of λ. If λ > 2κ the new term is irrelevant
and the critical behaviour is the same as before. If κ < λ < 2κ the new term is dominant
over the 2κ term and the MF critical exponents are non-universal, depending on the
wetting temperature as can be seen explicitly:
2− αs = ξb
ξb − 1/λ, (2.44)
ν‖ =
2− α
2
. (2.45)
That we can have non-universal exponents even at MF level is another example of the
peculiarities of interfacial phenomena. If λ < κ the new term is dominant, the wetting
temperature is changed as is the order of the transition, which is now first-order.
The focus of our attention is short-range critical wetting but we shall make a digression
into long-range forces. In general critical wetting falls into 3 fluctuation regimes. One
regime is the strong fluctuation regime where critical behaviour is fluctuation dominated
and the critical exponents are on the same universality class as SR forces. On the other
extreme is the MF regime where fluctuations are negligible and the exponents are given by
Landau theory. For LR forces an intermediate regime of weak fluctuations is present. In
the weak fluctuations regime some of the exponents are MF and others are renormalised
by fluctuations. These results are backed up by sounder arguments (Lipowsky & Fisher,
1987) but we can reason heuristically to grasp the physical origin of these different regimes.
A fluctuation of height l decays in a distance of ξ‖ so, by the definition of derivative,
the term Σ(∇l)
2
2
∼ l2
ξ2‖
. When l ∼ ξ⊥ the fluctuations are important and, as ξ⊥ ∼ ξζ‖ , we
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have l
2
ξ2‖
∼ l−τ where
τ = 2
(
1
ζ
− 1
)
. (2.46)
As an example τ = 2 for thermal fluctuations in d = 2.
Using this result in the Hamiltonian for long range forces we have the heuristic poten-
tial:
Weff = − a
lp
+
b
lq
+
c
lτ
(2.47)
and this allows us to clearly see the origin of the different regimes. If τ > q the fluctuation
term doesn’t matter and we have MF exponents, βs =
1
q−p . If p < τ < q then Weff ∼
− a
lp
+ c
lτ
and MF breaks down, βs =
1
τ−p . Finally, if τ < p the fluctuations dominate and
the full calculations must be done by other means (RG, transfer matrix or random walk
arguments), e.g. βs =
ζ
1−ζ in d = 2.
2.4 Landau Theory of Free Interfaces
The full 3D Ising model is too complex to yield to analytical methods (particularly with
inhomogeneities) so we resort to a mesoscopic description of the system, by focusing on
the properties of the interface, using the so called interfacial model. Before we turn our
attention to wetting transitions using the interfacial model, we first study what is the
shape of a free interface in Landau theory.
Let us, then, build a mean-field theory for a free interface. We study a 3D magnetic
system with m = ±m0 at z = ∓ ∞ described by a Landau-Ginzburg-Wilson (LGW)
Hamiltonian
HLGW[m] =
∫
dr
[
1
2
(∇m)2 + φ(m)
]
. (2.48)
The gradient term accounts for SR forces that tend to homogenise the system and φ(m)
describes how the Hamiltonian depends on the local value of the magnetisation. We’ll
not always write the r = (x, y, z) dependence of m but keep it in mind. The partition
function is given by
Z =
∫
Dm e
−HLGW/kBT , (2.49)
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where Dm is the measure of the integral and stands for integration over all profiles con-
sistent with the boundary conditions. In MF theory we neglect fluctuations and consider
just the most likely profile, given by the minimum of the Hamiltonian. Thus
Z ' e−min {H/kBT} ⇒ FMF = min {H[m]}. (2.50)
Since, by symmetry, the solution is translationally invariant in x and y we can integrate
immediately on these coordinates (obtaining the area A) and write the equation with m
now dependent only on z
H
A
=
∫ +∞
−∞
dz
[
1
2
m′(z)2 + φ(m)
]
. (2.51)
In figure 2.7 we see a sketch of the shape of m(z) as well as the typical double-well shape
of φ(m). We assume that we can expand φ and conserve only the lowest terms in the
expansion consistent with the symmetry of the Hamiltonian, the typical “m4” potential:
φ(m) = −a2tb
2
m2 +
a4
4
m4 a2, a4 > 0. (2.52)
Recall from the Landau theory of bulk critical phenomena that we have
φ′(±m0) = 0⇒ m0 =
√
a2tb
a4
; ξb =
1√
φ′′(m0)
=
1√
2a2tb
, (2.53)
and define
∆φ = φ− φ(m0) = κ
2
8m20
(
m2 −m20
)2
; κ =
1
ξb
. (2.54)
Notice that by using ∆φ we conveniently subtract the bulk terms from the free energy:
FMF
A
= H[m(z)] =
∫ +∞
−∞
dz
[
1
2
m′ 2 + φ(m)
]
(2.55)
=
∫ +∞
−∞
dz φ(m0) +
∫ +∞
−∞
dz
[
1
2
m′ 2 +∆φ(m)
]
, (2.56)
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m
m00−mmm
z
0
−m0
mφ (   )
Figure 2.7: Magnetisation profile with z and shape of φ(m)
or, with an obvious rearrangement,
F = V φ(m0) + A
∫ +∞
−∞
dz
[
1
2
m′ 2 +∆φ(m)
]
. (2.57)
The first term is the bulk free-energy whereas the integral is the surface tension σ, by
definition.
Functional minimisation of the Hamiltonian leads to the Euler-Lagrange equation
m′′ = φ′(m), (2.58)
which we can solve
m′m′′ = m′φ′(m) (2.59)
⇒ 1
2
d
dz
m′ 2 =
d
dz
φ(m). (2.60)
Integrating once
1
2
m′(z)2 = φ(m) + C (2.61)
and with the boundary conditions at z →∞ we have C = −φ(m0), thus
1
2
m′(z)2 = ∆φ(m) (2.62)
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m′(z) = ± κ
2m0
(m2 −m20) (2.63)
and, integrating one last time,
m = m0 tanh
κ
2
(l − z) (2.64)
with l arbitrary. This is the famous hyperbolic tangent profile. We can see that most of
the change from −m0 to m0 occurs in a region of width 2ξb around l and that the profile
decays exponentially.
From equation (2.62)
σ =
∫ +∞
−∞
dz m′(z)2 (2.65)
=
∣∣∣∣∫ m0−m0dm dmdz
∣∣∣∣ (2.66)
=
∫ m0
−m0
dm
√
2∆φ(m) (2.67)
= 2
∫ m0
0
dm
κ
2m0
(m20 −m2) (2.68)
=
2
3
κm20 (2.69)
∝ t3/2b . (2.70)
Thus we have
σ ∼ tµ˜b with µ˜MF = 2β + ν =
3
2
. (2.71)
From dimensional analysis we expect
σ ∼ F
V
ξb (2.72)
and so
µ˜ = 2− α− ν (2.73)
= (d− 1)ν. (2.74)
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The calculation of the surface tension is OK except, unsurprisingly, near Tc where σ ∼
t1.26. However the square gradient theory, resulting in the hyperbolic tangent profile for
the interface, is flawed. This is so because, as we’ll see later, long-wavelength fluctuations
(capillary-wave-like) cause the interface to be rough in d ≤ 3.
2.5 Interfacial Model
As stated before, we base our analysis of wetting on a mesoscopic interfacial model. The
full LGW model has more detail than we can or need to account for. Since the wetting
transition occurs for a temperature below the critical point, the bulk fluctuations are
finite and important only up to a length-scale of order ξb. If we integrate out these bulk
fluctuations we get two uniform phases separated by a smooth interface. We carry out
this scheme in detail later in §2.7 and chapter 4. In the present section we just assume
that the interface is smooth enough, without wild fluctuations or overhangs. Even if at
a microscopic scale this is not true, we can imagine we “zoom out” up to a point where
all the bulk fluctuations are so small as to be invisible, and that the interface looks like a
smooth membrane whose position at x = (x, y) is given by l(x) (see figure 2.8).
Assuming that we can describe the shape of the interface at each point as an hyperbolic
tangent:
m(z,x) = m0 tanh
κ(z − l(x))
2
with |∇l| ¿ 1, (2.75)
and substituting this into the LGW model, with the above assumptions we get,
HLGW =
∫∫
dx dz
[
(∇m)2
2
+ φ(m)
]
(2.76)
=
∫∫
dx dz
[
1
2
(
∂m
∂z
)2
+ φ(m)
]
+
∫∫
dx dz
[
1
2
(
∂m
∂l
)2((
∂l
∂x
)2
+
(
∂l
∂y
)2)]
. (2.77)
Considering l as constant, l ' 〈l〉, due to the fact that fluctuations are small, the first
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Figure 2.8: Same as figure 1.1, repeated here for convenience. Schematic diagram of a
layer of phase β adsorbed at a substrate Ψ(x). The interface is described by a collective
coordinate l(x). The normals to the surfaces are also indicated
integral is now independent of x. Performing the integration as we did in MF theory
(derivation of equation (2.57)) we see that the first part of the Hamiltonian is
HI[l(x)] = φ(m0)V + L
d−1σ. (2.78)
Finally, to obtain the third term in equation (2.82), we write explicitly ∂m/∂l (equa-
tion (2.75)) and, using again the approximation that l ≈ constant, perform the integration
over z to obtain the interfacial Hamiltonian. So(
∂m
∂l
)2
=
m20 k
2
4
sech4
k(z − l)
2
(2.79)
and the integration over z is elementary since∫ +∞
−∞
dz
k
2
sech4
k(z − l)
2
=
4
3
. (2.80)
Finally recalling the expression for the surface tension (equation (2.69)) we obtain for this
last term
σ
2
∫
dx (∇l)2 . (2.81)
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Our final result is that
HLGW[l(x)] = φ(m0)V + σAplanar +
σ
2
∫
dx (∇l)2 + · · · . (2.82)
where Aplanar is the area of a planar interface. We could have easily anticipated this result
if we think of an interface as a stretched membrane with a tension σ. If the membrane
is distorted from Aplanar → Aplanar + δA, this distortion costs an energy of σδA. By the
definition of area we have
Aplanar + δA =
∫
dx
√
1 + (∇l)2 (2.83)
=
∫
dx+
1
2
∫
dx (∇l)2 + · · · (2.84)
= Aplanar +
1
2
∫
dx (∇l)2 + · · · (2.85)
Thus the energy cost of an undulation, ignoring higher order terms, is σ
2
∫
dx(∇l)2, as we
have in (2.82).
The partition function is given by
Z =
∫
Dm e
−HLGW[m] ' e−V φ−σAplanar︸ ︷︷ ︸
constant
∫
Dl e
−HI[l] (2.86)
and now this is a straightforward calculation because
HI ≡ σ
2
∫
dx (∇l)2 (2.87)
is Gaussian.
The height-height correlations between two points on the interface are characterised
by the parallel correlation length, defined as usual
S(x,x′) ≡ 〈l(x)l(x′)〉 − 〈l(x)〉〈l(x′)〉. (2.88)
Also, define the roughness of the interface (the interface being rough when ξ⊥ diverges)
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as
ξ2⊥ = 〈l(x)2〉 − 〈l(x)〉2 (2.89)
We can set 〈l(x)〉 = 0 without loss of generality.
To calculate the correlations we can use the standard procedure of OZ theory. This is
valid because, as we will see later, the equivalent of the η exponent is zero for an interface,
a consequence of the fact that soft modes are the important interfacial fluctuations. Going
to Fourier space
HI =
σ
2
∑
Q
|l˜(Q)|2Q2 2pi
L
≤ |Q | ≤ 2pi
Λ
(2.90)
where Λ stands for a short wavelength cut-off (like the lattice spacing, the atomic sepa-
ration or, in the case of the interfacial model, ξb) and L is the linear size of the system.
Using the equipartition theorem
〈|l˜(Q)|2〉 = kBT
σQ2
. (2.91)
We see that a Q = 0 mode costs no energy, i.e. it is a Goldstone mode. From this
observation we expect long wavelength capillary waves to have an important contribution
to the physics of the interfacial model. By definition
ξ2⊥ =
kBT
σ
∫
dQ
eiQ·x
Q2
∣∣∣∣
x=0
∝
∫ 2pi
ξb
2pi
L
dQ
Qd−2
Q2
(2.92)
and integrating we have
ξ⊥ ∝

L(3−d)/2 d < 3(
ln L
ξb
)1/2
d = 3
finite as L→∞ d > 3.
(2.93)
Notice that ξ⊥ diverges in the thermodynamic limit for d ≤ 3 and so the interface is rough
for the relevant physical systems.
The length scales describing the correlations in the position of an interface (see fig-
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ure 2.9) can be related by the wandering exponent
ξ⊥ ∼ ξζ‖ . (2.94)
For fluctuations dominated by thermal disorder ζ = (3− d)/2 for d < 3. ζ depends on
the presence (or not) of impurity induced disorder. As an example with random bonds
ζ(d = 2) = 2/3 (Huse et al., 1985a) and ζ(d = 3) ' 0.43 (Fisher, 1986). With random
fields ζ(d) = (5− d)/3 (Grinstein & Ma, 1983; J. Villain & Billard, 1983; Nattermann &
Villain, 1988).
ξ b
ξ
ξ
Figure 2.9: Interface with the definition of the relevant length scales.
The above considerations are for continuum fluid-like interfaces. For a system defined
on a lattice the surface tension is angle-dependent σ(θ). In d = 3 we have a roughening
transition (Burton et al., 1951) in the simple cubic Ising model at TR ' 0.54Tc. For T < TR
the interface is pined between lattice spacings, as T → T−R the interface develops spikes
and “sky-scrapers”, depins from the lattice and behaves like an isotropic liquid interface.
In d = 2 TR = 0 so the interface is always rough. The roughening transition belongs to
the universality class of the Kosterlitz-Thouless phase transition (Chui & Weeks, 1976).
For T > TR on a lattice
HI =
Σ
2
∫
dx (∇l)2 (2.95)
where Σ is the stiffness defined as (Fisher et al., 1982; Huse et al., 1985b)
Σ ≡ σ(0) + σ′′(0) (2.96)
where σ(0) is the surface tension for an interface parallel to the latice edges. We’ll use Σ
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from now on as this is a more general definition than σ.
2.6 Landau Theory of Wetting
We now focus on wetting with short-range forces. We study a magnetic system with a
wall which favours up spins and h = 0− such that spins point down far from the substrate.
We anticipate a profile qualitatively similar to the one in figure 2.7 but with the position
of the interface determined by the boundary conditions. Our starting point (Nakanishi &
Fisher, 1982; Pandit & Wortis, 1982; Pandit et al., 1982; Sullivan & Telo da Gama, 1986)
is the LGW Hamiltonian but with a surface term added, which accounts for coupling to
a surface field and enhancement
HLGW[m] =
∫
dr
[
1
2
(∇m)2 + φ(m)
]
+
∫
dxφ1(m1) (2.97)
where
m1 ≡ m(z = 0,x), (2.98)
φ1 ≡ cm
2
1
2
−m1h1. (2.99)
Assuming translational invariance along the x direction
H
A
=
∫
dz
[
1
2
m′ 2 + φ(m)
]
+ φ1(m1). (2.100)
We must now get the magnetisation profile that minimises the Hamiltonian:
δH/A
δm
= 0. (2.101)
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Functional minimisation with the appropriate boundary conditions leads to
m′′ = φ′(m) (2.102)
m(∞) = −m0 (2.103)
dm
dz
∣∣∣∣
0
= φ′1(m1) = cm1 − h1. (2.104)
From (2.102) and (2.103)
1
2
m′ 2 = ∆φ(m) = φ(m)− φ(m0) (2.105)
and so our solution satisfies
m′(z) = −
√
2∆φ(m) (2.106)
m′(0) = cm(0)− h1 (2.107)
which can be solved by graphical construction, figures 2.10 and 2.11. The intercept
of (2.106) with Y = cm − h1 determines m1. The order of the transition is determined
by the number of interceptions of the line Y with the curve −√2∆φ: one interception for
critical wetting and three for first-order wetting. Since the slope of −√2∆φ at ±m0 is
±κ, if c > κ the transition is continuous and if c < κ we have first-order wetting. It is
now clear that the solution is a section of a hyperbolic tangent profile
m(z) = m0 tanh
κ
2
(lpi − z) (2.108)
with lpi determined by the boundary conditions. All this information can be neatly ex-
pressed in a global wetting phase diagram, figure 2.12.
As we saw, critical wetting occurs for Y = 0, m(0) = m0, i.e.
cm0(T ) = h1. (2.109)
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0−m m
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Figure 2.10: Graphical construction for first-order wetting transition in Landau theory.
At the phase transition A1 = A2, by the equal areas construction.
To get the critical exponent β expand m(z)
m(z) = m0
e
κ
2
(lpi−z) − e−κ2 (lpi−z)
e
κ
2
(lpi−z) + e−
κ
2
(lpi−z) (2.110)
= m0
1− e−κ(lpi−z)
1 + e−κ(lpi−z)
(2.111)
= m0
[
1− 2e−κ(lpi−z) +O(e−2κ(lpi−z))] (2.112)
so
m′(0) = −2κm0e−κlpi + · · · (2.113)
also
m′(0) = c
(
m0 − 2m0e−κlpi
)− h1 + . . . . (2.114)
Putting this two results together gives
2m0(c− κ)e−κlpi = cm0(T )− h1 (2.115)
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−m0 m
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Figure 2.11: Graphical construction for continuous wetting transition in Landau theory.
A non-wet and wet situation are shown.
κlpi ∼ − ln(cm0(T )− h1) (2.116)
thus
βs = 0. (2.117)
Substitution of the solution for the shape of the interface into H/A allows us to calculate
the excess free-energy defined by
σw↓ = σw↑ + σ↑↓ + fsing (2.118)
and
fsing ∝ (Tw − T )2 ⇒ αs = 0. (2.119)
With some additional work we can calculate
ξ‖ ∼ (Tw − T )−1 ⇒ ν‖ = 1. (2.120)
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h
t
h1
b
Figure 2.12: The global phase diagram of wetting transitions, in the space of the reduced
temperature tb, magnetic field h and surface field h1 for c > 0. In blue the region of
parameters where the substrate is wet. The wetting transition can either be first-order
(black) or critical (red). These are separated by a tricritical wetting transition (black
circles). Also indicated is the pre-wetting transition, extending off-coexistence. After
Nakanishi & Fisher (1982).
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Notice that 2− αs = 2(ν‖ − βs). Substitution of the previous results into
2− αs = (d− 1)ν‖ (2.121)
gives us the upper critical dimension
d∗ =
2− αMFs
νMF‖
+ 1 = 3 (2.122)
as claimed before.
2.7 3D Critical Wetting With Short-Range Forces
Analytical studies of SR critical wetting are based on the semi-phenomenological inter-
facial model. As we have seen the upper critical dimension for SR forces is three, thus
we expect non-universal behaviour and also that the detailed structure of the potential
in the interfacial model is absolutely crucial.
Before we review in some detail the current knowledge of the 3D wetting transition
we mention some of the most important results in 2D. Because we are below the upper
critical dimension the critical behaviour is fluctuation dominated and these results are
important to assess the influence of fluctuations. Abraham (1980) famously solved the
2D Ising model with a surface field confirming the existence of a continuous wetting
transition. This result confirms many of the features of the Nakanishi & Fisher global
wetting phase diagram but, rather unsurprisingly, the critical exponents are different
from the Landau theory ones, e.g. βs = 1. Many more results are available for a range of
interfacial displacement models (of the Solid-on-Solid kind) for which the interface is one-
dimensional and thus transfer-matrix methods are readilly available (Burkhardt, 1981;
Chui & Weeks, 1981; van Leeuwen & Hilhorst, 1981; Chalker, 1981; Kroll, 1981; Vallade
& Lajzerowicz, 1981; Abraham & Smith, 1982). These results agree with the exact 2D
Ising ones.
Returning to the 3D case, Bre´zin et al. (1983a,b) (BHL) constructed W (l) for the in-
terfacial Hamiltonian so that the MF results are reproduced when fluctuations are ignored:
50
Wetting Phenomena
W (l) = −ae−κl + be−2κl (2.123)
where as usual a ∝ t, b > 0 and κ = 1/ξb. We can check that we recover the MF
results. The MF equilibrium interface length is given by the minimum of the potential,
the correlation length by the second derivative at the minimum and the free-energy by
the value at the minimum:
e−κl
MF
pi =
a
2b
⇒ κlMFpi ∼ − ln(t)⇒ βs = 0 (2.124)
W
′′
(lMFpi ) =
a2κ2
2b
⇒ ξ‖ ∝ t−1 ; ν‖ = 1 (2.125)
W (lMFpi ) = −
a2
4b
∝ t2 ; αs = 0 (2.126)
thus recovering the MF results.
BHL used a linearised RG theory to study the interfacial Hamiltonian and their results
show non-universal behaviour, with 3 different regimes depending on a “wetting parame-
ter”, with similar results obtained by Lipowsky et al. (1983); Fisher & Huse (1985); Kroll
et al. (1985):
ω =
kBTwκ
2
4piΣ
, (2.127)
• 0 ≤ ω < 1/2; Tw is not renormalised; ν‖ = 11−ω ; κlpi = (1 + 2ω) ln ξ‖.
• 1/2 < ω < 2; Tw is not renormalised; ν‖ = 1(√2−√ω)2 ; κlpi ∼
√
8ω ln ξ‖.
• ω > 2; Tw < TMFw ; ξ‖ ∼ e
1
(Tw−T ) ; lpi ∼ 1Tw−T .
Notice that the MF results are recovered in the ω → 0 limit.
In a series of simulations Kurt Binder and coworkers (Binder & Landau, 1985; Binder
et al., 1986; Binder & Landau, 1988; Binder et al., 1989) studied wetting in an Ising
system in a simple cubic lattice. The simulations were performed at a fixed temperature
TR < T < Tc and the wetting transition was approached by varying the surface field
H1. In this way temperature dependent properties such as κ are constant, simplifying the
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analysis. The global wetting phase diagram of Nakanishi & Fisher (1982) was confirmed
as well as the logarithmic divergence of the film thickness as the surface field approached
its critical value H1C. To check the predictions of the RG the correlation length must
be studied but a direct analysis is very difficult. It is easier to calculate the surface
magnetisation and use the scaling relation (Kroll et al., 1985)
χ1 ∼ H−1/2ν‖ . (2.128)
Also useful is
∆m1 = m1 −m1(h = 0) ∼ H1−1/2ν‖ . (2.129)
To use these relations we must set H1 = H1C and approach the wetting transition coming
from off-coexistence H → 0. With the parameters chosen for the simulations it is esti-
mated that ω ' 0.8 (Fisher & Wen, 1992; Evans et al., 1992), for which theory predicts
ν‖ ' 3.8, but the results (Figures 2.13 and 2.14, where J is the coupling parameter for
spins in the bulk and JS between spins at the surface) show only very small deviations
from MF predictions, consistent with ω ≈ 0.3± 0.12 (Parry et al., 1991).
Halpin-Healy & Bre´zin (1987) proposed a Ginzburg criteria, suggesting that the asymp-
totic critical regime had not been reached in the simulations. As usual the Ginzburg crite-
ria is formulated by comparing the MF values to the corrections due to small fluctuations
within the gaussian model. The free-energy of the gaussian model is (Goldenfeld, 1992)
F = FMF − kBT
2(2pi)d−1
∫
dd−1Q log
(
W ′′MF + ΣαβQ
2
)
(2.130)
To formulate the Ginzburg criteria for m1 =
∂F
∂h1
we differentiate this equation to get
meff1 = m
MF
1 +
kBT
2(2pi)d−1
∂W ′′MF
∂h1
∫
dd−1Q
1
W ′′MF + ΣαβQ2
(2.131)
Specialising for the 3D case and using the results (2.124), (2.125), and (2.126) for the
binding potential the fluctuation contributions is of the same order of the MF contribution
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Figure 2.13: Monte Carlo Ising model simulations results. (left) The surface susceptibility
χ1 with the surface field H1/J for JS/J = 1.0, J/kBT = 0.35. In the inset the same
information is plotted for χ−11 . The critical surface field H1C is indicated. (right) Surface
susceptibility χ1 and surface magnetisation ∆m1 with bulk field H/J at H1 = H1C. Other
parameters as in the left. The lines are the MF predictions. From Binder et al. (1989).
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Figure 2.14: χ1|H1−H1C|
J
with the surface field H1 from Monte Carlo Ising Model sim-
ulations. MF theory predicts a horizontal line. These results suggest a critical ratio
R ≈ 2.1± 0.7 and ω ≈ 0.3± 0.12. From Parry et al. (1991).
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when
2ωΣ
∫ Λ
0
dQ
Q
W ′′MF + ΣαβQ2
≈ 1 (2.132)
where Λ is the short wavelength cutoff.
The Halpin-Healy & Bre´zin estimates suggest that the original simulations were not yet
on the asymptotic regime. This is a reasonable argument but later simulations on much
larger systems (Binder et al., 1989) should have been well within the critical region and
yet did not observe non-universal results. This point is further underlined by the results of
simulations using the interfacial model (Gomper & Kroll, 1988). These authors observed
strong non-universal behaviour, suggesting that the problem is in the construction of the
interfacial model from the full Hamiltonian.
The problem was then tackled by Fisher and Jin (FJ) (Fisher & Jin, 1991, 1992;
Jin & Fisher, 1993a,b; Fisher et al., 1994) who refined the methodology to construct the
interfacial Hamiltonian from the full LGWmodel (in the same spirit as Weeks (1977)). We
quickly describe their methodology here, giving more details in chapter 4. The interface
is defined as the surface of iso-magnetisation m× = 0 (crossing criteria)1. The partition
function is constructed by performing a partial integration of the configurations with given
l(x):
Z =
∫
Dm e
−HLGW[m] =
∫
Dl
∫ ′
Dm e
−HLGW[m] (2.133)
defining
e−H[l]I =
∫ ′
Dm e
−HLGW[m]. (2.134)
For fixed interfacial configuration, l(x), the capillary wave fluctuations are frozen, the
only fluctuations are bulk-like with a typical size of ξb. Since we are far from the critical
point a MF treatment, using saddle-point, will suffice:
e−H[l]I = e−minH[m] (2.135)
1In FJ other alternative definitions for the interface are used, however they don’t change the main
results.
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H[l]I = HLGW[mΞ(r; [l])] (2.136)
where mΞ is a constrained profile that minimises HLGW subject to constraints and bound-
ary conditions.
FJ solved the resulting equation using perturbation theory around the solution for a
planar interface. They got, to order (∇l)2,
HFJ[l] =
∫
dx
[
Σ∞ +∆Σ(l)
2
(∇l)2 +W (l)
]
(2.137)
where W (l) is essentially the same as before
W (l) = −a1te−κl + (b1 + b2t2)e−2κl + · · · (2.138)
where a = a1t, b = (b1 + b2t
2) but there is now a position dependent stiffness
Σ(l) = Σ∞ +∆Σ =
∫ ∞
0
dz
(
∂
∂l
mpi(z; l)
)2
(2.139)
∆Σ(l) = −a1te−κl − 2b1κle−2κl + · · · (2.140)
where mpi is the solution for a planar wall, planar interface.
An RG analysis of this potential shows that under renormalisation the flows of W (l)
and ∆Σ(l) mix and the second term in the potential drives the transition first order (see
also Boulter (1997)).
However nice these results are, there are some questions that they raise:
• There is no hint of a first order phase transition in the simulations;
• Don’t explain quantitatively why MF behaviour is observed in the simulations;
• If this analysis is correct then the global phase diagram of Nakanishi & Fisher (1982)
would be reversed. This seems unlikely as these results were confirmed by simula-
tions and are based on general considerations of phase transition phenomenology,
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RG, scaling, etc;
• No physical explanation of why there is a position dependent stiffness;
• Why is the coefficient of the κle−2κl term in the stiffness precisely −2b1? In other
words, the coefficients of the stiffness and the binding potential are very similar
suggesting a common origin. What is it?
For a review of the situation in 3D wetting until recently see Parry (1996) and Binder
et al. (2003) for a thorough review of the simulation results. We’ll see in this thesis that all
these issues are settled by the Nonlocal Model, constructed following the FJ methodology
but using a non-perturbative method to get the interfacial Hamiltonian.
2.8 Sum Rules and Correlation Functions
Sum rules are exact relations linking a macroscopic thermodynamic quantity to integrals
of correlation functions. The fact that they are exact, even for realistic many-body Hamil-
tonians, makes them a powerful and valuable tool in statistical mechanics. Sum rules have
been used to prove scaling relations, in the analysis of simulations, in the construction of
density functional theories and also provide stringent constraints that any approximate
theory should obey. They can be derived using the powerful tools of functional analysis.
We take advantage of the fact that all of the above is well documented in the literature (see
for example Henderson (1992), which focuses on inhomogeneous fluids) to jump straight
to the description of some sum rules of particular interest to us. We will see that the CW
model fails to obey a sum rule for complete wetting at a hard wall.
Consider the two-point correlation function (and use liquid systems language for the
moment)
G(r1, r2) ≡ 〈ρ(r1)ρ(r2)〉 − 〈ρ(r1)〉〈ρ(r2)〉. (2.141)
For a hard, planar wall the equilibrium G(r1, r2) is only z dependent. We take advantage
of this and introduce the transverse Fourier transform
G(z1, z2;Q) ≡
∫
dd−1x12 eiQ·x12G(z1, z2;x12) (2.142)
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and its moment expansion
G(z1, z2;Q) = G0(z1, z2) +Q
2G2(z1, z2) + · · · . (2.143)
Of particular interest are two sum rules for fluids in contact with a hard wall
G0(0, 0) = ρ
′(0), (2.144)
G2(0, 0) = −σtotal
kBT
. (2.145)
The fact that it is the total surface tension σtotal ≡ σwβ + σαβ + σsingular, that appears in
the second relation is intriguing: close to a wetting transition the film thickness diverges
and the interface is infinitely far from the wall. Nevertheless it is clear from (2.145) that
the correlation function at the wall “knows” about the interface. This intriguing fact can
be explained with the Henderson’s ansatz which we describe below. Before we do that let
us analyse eq. (2.145) more carefully. The thermodynamic identity
−Γ = ∂σ
∂h
(2.146)
implies that
∂G2(0, 0)
∂h
=
Γ
kBT
, (2.147)
and when we approach the complete wetting transition h → 0 and Γ diverges, as well
as the derivative of G2(0, 0). Note that despite the fact that the singular contribution
goes to zero as we approach complete wetting the effect on the derivative of the second
moment of the correlation function is quite dramatic. The simplest CW model is unable
to provide a mechanism for this as can be seen below for Henderson’s ansatz and the sum
rule analysis of Mikheev & Weeks (1991). More sophisticated models can satisfy (2.145)
as we will see below.
How can one understand the physics of expression (2.145)? Assume that the dominant
contribution to the fluctuations of the value of the magnetisation is due to the distortion
of the interface caused by capillary wave fluctuations which distort the interface by δl(x) :
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mαβ(z)→ mαβ(z − δl(x)). Then, expanding in small δl(x),
δmCW(r) = −m′αβ(z)δl(x). (2.148)
Assuming that
G(r1, r2) ≈ 〈δmCW(r1)δmCW(r2)〉 (2.149)
it follows that
G(r1, r2) ≈ m′αβ(z1)m′αβ(z2)〈δl(x1)δl(x2)〉 (2.150)
and from the well known result for the height-height correlations from the capillary wave
model
S(l(x1), l(x2);Q) =
1
W ′′(lMF) + σQ2
, (2.151)
we get
G(z1, z2;Q) ≈
kBTm
′
αβ(z1)m
′
αβ(z2)
W ′′ + σαβQ2
. (2.152)
This is the well known Henderson’s ansatz. Using the first sum rule (2.144)
m′αβ(0)
W ′′
=
1
kBT
(2.153)
and thus we get
G2(0, 0) = −G0(0, 0)σαβ
W ′′
= − σαβ
kBT
. (2.154)
This argument solves part of the mystery. The fact that σwβ is not part of the expression
is not surprising as we ignored distortions of the profile due to the wall. The missing
singular contribution is more problematic to account for.
In chapter 8 we will show that the NL model can explain this discrepancy but we
must also mention two other models that are thermodynamically consistent. The first
proposed modification of the CW model that could satisfy (2.145) was proposed by Parry
& Evans (1993). The model has a position dependent stiffness Σ(l) = Σαβ +∆Σ(l) with
∆Σ(l) ∼ le−κl which is the same as the FJ model with an integral criterion to define the
interfacial position. Following the analysis of Mikheev & Weeks (1991) it can be proved
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that such a model does indeed satisfy the sum rule. One other model that has the correct
correlation function structure is the two field model, described in Parry & Boulter (1995).
The Hamiltonian for this model includes a second, non-critical, interface near the wall
whose fluctuations are coupled to the fluctuations of the critical interface. Again, this
model does satisfy the sum rule. It can be shown that the NL model can be reduced to
this two-field model in a local approximation and this is enough to ensure that it also
obeys the sum rule however this line of argument does not shed any light on the physical
reasons or mechanism behind this. A more direct analysis within the NL model would be
more desirable.
In chapter 8 we will see that a nonlocal generalisation of the previous arguments also
satisfies the sum rule, with the added bonus of a very clear physical interpretation. This
nonlocal generalisation also implies that a new lengthscale is present at wetting transitions
and provides a mechanism that dampens the fluctuations at the wall. The dampening
of the fluctuations has implications for the Ginzburg criteria and explains the simulation
results of the NL model. In a wonderful synthesis, we can see that the same mechanism
(nonlocal effects or, equivalently, a new lengthscale) can explain both of the known failures
of simple interfacial models: the sum rule and the disagreement with simulations.
2.9 Summary and Outlook
We have reviewed the results on wetting that are more relevant for the work presented
on this thesis. The interfacial model was introduced as the tool to study fluctuations
in wetting transitions. Despite a number of successes of this model we reviewed work
that shows some short-comings of the model, particularly at the upper critical dimension.
FJ tried to put the interfacial model on a firmer ground by deriving it from a micro-
scopic Hamiltonian. In their improved model the stiffness is position dependent and the
phase transition is now discontinuous. This is in disagreement with computer simulations.
The study of sum rules revealed further problems with the CW model. The inevitable
conclusion of these results is that an improved model is necessary - the Nonlocal Model.
In the next chapter we will review the Nonlocal Model. We will show that it recovers
the MF results for planar and spherical interfacial configurations and the FJ model in the
60
Wetting Phenomena
small interfacial gradient limit. Despite this the fluctuation theory predicts a continuous
phase transition, as in the simple interfacial model. The implications of the Nonlocal
Model for wetting in a wedge are also explored.
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Chapter 3
The Nonlocal Model: A First Look
3.1 Introduction
In Parry et al. (2004) the Nonlocal Model was introduced in an ad-hoc manner, its form
derived through physical arguments. Before we present a systematic derivation of the
model from a microscopic LGW Hamiltonian (chapter 4) we take a first look at the
Nonlocal Model and a diagrammatic notation that is both aesthetically appealing and
a powerful calculation method that will prove very useful throughout this thesis. The
nonlocal character of the model has subtle and profound consequences for the critical
wetting transition at d = 3 and seems to explain long-standing discrepancies between
theory and simulations. It also solves problems with wetting in a wedge (filling transition),
providing a consistent and systematic framework for the study of interfacial phenomena
in non-planar geometries.
In the next section we introduce the Nonlocal Model. No attempt is made at justifying
it as we will explicitly derive the NL Hamiltonian in chapter 4. In §3.3 we show how the
Nonlocal Model recovers the results of FJ in the small-gradient limit and, in §3.4, present
the results from the RG analysis of the NL model. The implications of the Nonlocal
model to wedge filling are explored in §3.5. We end this chapter with a detour on Mark
Kac’s problem of the eigenvalue spectrum of a drum. The multiple reflections method
used to tackle this problem provided the inspiration for the derivation of the Nonlocal
Model presented in chapter 4.
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3.2 The Nonlocal Model
In the Nonlocal Model the interfacial Hamiltonian is
H[l, ψ] = ΣαβAαβ +W [l, ψ] (3.1)
where Σαβ is the interfacial stiffness, Aαβ is the area of the interface and W [l, ψ] is the
NL binding potential functional, depending on the shapes of the interface l, and the
substrate ψ. The binding potential functional has a complicated form, being expressed as
multidimensional integrals with the bulk OZ correlation function in the kernel. However,
this can be neatly represented in a diagrammatic form:
W [l, ψ] = a1 + b1 + b2 + · · · . (3.2)
This is the interfacial Hamiltonian proposed by Parry et al. (2004). For the moment a1,
b1 and b2 can be considered phenomenological constants that can be identified later. The
dots represent diagrams with three or more tubes that are responsible for a hard wall
divergence of the binding potential but otherwise irrelevant for the critical behaviour.
These diagrams have a physical interpretation as contributions to the free-energy of a
thin film due to tube-like fluctuations of the bulk phase that span the wetting layer and
reflect at the substrate and interface. The importance of these tube-like fluctuations had
already been pointed out and used successfully in the solid-on-solid “bubble model” by
Abraham and Fisher (Abraham, 1983; Abraham et al., 1992; Fisher, 1984) to explain the
Kadanoff-Wu anomaly.
The meaning of the diagrams is as follows. The upper and lower wavy lines represent
the interface and the substrate, respectively. The straight lines represent a rescaled OZ
bulk correlation function
K(r) =
κ e−κr
2pir
(3.3)
with r the distance between the two end-points of the line. A black dot means a surface
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integral over the interface or substrate. For example
Ω11 ≡ ≡
∫∫
dsψdslK(rψ, rl) (3.4)
and
Ω21 ≡ ≡
∫
dsψ
[∫
dslK(rψ, rl)
]2
(3.5)
where we also introduce the notation Ωmn to refer to diagrams with n points at the substrate
and m points at the interface.
It is useful at this point to anticipate a result from chapter 4 and write the full binding
potential
W [l, ψ] =
∞∑
n=1
(
a1Ω
n
n + b1Ω
n+1
n + b2Ω
n
n+1
)
(3.6)
where the only contributions are from diagrams that “zig-zag” between the wall and the
interface, i.e. there are no diagrams like , with more than two tubes connecting
at one point.
Having presented the Nonlocal Model our first task is to see how this recovers the
known binding potential function for planar and spherical substrates and interfaces.
3.2.1 Planar Interfaces
We start with the simplest case of a planar wall and interface with a wetting layer of
thickness l, i.e. ψ(x) = 0, l(x) = l. The binding potential functional per unit area must
equal the known form of the binding potential function:
Wpi =
W [l, 0]
Aw
(3.7)
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with Aw the area of the substrate (and interface). Start with Ω
1
1:
Ω11 = =
∫∫
dx1dx2
κ e−κ
√
(x1−x2)2+l2
2pi
√
(x1 − x2)2 + l2
(3.8)
=
∫
dx1
∫ 2pi
0
dθ
∫ ∞
0
dr
rκ e−κ
√
r2+l2
2pi
√
r2 + l2
(3.9)
= −Aw e−κ
√
r2+l2
∣∣∣∞
0
(3.10)
= Aw e
−κl. (3.11)
Repeating this calculation it is easy to evaluate the other diagrams:
Ωnn = Aw e
−(2n−1)κl, (3.12)
Ωn+1n = Aw e
−2nκl, (3.13)
Ωnn+1 = Aw e
−2nκl. (3.14)
Keeping just the terms of order e−2κl we recover the traditional form of the binding
potential function:
Wpi(l) = a1e
−κl + (b1 + b2)e−2κl + · · · . (3.15)
It is also a trivial task to resum all the diagrams in equation (3.6)
Wpi = a1
e−κl
1− e−2κl + (b1 + b2)
e−2κl
1− e−2κl (3.16)
which recovers the known result, as we will see later, equation (4.35). Notice that as
l → 0 there is a hard-wall divergence, as we remarked earlier. This is the only relevant
contribution of the higher-order diagrams.
3.2.2 Spherical Interfaces
A similar calculation can be performed for the problem of wetting around a sphere (and
cylinder) with interesting consequences. Take a sphere of radius R and a spherical inter-
facial configuration of radius R + l.
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R l
r
ϕ
Figure 3.1: The geometry for the calculation of Ω11 for a spherical substrate of radius R
and interface of radius R + l. The distance between a point at the wall and one at the
interface is r and the angle between them is ϕ.
Once again we explicitly do the calculation for Ω11. Using the law of cosines, the
distance r, between a point at the wall and a point at the interface (see figure 3.1) is
r2 = (R + l)2 +R2 − 2R(R + l) cosϕ. (3.17)
Using this the calculation is straightforward:
Ω11 = = Aw2pi(R + l)
2
∫ pi
0
dϕ
κ sinϕ e−κ
√
(R+l)2+R2−2R(R+l) cosϕ
2pi
√
(R + l)2 +R2 − 2R(R + l) cosϕ (3.18)
= Aw2pi(R + l)
2 e
−κl − e−κle−2κR
2piR(R + l)
(3.19)
=
√
AwAαβ e
−κl (1− e−2κR) (3.20)
≈ √AwAαβ e−κl. (3.21)
Doing a similar calculation, the three different types of diagrams are given by
Ωnn =
√
AwAαβ e
−(2n−1)κl (1− e−2κR)−(2n−1) , (3.22)
Ωn+1n = Aαβ e
−2nκl (1− e−2κR)−2n , (3.23)
Ωnn+1 = Aw e
−2nκl (1− e−2κR)−2n . (3.24)
The terms of order e−2κR are completely irrelevant for spheres of mesoscopic size
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and can be safely ignored. This point is perhaps worth emphasising. The equilibrium
thickness of a wetting layer around a sphere at and above the wetting temperature is of
order (1/κ) lnR, a result valid both at MF level and beyond. Ignoring terms of order
e−2κR is therefore equivalent to neglecting terms of order exp(−eκl) in the free-energy.
Discarding these terms and resuming the diagrams gives
AwWs(l) = a1
√
AαβAw
e−κl
1− e−2κl + (b1Aαβ + b2Aw)
e−2κl
1− e−2κl . (3.25)
This expression is the known result as directly calculated from the Landau theory
(Parry et al., 2006b) (using the DP approximation and a fixed surface magnetisation).
Note that each exponential contribution contains polynomial corrections due to the thick-
ness dependence of the interfacial area Aαβ. The binding potential function for spheres
is therefore different from the planar interfacial binding potential. Indeed, the manner in
which the area of the unbinding interface enters the form of the binding potential may be
viewed as a subtle signature of nonlocal effects at short-ranged wetting.
3.3 The Small-Gradient Limit
Within the Nonlocal Model the stiffness is not explicitly position dependent. Despite
this, the Nonlocal Model identically recovers the FJ Hamiltonian in the small gradient
limit (to leading order at least) and generates an effective position-dependent stiffness
from the nonlocal nature of the binding potential functional. This naturally explains
why the coefficients appearing in the FJ stiffness are the same as those appearing in the
binding potential function. To see this, we focus on a planar wall (ψ = 0) and analyse
the structure of the dominant (n = 1) terms in the binding potential functional when ∇l
is small. Thus, we write
W [l, 0] = a1 + b1 + b2 + · · · (3.26)
Holding the point on the interface fixed, and doing the integral over the wall first,
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both Ω11 and Ω
1
2 are effectively local interactions
=
∫
dx
√
1 +∇l(x)2 e−κl(x), (3.27)
=
∫
dx
√
1 +∇l(x)2 e−2κl(x). (3.28)
These clearly generate an effective position dependence to the stiffness coefficient. Indeed,
equation (3.27) is responsible for the leading order exponential term in the FJ expression
(2.140). The contribution to the effective position-dependent stiffness from Ω12 is not
important since it is only O(e−2κl).
The negative decaying term ∝ l e−2κl in the FJ result (2.140) arises from the Ω21
contribution
=
∫
dx1
[∫
dx2
√
1 + (∇l(x2))2K(r12)
]2
(3.29)
which remains nonlocal. This can be written as a two-body interaction
Ω21[l, 0] =
∫∫
ds2ds3S(|x2 − x3|; l) (3.30)
where 2l = l(x2) + l(x3) and
S(|x23|; l) =
∫
dx1K(|x21|; l2)K(|x31|; l3). (3.31)
Which can be expressed in a more convenient form using the convolution theorem. De-
noting the inverse Fourier transform by F−1:
S(|x23|; l) = F−1 [K(Q; l2)K(Q; l3)] (3.32)
= F−1
[
κ2 e−
√
κ2+Q2(l2+l3)
κ2 +Q2
]
. (3.33)
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By noticing that
e−2
√
κ2+Q2 l
κ2 +Q2
=
∫ ∞
2l
dt
e−
√
κ2+Q2t√
κ2 +Q2
, (3.34)
we can invert the fourier transform to obtain finally
S(x23; l) =
κ2
2pi
∫ ∞
2l
dt
e−κ
√
t2+|x23|2√
t2 + |x23|2
. (3.35)
For kl À 1 we can expand the integrand (around t = 2l and x = 0) and do the trivial
exponential integral to obtain
S(x23; l) ≈ κ
4pil
e−2κl−κ|x23|
2/4l. (3.36)
The very same result can be obtained by considering an interaction mediated by a tube
of minimal length that reflects from the substrate, i.e. by a saddle-point evaluation of
the integral (3.30).
Ω21 remains nonlocal but if we assume that the gradient is small we can expand the
value of l(x2) around x1 and calculate a local approximation. The calculation is done in
appendix A and we note that the results must be taken with caution. We have
Ω21 ≈
∫
dx e−2κl −
∫
dx
(∇l)2
2
2κl e−2κl + . . . . (3.37)
Gathering together all the above results, we find, to square-gradient order,
H[l, 0] ≈
∫
dx
[
Σαβ +
Σ(l)
2
(∇l)2 +Wpi(l)
]
(3.38)
with binding potential Wpi(l) given by (3.15), and effective position-dependent stiffness
coefficient
Σ(l) = Σαβ + a1e
−κl − 2b1κl e−2κl + · · · (3.39)
where the dots represent sub-dominant terms of order e−2κl, which can be ignored. This
is the same as the FJ Hamiltonian (but see §4.5).
Finally, we note that, when both the interface and wall are non-planar, all the con-
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tributions Ωνµ[l, ψ] to the binding potential functional are nonlocal. In the small-gradient
limit, |∇l|, |∇ψ| ¿ 1, one may expand Ω11 and Ω12, and derive the approximate local limit
H[l, ψ] = (Σαβ + Σwβ)
∫
dx+∆H[l, ψ] (3.40)
where the interaction part of the Hamiltonian is
∆H[l, ψ] =
∫
dx
[
Σ(l − ψ)
2
(∇l)2 + Σ12(l − ψ)(∇l · ∇ψ)
(3.41)
+
Σwβ(l − ψ)
2
(∇ψ)2 +Wpi(l − ψ)
]
.
This introduces two more effective position-dependent stiffness coefficients, which depend
on the local relative displacement of the interface and wall. The coefficient of (∇ψ)
2
2
is the
position dependent stiffness of the wall-β interface and is given by
Σwβ(l) = Σwβ + a1e
−κl − 2b2κl e−2κl + · · · . (3.42)
The origin of this term is exactly analogous to the FJ stiffness Σ(l), discussed above,
except that it is now the Ω12 term that determines the coefficient of e
−2κl.
The effective stiffness associated with the off-diagonal term ∇l ·∇ψ is more intriguing,
and is dominated by the nonlocality of Ω11:
Σ12(l) =
a1
2
κl e−κl + · · · . (3.43)
The Hamiltonian (3.41) and the stiffness coefficients are precisely the same as those
derived by Boulter & Parry (1995), and Rejmer & Napio´rkowski (1995). The effective
position dependence of Σ12 plays an important role in the theory of surface correlation
functions and their sum-rules at complete wetting (Parry & Boulter, 1995), and owes its
origin to the nonlocality of Ω11. We shall say more about this in chapter 8.
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3.4 RG of the Nonlocal Model
We proved that the Nonlocal model reduces to the FJ Hamiltonian in the small-gradient
limit. If this is so, why is there no stiffness instability in the Nonlocal Model? To answer
this question we must study the effects of fluctuations, i.e. do a renormalisation group
analysis of the Nonlocal Hamiltonian. This is rather technical and this thesis is not the
place to present the calculations in detail. We present instead the main results following
Parry et al. (2004) and Lazarides (2005).
Expanding
√
1 + (∇l)2 to square gradient order, the linear functional RG analysis of
Fisher & Huse (1985) and Jin & Fisher (1993b) can be adapted. The RG procedure starts
by splitting the interfacial height into fast and slow modes:
l(x) = l<(x) + l>(x) (3.44)
where l<(x) includes all the momenta up to Λ
b
and l>(x) the momenta above Λ
b
(up to the
momentum cutoff Λ) and b > 1. A trace over the fast momenta and a rescaling x′ = x
b
,
l′(x′) = bζ l(x), where ζ = 3−d
2
as before, defines the RG transformation.
The local terms (both for the binding potential and the effective position dependent
stiffness) renormalise as before (Jin & Fisher, 1993b). Note that it is the −2κl e−2κl
term that is responsible for the stiffness instability and consequently the renormalisation
of the local terms cannot bring about a first-order phase transition. The analysis of the
nonlocal Ω21 term is more delicate and the RG flow generates new terms in the Hamiltonian
(Lazarides, 2005). However the effective two-body interaction term S(x; l) remains two-
body under the RG flow and obeys:
∂St
∂t
= 4St + x
∂St
∂x
+ ωκ−2
(
1 + J0(Λx)
2
)
∂2St
∂l
2 (3.45)
after renormalisation up to a scale b = et. Here J0 is a Bessel function of the first kind.
Numerical integration of the RG flow equation shows that the transition is always
critical and with the same non-universal character as in the simple interfacial model.
Thus the fluctuation induced first-order phase transition a` la FJ is an artifact of the small-
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gradient limit. In fact an expansion of the Bessel function in the RG flow equation (3.45)
recovers the FJ RG equation and the corresponding stiffness instability, but this is invalid
for large x.
As can be seen in figure 3.2 the simulation results for the NL model are the same as the
simple capillary-wave model but finite-size effects are more pronounced, in particular for
surface quantities. In fact a full non-universal regime for the surface magnetisation is not
obtained until the wetting layer thickness κ〈l〉 ≈ 10 for very large lattice sizes κL ≈ 300
(Parry et al., 2004). These simulations follow the same thermodynamic path as the Ising
model ones (described in §2.7), i.e. coming off-coexistence and at the critical surface field
(or temperature).
These results suggest that the pre-asymptotic regime is very large for surface quan-
tities. The analysis of the correlation function within the NL model provides a natural
explanation for this in terms of a new lengthscale ξNL that is responsible for a dampening
of correlations at the surface. A careful analysis of the full LGW Hamiltonian agrees with
this conclusion, as we shall see in chapter 8.
3.5 Filling Transitions and the Nonlocal Model
Throughout this thesis we are concerned with laying the foundations of the NL model
and explore its consequences for wetting at planar substrates. However in this section we
deviate from this goal to explore how nonlocality might be important to study interfacial
phenomena at nonplanar interfaces. The NL model was originally proposed to overcome
problems with simpler, local interfacial Hamiltonians for wetting on a wedge (filling tran-
sition). It is thus fitting to go back to the origins and study the implications for the filling
transition.
Imagine a substrate with a wedge shape and an opening angle of α in contact with a
vapour (See figure 3.3). For a contact angle θ < pi liquid will be preferentially adsorbed at
the wedge bottom. In analogy with the wetting transition, the amount of adsorbed liquid
might go from microscopic to macroscopic when the control parameters (temperature or
opening angle, say) are changed.
Let us start by a thermodynamic analysis of wedge filling (Concus & Finn, 1969;
73
The Nonlocal Model: A First Look
0
5
10
15
κ<l>
CW (L=21)
CW (L=41)
CW (L=101)
FJ (L=21)
FJ (L=41)
FJ (L=101)
NL (L=21)
NL (L=41)
NL (L=101)
1e-06 1e-05 0.0001 0.001 0.01 0.1 1
h/κ3kBT
0.0001
0.001
0.01
0.1
∆m1
RG
MF
RG
MF
Figure 3.2: Numerical simulation results of the mean wetting thickness 〈l〉 and surface
magnetisation ∆m1 with h for the capillary-wave model (CW), the FJ model and the
Nonlocal Model (NL). Lattice spacing of 3.1623κ−1, ω = 0.8, a = b2 = 0, and b1/κ2kBT =
2.5.
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Figure 3.3: Wedge filling at d = 3 for an opening angle of α. The relevant lengthscales
are indicated.
Pomeau, 1986; Hauge, 1992; Rejmer et al., 1999). The grand potential is
Ω = −pV + ΣlvA+ fwL (3.46)
for a wedge of length L and an interface of area A. fw is the wedge excess free-energy.
For a wedge filled with liquid up to a height lw and a planar interface (as it must be for
a macroscopic amount of adsorbed liquid)
fw =
2Σlv(cosα− cos θ)lw
sinα
(3.47)
which can be calculated simply be equating the areas of the different interfaces and using
Young’s equation. If θ < α we can lower the free-energy by an arbitrary amount by having
lw →∞, i.e. by filling the wedge with liquid. If θ > α the equilibrium lw is finite. Thus
by changing the opening angle or the contact angle (by changing the temperature) we can
bring about a filling transition at a temperature TF such that
θ(TF) = α. (3.48)
Extensive work on wedge geometries (and cones) in two and three dimensions has
uncovered remarkable connections with the wetting transition (Parry et al., 1999; Rasco´n
& Parry, 2000; Parry et al., 2000b,a, 2001; Abraham et al., 2002; Romero-Enrique et al.,
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2004; Greenall et al., 2004; Rasco´n & Parry, 2005; Romero-Enrique & Parry, 2005). These
results show that in the fluctuation dominated wetting and filling transitions at d = 2 (for
shallow wedges) the probability distribution functions (PDF) for the interfacial height at
the wedge Pw, and a planar substrate Ppi , satisfy
Pw(l; θ, α) = Ppi(l; θ − α). (3.49)
This relation implies that
lw(θ, α) = lpi(θ − α) (3.50)
ξ⊥(θ, α) = ξ⊥(θ − α). (3.51)
It must be stressed that the filling transition is not a wetting transition in disguise.
Note for example that the parallel correlation length ξ‖ that plays a fundamental role
in the theory of wetting transitions is trivially related to lw because of the geometry:
ξx = 2lw cotα. The same covariance relation was shown to be valid for acute wedges,
at d = 3, and at MF level, using exact results, phenomenological analysis and numerical
density functional results. As we’ll see shortly this causes problems for local models.
Unlike the situation for 3D critical wetting, simulations of the filling transition in var-
ious dimensions and geometries agree very well with the predictions from theory (Albano
et al., 2003; Milchev et al., 2003a,b, 2005a,b; de Virgiliis et al., 2005), as do experiments
(Bruschi et al., 2001, 2002, 2003a,b).
For acute wedges, local models like the one proposed by Rejmer et al. (1999) predict
lw(θ, α) = lpi(θ − α) secα (3.52)
in disagreement with the previous results, in particular the numerical density functional
analysis. The problem can be traced back to the fact that the model uses a perpendicular
interaction of the interface with each of the substrates. A vertical interaction would solve
the problem but would not reduce to the correct planar form for acute wedges, far from
the wedge bottom. It seems that the correct interaction should shift from perpendicular
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far from the wedge bottom to vertical close to it.
This is precisely what we get with the NL model. First notice the two dominant
terms in the wedge free-energy are the macroscopic term due to the creation of interfacial
area (as the interface unbinds from the wedge) and Ω11. Close to the filling transition the
interface is macroscopic and nearly planar, curving to follow the substrate outside the
filled region. Thus the NL model of wedge filling is given by the diagram
.
Far from the wedge bottom the interface is parallel to the substrate and integration of Ω11
gives a perpendicular interaction. However in the filled region integrating over the planar
interface first gives an effective vertical interaction, thus automatically guaranteeing that
the NL model satisfies the covariance relation. Of course we could perform the integral
over the substrate first, giving three effective terms: one perpendicular interaction with
each of the substrates (like in the local model) and an extra interaction with the wedge
bottom. The sum of these should be equivalent to a vertical interaction but it is not at
all obvious that it would be the case.
3.6 Interlude: Mark Kac’s “Can One Hear the Shape of a Drum?”
Before we proceed with the derivation of the Nonlocal Model we allow ourselves to go on a
tangent on an apparently disconnected subject. In 1966 Mark Kac published a delightful
paper entitled “Can one hear the shape of a drum?” (Kac, 1966) where he shows that
knowing the spectrum of eigenvalues of the wave equation in a region of space allows us
to get information about the shape of that region. More generally he wanted to know
how much information from the shape of the domain can one obtain from the spectrum,
or if the spectrum is sufficient to determine the region.
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To be more precise consider the wave equation
∇2φ = c2∂
2φ
∂t2
(3.53)
in a domain Ω, with boundary ∂Ω and boundary condition φ(∂Ω) = 0. If we are only
interested in the harmonic solutions we can replace φ = Ψeiωt and get the Helmholtz
equation
∇2Ψ = −ω2Ψ. (3.54)
This equation can only be satisfied by particular values of ω, the eigenvalues. It can
be proved that the spectrum of eigenvalues is discrete and uniquely determined by the
domain. How about the reverse: given the spectrum of eigenvalues can we calculate the
shape of the boundary?
A lot of information can be extracted from the asymptotic distribution of the eigenval-
ues. Balian & Bloch (1970) show how one can use Green’s function and integral equation
techniques to to so. This is done using a “multiple reflection expansion” that is deeply
connected to the diagrams of the Nonlocal Model. Historically the first result on the
determination of the domain from the eigenvalues was due to Herman Weyl who proved
that, for a two dimensional membrane,
N(λ) ∼ |Ω|
2pi
λ (3.55)
where N(λ) is the number of eigenvalues less than λ and |Ω| is the area of the domain.
This result can be generalised in many ways. For example a similar result is valid in any
dimension, the next order term is proportional to the surface of the boundary and the
genus of the domain (the number of holes) can also be determined. Weyl’s is a beautiful
and very important result, for example in statistical physics to calculate the density of
states.
Returning to Mark Kac’s question, examples were quickly found of pairs of domains
with the same spectrum in high dimensions. The first example by Milnor (1964) was in
16 dimensions. The two dimensional problem resisted solution until 1992 when Gordon
et al. (1992) built a pair of polygons that have the same eigenvalue spectrum. They used
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the Sunada method (Sunada, 1985), a group theoretical argument that is not relevant for
our work.
The link between this problem and the Nonlocal Model is just one of a technique:
integrals over Green’s functions, but it provided a good excuse for a detour on one of the
most fascinating mathematical problems of the 20th century.
3.7 Summary and Outlook
We introduced the Nonlocal Model, along with a diagrammatic expression for the binding
potential functional. We saw how the Nonlocal Model recovers the classical form of
the binding potential of the interfacial model for planar and spherical substrates and
interfacial configurations. We also saw how the small-gradient limit recovers the FJ model,
despite the fact that there is no position dependent stiffness within the NL model. The
results for the RG of the NL model were presented and offer an explanation for the results
obtained in the Ising model simulations. We also quickly explored the consequences of
the NL model for the filling transition.
The Nonlocal Model was introduced without a proper derivation. In the next chapter
we show how the model can be derived from a microscopic Hamiltonian using the method-
ology of FJ. The inspiration for this derivation was the multiple reflection methods used
to solve Mark Kac’s problem, “Can one hear the shape of a drum?”, introduced in a
detour at the end of the present chapter.
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Chapter 4
Derivation of the Nonlocal Model:
Double-Parabola Approximation
4.1 Introduction
The Nonlocal Model can be derived from a microscopic Hamiltonian, following the recipe
of FJ. In this chapter we present such derivation, after Parry et al. (2006a). We do this
using two simplifications: a double-parabola approximation for the potential modelling
bulk coexistence and a fixed order parameter at the substrate. These approximations
allow a much cleaner derivation and are lifted in later chapters. Our derivation is also
general enough that non-planar walls are naturally treated within the formalism.
We start by reviewing in some detail the FJ derivation, §4.2. In §4.3 we obtain the
solution to the constrained magnetisation and use this result in §4.4 to obtain the NL
binding potential functional. Finally in §4.5 we revisit the small-gradient limit.
4.2 The Fisher and Jin Derivation
The derivation of the Nonlocal Model follows the scheme set out by FJ (Fisher & Jin,
1991, 1992; Jin & Fisher, 1993a,b; Fisher et al., 1994), briefly described in the introduction,
§2.7, who were the first to systematically consider the process of integrating out degrees
of freedom from a microscopic model (a related procedure was used by Weeks (1977)).
For the latter, FJ use the continuum LGW Hamiltonian
HLGW[m] =
∫
dr
[
1
2
(∇m)2 +∆φ(m)
]
(4.1)
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based on a magnetisation-like order-parameter m(r). The potential φ(m) models the
bulk coexistence of phases α and β with order parameters −m0 and +m0 respectively
(which, for simplicity, we assume exhibit Ising symmetry). The shifted potential ∆φ(m) =
φ(m)−φ(m0) conveniently subtracts the bulk contribution to the free-energy (proportional
to the volume). For wetting phenomena, it is believed that a DP approximation suffices
to capture the critical singularities and to this end we write (in zero bulk field)
∆φ(m) =
κ2
2
δm2 (4.2)
where κ is the inverse bulk correlation length and we defined the convenient variable
δm =
{
m−m0 ; m > 0
m+m0 ; m < 0.
(4.3)
The DP approximation simplifies the derivation enormously and we will show in chap-
ter 5 how to go beyond DP. For the moment we shall only consider the form of the
interfacial model at bulk coexistence although, within the DP approximation, it is a
straightforward exercise to extend the calculation to non-zero field, as done in chapter 7.
−m0 mm
4m
DP
∆φ
0
Figure 4.1: The bulk potential in “m4” and double-parabola (DP).
We suppose the system is bounded by a wall described by a height function ψ = ψ(x)
which is often conveniently measured above some plane with parallel displacement x =
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Figure 4.2: Same as figure 1.1, reproduced here for convenience. A layer of phase
β (m > 0) adsorbed at a substrate, ψ(x). The interface is described by a collective
coordinate, l(x). The normals to the surfaces are also indicated.
(x, y) (see figure 4.2). The most commonly studied example is the planar wall for which
ψ = 0 (also the one used by FJ; in the derivation of the NL model we use the general
case) although other pertinent examples are spheres, cylinders, and wedges. We suppose
that the magnetisation on the boundary is fixed:
m(rψ) = m1 for rψ = (x, ψ(x)). (4.4)
Without loss of generality, we assume that m1 > 0 so the wetting layer forms at the
wall-α interface for which the bulk magnetisation is −m0. This choice of fixed boundary
condition is easiest to implement using the method discussed here and allows the nonlocal
nature of the interfacial model to be derived most cleanly. We emphasise that this does not
influence the physics of the critical and complete wetting transitions. In chapter 6 we relax
this and show how to incorporate a coupling to a surface field and enhancement. Varying
m1 at fixed temperature T induces a (critical) wetting transition in exactly the same way
that varying the surface field does in the LGW model with a surface potential. The MF
critical wetting phase boundary, as defined for the planar wall-α interface, is readily shown
to bem1 = m0 (see below). At MF level (and beyond, in three dimensions), m0−m1 is the
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relevant scaling field controlling the continuous divergence of the equilibrium wetting film
thickness together with parallel and perpendicular correlation lengths and the associated
vanishing of the contact angle. How this MF critical wetting scenario is changed by
interfacial fluctuation effects has been the topic of much debate in the literature (see
Schick (1990); Dietrich (1988); Bre´zin et al. (1983b); Fisher & Huse (1985); Binder et al.
(1986, 1989); Gomper & Kroll (1988); Fisher & Jin (1991, 1992); Jin & Fisher (1993a,b);
Fisher et al. (1994); Boulter (1997) and §2.7) and is an essential application of the Nonlocal
Model.
FJ introduced a number of definitions of the collective coordinate defining the in-
terfacial configuration. The most convenient one to use, and the one adopted here is a
crossing criterion in which one identifies the interface as the surface of iso-magnetisation
at which the order-parameter is constrained to be zero. Thus we consider constrained
magnetisation profiles for which
m(rl) = 0 for r1 = (x, l(x)), (4.5)
where l(x) is the interfacial height (see figure 4.2).
The interfacial Hamiltonian is formally defined via a partial trace over Boltzmann
weighted configurations which respect the crossing criterion. A saddle point evaluation of
the constrained sum leads to the FJ identification
HI[l, ψ] ≡ HLGW[mΞ(r)]− Fwβ[ψ] (4.6)
where we have subtracted off a surface term corresponding to the excess-free-energy of the
wall-β interface Fwβ[ψ], which is explicitly determined in the calculation. In the above
identification, mΞ is the constrained profile that minimises the LGW model subject to the
crossing criterion and boundary condition. Within the DP approximation, this satisfies
the Helmholtz equation
∇2δmΞ = κ2δmΞ (4.7)
with appropriate boundary conditions in the bulk and at the interface and wall.
The FJ derivation is a perturbative one based on the properties of the planar con-
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strained profile mpi(z; l). This satisfies the second order ODE
∂2δmpi
∂z2
= κ2δmpi (4.8)
together with the boundary conditions δmpi(0; l) = δm1 = m1 −m0, δmpi(l−; l) = −m0,
δmpi(l
+; l) = m0 and δmpi(∞; l) = 0, where l− and l+ refer to a position just below and
above the interface, respectively. The planar constrained profile determines the binding
potential Wpi(l), defined as the excess free-energy per unit area of a constrained wet-
ting layer with uniform (constrained) film thickness l. We therefore need to determine
δmpi(z; l). For z ≥ l this is particularly simple. We try as solution
δmpi(z; l) = A e
−κz +B eκz. (4.9)
This obeys the ODE (equation 4.8) with A and B determined by the boundary conditions.
From the condition at infinity B = 0. At the interface
A e−κl = m0 (4.10)
A = m0 e
κl (4.11)
thus the solution for the constrained magnetisation above the interface is
δmpi(z; l) = m0 e
−κ(z−l). (4.12)
Within the wetting layer, 0 < z < l, we have to solve the system of two linear
equations:
A+B = δm1
A e−κl +B eκl = −m0 (4.13)
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which can be easily solved to yield:
A =
δm1 +m0 e
−κl
1− e−2κl , (4.14)
B = −m0 + δm1 e
−κl
1− e−2κl e
−κl. (4.15)
Replacing these results back we get for the constrained magnetisation within the wetting
layer
δmpi(z; l) =
δm1 +m0 e
−κl
1− e−2κl e
−κz − m0 + δm1 e
−κl
1− e−2κl e
−κ(l−z) (4.16)
The two exponential terms e−κ(l−z) and e−κz represent the tails of the (planar) αβ and
wall−β interfacial profiles with coefficients chosen to match the boundary conditions. For
later purposes, it is useful to expand these coefficients and write
δmpi(z; l) = e
−κz (δm1 +m0 e−κl + δm1 e−2κl + · · · )
−e−κ(l−z) (m0 + δm1 e−κl +m0 e−2κl + · · · ) (4.17)
By setting z = 0 or z = l one can see the term-by-term cancellations in the two series
required to satisfy the crossing criterion and fixed surface magnetisation. The physical
significance of the terms in this expansion will become apparent later. As noted above,
the planar constrained profile determines the binding potential
Wpi(l) ≡
∫
dz
[
1
2
(
∂δmpi
∂z
)2
+ ∆φ(m)
]
− Σwβ − Σαβ (4.18)
where Σαβ and Σwβ are the tensions of the separate αβ and wall-β interfaces. Within the
DP approximation:
Σαβ = −2
∫ m0
0
dm
√
2∆φ(m) (4.19)
= −2
∫ m0
0
dmκ(m−m0) (4.20)
= κm20 (4.21)
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and
Σwβ = −
∫ m0
m1
dm
√
2∆φ(m) (4.22)
= −
∫ m0
m1
dmκ(m−m0) (4.23)
=
κ
2
(m1 −m0)2 (4.24)
=
κ
2
δm21. (4.25)
Using the result for δmpi(z; l), expression (4.16), in equation (4.18) determines Wpi(l).
A more convenient way of performing this calculation is to do an integration by parts
(more generally, to use the divergence theorem) to write
∫
dz
(
1
2
∂δmpi
∂z
)2
=
1
2
δmpi
∂δmpi
∂z
∣∣∣∣l
0
+
1
2
δmpi
∂δmpi
∂z
∣∣∣∣∞
l
−
∫
dz
1
2
δmpi
∂2δmpi
∂z2
(4.26)
and using (4.8)
−
∫
dz
1
2
δmpi
∂2δmpi
∂z2
= −
∫
dz
κ2
2
δm2pi = −
∫
dz∆φ. (4.27)
Thus the bulk terms conveniently cancel and we get the much simpler route to determine
the binding potential:
Wpi(l) =
1
2
δmpi
∂δmpi
∂z
∣∣∣∣l
0
+
1
2
δmpi
∂δmpi
∂z
∣∣∣∣∞
l
− Σwβ − Σαβ. (4.28)
Let us deal with the simpler bulk region first
1
2
δmpi
∂δmpi
∂z
∣∣∣∣∞
l
= − κm
2
0
2
e−2κle−2κz
∣∣∣∣∞
l
=
κm20
2
. (4.29)
As for the wetting layer we can go back to equation (4.9) to get
∂δm
∂z
= −κA e−κl + κB ekz, (4.30)
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using this result
1
2
δm
∂δm
∂z
∣∣∣∣l
0
=
[
κ
2
B2e2κz − k
2
A2e−2κz
]l
0
(4.31)
=
κ
2
A2
(
1− e−2κl)− κ
2
B2
(
1− e2κl) (4.32)
=
κ
2
(
δm1 +m0e
−κl)2
1− e−2κl +
k
2
(
m0 + δm1e
−κl)2
1− e−2κl (4.33)
= 2κm0δm1
e−κl
1− e−2κl
+
1
2
(
κm20 + κδm
2
1
) e−2κl
1− e−2κl +
k
2
δm21
1− e−2κl +
k
2
m20
1− e−2κl . (4.34)
Gathering all of the above results
Wpi(l) = 2κδm1m0
e−κl
1− e−2κl + (κm
2
0 + κδm
2
1)
e−2κl
1− e−2κl (4.35)
which is usually expanded keeping only the two leading order terms
Wpi(l) = 2κδm1m0 e
−κl + (κm20 + κδm
2
1) e
−2κl + · · · . (4.36)
Minimisation ofWpi(l) determines the equilibrium MF thickness κlMF = ln(−m0/δm1)
for m1 < m0 and shows the standard logarithmic singularity for short-ranged critical
wetting as δm1 → 0− (Schick, 1990). Thus, as remarked above, the MF critical wetting
phase boundary for the fixed wall magnetisation problem is m1 = m0, corresponding to
the vanishing of the first term of the binding potential.
When the interface is no longer planar, FJ determine mΞ perturbatively by expanding
about the planar profile. The original derivation was later simplified by Fisher et al.
(1994) (FJP) who noted that, provided ∇2l/κ and (∇l)2 ¿ 1, the ansatz
mΞ(r) = mpi(z; l(x)) r = (x, z) (4.37)
is an approximate solution to the full Helmholtz equation and exactly satisfies the required
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boundary conditions. This determines the effective Hamiltonian as
HFJ[l] =
∫
dx
[
Σαβ +
Σ(l)
2
(∇l)2 +Wpi(l)
]
(4.38)
up to terms of order (∇2l), (∇l)4. Here Σ(l) is the position-dependent stiffness coefficient,
formally identified as
Σ(l) =
∫ ∞
0
dz
(
∂mpi(z; l)
∂l
)2
(4.39)
which is explicitly given in DP approximation by
Σ(l) = Σαβ + 2κ δm1m0 e
−κl − 2κ2 l m20 e−2κl + · · · . (4.40)
It is clear that the key ingredient in the derivation of the interfacial Hamiltonian is
the identification of the constrained profile within the wetting region (m > 0). In general
this is a functional of the interfacial configuration (and the wall shape). In anticipation
of the non-perturbative derivation presented in the next section we combine results (4.17)
and (4.37) and note that the FJP ansatz for the magnetisation in the wetting layer can
be written as two infinite series
δmΞ =
∞∑
n=0
(
µn e
−κze−nκl(x) − µn+1 eκze−(n+1)κl(x)
)
(4.41)
with coefficients
µn =
{
δm1 n even (or 0)
m0 n odd
(4.42)
As stated above this exactly satisfies the boundary conditions and is an approximate
solution to the Helmholtz equation provided ∇
2l
κ
and (∇l)2 ¿ 1. Corrections to this
expression are of algebraic order in the inverse radii of curvature of the interface.
4.3 The Constrained Magnetisation
The derivation of the NL model follows the scheme of FJ but we use the diagrammatic
method to evaluate the constrained magnetisation in an exact formalism. To recap, first
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we require solutions to the Helmholtz equation
∇2δmΞ = κ2δmΞ. (4.43)
The boundary conditions in the bulk region (mΞ < 0) are
δmΞ|r=(x,l(x)+) = m0, δmΞ|z=∞ = 0, (4.44)
whilst within the wetting layer (mΞ > 0), we must have
δmΞ|r=(x,ψ(x)) = δm1, δmΞ|r=(x,l(x)−) = −m0. (4.45)
We deal with the simpler bulk region (mΞ < 0) first. Consider the following ansatz for
the constrained profile:
δmΞ(r) = A (4.46)
with A independent of r. As before the upper and lower wavy lines represent the interface
and substrate respectively. The thick straight line is proportional to the bulk OZ corre-
lation function (or the Green’s function of the Helmholtz operator). A black dot means
we must integrate over the corresponding surface and an open dot represents the point at
which we are evaluating the magnetisation. So
=
∫
dslK(r, s). (4.47)
Because K is proportional to the Green’s function this ansatz is trivially a solution of the
Helmholtz equation. The value of A is determined by the boundary conditions:
A = m0 (4.48)
⇒ A = m0
( )−1
(4.49)
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Thus we have for the constrained magnetisation
δmΞ(r) = m0
( )−1
. (4.50)
This result recovers the exact solution of the Helmholtz equation for both planar, δmΞ =
m0e
−κ(l−z), and spherical interfaces, δmΞ = m0Rr e
−κ(r−R). To simplify the end results we
can discard
( )−1
, as this term is of exponential order in the radius of curvature:
( )−1
= 1 +O(e−2κR) (4.51)
where R is the mean radius of curvature of the surface over which the integral is done.
To justify (not prove) this expression we use a spherical surface:
 −1 = 1 (4.52)
(
1 + e−2κR
) −1 = 1 (4.53)
 −1 = (1 + e−2κR)−1 = 1 +O (e−2κR) (4.54)
This argument does not prove (4.51) in general but makes it plausible and we shall assume
its validity, however see §4.5. Also notice that the inverse is not the multiplicative inverse
but an operator inversion; the same goes for multiplication.
So our final result for the constrained magnetisation in the bulk region, accurate to
exponential order in the radii of curvature is
δmΞ = m0 . (4.55)
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Focusing our attention on the wetting layer, we propose the following ansatz for the
constrained magnetisation
δmΞ = A +B (4.56)
where A and B are operators independent of r and whose value is determined by the
boundary conditions. It is obvious that this satisfies the Helmholtz equation. To satisfy
the boundary conditions we must have
A +B = −m0, (4.57)
A +B = δm1. (4.58)
At this point we drop the terms of exponential order in the radii of curvature, i.e. we use
' 1, (4.59)
' 1. (4.60)
Once again we remark that we could keep all the terms and obtain an exact solution.
This is unnecessary and cumbersome so we choose clarity over exact results (however see
§4.5). A and B can now be determined as solutions of what formally looks like a system
of two linear equations:  1
1

(
A
B
)
=
(
−m0
δm1
)
. (4.61)
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This has the formal solution
(
A
B
)
=
1
1−
 1 −− 1

(
−m0
δm1
)
. (4.62)
Now consider the expansion
1
1−
= 1 + +
( )2
+ · · · . (4.63)
Using this in the solution (4.61) we obtain
A = −m0 −
(
δm1 +m0 +−δm1 + . . . , (4.64)
B = δm1 +m0 + δm1 +m0 + · · · , (4.65)
where the dots represent further terms with a higher number of tubes that “zig-zag”
between the interface and the substrate. Our solution for the constrained magnetisation
within the wetting layer is thus
δmΞ(x) = δm1 +m0 + δm1 + · · ·
−
(
m0 + δm1 +m0 + · · · (4.66)
where the terms not written have at least three tubes spanning the wetting layer.
Before we use this result to obtain the binding potential functional a couple of remarks
are in order. First, as we said before, this solution is accurate to exponential order in the
radii of curvature. This is enough for all purposes (however, again, see §4.5) but an exact
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solution is easy to obtain:
δmΞ(x) = δm1 +m0 + δm1 + · · ·
−
m0 + δm1 +m0 + · · · . (4.67)
where the dashed lines represent the inverse operators we discarded earlier. This result
can be obtained using the same formal analogy with the solution of a system of linear
equations.
Second, the method we used is admittedly formal and must be backed up by a con-
firmation that the result is indeed a solution. Since we know that the solution to the
Helmholtz equation is unique we are assured that once we find a solution it is the re-
quired one. Let’s check that expression (4.66) is indeed a solution of the Helmholtz
equation and satisfies the boundary conditions. Since the diagrams are integrals over the
Green’s function they are by construction also solutions of the Helmholtz equation. At
the wall we have
δmΞ(rψ) = δm1 +m0
(
−
)
+ δm1
(
−
)
+ · · ·
(4.68)
and we can see a term by term cancellation, akin to what we saw in §4.2, resulting in
δmΞ(rψ) = m1. Similarly for a point at the interface
δmΞ(rl−) = −m0 + δm1
(
−
)
+m0
(
−
)
+ · · ·
(4.69)
and the same term by term cancellation gives δmΞ(rl−) = −m0.
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4.4 The Nonlocal Binding Potential Functional
Having constructed the constrained profile the final piece of the derivation is to evaluate
HLGW[mΞ]. First, we use the divergence theorem to re-express the contribution from the
gradient-squared term:∫
dr
1
2
(∇δmpi)2 = Surface Terms−
∫
dr
1
2
δmpi∇2δmpi. (4.70)
Within the present DP approximation, the term arising from the integral over the volume
conveniently cancels with the DP term, so that
HLGW[mΞ] = − δm1
2
∫
ψ
dsψ ∇m · nψ − m0
2
∫
l−
dsl ∇m · nl
− m0
2
∫
l+
dsl ∇m · nl, (4.71)
containing only surface terms. Here nψ and nl are the (local) unit normals at the wall
and the interface, respectively, pointing towards the bulk (see figure 4.2). As we saw,
even for planar interfacial and wall configurations this provides a far simpler route to
the evaluation of the binding potential. The evaluation of each of these integral is very
similar. Consider the surface integral over the wall
−δm1
2
∫
ψ
dsψ∇m · nψ. (4.72)
Substituting the series expansion for the constrained profile δmΞ, equation (4.66), and
grouping the terms together according to coefficients and kernels we have
− δm1
2
∫
ψ
dsψ∇δmpi · nψ = −δm
2
1
2
∫
ψ
dsψ∇
( )
· nψ
−m0δm1
2
∫
ψ
dsψ∇
(
−
)
· nψ (4.73)
−δm
2
1
2
∫
ψ
dsψ∇
(
−
)
· nψ + · · ·
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where each gradient is evaluated at the wall, i.e. the open circle is placed at the lower
wavy line. Ignoring irrelevant terms of order exp
(
−κ(Rψ1 (x) +Rψ2 (x))), where Rψ1,2 are
the principal radii of curvature at the wall, it follows that the scalar field appearing in
each gradient term of the expansion is a constant along the surface of the wall, i.e.
= 1, (4.74)
− = 0, (4.75)
− = 0. (4.76)
Accordingly, equation (4.73) reduces to
− δm1
2
∫
ψ
dsψ∇δmpi · nψ = δm
2
1
2
∫
ψ
dsψ
∣∣∣∣∇( )∣∣∣∣
+
m0 δm1
2
∫
ψ
dsψ
∣∣∣∣∣∇
(
−
)∣∣∣∣∣ (4.77)
+
δm21
2
∫
ψ
dsψ
∣∣∣∣∣∇
(
−
)∣∣∣∣∣+ · · · .
The first term does not describe the wetting behaviour but rather the excess free-
energy of the wall-β interface
Fwβ[ψ] = ΣwβAwβ + C
∫
dsψ
(
1
Rψ1
+
1
Rψ2
)
(4.78)
where Awβ is the area of the substrate and C =
δm21
4
is a rigidity modulus. Note that the
last term in (4.78) involves the local mean curvature. No higher-order corrections, con-
taining for example the Gaussian curvature, exist within the present DP approximation.
The other terms in the series (4.77) contribute towards the binding potential functional.
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For example,
m0 δm1
2
∫
ψ
dsψ
∣∣∣∣∣∇
(
−
)∣∣∣∣∣ = κm0 δm1
∫
ψ
dsψ (4.79)
and
δm21
2
∫
ψ
dsψ
∣∣∣∣∣∇
(
−
)∣∣∣∣∣ = κ δm21
∫
ψ
dsψ (4.80)
where the gradients can be evaluated using the method of images.
Similar expressions are generated by the surface integrals along the interface. For
example, along the bulk side of the interface, where the constrained profile is given by
equation (4.55), we find
− m0
2
∫
l+
dsl ∇mΞ · nl = m
2
0
2
∫
l+
dsl
∣∣∣∣∣∣∣∇


∣∣∣∣∣∣∣ (4.81)
=
Σαβ
2
∫
l
dsl +
m20
4
∫
l
dsl
(
1
Rl1
+
1
Rl2
)
(4.82)
where the gradient is evaluated on the upper side of the αβ interface, i.e. the open circle
is placed on the upper wavy line. This expression generates half of the interfacial tension
of the αβ interface and an apparent bending modulus which will later cancel. Here, Rl1,2
are the local radii of curvature of the interface. The final surface integral is along the
bottom of the αβ interface, and using the analogous grouping of terms we find
− m0
2
∫
l−
dsl ∇mΞ · nl = m
2
0
2
∫
l−
dsl∇
( )
· nl
+
m0 δm1
2
∫
l−
dsl ∇
(
−
)
· nl (4.83)
+
m20
2
∫
l−
dsl ∇
(
−
)
· nl + · · · .
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The first term evaluates as
m20
2
∫
l−
dsl ∇
( )
· nl = Σαβ
2
∫
l
dsl − m
2
0
4
∫
l
dsl
(
1
Rl1
+
1
Rl2
)
(4.84)
generating the other half of the interfacial tension and cancelling the bending modulus
term in (4.82). The second term in the expansion simplifies
m0 δm1
2
∫
l−
dsl ∇
(
−
)
· nl = κm0 δm1
∫
l
dsl (4.85)
and is the same as (4.79). Similarly, the third term reduces to
m20
2
∫
l−
dsl ∇
(
−
)
· nl = κm20
∫
l
dsl (4.86)
from which the pattern is apparent. Combining all of the above, the constrained free-
energy of the wall-α interface can be written
HLGW[mΞ] = Fwβ[ψ] +H[l, ψ] (4.87)
where our final result for the interfacial Hamiltonian is
H[l, ψ] = Σαβ Aαβ +W [l, ψ] (4.88)
where Aαβ =
∫
l
dsl is the area of the interface. The binding potential functional is exactly
given by
W [l, ψ] =
∞∑
n=1
(
a1Ω
n
n + b1Ω
n+1
n + b2Ω
n
n+1
)
(4.89)
with geometry independent coefficients
a1 ≡ 2κm0 δm1 =
√
8ΣwβΣαβ, (4.90)
b1 ≡ κm20 = Σαβ, (4.91)
b2 ≡ κ δm21 = 2Σwβ. (4.92)
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Equation (4.89) expresses the binding potential functional as a sum of terms Ωνµ[l, ψ],
which are each multiple integrals over the Green’s function K connecting µ points on the
wall with ν points on the interface. Thus the three leading order terms, corresponding to
n = 1 in the series are
Ω11[l, ψ] =
∫∫
dsψdsl K(rψ, rl) = , (4.93)
Ω21[l, ψ] =
∫∫∫
dsl dsψ ds
′
l K(rl, rψ)K(rψ, r
′
l) (4.94)
=
∫
dsψ
[∫
dslK(rψ, rl)
]2
= , (4.95)
Ω12[l, ψ] =
∫∫∫
dsψ dsl ds
′
ψ K(rψ, rl)K(rl, r
′
ψ) (4.96)
=
∫
dsl
[∫
dsψK(rl, rψ)
]2
= (4.97)
These diagrams were identified and discussed in Parry et al. (2004) and chapter 3, and
are responsible for the leading order terms in the binding potential (4.36). The present
derivation also identifies higher order terms in the expansion of the binding potential
functional. For example, the three n = 2 terms are represented diagrammatically by
Ω22[l, ψ] = (4.98)
Ω32[l, ψ] = (4.99)
Ω23[l, ψ] = (4.100)
and similarly for larger values of n. Note that all the diagrams correspond to planar
graphs and have a simple or “zig-zag” form in which the black circles are sequentially
connected by a single thick line, each representing a Green’s function K. As we have seen
before, the higher order diagrams (n > 1) are responsible for a hard-wall repulsion in the
binding potential functional (and function).
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4.5 The Small-Gradient Limit Revisited
We have seen before that the Nonlocal Model recovers the FJ Hamiltonian in the small
gradient limit. In fact this is only true for the leading order terms (the ones of any physical
relevance). In appendix A we can see that the calculation of the local approximation
beyond the leading order terms is delicate. In this section we take a more careful look at
the local limit.
Recall the expression for the position dependent stiffness in the FJ model:
Σ(l) =
∫ ∞
0
dz
(
∂mpi(z; l)
∂l
)2
. (4.101)
Using the results for mpi(z; l), equations (4.12) and (4.17) it is easy to see that
Σ(l) = ae−κl + (2b1 + 3b2 − 2κlb2) e−2κl +O(e−3κl) (4.102)
The 2b−2κl1 is intriguing. It comes from
b1Ω
1
2 = b1
∫
dx
√
1 + (∇l(x))2e−2κl(x) (4.103)
but, expanding the square root, this gives a contribution of b1e
−2κl for the surface tension.
Where does the factor of two comes from? The use of the saddle point evaluation is
dangerous but we have not done so here. This is in fact a consequence of the inverse
operators that we neglected.
To see this we need to have an adequate expression for the inverse operator. We follow
Romero-Enrique (2007a), consider a planar wall or interface, and write∫
dx′K(x′,x)K−1(x′,x′′) = δ(x− x′′) (4.104)
Now transverse Fourier transform this equation, use the Fourier transform (Parry et al.,
2006a)
K(l;Q) =
∫
dx
κ e−κ
√
x2+l2
2pi
√
x2 + l2
eixQ =
κ√
κ2 +Q2
e−
√
κ2+Q2l (4.105)
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to get
K−1(Q) =
√
1 +
Q2
κ2
≈ 1 + Q
2
2κ2
. (4.106)
Thus, in the small-gradient limit
K−1(x,x′) ≈ δ(x− x′)− 1
2κ2
∇2xδ(x− x′). (4.107)
Using this result we write
=
∫
dx
√
1 + (∇l(x))2 e−κl(x)
(
e−κl(x) − 1
2κ2
∇2e−κl(x)
)
(4.108)
≈
∫
dx
(
1 +
(∇l(x))2
2
)(
1− (∇l(x))
2
2
+
∇2l(x)
2κ
)
e−2κl(x) (4.109)
≈
∫
dx e−2κl(x)
(
1 +
∇2l(x)
2κ
)
(4.110)
Finally doing an integration by parts
≈
∫
dx e−2κl +
∫
dx
(∇l)2
2
(
2 e−2κl
)
. (4.111)
So the diagrams we ignored do have a role but, at least for a flat wall, only at the next to
leading order terms in the binding potential. This should be kept in mind because there
can be relevant curvature correction in some situations. For example for spherical wall
and a planar interface:
≈ pi
κ
e−2κl (4.112)
where R is the radius of the sphere and l is the shortest distance between the sphere and
the interface. However
≈ pi
κ
e−2κl
(
1 +
1
2κR
− 1
4(κR)2
)
. (4.113)
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This is an artificial example but illustrates our point in a transparent way.
4.6 Summary and Outlook
We showed how the NL model can be derived from a microscopic LGW Hamiltonian.
The derivation follows the scheme set out by FJ but a nonperturbative solution for the
constrained magnetisation uncovers nonlocal contributions in the interfacial Hamiltonian.
The diagrammatic method defined provided a much simpler route for the calculations.
Its value will become apparent in the next chapters and we will make liberal use of it
throughout the remainder of the thesis.
In the derivation we used a DP approximation for the bulk potential and a constant
order parameter at the wall. We expect these approximations to be irrelevant for critical
wetting but in the next two chapters we lift them in turn. This will prove our assertion of
the robustness of the NL model and is a necessary step for the study of tricritical wetting.
We start by going beyond DP in the next chapter using perturbation theory.
102
Chapter 5
Beyond Double Parabola: Perturbation
Theory
5.1 Introduction
We have asserted in the previous chapter that the structure of the Nonlocal Model
shouldn’t be dependent on the DP approximation and would remain valid beyond DP.
In this chapter we will see this explicitly using standard perturbation theory. The only
effect on the structure of the binding potential is the introduction of curvature terms and
higher order diagrams, representing tube-tube interactions, which are irrelevant at critical
wetting. The coefficients in front of the diagrams must necessarily change but can even
be calculated exactly for a “m4” theory without resorting to perturbation theory.
This chapter follows closely Parry et al. (2007). We start in the next section by laying
the foundations of perturbation theory. In §5.3 we write and analyse the results to first-
order and in §5.4 we do the same for the second-order diagrams. In §5.5 we establish the
general form of the binding potential functional beyond DP and we discuss the results.
5.2 The Perturbation Theory
Once again our starting point is the microscopic LGW Hamiltonian
HLGW[m] =
∫
dr
[
1
2
(∇m)2 +∆φ(m)
]
(5.1)
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where ∆φ(m) is now not required to be a DP. The most relevant example is the “m4”
potential (equation 2.54):
∆φ(m) =
κ2
8m20
(
m2 −m20
)2
. (5.2)
For perturbation theory it is convenient to write this as
∆φ(m) =
κ2
2
δm2
(
1 +
δm
m0
+
δm2
4m20
)
(5.3)
recall that δm = |m| −m0. The order parameter at the wall is kept fixed, δm(rψ) = δm1.
As we have seen before there is a critical wetting transition at MF level when δm1 = 0 so
it is convenient to introduce the temperature-like scaling field
t =
δm1
m0
. (5.4)
Now suppose that our microscopic model H[m] can be written
H[m] = H(0)[m] + ²H(1)[m] (5.5)
containing a dimensionless field ² which will later act as a small parameter. The reference
Hamiltonian is the DP model H(0)[m], and we use the superscript (0) to refer to the zeroth
order results, i.e. the DP results from the previous chapter. Also
H(1)[m] =
∫
dr ∆φ(1)(m) (5.6)
accounts for cubic and higher order corrections obtained by writing
∆φ(m) =
κ2 (|m| −m0)2
2
+ ²∆φ(1)(m) (5.7)
with
∆φ(1)(m) =
∞∑
n=3
αnκ
2m2−n0 δm
n. (5.8)
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For example, for the “m4” potential, α3 =
1
2
, α4 =
1
8
, αn≥5 = 0:
∆φ(1)(m) =
κ2
2
δm2
(
δm
m0
+
δm2
4m20
)
. (5.9)
Thus, the potential (5.7) with (5.9) interpolates between the DP model (² = 0) and the
“m4” model (² = 1). Recall that the interfacial model is identified by evaluating H[m] at
the constrained magnetisation mΞ which satisfies
δH[m]
δm
∣∣∣∣
mΞ(r)
= 0. (5.10)
Taking the derivative of the constrained Hamiltonian
dH[mΞ]
d²
= H(1)[mΞ] +
∫
dr
δH
δm
∣∣∣∣
mΞ
dmΞ
d²
(5.11)
which, by virtue of the variational condition (5.10), leads to the familiar expression
dH[mΞ]
d²
=
∫
dr ∆φ(1)(mΞ), (5.12)
similar to the well known Feynman-Hellman theorem in standard quantum mechanics.
Note that the functional on the right hand side depends on the full (² dependent) con-
strained magnetisation and is a convenient means of formulating a perturbation expansion
H[mΞ] = H
(0)[m
(0)
Ξ ] + ² H˜
(1) + ²2 H˜(2) + · · · . (5.13)
From this, it is straightforward to determine the corresponding expansion for the binding
potential functional
W [l, ψ] = W (0)[l, ψ] + ²W (1)[l, ψ] + ²2W (2)[l, ψ] + · · · (5.14)
where the leading order-term is the DP result (4.89). In addition, we will also be able to
compute expansions for the free interface Hαβ[l] and the excess free-energy of the wall-β
interface Fwβ[ψ].
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To determine the first-order and second-order perturbation functionals H˜(1) and H˜(2),
we return to the Euler-Lagrange equation for the constrained profile
∇2δmΞ = κ2δmΞ + ² ∂∆φ
(1)(mΞ)
∂m
(5.15)
and seek a perturbative solution
δmΞ(r; ²) = δm
(0)
Ξ (r) + ² δm
(1)
Ξ (r) + · · · . (5.16)
By definition, the leading-order term is the DP result, which satisfies the Helmholtz
equation (4.43), while the first-order correction satisfies the inhomogeneous PDE
∇2δm(1)Ξ = κ2 δm(1)Ξ +
∂∆φ(1)(m
(0)
Ξ )
∂m
(5.17)
and vanishes at the interface, wall, and at infinity. Combining these, we obtain
H˜(1)[l, ψ] =
∫
dr ∆φ(1)(m
(0)
Ξ ). (5.18)
and
H˜(2)[l, ψ] =
1
2
∫
dr δm
(1)
Ξ
∂∆φ(1)(m
(0)
Ξ )
∂m
(5.19)
5.3 First-Order Diagrams
Now that we have the formulation for the first and second-order perturbation theory we
can do the explicit calculations, starting with the first-order diagrams for a free interface.
Only then do we proceed to calculate explicitly the lower order corrections for a “m4”
theory.
5.3.1 First-Order Perturbation Theory for the Free Interface
Consider a free but constrained configuration of the αβ interface. That is, the interface
is infinitely far from any confining wall but the magnetisation is constrained to be zero
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along a surface at height l(x). Bulk phases α and β lie above and below the interface
respectively. The interface partitions the system into two regions whose order-parameter
fluctuations are shielded from each other, by virtue of the crossing-criterion. The zeroth-
order DP expressions for the position-dependent magnetisations in these regions are
m
(0)
Ξ (r) = −m0 +m0 (5.20)
and
m
(0)
Ξ (r) = m0 −m0 (5.21)
above and below the interface respectively. The first-order result for the free interfacial
Hamiltonian is
Hαβ[l] = H
(0)
αβ [l] + ²
∫
dr ∆φ(1)(m
(0)
Ξ ) + · · · (5.22)
where the first term is simply the zeroth-order DP result H
(0)
αβ [l] = Σ
(0)
αβ Aαβ. Hence,
Hαβ[l] = Σ
(0)
αβ Aαβ + ² κm
2
0
(
−1
2
− 1
2
+
1
8
+
1
8
)
(5.23)
where we have expressed the results diagrammatically. The single wavy line represents
the free interface while the thick straight lines, once again, denote the Green’s function
K. The diagrams appearing in this formula are all of the same type and have n = 3, 4
(black) dots on the interface and one (black) dot either above or below the surface. They
correspond to multi-dimensional integrals. For example,
= κ
∫
V +
dr
{∫
dsl K(rl, r)
}4
(5.24)
where, in general, the integrand contains n Kernels K connecting a point off the interface
to n different points on it. Black dots on the surface have the same interpretation as before
- one must integrate over all points on the surface with the appropriate area element. A
black point off the surface means that one must integrate over the appropriate semi-
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volume V +(here above the interface) together with a multiplicative factor of κ. The
latter is introduced so the diagram has the dimensions of area. Again, each Kernel may
be thought of as representing a short tube-like fluctuation protruding from the surface,
only a few bulk correlation lengths long (since the Kernel decays exponentially quickly).
Such fluctuations can be thought of as giving the interface a “corona”. As we shall
show, these shift the DP expression for the surface tension and also introduce curvature
corrections. To see this, consider first the case of a planar interface of (infinite) area Aαβ.
By definition, the value of the Hamiltonian per unit area is equal to the surface tension,
so we can identify
Σαβ(²) = Σ
(0)
αβ +
κm20 ²
Aαβ
(
− + 1
4
)
. (5.25)
The integrals are easily performed
= Aαβκ
∫ ∞
0
dz e−3κl =
Aαβ
3
; = Aαβκ
∫ ∞
0
dz e−4κl =
Aαβ
4
(5.26)
which implies the tension is shifted to
Σαβ(²) = κm
2
0
[
1 + ²
(
−1
3
+
1
16
)
+ · · ·
]
(5.27)
where we have highlighted the different numerical contributions for the cubic and quartic
perturbations. Setting ² = 1, we find Σαβ ≈ 0.73κm20, which is in much better agreement
with the mean-field expression Σαβ = (2/3)κm
2
0 of the full “m
4” theory (equation 2.69).
Thus, the dominant numerical correction to the DP expression for the surface tension
arises from the cubic term in ∆φ(1) and is accurately accounted for by first-order pertur-
bation theory. This point is well illustrated by calculating exactly the mean-field surface
tension Σαβ(²) for the potential (5.7):
Σαβ = 2
∫ m0
0
dm
√
2∆φ (5.28)
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with the change of variable u = (m0 −m)/m0 we have
Σαβ = 2κm
2
0
∫ 1
0
du
√
u2 − ²u3 + ²u4/4 (5.29)
= 2κm20
∫ 1
0
duu
[
1− ²+
(√
²u
2
−√²
)2]1/2
(5.30)
a new change of variable v =
√
²u/2−√² gives
Σαβ
2κm20
=
2√
²
∫ −√²/2
−√²
dv
(
2v/
√
²+ 2
) (
1− ²+ v2)1/2 (5.31)
=
[
4(1− ²+ v2)3/2
3²
+
2v
√
1− ²+ v2√
²
+
2(1− ²)√
²
ln
(
v +
√
1− ²+ v2
)]−√²/2
−√²
. (5.32)
Evaluating this expression we finally get
Σαβ(²)
κm20
=
(
4
3²
− 2
)(√
4− 3²− 2)+ 4(1− ²)√
²
ln
2(1 +
√
²)√
4− 3²+√² . (5.33)
It is straightforward to check that this is consistent with the limiting cases at ² = 1 (Σαβ =
2κm20/3) and ² = 0 (Σαβ = κm
2
0) respectively, and also reproduces the perturbation
expansion (5.27), as can be easily seen using
√
1 + x = 1 +
x
2
− x
2
8
+ . . . (5.34)
ln(1 + x) = x− x
2
2
+
x3
3
+ · · · . (5.35)
While this function looks rather ominous, it is almost linear in character over the required
domain, as we can see in figure 5.1.
In addition to correcting the value of the surface tension, the “corona” diagrams lead
to curvature terms, which reveal the more general structure of the free Hamiltonian. To
appreciate this, consider the case of an undulating interfacial profile. Provided the local
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Figure 5.1: Surface tension as a function of ². Exact result (solid line) and first-order
perturbation theory (dashed line).
principal radii of curvature R l1(x), R
l
2(x), are always large, one can expand the integrals
to find
Hαβ[l] =
∫
dsl
[
Σαβ +
καβ
2
(
1
Rl1
+
1
Rl2
)2
+
κ¯αβ
Rl1R
l
2
+ · · ·
]
(5.36)
where καβ = −²m20 23576κ , and κ¯αβ = ²m20 1013456κ are the bending rigidity and saddle-splay
coefficients of the square mean-curvature and Gaussian curvature, respectively (Helfrich,
1973; Blokhuis & Bedeaux, 1993; Robledo & Varea, 1995). The notation here is similar
to that adopted by Blokhuis & Bedeaux (1993), although we have added a subscript
to try to avoid confusion with the inverse bulk correlation length. This corrects errors
in the coefficients in Parry et al. (2007). Note there is no term proportional to the
mean-curvature as required by the Ising symmetry. The coefficients can be calculated by
considering a spherical and a cylindrical interfacial configuration. Start by assuming that
an expression like (5.36) is valid. Then for a spherical interfacial configuration of radius
R we have
H = Aαβ
(
Σαβ +
2καβ + κ¯αβ
R2
)
(5.37)
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whereas for a cylindrical configuration we have
H = Aαβ
(
Σαβ +
καβ
2R2
)
. (5.38)
Thus calculating the diagrams for a cylindrical and a spherical interface is enough to get
the curvature coefficients. Let’s start with the cylinder first:
= 2piL
∫ ∞
0
dr(R + r)
(
R
R + r
)n/2
e−nκr (5.39)
= 2piRn/2
(
(R + r)1−n/2
e−nκr
−nκ
∣∣∣∣∞
0
+ (R + r)n/2
n− 2
2(nκ)2
e−nκr
∣∣∣∣∞
0
− (R + r)−1−n/2 n− 2
4n2κ3
e−nκr
∣∣∣∣∞
0
+ · · · (5.40)
where we integrated by parts a few times. The first term is the correction to the DP
surface stiffness, the second term cancels when we sum the contributions from above and
below the interface. From the third term
καβ = − ²m
2
0
2 · 32κ +
²m20
43κ
= −²m20
23
576κ
(5.41)
Following a similar procedure for the spherical interface
= 4pi
∫ ∞
0
(R + r)2
(
R
R + z
)n
e−nκr (5.42)
we can see that the the coefficient of the R−2 term is (n− 2)(n− 1)/n3 which gives
κ¯αβ = −²m20
2
33κ
+ ²m20
3 · 2
44κ
− 2καβ = ²m20
101
3456κ
(5.43)
The general structure of the wall-β interfacial free-energy is very similar to the αβ
interface. Consider the interface between a wall described by the height function ψ(x)
and the bulk β phase corresponding to spontaneous magnetisation m0. Recall that the
magnetisation at the surface m1 is positive so that this interface does not exhibit any
wetting behaviour. The DP result, equation (4.78), for the excess free-energy involves
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only the area and local mean curvature of the wall. No higher order curvature corrections
are present. Beyond DP approximation, we may reasonably expect this to change with
the cubic and quartic interactions giving rise to additional curvature contributions. The
perturbation theory is very similar to that described for the free interface and, to first-
order, we find
Fwβ[ψ] = F
(0)
wβ [ψ] + ²
κm20
2
(
−t3 + t
4
4
+ · · · (5.44)
where this time the wavy line denotes the shape of the bounding wall. The diagrams are
easily evaluated as an expansion in the inverse principal radii of curvature at the wall,
and we find
Fwβ[ψ] =
∫
dsψ
[
Σwβ + Cwβ
(
1
Rψ1
+
1
Rψ2
)
+
κwβ
2
(
1
Rψ1
+
1
Rψ2
)2
+
κ¯wβ
Rψ1R
ψ
2
+ · · ·
]
(5.45)
where the ellipses denote higher-order terms in the curvature. The new surface tension
Σwβ and bending rigidity coefficient Cwβ contain very small corrections of order O(² t
3)
to the DP results quoted earlier. The new rigidities κwβ ∼ κ¯wβ are O(² t3) and are
considerably smaller in magnitude than Cwβ.
5.3.2 First-Order Perturbation Theory for W
Let us now focus on the binding potential. To first-order in perturbation theory, all the
contributions are additive and we seek to write the nonlocal binding potential functional
W [l, ψ] = W (0)[l, ψ] + ²
∞∑
n=3
αnW
(1)
n [l, ψ] + · · · (5.46)
where, in an obvious notation, the W
(1)
n are the perturbations corresponding to the term
δmn in the bulk potential. To determine these, it is convenient to order the expansion of
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δm
(0)
Ξ in the number of tubes that span the interfaces
δm
(0)
Ξ =
(
δm1 −m0
)
−
(
δm1 −m0
)
+
(
δm1 −m0
)
− · · · (5.47)
From (5.18), it follows that the first-order perturbations are given by
W (1)n [l, ψ] = κ
2m2−n0
∫
Vβ
dr
(
δm
(0)
Ξ
)n
− A(1)n [l]−B(1)n [ψ] (5.48)
where Vβ denotes the volume of the wetting layer between the wall and interface. The
functionals A[l] and B[ψ] do not describe interactions between the interface and wall and
are introduced so that W vanishes for infinite separation. For example,
A
(1)
4 [l] = κm
2
0 (5.49)
B
(1)
4 [ψ] = κm
2
0 t
4 (5.50)
where, in each case, the wavy line denotes a configuration of the surface that corresponds
to the argument of the functional. All that remains now is the evaluation of the integrals
and the classification and simplification of the ensuing wetting diagrams.
5.3.3 Wetting Diagrams for Cubic and Quartic Interactions
Substituting the magnetisation profile into the first-order perturbation expression (5.48)
for n = 3 and n = 4 leads to the following expressions for the first-order cubic and quartic
corrections to the DP functional:
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W
(1)
3
κm20
= 3t
(
−
)
− 3t2
(
−
)
+ 3
(
−
)
− 3t3
(
−
)
(5.51)
+ 3t
(
− 2
)
− 3t2
(
− 2
)
+ · · ·
and
W
(1)
4
κm20
= −4t
(
−
)
− 4t3
(
−
)
− 4
(
−
)
− 4t4
(
−
)
(5.52)
+ 6t2
(
− 2
)
+ 6t2
(
− 2
)
+ 6t2 + · · · .
Higher-order diagrams exist but involve at least three tubes that span the surfaces and
would generate terms of order O(e−3κl) in the standard binding potential function. Each
of the new wetting diagrams has one black dot lying between the surfaces and represents
an integral over the volume Vβ of the wetting layer. The associated infinitesimal measure
is κdr. Thus, the first wetting diagram in the expansion of W
(1)
3 is
= κ
∫
dsψ
∫
Vβ
dr K(rψ, r)
[∫
dsl K(r, rl)
]2
(5.53)
where we have labelled the points in an obvious notation. It is natural to interpret this
as a splitting of a tube-like fluctuation connecting the surfaces. The second diagram
in the same cubic interaction does not involve a splitting but instead adds a “corona”
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corresponding to short tube-like fluctuations away from the interface:
= κ
∫∫∫
Vβ
dsψds
′
ldr K(rψ, r
′
l)K(r
′
l, r)
[∫
dsl K(r, rl)
]2
. (5.54)
Similar interpretations apply to all the wetting diagrams. One contribution which is of
particular novelty is the X diagram
= κ
∫∫∫∫∫
Vβ
dsψds
′
ψdslds
′
ldr K(rψ, r)K(r
′
ψ, r)K(r, rl)K(r, r
′
l) (5.55)
and arises from the quartic interaction. This has an appealing physical interpretation
as a local pinching of two tubes that span the surfaces. As we shall see, this is a rather
interesting diagram even though ultimately it does not influence the leading-order physics.
5.3.4 Wetting Diagram Relations
The cubic and quartic interactions appear to give rise to a plethora of new wetting dia-
grams. However, the physics represented by these perturbations is rather simple and can
be elegantly expressed in a more concise fashion. The essential ingredients in this simplifi-
cation are various relations between the wetting diagrams which express their reducibility.
We will illustrate this with some examples.
Consider the first wetting diagram appearing in W
(1)
3 . To begin, suppose that the
wetting layer has planar area Aw and is of constant thickness l. The integrals are easily
evaluated yielding
= Aw(e
−κl − e−2κl). (5.56)
This can be expressed diagrammatically
= − , (5.57)
showing the perturbative diagram is reducible to the DP contributions Ω11 and Ω
2
1. The
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net effect of this diagram is, therefore, to simply shift the coefficients
a
(0)
1 → a1 = a(0)1 + 3²α3 t κm20, (5.58)
b
(0)
1 → b1 = b(0)1 − 3²α3 t κm20, (5.59)
appearing in the DP expression forW . Moreover, a nice feature of the perturbation theory
is that there is no need to keep precise book-keeping concerning such shifts. This can be
done exactly at the end of the calculation once the general diagrammatic structure has
been elucidated.
The above expression is not quite the whole relation for the wetting diagram since
interfacial and substrate curvature are not allowed for. More generally, one finds
= +
1
2
− + · · · (5.60)
where we have introduced a new type of diagram containing a black triangle. The triangle
will always lie on a surface and is interpreted as an integral over the surface with local
measure ds multiplied by the sum of the local principal curvatures, measured in units of
κ (to preserve the units of the diagrams). Thus,
=
1
κ
∫∫
dsψdsl K(rψ, rl)
(
1
Rl1
+
1
Rl2
)
(5.61)
and similarly if a triangle is placed on the wall. The ellipses in the wetting diagram
relation (5.60) denote higher order curvature terms which are negligible. This and other
diagram relations can be obtained by calculating the diagrams for spherical substrate and
interface, which is enough to obtain the dominant curvature term.
Similarly, for the second wetting diagram in W
(1)
3 , one can write the relation
=
1
3
+
1
18
+ · · · (5.62)
where here the ellipses also include terms involving four tubes that span the surfaces as
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well as higher-order curvatures. The same process is also valid for diagrams with two
tubes spanning the surfaces. For example
=
1
3
+ · · · . (5.63)
Again the effect of these diagrams is to shift the coefficient of the Ω21 diagram and add
negligible curvature terms. In the first-order perturbation theory all bar one diagram can
be recast as a sum of the DP diagrams Ω11, Ω
2
1 and Ω
1
2 together with curvature corrections.
The only contribution for which there is no such relation is the X diagram describing the
two-tube pinching process (5.55) which is not reducible. However, relations involving it
do emerge at second-order in perturbation theory.
In summary, three effects emerge at first-order in perturbation theory: 1) Rescaling
of the coefficients a1, b1, etc. 2) appearance of curvature corrections and 3) introduction
of non-zig-zag diagrams describing tube interactions.
5.4 Second-Order Diagrams
At second-order, by far the most important contribution arises from the cubic interaction
in ∆φ(1). So, for ease of presentation, we suppose that the potential perturbation has
only one power, ∆φ(1) = κ2m2−n0 δm
n, and determine the second-order term in
W [l, ψ] = W (0)[l, ψ] + ²W (1)[l, ψ] + ²2W (2)[l, ψ]. (5.64)
Setting n = 3 at the end of the calculation reveals the dominance of the cubic interaction
at this order. The second-order perturbation is
W (2)[l, ψ] =
nαnκ
2m2−n0
2
∫
dr δm
(1)
Ξ (δm
(0)
Ξ )
n−1 − A(2)n [l]−B(2)n [ψ] (5.65)
where, as in the first-order perturbation theory, functionals A
(2)
n [l] and B
(2)
n [ψ] are intro-
duced so that, by construction, W (2) vanishes when the interface is delocalised from the
wall. They need not be specified explicitly, as they are automatically generated by the
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integral in (5.65).
The second-order term in the potential W depends on the first-order correction to the
profile δm
(1)
Ξ which satisfies
∇2δm(1)Ξ = κ2 δm(1)Ξ + nαnκ2m2−n0 (δm(0)Ξ )n−1. (5.66)
Substitution of the DP profile leads to the PDE
∇2δm(1)Ξ = κ2 δm(1)Ξ − nαn(−1)nκ2m0
[
...
1 n−1
+ (n− 1) t
(
...
1 n−1
−
...
1 n−2 )
+ (n− 1)
(
...1 n−1
−
1...n−2
)]
(5.67)
where we have curtailed the expansion at two tubes spanning the surfaces, and neglected
terms of O(t2). The inhomogeneous PDE can be solved in a standard manner using the
same Green’s function K(r1, r2). Thus, the solution can also be written diagrammatically
and, after some algebra, we find
δm
(1)
Ξ =
(−1)nnαnm0
2
{(
...
1 n−1
−
...
1 n )
+ (n− 1)t
[(
...
1 n−1
−
...
n−21 )
−
(
...
1 n
−
...
n−11 )]
+
(
...
1 n
−
...
1 n−1 )
−
(
...
1 n
−
...
1 n−1 )
+ (n− 1)
[(
...
n−11
−
...
n−21 )
−
(
1 n...
−
...
n−11 )]}
. (5.68)
Specialising in the dominant cubic interaction (n = 3), we find for the second-order
perturbation in W :
W
(2)
3 [l, ψ]
κm20
= −9
4
(
4tD11 +D
2
1
)
+O(t2) (5.69)
where the D11 and D
2
1 denote the following sum of diagrams:
D11 = − − + (5.70)
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and
D21 = 2 − −
+ 4 − 4 + 4 − 4 . (5.71)
These diagrams determine the rescaling of the coefficients a1 and b1, and also generate
curvature corrections due to the interface. Again, the key to understanding their net
effect is through wetting diagram relations. For example, the following quartic diagram
can be expressed
=
1
3
+
2
9
+ · · · (5.72)
where the ellipses include higher-order interfacial curvature terms and four-tube diagrams.
In this way, each of the contributions in (5.69) can be written as a sum of the diagrams
, , (5.73)
similar to the first-order perturbation theory. If one extends the calculation to allow
terms of order t2, t3, etc, one also encounters wetting diagrams where corona-like tubes
emanate from the substrate. These are, in fact, the same as the diagrams in D11 and D
2
1
but with the interfacial and substrate surfaces switched. Thus, for example, has
a coefficient proportional to t4 and will add higher-order powers of t in the expansion of
a1, and also generate curvature corrections due to the substrate which can be recast in
terms of the diagram
=
1
κ
∫∫
dsψdsl K(rψ, rl)
(
1
Rψ1
+
1
Rψ2
)
. (5.74)
Again, the general structure obtained from the first-order perturbation theory is un-
changed.
Working to O(t2), one also generates wetting diagrams which are closely related to
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the two-tube pinching process which arose in the first-order perturbation from the quartic
interaction. For example,
, (5.75)
whose coefficient is proportional to t2. The two central black dots in the wetting layer are
connected by a tube-like fluctuation which does not attach to either the wall or interface.
The connecting tube is necessarily of short length because the corresponding integral is
heavily damped by the Kernel K. This is neatly expressed diagrammatically
= 2 − − + · · · (5.76)
leading to the rescaling of the coefficients of Ω21, Ω
1
2 and X . Curvature corrections, repre-
sented by the ellipsis, are of negligible importance for two-tube diagrams.
In summary, second-order perturbation theory leads to the same three effects high-
lighted in the first-order calculation: the rescaling of coefficients, and the appearance of
curvature and tube-interaction diagrams.
5.5 The General Binding Potential Functional
The general structure of the nonlocal binding potential functional for short-ranged wetting
is now apparent. Up to “two tubes”, the functional has an asymptotic large distance decay
described by the diagrams
W = a1 + c1 + c2 + b1 + b2 + d1 + · · · . (5.77)
Thus, going beyond DP generates curvature terms (shown for one-tube diagrams only)
and also a tube-interaction diagram. The coefficients are geometry independent and all
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have power series expansions in the scaling field t. The leading-order behaviours are
a1/κm
2
0 = αt ; b1/κm
2
0 = β ; b2/κm
2
0 = βt
2 ;
c1/κm
2
0 = γt ; c2/κm
2
0 = γt
2 ; d1/κm
2
0 = χt
2 ;
(5.78)
and are specified by just four dimensionless constants reflecting the surface exchange
symmetry ofW . The coefficients b2, c2 and d1 all vanish as t
2 implying that the associated
diagrams are of negligible importance at critical wetting. The second diagram, describing
the curvature correction due to the αβ interface, is necessarily much smaller than Ω11
and is therefore also negligible given that c1 also vanishes at the critical wetting phase
boundary. Thus, the diagrammatic expression for W is the same as calculated using the
DP approximation but with different numerical coefficients.
The exact values of the above coefficients can be calculated for the “m4” LGW poten-
tial (5.9), by matching with mean-field results for specific interfacial and wall configura-
tions. Consider for example the simplest situation of a flat wall, ψ = 0 and a flat interface
l(x) = l. The corresponding planar binding potential function is defined as
Wpi(l) =
W [l, 0]
Aw
∣∣∣∣∣
l(x)=l
(5.79)
and can be identified with the diagrams
AwWpi(l) = a1 + b1 + b2 + d1 + · · · . (5.80)
The first three diagrams are of DP type and were discussed before (§3.2). The new
diagram can also be evaluated exactly
= Aw κl e
−2κl (5.81)
implying that there are non-purely exponential terms in the binding potential. Thus, the
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binding potential function necessarily has the general expansion
Wpi(l) = a1e
−κl + (b1 + b2 + d1κl)e−2κl + · · · (5.82)
with coefficients specified in (5.78). This is identical to the findings of FJ who calculated
Wpi(l) directly (Fisher & Jin, 1992; Jin & Fisher, 1993b). One advantage of the Green’s
function approach is that the diagram leading to the non-purely exponential term is
isolated and can be evaluated for other geometries. For example, for spherical interfacial
and wall shapes
=
√
Aw Aαβ κ l e
−2κl (5.83)
where Aw = 4pi R
2 and Aαβ = 4pi (R + l)
2 are the areas of the wall and interfacial
configurations, respectively.
We can now determine the coefficients a1, b1, . . . by comparing (5.82) with the known
asymptotic decay of Wpi for arbitrary potentials ∆φ(m). This can be calculated indepen-
dently without recourse to perturbation theory. For planar interfacial and wall configura-
tions, the constrained profile mΞ ≡ mpi(z; l) satisfies the “energy-conservation” condition
1
2
(
∂mpi
∂z
)2
= ∆φ(mpi)−W ′pi(l). (5.84)
This can be integrated, and the large distance expansion exactly determined. For the
“m4” potential, we find
a1
κm20
= 4t,
b1
κm20
= 4,
b2
κm20
= 4t2,
d1
κm20
= 6t2, (5.85)
The curvature coefficient γ = −8 can be determined in a similar fashion by considering
spherical wall and interfacial configurations.
One can go further in this analysis and determine the coefficients for the perturbative
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potential (5.7) to all orders in ². We only quote the results for a1 and b1
a1
κm20
=
8t
2− ²+√4− 3²,
b1
κm20
=
16
(2− ²+√4− 3²)2 (5.86)
which smoothly interpolate between the DP and “m4” theory results.
5.6 Discussion of Results
In this section, we show how all the wetting diagrams appearing in the asymptotic expan-
sion (5.77) simplify when the substrate is planar (ψ = 0). Clearly, there is no contribution
from substrate curvature and we write the interfacial model
H[l] = Hαβ[l] +W [l] (5.87)
with planar binding potential functional (W [l] ≡ W [l, 0])
W [l] = a1 + c1 + b1 + b2 + d1 + · · · (5.88)
containing two new diagrams compared to the corresponding DP expression. Three of
these diagrams can be evaluated by simply holding the dot (or triangle) on the upper
interface fixed and integrating over the wall:
=
∫
dx
√
1 + (∇l)2 e−κl, (5.89)
=
∫
dx
√
1 + (∇l)2
(
1
Rl1
+
1
Rl2
)
e−κl (5.90)
and
=
∫
dx
√
1 + (∇l)2 e−2κl (5.91)
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which are all local contributions to the effective Hamiltonian H[l]. In particular, if ∇l is
small, one can see how each contribute towards a local binding potential function and/or
effective position-dependent stiffness.
In contrast, the two remaining diagrams, Ω21 and X , are strongly nonlocal. As re-
marked in Parry et al. (2004) and in §3.3, application of the convolution theorem reduces
the triple integral to a double integral
=
∫∫
ds1ds2 e
−κl(x1)S(x12; l¯12) e−κl(x2) (5.92)
where l¯12 = (l(x1) + l(x2))/2 is the mean interfacial height of the two points at the
interface. Here S is a two-body interfacial interaction which decays as a two-dimensional
Gaussian
S(x12; l) ≈ κ
4pil
exp
(
−κx
2
12
4l
)
(5.93)
and which controls the repulsion of the interface from the wall. By construction, the
integrated strength of S is unity. There are two features about this effective many-body
interaction which are worth commenting on. Firstly, its range increases as the square-
root of the film thickness and, therefore, becomes longer ranged as the interface unbinds.
It is this that necessitates a nonlocal treatment of short-ranged critical wetting, and is
responsible for the breakdown of local theories. Also, the same Gaussian interaction
(5.93) follows from a simple saddle-point evaluation of the integral over the wall, as we
saw in §3.3. This means that the interaction between two fixed points on the interface
arises due to a connecting tube that reflects off the wall and is of minimal length. This
physical interpretation will be useful in discussions of wetting at non-planar walls, where
an exact convolution evaluation of Ω21 is not available.
Similar arguments apply to the X diagram, describing the two-tube interaction which
can be written
=
∫∫
ds1ds2 e
−κl(x1)X(x12; l¯12) e−κl(x2). (5.94)
The two-body interaction describing this interaction also depends on the mean-interfacial
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height only, and is given by
X(x; l) =
κ2
4pi
Γ
(
0 ,
κx2
4l
)
(5.95)
where Γ(0, z) is the incomplete gamma function. At large distances, this decays similar
to the two dimensional Gaussian (5.93).
Finally, we mention that in the strict small gradient limit the nonlocal Hamiltonian
reduces to
H[l] =
∫
dx
[
Σ(l)
2
(∇l)2 +Wpi(l)
]
+ Σαβ Aw (5.96)
where the position dependent contributions to the binding potential and stiffness coeffi-
cient have the general decays
W (l) = w10 e
−κl + (w21κl + w20) e−2κl + · · · (5.97)
and
∆Σ(l) = s10 e
−κl + (s22 κ2l2 + s21 κl + s20) e−2κl + · · · (5.98)
respectively. All seven coefficients exhibit power-law dependences on the scaling field t
and are determined by the five coefficients a1, b1, c1, b2 and d1. We find w10 ∼ s10 ∼ t,
w21 ∼ s22 ∼ t2 and all other coefficients finite at t = 0. These are in precise agreement
with the local theory of FJ.
5.7 Summary and Outlook
We have seen explicitly that the structure of the Nonlocal Model is robust and valid
beyond DP using perturbation theory. New types of diagrams do show up but they are
higher order or represent curvature corrections which are irrelevant at critical wetting. The
coefficients are changed (as they must) but can be calculated exactly for “m4” theory.
Having established that general features of the Nonlocal Model are not dependent
upon the DP approximation we now proceed to lift the approximation of constant order
parameter at the wall in the next chapter.
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Chapter 6
Coupling to a Surface Field and
Enhancement
6.1 Introduction
We showed in the previous chapter that the structure of the Nonlocal Model is robust and
valid beyond DP. In this chapter we relax the requirement of a constant order parameter at
the substrate, introducing a coupling to a surface field and enhancement. The derivation
follows along the lines of chapter 4, but we require the solution of the Helmholtz equation
with different boundary conditions. This can be done exactly using operator theory
(Romero-Enrique, 2007b) or approximately, for a planar wall, using Fourier transforms
(Parry, 2007). Here we prefer to use the diagrammatic method to derive an approximate
result which is rather illuminating:
W = a∗ + b1 + b∗2 + · · · (6.1)
The meaning of the diagrams will be explained later but it is clear that the structure of
the binding potential is the same.
In §6.2 we solve the Helmholtz equation to evaluate the constrained magnetisation.
Using this result we calculate the various constributions to the binding potential func-
tional, §6.3. In §6.4 we make a few comments on tricritical wetting.
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6.2 Evaluation of the Constrained Magnetisation
Our starting point is the LGW Hamiltonian with coupling to a surface field and enhance-
ment
HLGW[m] =
∫
dr
[
1
2
(∇m)2 +∆φ(m)
]
+
∫
dsψ
[
−h1m+ c
2
m2
]
. (6.2)
As before, functional minimisation leads to the Euler-Lagrange equation
∇2δmΞ = κ2δmΞ (6.3)
with boundary conditions
δmΞ(rl−) = −m0, (6.4)
δmΞ(rl+) = m0, (6.5)
δmΞ(∞) = 0, (6.6)
nψ · ∇δmΞ(r)|ψ = −h1 + cmΞ(r)|ψ . (6.7)
Above the interface the solution is the same as before:
mΞ = −m0 +m0 . (6.8)
In the wetting layer we, again, try the ansatz
δmΞ = A +B (6.9)
where A and B are operators independent of r. Using this ansatz the magnetisation at
the interface is
δmΞ(rl−) = A+B (6.10)
and at the wall we have
δmΞ(rψ) = A +B. (6.11)
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To evaluate the normal derivative of the magnetisation at the wall we introduce an ap-
proximation: we consider that δm is nearly constant at the substrate. This can be though
of as a first step in a perturbation theory on the transverse gradient of the magnetisation
at the wall but it is good enough for our purposes. With such an approximation, the gra-
dient at the wall is parallel to the normal at every point of the substrate and the normal
derivative is easy to evaluate. The calculation for a spherical configuration is enough to
pick up the relevant contributions of the curvature. Consider
∂
∂r
=
∂
∂r
R
R + r
e−κr = − (κ+ 1/R) (6.12)
Similarly
∂
∂r
= (κ− 1/R) (6.13)
Returning to our derivation we have
nψ · ∇δmΞ(r)|ψ =
(
κ− 1
R
)
A −
(
κ+
1
R
)
B. (6.14)
We use the shorthand notation 1
R
= 1
2
(
1
Rψ1 (rψ)
+ 1
Rψ2 (rψ)
)
, with Rψ1 (rψ) and R
ψ
2 (rψ) the
radii of curvature of the substrate at r, to ease the notation. The boundary condition at
the wall is then(
κ− 1
R
)
A −
(
κ+
1
R
)
B = cA + cB − (h1 − cm0) (6.15)
which is more conveniently expressed as
A +B = δm∗1 (6.16)
where we use δm∗1 to highlight the similar role to δm1 of this operator. Later we will
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express this diagrammatically so we define two new diagrams:
≡ −κ− c−
1
R
κ+ c+ 1
R
, (6.17)
≡ δm∗1 ≡
h1 − cm0
κ+ c+ 1
R
. (6.18)
Following a, by now, familiar route the equations for the boundary conditions define what
formally looks like a system of two non-homogeneous linear equations. Noticing this, we
write 
1
1

(
A
B
)
=
(
−m0
δm∗1
)
(6.19)
which has the formal solution
(
A
B
)
=
1−

−1

1 −
− 1

(
−m0
δm∗1
)
. (6.20)
Using the same operator expansion as before (4.63) we get
A = −m0 − −m0 − − · · · (6.21)
B = δm∗1 +m0 + +m0 + · · · (6.22)
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which leads to our result for the constrained magnetisation
δmΞ = +m0 + + · · ·
−
m0 + +m0 + · · · . (6.23)
It is obvious that the structure of the expression for the magnetisation is the same thanks
to the new diagrams we introduced. This will be reflected in the end result for the binding
potential.
6.3 Contributions to the Binding Potential
We can now use the result for the constrained magnetisation in the LGW Hamilto-
nian (6.2) to get the Interfacial Hamiltonian. As previously, the divergence theorem
provides a direct route for this calculation. Using it we can express the LGW Hamilto-
nian as
HLGW[mΞ] =
∫
l−
dsl−
(
1
2
δmΞ∇δmΞ
)
· nl −
∫
l+
dsl+
(
1
2
δmΞ∇δmΞ
)
· nl
−
∫
ψ
dsψ
(
1
2
δmΞ∇δmΞ
)
· nψ +
∫
ψ
dsψ
(
−h1mΞ + c
2
m2Ξ
)
· nψ. (6.24)
In the next subsections we evaluate each of these terms in turn, collecting the final result
in the end.
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6.3.1 Above the Interface
Above the interface the result is the same as (4.82). We reproduce the result here for
convenience
−
∫
l+
dsl
(
1
2
δmΞ∇δmΞ
)
· nl = κm
2
0
2
∫
l+
dsl
(
1 +
1
κR
)
(6.25)
=
Σαβ
2
∫
l
dsl +
m20
4
∫
l
dsl
(
1
Rl1
+
1
Rl2
)
. (6.26)
As before, this generates half the interfacial tension of the free αβ interface, Σαβ = km
2
0,
and an apparent bending modulus which will cancel later.
6.3.2 Below the Interface
The evaluation below the interface is also formally the same as previously. Grouping the
diagrams two by two we write∫
l−
dsl−
(
1
2
δmΞ∇δmΞ
)
· nl = m
2
0
2
∫
l−
dsl∇
+
m0
2
∫
l−
dsl∇
 −

+
m20
2
∫
l−
dSl∇
 −
 · · · (6.27)
which evaluates as
κm2o
2
∫
l−
dsl − m
2
0
4
∫
l−
dsl
(
1
Rl1
+
1
Rl2
)
+ κm0 + κm
2
0 + · · · . (6.28)
This expression is very similar to the one obtained before, only with extra contributions
to the diagrams at the wall because of the coupling to the surface field and enhancement.
The first term is the other half of the interfacial tension of the free αβ interface, the
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second is a bending modulus that cancels with the one obtained previously and the other
diagrams contribute to the binding potential.
6.3.3 At the Wall
There are two terms at the wall. We can combine these to make the evaluation more
direct: ∫
ψ
dsψ
(
−h1mΞ + c
2
m2Ξ −
1
2
δmΞ∇δmΞ
)
. (6.29)
Using the boundary condition at the wall this simplifies to∫
ψ
dsψ
(
−h1 − cm0
2
δmΞ − h1m0 + c
2
m20
)
, (6.30)
which is very easy to evaluate
∫
ψ
dsψ
(
−h1 − cm0
2
δmΞ
)
= −h1 − cm0
2
+ m0
h1 − cm0
2
 −

+
h1 − cm0
2
 −
+ · · · . (6.31)
We can further simplify this by using the diagram relation exemplified by the following
relation
(h1 − cm0)
 −
 = 2κ , (6.32)
which gives the result
∫
ψ
dsψ
(
−h1 − cm0
2
δmΞ
)
= −h1 − cm0
2
+ κm0 + κ + · · · . (6.33)
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6.3.4 The Complete Result
Collecting all the results from the sections above we finally get the binding potential. We
collect only the diagrams that span the wetting layer, as the others are related to the
wall-β interface and do not contribute to the wetting behaviour. Our final result is
W [l, ψ] = 2κm0 + κm
2
0 + κ + · · · . (6.34)
Thus the structure of the binding potential functional is the same as in our first paper,
albeit with some differences in the coefficients.
With a constant surface magnetisation there is only a continuous, critical wetting
transition when δm1 = 0. With a surface field there are three parameters to control,
which allows critical (c < κ) and first-order wetting (c > κ) at a planar wall, the same
conditions we had before for the Landau theory (§2.6). These two types of wetting
transitions are separated by a tricritical wetting transition at c = κ. In the next section
we comment briefly the possible NL effects at tricriticality.
6.4 Tricritical Wetting
To study tricritical wetting (Pandit & Wortis, 1982; Pandit et al., 1982; Nakanishi &
Fisher, 1982) one must go beyond the DP approximation and include a surface field.
None of these requirements are specific to the NL model. The failure of the DP close to
a tricritical wetting transition is due to the quadratic form of the potential. The terms in
front of higher order diagrams are the same as for the lower order (as we saw explicitly
in §4.4) and thus all go to zero at the same time. The necessity to include a surface field
is obvious from the result of the previous section, equation (6.34).
When c = κ the coefficient in front of the Ω21 cancels (for a planar wall) and terms of
order O(e−3κl) become important. There are several diagrams at this order but the only
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one that does not vanish at t = 0 is
=
∫∫∫
ds1ds2ds3e
−κl1e−κl2e−κl3T (x12, x23, x13) (6.35)
which is generated by a cubic interaction in the bulk potential. This diagram describes
an effective three-body interaction (Parry et al., 2007)
T (x12, x23, x13) ≈ λ123 exp(−λ123(x212l3 + x223l1 + x213l2)) (6.36)
with
λ123 =
κ
2(l1l2 + l2l3 + l1l3)
. (6.37)
We expect the RG analysis of this diagram to follow along the lines of Parry et al.
(2004). Note that the range of this three-body interaction increases as l → ∞ (like in
the Ω21 diagram) implying that NL effects play an important role in the tricritical wetting
transition. A thorough analysis of these effects is left for future work.
6.5 Summary and Outlook
We have extended our derivation of the binding potential functional to include a coupling
to a surface field and enhancement. The end result shows that the structure of the
Nonlocal Model is robust. All elements are now in place for the study of tricritical
wetting.
In the next chapter we continue to extend the NL model, this time by including a
longer range substrate potential that extends into the bulk regions.
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Chapter 7
Long-Ranged Substrate Potential
7.1 Introduction
We continue to extend the Nonlocal Model. In this chapter we include a substrate-fluid
interaction that extends into the bulk. Our result is rather general and even though the
number of diagrams in the binding potential functional increases enormously it is still
clear what the results mean. The tools are the same as before: the diagrammatic method
and the Feynman-Hellman theorem.
In §7.2 we evaluate the constrained magnetisation in the presence of a substrate field
and use this result to get the binding potential functional. In §7.3 we calculate in more
detail the binding potential for an exponentially decaying substrate potential and in §7.4
we do the same for a power law decay. We finalise by calculating the binding potential
functional off-coexistence, §7.5.
7.2 Derivation of the Binding Potential
Once again our starting point is the LGW Hamiltonian, now with an extra term modelling
a substrate potential:
HLGW[m] =
∫
dr
[
1
2
(∇m)2 +∆φ(m)− ηV (r)m
]
(7.1)
where η is a parameter controlling the strength of the substrate field. The only constraint
to the functional form of V (r) is that V (z → ∞) = 0. We name this a long range
substrate potential by opposition to the usual surface (or contact) potential. It must not
be taken to mean long range as in power law decaying. In fact the same formalism is
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valid for an exponentially decaying and a power law decaying substrate potential. A mean-
field evaluation of the constrained magnetisation leads to the inhomogeneous Helmholtz
equation:
∇2δmΞ = κ2δmΞ − ηV (r) (7.2)
with the boundary conditions δmΞ(∞) = 0, δmΞ(rl+) = m0, δmΞ(rl−) = −m0 and
δmΞ(rψ) = δm1. Recall that K(r, r
′) = −2κG(r, r′), where G(r, r′) is the Green’s
function of the Helmholtz operator ∇2 − κ2. By the standard techniques of theory of
PDEs we know that the solution to the inhomogeneous equation is the solution to the
homogeneous one plus a particular solution, which is an integral over the Green’s function.
Above the interface the solution to the inhomogeneous equation can be expressed in
terms of K(r, r′) as
δmΞ = A +
η
2κ2
∫
V +
dr′ κK(r, r′)V (r′). (7.3)
Where we included a κ inside the integral to make the notation consistent with the one
in chapter 5 and the integral is over the semi infinite region above the interface. We can
bring this new integral within the diagrammatic formalism by introducing a new diagram
≡ V (r). (7.4)
We represent it as a dotted line connecting to the volume occupied by the substrate as this
is suggestive of the most important applications of this extended model. Note however
that as long as V (r) → 0 as z → ∞ our result is valid in general. The previous ansatz
can be expressed diagrammatically as
δmΞ = A +
η
2κ2
. (7.5)
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Solving for A with the familiar diagrammatic methods
A = m0 − η
2κ2
(7.6)
with the result
δmΞ = m0 +
η
2κ2
 −
 . (7.7)
As usual the solution for the region between the substrate and the interface is a bit
more laborious but not difficult. We expect the solution to be of the form
δmΞ = A +B +
η
2κ2
. (7.8)
Using the boundary conditions we have
A+B +
η
2κ2
= δm1 (7.9)
A +B +
η
2κ2
= −m0. (7.10)
Because of the linearity of the equations we know that A = A(0)+Aη and B = B(0)+Bη,
where the subscript (0) refers to the solution when η = 0. Writing this in matrix form we
have  1
1

(
Aη
Bη
)
= − η
2κ2


. (7.11)
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Inverting this matrix as before (see chapter 4) we get
Aη = − η
2κ2
 − + − · · ·
 (7.12)
Bη = − η
2κ2
 − + − · · ·
 . (7.13)
Notice that the sign alternates between positive and negative in these expressions. Our
result for the constrained magnetisation is then
δmΞ = δm
(0)
Ξ +
η
2κ2
[
− − + +
− − + · · ·
]
(7.14)
where δm(0) is the solution with η = 0, equation (4.66). Notice that the sign in front of a
group of two diagrams alternates.
We could now follow the method used in chapter 4, replace this solution back into the
LGW Hamiltonian and use the divergence theorem to simplify the expressions. A more
direct route is to use the Feynman-Hellman theorem again:
∂W
∂η
= −1
κ
∫
dr κmΞV =
2m0
κ
− 1
κ
∫
dr κδmΞ (7.15)
giving immediately
W = W (0) +
2m0η
κ
+
η
κ
W (1) +
η2
4κ3
W (2) (7.16)
with W (0) being the nonlocal potential with no field (equation 4.89) and W (1) and W (2)
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are defined below. The remaining term is the diagrammatic representation of the often
used sharp kink approximation.
Consider now W (1), by definition
W (1) ≡ −
∫
dr κδm
(0)
Ξ . (7.17)
Doing this integral diagrammatically corresponds simply to attach the diagram repre-
senting V (r) to the solutions in zero field and fill the white circle (thus doing the volume
integration). Following this procedure it is clear that
W (1) = −m0 + δm1
−
δm1 +m0 + δm1 + · · ·

+m0 + δm1 +m0 + · · · (7.18)
where we added the extra term δm1 so that W
(1) goes to zero when the interface
unbinds. In a similar fashion W (2) is obtained simply by attaching the diagram represent-
ing V to the remaining terms in equations (7.7) and (7.14) and filling the white circle. If
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we do this we obtain:
W (2) = 2 + −
+
 +
− 2
+
 +
− 2 + · · · . (7.19)
Once again we add a term so that W (2) goes to zero when the interface unbinds.
We also used
2 = − − + constant. (7.20)
Equation (7.16), together with (7.18) and (7.19), is our desired result. The new expression
for the binding potential is certainly more complex than in the simple Nonlocal Model
but the diagrammatic structure is quite clear and calculations for specific cases are now
straightforward.
7.3 Short-Range Substrate Potential
In this section we calculate the binding potential for an exponentially decaying substrate
potential V (r) = e−λz, as considered by Aukrust & Hauge (1985) (AH). It is known
that in the CW model such an extra term has interesting consequences, for example non-
universality even at mean-field level. In the NL model this type of substrate potential
also has interesting consequences for the wetting transition. We’ll start by calculating the
substrate potential for a planar and a spherical substrate at mean-field level. At the end
of this section we explore some of the aforementioned consequences of this potential for
the theory of wetting in 3D.
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Let’s start with planar wall and interfacial configurations. Due to the fact that both
the substrate potential and the Green’s function decay exponentially we can carry the
calculation of the binding potential all the way through and resum all the terms in the
end. The first step is to calculate the contribution of each individual diagram. This is
very easy:
= Awκ
∫ l
0
dz e−κze−λz = Aw
κ
κ+ λ
(
1− e−(κ+λ)l) , (7.21)
=
√
AwAαβκ
∫ l
0
dz e−κ(l−z)e−λz =
√
AwAαβ
κ
κ− λ
(
e−λl − e−κl) , (7.22)
=
√
AwAαβκ
∫ ∞
l
dz e−κ(z−l)e−λz =
√
AwAαβ
κ
κ+ λ
e−λl, (7.23)
=
√
AwAαβκ
∫ ∞
l
dz e−λz =
√
AwAαβ
κe−λl
λ
, (7.24)
where as before Aw and Aαβ are the areas of the wall and the interface. At this stage
the distinction is irrelevant but later on we will see that it makes the relation to the case
of a spherical interface very clear. Each extra tube for the other diagrams just makes a
contribution of e−κl, for example
= e−2κl . (7.25)
Recalling that
∞∑
n=0
e−2nκl =
1
1− e−2κl (7.26)
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we see that we can sum series of like diagrams, e.g.,
+ + + · · · = (1 + e−2κl + e−4κl + · · · ) (7.27)
= Awκ
1− e(κ+λ)l
(κ+ λ)(1− e−2κl) . (7.28)
It is now easy to evaluate the substrate potential. Starting with W (1):
W (1) = κδm1Aw
[
− (1− e
−(κ+λ)l)
(κ+ λ)(1− e−2κl) +
(e−λl − e−κl)e−κl
(κ− λ)(1− e−2κl) +
1
κ+ λ
]
+ m0
√
AwAαβ
[
− e
−λl
κ+ λ
+
(e−λl − e−κl)
(κ− λ)(1− e−2κl) −
e−κl(1− e−(κ+λ)l)
(κ+ λ)(1− e−2κl)
]
(7.29)
=
2κ2
κ2 − λ2
e−λl − e−κl
1− e−2κl (m0
√
AwAαβ + Awδm1e
−κl)−√AwAαβ 2κm0e−λl
κ+ λ
. (7.30)
Similarly we get
W (2) = Awκ
2 (2κ)
2
(κ2 − λ2)2
(e−λl − e−κl)2
1− e−2κl . (7.31)
The same calculations can be carried for a spherical substrate. In this case the integrals
can also be calculated exactly but the result is very transparent if we ignore terms up to
O(e−κR) and O(e−λR), with R the radius of curvature of the substrate. As an example:
' 4piR(R + l)eλReκ(R+l)κ
(
1− 1
λR
)∫ ∞
R+l
dr e−(λ+κ)r
' √AwAαβ κ
κ+ λ
e−λl
(
1− 1
λR
)
. (7.32)
Thus the result for a spherical substrate is very simple indeed. Thanks to the way we
expressed the area dependences for the planar case, the result is almost exactly the same,
just with an extra curvature term! The terms inW (2) have a different curvature coefficient
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'
(
1− 1
λR
)2
(7.33)
which comes from the “double interaction” with the substrate. The only term for which
this rule does not apply is the sharp kink interaction:
'√AwAαβ κe−λl
λ
(
1 +
1
λ(R + l)
)(
1− 1
λR
)
(7.34)
It is now a trivial exercise to resum the diagrams.
We now focus the attention on the effect of the exponentially decaying substrate
interaction on the 3D wetting transition. In the standard theory the addition of such
an interaction leads to the curious result that the exponents are non-universal, even at
mean-field level (Aukrust & Hauge, 1985), as we saw in §2.3.
In the NL model something similar happens but with more dramatic consequences.
Again if λ > 2κ the AH term is irrelevant and the nonlocal model as described previously
is valid. If λ < κ, the new term is dominant and the order of the transition is changed.
In the intermediate case something new happens: if κ < λ < 2κ the dominant terms in
the binding potential are approximately
W '
(
2κm0δm1 − ηm0
κ− λ −
ηm0
κ+ λ
)
+ ηm0
(
1
κ− λ −
1
κ+ λ
)
+
2ηm0
λ
∫
dx e−λl + · · · (7.35)
All these terms are local and so the effects of nonlocality for the critical behaviour should
become irrelevant. This means that the previous theory (i.e. the AH model) should be
valid in this parameter region and thus the predictions of the RG analysis of this model
(Hauge & Olaussen, 1985) should be easily observed. In a sense, the AH potential allows
us to “switch off” nonlocality!
Or so it seems. In fact a more careful analysis of the correlation function reveals that
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there are “two sources” of nonlocality: one explicit in the binding potential and a more
subtle one that is important to formulate a Ginzburg criteria for the surface magnetisation,
as we will see in §8.5. It seems that completely turning off nonlocal effects is not possible
but doing simulations with an AH potential in such a parameter range that the binding
potential is local might provide more insight into the Nonlocal Model as we will discuss
later (§8.5).
As a preliminary calculation to facilitate a future simulation of this we calculate the
phase boundary (i.e. the surface field) at mean-field level for a planar substrate with
an AH potential. The procedure is the same as followed by Parry et al. (2006b). By
definition
σwα(l;m1) = σwβ(m1) + σαβ +W (l;m1) (7.36)
and minimisation of σwα(l;m1) with respect to m1 yields
σwα(l) = σwβ + σαβ +W (l) (7.37)
defining W (l), whose first term is zero at the phase transition. It is sufficient to write
W (l;m1) =
(
2κm0δm1 + η
2κm0
λ2 − κ2
)
e−κl + · · · (7.38)
Note also that the interfacial tension of the free interface is known, σαβ = κm
2
0.
The first step is to calculate σwβ. By definition
σwβ(m1) =
∫ ∞
0
dz
{
1
2
(
dm(m1)
dz
)2
+∆φ(m(m1))− ηm(m1)e−λz
}
+ φw(m1) (7.39)
with φw(m1) = cm
2
1/2− h1m1. From equation (7.14) with the interface at infinity,
m(m1) = m0 + (m1 −m0) + η
2κ2
 −
 (7.40)
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giving
σwβ(m1) =
κ
2
(
m1 −m0 + η
λ2 − κ2
)2
+
η2(3λ2 − κ2)
4λ(λ2 − κ2)2
− λη
λ2 − κ2
(
m1 −m0 + η
λ2 − κ2
)
− ηm0
λ
+
c
2
m21 − h1m1 (7.41)
the minimum is at
m1 = Λ+m0 − η
λ2 − κ2 (7.42)
with
Λ =
h1 − cm0
κ+ c
+ η
λ+ c
λ2 − κ2 (7.43)
Using these results we can calculate the minimum of σwα(l;m1) which is at:
m1 = Λ +m0 − η
λ2 − κ2 −
2κm0
κ+ c
e−κl (7.44)
replacing back in equation (7.36)and collecting the terms of order O(e−κl) we get
W (l) =
2κm0
κ+ c
(
h1 − cm0 + η c+ λ
λ2 − κ2
)
e−κl + · · · (7.45)
thus the critical surface field is
hc1 = cm0 − η
c+ λ
λ2 − κ2 (7.46)
7.4 Long-Range Substrate Potential
We now calculate the binding potential for a long range substrate potential, V (r) = z−n.
The calculation of the diagrams at MF level, as in the previous section, does not present
any difficulty but, unlike previously, the result is not particularly elegant or insightful.
On the other hand we can calculate the contributions to the binding potential beyond the
sharp-kink approximation, confirming that these are irrelevant for the critical behaviour.
We end this section by making contact with results known in the literature (Dietrich &
Napio´rkowski, 1991).
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To be able to calculate the integrals for a planar wall and a nonplanar interface we
assume that the only relevant contribution of the departure from a planar interface is in
the measure of the integral over the area of the interface, i.e.
√
1 + (∇l)2 ' 1 + (∇l)2/2.
Thus we get
' κ
∫
dx
∫ ∞
l(x)
dz z−n =
κ
n− 1
∫
dx l(x)−(n−1), (7.47)
' κ2
∫
dx
∫ l(x)
0
dz1
∫ ∞
l(x)
dz2 z
−n
1 z
−n
2 e
−κ(z2−z1)
=
∫
dx
[
l(x)−2n +O
(
l−(2n+2)
)]
, (7.48)
' κ
∫
l
dsl
∫ l(x)
0
dz z−neκz =
∫
l
dsl
∞∑
i=0
(n− 1 + i)!
(n− 1)!
l(x)−(n+i)
κi
, (7.49)
' κ
∫
l
dsl
∫ ∞
l(x)
dz z−ne−κ(z−l(x))
=
∫
l
dsl
∞∑
i=0
(−1)i (n− 1 + i)!
(n− 1)!
l(x)−(n+i)
κi
, (7.50)
' κ2
∫
l
dsl
[∫ ∞
l(x)
dz e−κ(z−l(x))z−n
]2
=
∫
l
dsl
[
l(x)−2n +O
(
l−(2n+1)
)]
,(7.51)
' κ2
∫
l
dsl
[∫ l(x)
0
dz e−κ(l(x)−z)z−n
]2
=
∫
l
dsl
[
l(x)−2n +O
(
l−(2n+1)
)]
. (7.52)
Where we discarded the divergent behaviour of the integrals close to the wall, an artifact
of the simple form of the substrate potential. We could easily solve these difficulties
by introducing a small distance from the wall at which the potential becomes a finite
constant. All other terms are irrelevant as they are at least order O(e−κl). Also notice
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that the first two diagrams do not contribute to Σ(l).
Thus we have
W (l) =
2m0η
n− 1 l
−(n−1) +
2m0ηn
κ2
l−(n+1) + · · · (7.53)
and
Σ(l) =
2ηm0n
κ2
l−(n+1) +
2ηm0n(n+ 1)(n+ 2)
κ4
l−(n+3) +
η2
2κ3
l−2n + · · · . (7.54)
The fact that all the terms have the same sign is of relevance. If we use
V (r) = −z−n1 + η2z−n2 (7.55)
with n2 > n1 and η2 > 0 we see that the relevant terms for the binding potential are always
the ones given by the sharp-kink approximation thus the extra terms are irrelevant for
the critical behaviour.
In Dietrich & Napio´rkowski (1991) the binding potential for a system with van der
Walls forces between fluid particles and between these and the wall was evaluated beyond
the sharp-kink approximation. We can compare the results by considering that short
range forces are the limit of long-range ones with the exponent tending to infinity and
that the shape of the free interface is a symmetric hyperbolic tangent. In Dietrich &
Napio´rkowski (1991) the fluid-fluid interaction is
t(z) = −
∑
n≥3
tnz
−n (7.56)
where the tn are constants and the substrate-fluid interaction
V (z) = −
∑
n≥3
unz
−n (7.57)
with constants un. The result for the binding potential is
W (l) =
4∑
n=2
anl
−n +O(l−5 ln l) (7.58)
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with
a2 =
1
2
∆ρ(ρwu3 − ρlt3), (7.59)
a3 = a
(0)
3 − 2a2d(1)lg , (7.60)
a4 = a
(0)
4 − 3a3d(1)lg + 3a2(d(2)lg − 2(d(1)lg )2), (7.61)
a
(0)
3 =
1
3
∆ρ(ρwu4 − ρl(t4 + 3t3d(1)wl )), (7.62)
a
(0)
4 =
1
4
∆ρ(ρwu5 − ρl(t5 + 4t4d(1)wl + 6t3d(2)wl )). (7.63)
Here ρl is the bulk liquid density, ∆ρ is the difference of density between liquid and gas,
ρw is the density at the wall. Also
d
(i)
wl = i
∫ ∞
0
dz zi−1 (1− ρwl(z)/ρl) , (7.64)
d
(i)
lg =
i
∆ρ
∫ ∞
−∞
dz zi−1
(
ρlg(z)− ρshk∞ (z)
)
(7.65)
where ρwl(z), ρlg(z), ρ
shk
∞ (z) are the wall-liquid and liquid-gas and the sharp-kink profiles
respectively. For short-range fluid-fluid forces tn = 0 (SR considered as the limit of LR
forces with the exponent going to infinity), d
(1)
lg = 0 (from the symmetry of the tanh
profile) and d
(2)
lg 6= 0. If V (z) = ηz−3 we have
a2 =
1
2
∆ρρwu3, (7.66)
a3 = 0, (7.67)
a4 = 3a2d
(2)
lg , (7.68)
which agrees with our result W (l) = al−2 + bl−4 + · · · , with a and b constants.
7.5 Bulk Field
For completeness we derive the binding potential for a system off-coexistence, i.e. with a
constant bulk field, V (r) = h < 0. Equation (7.16) is not applicable in this situation (as
the value of the magnetisation of the bulk phase is now changed) but we can use the same
150
Long-Ranged Substrate Potential
methods. The value of the magnetisation at the bulk is m = −m0 + h/κ2 and defining
δm =
{
m−m0 − hκ2 , m > 0
m+m0 − hκ2 , m < 0
(7.69)
the MF equation is now homogeneous
∇2m = κ2δm (7.70)
and the boundary conditions are
δm(∞) = 0, (7.71)
δm(rl+) = m0 − h
κ2
, (7.72)
δm(rl−) = −m0 − h
κ2
, (7.73)
δm(rψ) = δm1 − h
κ2
. (7.74)
The solution above the interface is
δm(r) = (m0 − h
κ2
) (7.75)
and below the interface
δm(r) = (δm1 − h
κ2
) + (m0 +
h
κ2
) + (δm1 − h
κ2
) + · · ·
−
(
(m0 +
h
κ2
) + (δm1 − h
κ2
) + (m0 +
h
κ2
) + · · · . (7.76)
Again with the help of the Feynman-Hellman theorem, we get
∂W
∂h
= −1
κ
∫
dr κmΞ = −2m0l − 1
κ
∫
dr κδmΞ (7.77)
151
Long-Ranged Substrate Potential
Since in the diagrammatic representation the integration over the volume corresponds
just to fill the white circle we get
W (l) = W (0) − 2m0hl − h
κ
(m0 − h
2κ2
) (7.78)
− h
κ
(
(δm1 − h
2κ2
) + (m0 +
h
2κ2
) + (δm1 − h
2κ2
) + · · ·
+
h
κ
(
(m0 +
h
2κ2
) + (δm1 − h
2κ2
) + (m0 +
h
2κ2
) + · · · .
Notice that we we include a κ inside the integral over the volume to make the notation
consistent with chapter 5. For a planar wall and interfacial configuration there is a large
cancellation of diagrams and the result is much simpler
W (l) = W (0) − 2m0hl − h
(
m0 − h
2κ2
)
e−κl (7.79)
7.6 Summary and Outlook
We generalised the NL model to include a bulk field and a long ranged substrate-fluid
interaction. The number of diagrams in the binding potential is much bigger but it is
still easy to do the book-keeping. We used this result to calculate the binding potential
for a number of specific cases, both for a short range (exponentially decaying) and a long
range (power law decaying) substrate potential.
In the next chapter we will explore the relevance of NL effects for the correlations at
a hard wall and the consequences of this. We will show that the NL model satisfies the
sum rules for complete wetting and also reformulate the Ginzburg criteria to explain why
nonlocality shrinks the critical region. We’ll also explore the NL effects at a capillary slit.
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Chapter 8
Sum Rules, Correlation Functions and the
Nonlocal Model
8.1 Introduction
We saw in §3.4 that nonlocal effects have consequences for the correlations close to the
wall. However the physical mechanism behind this remains obscure. In this chapter we
will see that a further lengthscale ξNL =
√
l/κ is responsible for the dampening of the
fluctuations close to the wall. This forces us to revisit the Ginzburg criteria and explain
the results of the simulation of the NL model, figure 3.2. This lengthscale is present in
a microscopic theory for which (thanks to the simplicity of the DP approximation) we
can calculate explicitly the correlation function. The same result can be recovered within
the Nonlocal Model, with a clear and appealing physical interpretation. From this it is
straightforward to show that the NL model satisfies the sum rules at complete wetting.
The same analysis is done for a substrate with an AH potential. We also use the same
methods to calculate the correlations at a capillary slit.
In the next section we do the full calculations for G(z1, z2;Q) using a DP approxima-
tion. The same result is recovered in §8.3 using the NL model and we show that it satisfies
the hard-wall sum rules. In §8.4 we revisit the Ginzburg criteria and argue that a new
lengthscale is responsible for the very small critical region at the 3D wetting transition.
A similar analysis is done in §8.5 for the AH model. We finish this chapter by looking at
correlations at a capillary slit, revealing interesting NL effects also in this system.
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8.2 Correlation Function of the LGW Model
At MF level the correlation function satisfies the OZ integral equation (see for example
Evans (1990)) ∫
dr3G(r1, r3)C(r3, r2) = δ(r1 − r2) (8.1)
where
C(r3, r2) = β
δ2H
δm(r1)δm(r2)
= −β∇2r1 + βφ′′(m(r1)) (8.2)
is the direct correlation function. Thus the OZ equation is
[−∇2r1 + φ′′(m(r1))]G(r1, r2) = kBTδ(r1 − r2) (8.3)
or, doing a transverse Fourier transform,
[−∂2z1 +Q2 + φ′′(m(r1))]G(z1, z2;Q) = kBTδ(z1 − z2). (8.4)
Using DP the calculation can be carried out exactly and we do this in what follows.
Amazingly the same can be done for a full “m4” potential (Romero-Enrique, 2007c), using
the results of Bre´zin et al. (1983a) . We will not do so as the algebra is more cumbersome
and exactly the same conclusions can be drawn from the DP result. A subtle point is that
the second derivative of the DP includes a Dirac delta function that cannot be discarded
in order to obtain sensible results:
φ′′(m) = κ2 − 2κ2m0δ(m). (8.5)
We will need to convert the delta function in m into a delta function in z
δ(m) =
δ(z − l)
|m′(z)| . (8.6)
Using equations (8.5) and (8.6), expression (8.4) becomes[
−∂2z1 +Q2 + κ2 −
2κ2m0
|m′(z)|δ(z1 − l)
]
G(z1, z2;Q) = kBTδ(z1 − z2). (8.7)
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This equation must be solved subject to the conditions G(0, z2;Q) = 0 (we are using
fixed magnetisation at the wall) and G(∞, z2;Q) = 0. In practice we solve the homoge-
neous equation and ensure that G is continuous and satisfies the delta functions at z1 = z2
and z1 = l. The general solution is
G(z1, z2;Q) =

A sinh(κqz1) ; z1 < z2 < l
Be−κq(z1−z2) + Ce−κq(l−z1) ; z2 < z1 < l
De−κq(z1−l) ; z2 < l < z1
(8.8)
where κq =
√
κ2 +Q2. Using the appropriate boundary conditions at z2 and l we have
the system of linear equations
A sinh(κqz2)−B − Ce−κq(l−z2) = 0 (8.9)
Aκq cosh(κqz2) +Bκq − Cκqe−κq(l−z2) = kBT (8.10)
Be−κq(l−z2) + C −D = 0 (8.11)
−Bκqe−κq(l−z2) + Cκq +Dκq = 2κ
2m0
|m′(l)|D. (8.12)
We only need to calculate A. This is not a difficult task, it just involves a few pages
of straightforward algebra and some patience. We jump to the end result which can be
split into singular and regular contributions. The singular contribution is what we are
interested in and the regular part is the same as the correlation function on a thin film,
with the interface constrained at l:
Greg(z1, z2;Q) =
kBT sinh(κq(l − z2)) sinh(κqz1)
κq sinh(κql)
. (8.13)
The singular part is
Gsing(z1, z2;Q) =
kBT sinh(κqz1) sinh(κqz2)
eκql sinh(κql)
1
κq − κ2m0|m′(l)| (1− e−2κql)
(8.14)
The derivative of the profile at l is easily calculated as m′(l) = −κm0 − |h|/κ. When
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l, z1, z2 À 1/κ, |h| ¿ κ2m0 and Q¿ κ we can write the correlation function as
Gsing(z1, z2;Q) ≈ kBT Ψ(z1;Q)Ψ(Z2;Q)
E(l;Q)
(8.15)
where we define
Ψ(z;Q) ≡ κm0 e−κq(l−z) ≈ κm0e−κ(l−z)eQ2 l2κ (8.16)
E(l;Q) ≡ 2κm0|h|+ 2κ3m20 e−2κl e−Q
2l/κ + ΣαβQ
2. (8.17)
From this result we can identify two diverging lengthscales: the usual parallel correlation
length ξ‖ ≡
√
Σαβ/E(l; 0) and a second, “nonlocal”, length ξNL ≡
√
l/κ. It is obvious
that this new lengthscale will have a dramatic influence on the size of the critical region.
Before we explore this let us show that the NL model recovers equation (8.15).
8.3 Correlations and Sum Rules Within the Nonlocal Model
Following the reasoning of the Henderson ansatz (§2.8) we suppose that the important
fluctuations of the magnetisation are due to the distortions of the interface. Once again
δl(x) : m(z)→ m(z− δl(x)), only now we know that the magnetisation at a point, given
an interfacial configuration, is nonlocal and given at lowest order by m0 . Thus the
correlations within the NL model can be expressed as
Gsing(r1, r2) = m
2
0∂
2
z1,z2
(8.18)
The top straight line still represents the interface as before but at its MF position. The
wiggly line represents 〈δl(x1)δl(x2)〉, i.e. the correlations due to interfacial fluctuations.
Using the Fourier transform of K
K(l;Q) =
κ
κq
e−κql (8.19)
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we can do the Fourier transform of G and recover the same expression as for the full
model, equation (8.15).
We are now in the position to examine the consequences for the complete wetting sum
rule. For complete wetting, close to the wall we have
Gsing ∝ h
2
2κm0|h|+ ΣαβQ2 e
−Q2ξ2NL (8.20)
If we expand in powers of Q we can readilly identify the second moment
G2(0, 0) ∝ Σαβ + 2κm0|h|ξ2NL (8.21)
which includes the appropriate singular contribution |h|l, satisfying the sum rule (2.145).
Notice that the exponential dampening term with the NL lengthscale is directly respon-
sible for the singular contribution.
8.4 Ginzburg Criteria for the Nonlocal Model
Consider now the case of critical wetting. We saw in §3.4 that the result of the Ising model
simulations can be explained by arguing that they were unable to reach the critical region.
This is not due to a simple Ginzburg criteria, as proposed by Halpin-Healy & Bre´zin
(1987), but because NL effects seem to make fluctuations at the surface much weaker
than expected. We can now understand the physics of this phenomena, using (8.15).
The correlations between two points at the wall are given by
G(0, 0;Q) ≈ kBT
2κ
e−Q
2ξ2NL
e−Q2ξ2NL +Q2ξ2‖
. (8.22)
As we saw in §2.7 the formulation of the Ginzburg criteria depends upon calculation of
expressions like
ω
∫ Λ
0
dQ
1
1 + ξ2‖Q
2
=
piω
ξ2‖
ln(1 + Λ2ξ2‖) (8.23)
if the new result for G(0, 0;Q) is used to calculate a Ginzburg criteria for surface quantities
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there will be a very strong dampening of the fluctuations due to the exponential term.
In a rough calculation we can expect the correlations to decay very fast for Q > ξ−1NL,
changing the value of the cutoff
ω
∫ Λ
0
dQG(0, 0;Q) ∼ ω
∫ 1/ξNL
0
dQ
1
1 + ξ2‖Q
2
=
piω
ξ2‖
ln(1 + ξ2‖/ξ
2
NL). (8.24)
We can introduce an effective ωeff that accounts for this
ωeff = ω
ln(1 + ξ2‖/ξ
2
NL)
ln(1 + Λ2ξ2‖)
. (8.25)
From the simulation data of figure 3.2 we can extract an effective value of ωeff(κl)
using the scaling relation m1 ∼ |h|1−1/2ν‖(ωeff). We plot this for the NL and CW models
in figure 8.1 alongside with the result for the Ising model simulations. Comparison with
the theory can be made assuming the validity of the asymptotic result for regime II of
the RG results of the interfacial model (see §2.7)
κl ∼
√
8ω ln(Λξ‖) (8.26)
In figure 8.1 we also plot the theoretical results for three values of the cutoff Λ. The
results are surprisingly good, considering the rough arguments in the Ginzburg criteria.
This argument explains the Ising model simulations but not why the capillary wave
Hamiltonian gives different results from the NL model. Looking back at (8.15) for cor-
relations between two points at the interface we see an extra effect of nonlocality. There
is an exponential dampening term in the denominator as well. This means that large
Q fluctuations have the same spectrum as the free interface, therefore do not “see” the
wall. Conversely the wall only “feels” interfacial fluctuations for small enough Q, which
explains the simulation results.
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Figure 8.1: Numerical simulation results of ωeff as a function of the mean wetting thickness
κ〈l〉 for the capillary-wave model (triangles) and the Nonlocal Model (circles). ω = 0.8,
a = b2 = 0, and b1/κ
2kBT = 2.5. The thick lines are guide to the eyes. The thin lines are
the theoretical result. From Parry et al. (2008a)
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8.5 The Nonlocal Aukrust-Hauge Model
In §7.3 we saw how an AH-like substrate potential could render NL effects in the binding
potential irrelevant. Reasoning naively we could expect that this would “switch off” NL
effects and full non-universal results would be easily observed. To see if this happens
we must formulate the Ginzburg criteria for the AH model. We can do this either using
Henderson’s ansatz or following the same reasoning as in §8.2. If we do the latter we are
led to the same expression (8.14) as before but we must calculate the derivative of the
profile.
Using the results of §7.3 for planar wall and interfacial configuration we obtain
δm(z + l) = m0e
−κz +
η
λ2 − κ2 e
−λl (e−κz − e−λz) (8.27)
above the interface, thus
δm′(l) = −κm0 + η
λ+ κ
e−λl. (8.28)
Using this in (8.14) and expanding for small e−λl we get
Gsing(0, 0;Q) ≈ kBT (κm0)
2e−2κql
−2κm0
(
κη
λ+κ
e−λl
)
+ ΣαβQ2
. (8.29)
A more direct route to this result is to use Henderson’s ansatz and calculate W ′′MF using
the results of §7.3 It is obvious that the exponential dampening is still there so what
is happening? Are nonlocal effects relevant or not? It seems that a full Ising model
simulation would see dampened fluctuations but an interfacial model would not. How to
reconcile the two views?
One possibility is that writting the first two terms in the interfacial Hamiltonian is not
enough to correctly capture the size of the critical region. This is not surprising as the
approach to the critical point is not a universal property and can be model dependent. If
this scenario is correct then the simulation of the AH model truncated after the first two
terms should have a markedly different approach to the assymptotic behaviour than the
very same model with a subdominant NL interaction. In fact preliminary results confirm
this hypothesis and a reduced ωeff is observed when a Ω
2
1 interaction is included in the
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binding potential.
8.6 Testing the Nonlocal Model: Capillary Condensation
We now explore the correlations at a capillary slit. As we will see NL effects manifest
themselves in the higher moments of the correlation function. Once again local models
are insufficient to capture the correct form of the correlations and a NL lengthscale is
present ξNL ≡
√
L/κ, which now depends on the width of the slit L. This has a natural
interpretation as due to a Ω11-like diagram of the interaction between the two interfaces.
This result is not purely academic as it has consequences that can be tested in Ising model
simulations.
Consider two parallel hard walls of infinite area but at a finite distance L. It is well
known that the coexistence line is shifted relative to the bulk, a phenomena known as
capillary condensation or evaporation. The coexistence line is shifted to hco given by the
Kelvin equation
hco ≈ −σαβ cos θ
m0L
. (8.30)
There are corrections to the Kelvin equation from thin adsorption films (Parry & Evans,
1992) but these are not very important. There is a large amount of literature on the
capillary condensation (see Evans et al. (1986); Evans & Marini Bettolo Marconi (1987)
and references therein) but of particular relevance to us is a sum rule for the zeroth
moment of the correlation function
G0(0, L) = −β d
2
dL2
ΩMF(l;L)/A (8.31)
where ΩMF(l;L) is the grand potential per unit area evaluated at MF level.
In a local approximation the singular part of Ω is
W (l1, l2;L) = 2m0|h|(l2 − l1)− a e−κl1 − a e−κ(L−l2) + c e−κ(l2−l1). (8.32)
There is a new term coming from the interaction of between the two interfaces at l1 and l2
(where at equilibrium l2 = L− l1). Doing the derivative we get a third order polynomial
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which we can solve using a recurrence relation to get
e−κl
∣∣
MF
= −2m0|h|
κa
− caκ
2 e−κl
4m20|h|2
+O(e−κL). (8.33)
Inserting this result back we get
d2ΩMF
dL2
≈ ca
2κ2
4m20|h|2
e−κL ∼ e
−κL
|h|2 ∼ L
2e−κL. (8.34)
where we used the Kelvin equation in the last step. This is in itself an intriguing result.
On the condensed side of the transition there is a nearly homogeneous liquid-like phase
and the correlations should be close to the bulk result, thus
Gcondensed0 ∼ e−κL. (8.35)
It is thus clear that the correlations are asymmetric on either side of the phase transition
(by a factor of L2), a result that is unexpected and certainly not true in the bulk. This
asymmetry is clearly due to the presence of the interfaces.
Let us now see if we can recover this result from a microscopic Hamiltonian. The
full G(z1, z2;Q,L) at MF for this system can be calculated using the same methods as
in §8.2. Let us focus on the relevant case with 0 < z1 < l1 < l2 < z2 < L. We
have to solve the matrix equation C · A = B with A> =
(
A1 A2 A3 A4 A5 A6
)
,
B> =
(
0 0 0 0 0 kBT
)
and
C =

sinh(κql1) −e−κql1 −eκql1 0 0 0
C1 κqe
−κql1 −κqeκql1 0 0 0
0 e−κql2 eκql2 −e−κql2 −eκql2 0
0 C2 C3 κqe
−κql2 −κqeκql2 0
0 0 0 e−κqz2 eκqz2 − sinh(κq(L− z2))
0 0 0 −κqe−κqz2 κqeκqz2 κq cosh(κq(L− z2))

(8.36)
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where
C1 = κq cosh(κql1)− 2κ
2m0
|m′(l1)| sinh(κql1), (8.37)
C2 = e
−κql2
(
−κq − 2κ
2m0
|m′(l2)|
)
, (8.38)
C3 = e
κql2
(
κq − 2κ
2m0
|m′(l2)|
)
. (8.39)
Solving this matrix equation is a rather laborious process but it can be easily done in
a few maple commands, reproduced in appendix B. The result is that
G(z1, z2;Q,L) =
2kBTκq sinh(κq(L− z2)) sinh(κqz1)e−κqL(
κ2m0
|m′(l)|
)2
X1 − κq 2κ2m0|m′(l)|X2 + κ2qX3
(8.40)
where
X1 = (1− e−2κql)2 − e−2κqL(1− e2κql)2, (8.41)
X2 = 1− e−2κql − e−2κq(L−l) + e−2κL, (8.42)
X3 = 1− e−2κqL. (8.43)
For L À l À 1/κ and |h| ¿ κ2m0, X1 ≈ X2 ≈ X3 ≈ 1 and, using |m′(l1)| = |m′(l2)| ≈
−κm0 − |h|κ from the single wall profile,
G(z1, z2;Q,L) ≈ 2kBTκq sinh(κq(L− z2)) sinh(κqz1)e
−κqL
κ2(1− 2κq/κ)− 2|h|m0 (1− κq/κ) +
|h|2
κ2m20
(3− 2κq/κ) + κ2q
. (8.44)
Thus
G(0, L) ≈ kBTκqe
−κqL/2
κ2(1− 2κq/κ)− 2|h|m0 (1− κq/κ) +
|h|2
κ2m20
(3− 2κq/κ) + κ2q
. (8.45)
This gives for the zeroth moment
G0(0, L) ≈ kBTκ
3m20e
−κL
2|h|2 (8.46)
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and our previous result (8.34) is consistent with the microscopic model. Does this mean
that local models are sufficient for the analysis of the capillary condensation? Looking at
result (8.44) we see that the numerator of G(0, L) is proportional to e−κqL. Because of
the presence of the κq and our experience of the previous sections we immediately suspect
that the local models cannot capture this term correctly and should only give a e−κL term.
To check these predictions we need to evaluate the correlations with the local model.
Due to the presence of two interfaces the calculations are a bit more complicated but
are formally the same as in the two-field model (Parry & Boulter, 1995). To have the
correlations between two points at the interfaces we need to invert the direct correlation
matrix
C =
 δ2Hδl21 δ2Hδl1δl2
δ2H
δl1δl2
δ2H
δl22
 (8.47)
Using the local Hamiltonian
H =
∫
dx
[σ
2
(∇l1)2 + σ
2
(∇l2)2 +W (l1, l2)
]
(8.48)
where W (l1, l2) is given by (8.32) the direct correlation matrix is easily calculated as
C ≈
(
σQ2 + 2κm0|h| −κ2ce−κLe2κl
−κ2ce−κLe2κl σQ2 + 2κm0|h|
)
. (8.49)
Inverting this, ignoring the −κ2ce−κLe2κl terms and multiplying by e−2κl from Henderson’s
ansatz we get
G(0, L) ∼ e
−κL
(2κm0|h|+ σQ2)2 . (8.50)
This satisfies the sum rule (8.31) but lacks the correct exponential dampening term. Thus,
as we suspected, the local model is unable to correctly recover the correlation function of
the LGW model beyond the zeroth moment. We need to resort to the NL model again.
Notice the interesting feature of this correlation function that the capillary wave term in
the denominator is squared. This has interesting consequences as we will see later.
Within the NL model we expect the dominant contributions to the Hamiltonian to be
164
Sum Rules, Correlation Functions and the Nonlocal Model
given by
H =
∫
dx
[
σ(∇l1)2 + σ(∇l2)2
]
+ a + a + c + 2m0|h|V (8.51)
where V is the volume occupied by the gas-like phase. The interpretation of this expression
is clear, with Ω11-like interactions between the interfaces with the closest wall and between
interfaces. The fluctuations of the value of the magnetisation at a point close to a wall
are due to fluctuations of the interfaces, which are coupled by a Ω11 like interaction. Thus
we expect
G(z1, z2) ≈ (m0)2∂z1,z2 (8.52)
and going to Fourier space
G(z1, z2;Q) ∼ ∂z1,z2
K(l1 − z1;Q)K(l2 − l1;Q)K(z2 − l2;Q)
(2κm0|h|+ σQ2)2 . (8.53)
This is easily calculated as
G(0, L;Q) ∼ κ
κq
e−κqL
(2κm0|h|+ σQ2)2 (8.54)
Thus the NL model recovers the correct form of the correlation functions, including the
extra dampening factor. Notice that now the NL lengthscale is ξNL =
√
L/κ, coming
from the interface-interface interaction.
All the above shows quite clearly the effects of NL interactions but here comes the
real pie`ce de re´sistance of this section: nonlocality should be observable in simulations
of capillary condensation on the Ising model. To see this we need to invert the fourier
transform of the correlation function for the local and NL models. Because of the square
capillary wave term in the denominator of G(z1, z2;Q), both for the local and nonlocal
theories, this integral now converges to a universal value when L→∞, a surprising result,
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even for the local theory. Inverting the local G(z1, z2;Q) we have
G(0, L) ≈ G0(0, L)
2pi
∫ Λ
0
dQ
Q
(1 + σ
2κm0|h|Q
2)2
=
κm0|h|
2piσ
=
κ
2piL
. (8.55)
where we used Kelvin’s equation in the last step. For the nonlocal model we have
G(0, L) ≈ G0(0, L)
2pi
∫ Λ
0
dQ
Q e−LQ
2/2κ
(1 + σ
2κm0|h|Q
2)2
=
κm0|h|
2piσ
(1− eE1(1))
=
κ
2piL
(1− eE1(1)) ≈ 0.404 κ
2piL
. (8.56)
where E1 is the exponential integral
En(x) =
∫ ∞
1
da e−axa−n. (8.57)
Thus the ratioG(0, L)/G0(0, L) shows a clear signature of nonlocal effects which should
be possible to measure in computer simulations. This is a clear prediction of the NL model
and it provides an independent test within a phenomenon (capillary condensation) which
was not within the original scope of the NL model.
8.7 Summary and Outlook
In this chapter we investigated the consequences of the NL model for the correlation
function. We showed that there is a further lengthscale in microscopic models that the
CW model fails to capture. This lengthscale is naturally present within the NL model
and plays a fundamental role in the success of the NL model to both satisfy sum rules
at complete wetting and to explain the results of computer simulations. In a wonderful
synthesis, the Nonlocal Model explains the problem of the 3D wetting transition, the
sum rules, and the filling transition. In addition the application of the NL model to the
Auckrust-Hauge model and the capillary condensation provide further insight into the
effects of nonlocality and an independent test of the NL theory.
In the next chapter we finish by summarising the work described in this thesis and
trying to take a peek at what the future might bring for the NL model.
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Conclusions and Further Work
As we approach the final pages of this thesis it is time to take a deep breath and look back
at the path that brought us here. We started by reviewing some of the large amount of
work exploring the wetting phase transitions. This work on inhomogeneous fluids extends
way beyond what we described, to complex fluids, dynamical interfacial phenomena, disor-
dered systems, etc. Here we focused on very simple, idealised models. The reason is clear:
despite the successful research program mentioned there are still unresolved problems in
these simplest of models.
In this volume we proposed that three (apparently unrelated) of these problems can
be solved with a Nonlocal Model for the coarse-grained interfacial Hamiltonian: The fluc-
tuation theory of 3D wetting, the sum rule at complete wetting and the wedge covariance
problem. The model was described along with some of its consequences for nonplanar
substrates and the 3D wetting problem. We showed how it could be derived from a
microscopic LGW Hamiltonian, following the scheme of Fisher and Jin. Let us pause
here to reflect on the derivation. We used a fixed surface magnetisation and a double
parabola approximation. Both these approximations allow a much easier and cleaner
derivation, in particular the double parabola. The reason is obvious because the mean
field Euler-Lagrange equation becomes linear. Apart from the tricritical wetting transi-
tion this should be good enough to describe wetting transitions. The “double parabola
magic” is really obvious in the chapter about correlations (chapter 8) where calculations
are much simpler than with the full “m4” theory.
We proceeded to calculate corrections to the Nonlocal Model beyond the double
parabola approximation using perturbation theory. We expected the corrections to be
of minor relevance and this expectation is borne out by the results. To first order, for
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example, the only effect of going beyond double parabola is to change the coefficients in
front of the diagrams. We can even calculate these exactly.
The inclusion of a surface field and enhancement also does not present any partic-
ular difficulty. New diagrams related to the surface field are introduced (which allow
for first order and tricritical wetting transitions) but the structure remains intact. The
same is valid if the field extends into the bulk regions. Using a potential that decays
algebraically we were able to recover exact results previously reported in the literature.
With an exponentally decaying potential we see the same competing mechanism as in
the Auckrust-Hauge model, leading to non-universal mean-field results. For the Nonlocal
Model these results are even more interesting because they render nonlocal effects sub-
dominant, raising the possibility that we could expect to see full non-universal behaviour
in computer simulations.
In the last chapter of the thesis we do an analysis of the correlation function at
mean field level. In a beautiful synthesis we can see that the resolution of the problems of
thermodynamic consistency at complete wetting and the 3D critical wetting has a common
origin: subtle nonlocal effects that manifest themselves in the correlation function. In
particular these nonlocal effects are responsible for a dampening of the fluctuations close to
the substrate, providing a physical explantion for the results of the computer simulations.
A similar analysis for the Aukrust-Hauge model shows that the manifestation of nonlocal
effects is more subtle than we predicted before but we speculate about what would be
seen in the simulations. The capillary slit also reveals the influence of nonlocal effects
which should be observable in simulations and provide a direct test of the NL model.
The use of the Nonlocal Model is not without thorns. It is evident that its complexity
is an order of magnitude above the capillary wave Hamiltonian. Even for Ω11 the cases
where we can calculate the integrals exactly are rare. Also for curved substrates and
interfaces we are forced to resort to a saddle-point evaluation of all but the lowest order
diagrams. This means that the analysis of a specific system is not always straightforward.
Maybe we should look at the Nonlocal Model as a safeguard to check consistency or to
resort to when things go wrong. Also we saw that the exact expression for the binding
potential involves inverse operators that we discarded. They are not important for a
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planar wall with fixed magnetisation. However if we instead adopt a surface field and
have a more complicated substrate they might bring about curvature corrections which
break down the simple form of the binding potential. Thankfully this can be patched
within the same framework but a more careful analysis is in order.
Along this thesis we left some clues about unfinished work that should be done to
complete the picture that is emerging. Simulations testing the prediction for the Nonlo-
cal Aukrust-Hauge model should be done (both for the interfacial and Ising models) to
check if our reasoning is correct (preliminary results suggest so). We also know that the
diagram for tricritical wetting is nonlocal and that these effects should be relevant. A
renormalisation group analysis of tricritical wetting might reveal interesting effects and
most of the elements to perform this are now in place. More importantly we proposed
that analysis of the correlations at a capillary slit should reveal nonlocal effects. A full
Ising model simulation should be performed to test these ideas and possibly provide an
independent confirmation of the validity of the Nonlocal Model.
All of the future work described so far is more or less a direct extension of the work
presented. Let us speculate about what the future of the Nonlocal Model might be.
We saw nonlocal effects playing a role in 4 different problems: 3D wetting, sum rules for
complete wetting, capillary condensation and filling transitions. The effects of nonlocality
can be traced in all these problems. It is striking that the same explanation lies behind
all 4 problems, reinforcing the hypothesis that the Nonlocal Model truly is responsible for
the behaviour observed. However nonlocality seems to play very different roles in each
of these problems. Can we formulate a “nonlocal criteria” to predict in a more general
way when nonlocal effects are important? And what other systems are good candidates to
display nonlocality? In other words, when can we use a simple capillary wave Hamiltonian
and when do we have to go the extra mile and use the more laborious Nonlocal Model?
We also mentioned above other areas of interfacial phenomena that we barely, if at
all, touched upon in this thesis. Can the Nonlocal Model be extended to encompass
these areas and is there anything to be gained with such extension? For example, could
nonlocal effects play a role in the dynamics of interfaces? In nonplanar substrates at least
we might expect it does. Can this be important for example for nanofluidic devices? Can
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the interfacial model (or drumhead model) not be good enough? And what about complex
fluids? It wouldn’t be surprising that some signatures of nonlocal effects were present in
colloidal systems. For example the interaction between colloids might be mediated by a
generalised Ω11 (figure 9.1). And what about liquid crystals? A similar derivation to the
one done in this thesis starting from a Landau-de Gennes Hamiltonian should lead to a
generalised interfacial Hamiltonian that includes rotational degrees of freedom. Can this
be done, and can it have relevant effects for the physics of interfaces in liquid crystals?
Figure 9.1: Can the Nonlocal Model play a role in the interaction between colloids?
Colloidal particles interacting via a nonlocal potential. Direct interaction, Ω11 like, and
colloid mediated interactions, Ω21 like, are shown. The colloidal particles are shown with
a thin wetting film.
The Nonlocal Model requires a good deal more extra work than the interfacial Hamil-
tonian so we should default to the latter whenever possible. This means that use of the
Nonlocal Model might become confined to just a few special problems where the interfa-
cial model is not enough. It is my conviction however, that future work will reveal a few
more applications of the Nonlocal Model. In particular the study of interfacial phenomena
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at nonplanar substrates seems to be a natural ground for it, as shown by the example of
the wedge.
Whatever the future might bring there is no doubt that the Nonlocal Model provides
a beautiful, deep and (after some thought) physically appealing framework to explain the
four phenomena mentioned. It is often said that one of the most aesthetically pleasing fea-
tures of theoretical physics is the unified explanation of apparently unrelated phenomena.
Within its own scope there is no doubt that the Nonlocal Model fits this criteria. Even
if nonlocal effects are not important for any other systems (which I do not believe), the
unified explanation of the problems described (allowing us to believe that these are now
solved), the physically appealing interpretation, the ease of manipulations of diagrams
(even using intuition) are enough for me to dare to join Werner Heisenberg and say that
“If nature leads us to mathematical forms of great simplicity and beauty (...)
we cannot help thinking that they are ‘true,’ that they reveal a genuine feature
of nature (...). You must have felt this too: the almost frightening simplicity
and wholeness of the relationships which nature suddenly spreads out before
us and for which none of us was in the least prepared.”
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Appendix A
Local Approximation of Nonlocal Terms
In this appendix we calculate the local approximation of the Nonlocal Model using the
method of steepest descent to do the integrations. We recover the leading order terms in
the FJ Hamiltonian but care must be taken interpreting these results. It is obvious that
the radius of convergence of this approximation goes to zero as l → ∞, an unsurprising
result taking into account that the asymptotic behaviour of the two models is quite differ-
ent (or, this is unsurprising considering that the radius of convergence goes to zero). But
the use of the steepest descent method is also plagued with problems, and the verification
of the reduction of the NL to the FJ model cannot be done beyond leading order.
To start let us calculate the kernel if l is constant along one direction. This reduces
the problem to an effective 1D problem which is good enough for our purposes and much
simpler. So
∫ ∞
−∞
dx
κe−κr
2pir
=
∫ ∞
−∞
dx
κ e−κ
√
l2(y0)+x2+(y−y0)2√
l2(y0) + x2 + (y − y0)2
(A.1)
≈
∫ ∞
−∞
dx
κ exp
(
−κ√l2(y0) + (y − y0)2 − κx2
2
√
l2(y0)+(y−y0)2
)
2pi
√
l2(y0) + (y − y0)2
(A.2)
≈
√
κ√
2pi
√
l2(y0) + (y − y0)2
e−κ
√
l2(y0)+(y−y0)2 (A.3)
Where we used the steepest descent method.
Using this we can now evaluate Ω11 for a planar wall. This seems like a trivial task but
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will highlight the problems of the steepest descent method. Integrating over the wall first
≈
∫ ∞
−∞
dxl
√
1 + l′ 2(xl)
∫ ∞
−∞
dxΨ
√
κ e−κ
√
l2(xl)+(xΨ−xl)2√
2pi
√
l2(xl) + (xΨ − xl)2
(A.4)
≈
∫ ∞
−∞
dxl
√
1 + l′ 2(xl)e−κl(xl) (A.5)
recovering the exact result we had before even though we used the steepest descent ap-
proximation. We now try the more complicated route of integrating over the interface
first. This seems like choosing the hardest path but it is a first step to evaluate Ω21. Be-
cause we know the exact result we can see how good the steepest descent approximation
is. The first step is to Taylor expand r(xΨ, xl) around xΨ
r(xΨ, xl) = l(xΨ) + l
′(xΨ)(xl − xΨ) + l′′(xΨ)(xl − xΨ)2/2 + (xl − xΨ)
2
2l(xΨ)
+ · · · . (A.6)
Deriving this in order to (xl − xΨ) we can locate an extremum of r(xΨ, xl) at
(x∗l − xΨ) = −
ll′
1 + ll′′
(A.7)
where to simplify the notation we use l = l(xΨ) and the same for the derivatives. Notice
that this extremum must be a minimum in order for the steepest descent method to be
valid. Deriving once again we obtain the condition
l′′ + 1/l > 0. (A.8)
This means that the second derivative of l has to be extremely small in absolute value. In
fact it is obvious that as we approach the wetting transition the all scheme breaks down.
Using again the method of steepest descent we have
≈
∫ ∞
−∞
dxΨ
√
1 + l′ 2(x∗l )
(l2(x∗l − xΨ) + (x∗l − xΨ)2)1/4
√
l
1 + ll′′
exp
(
κll′ 2
2(1 + ll′′)
)
e−κl. (A.9)
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Local Approximation of Nonlocal Terms
Using the Taylor expansion for r(xΨ, xl) we can see that to square gradient order
√
1 + l′ 2(xl) ≈
√
1 + l′ 2(xΨ) (A.10)(
l(x∗l − xΨ) + (x∗l − xΨ)2
)−1/4 ≈ 1 + l′ 2/2√
l
. (A.11)
Finally an integration by parts gives
≈
∫ ∞
−∞
dxΨ
(
1 +
3
2
l′ 2(xΨ)
)
e−κl(xΨ). (A.12)
This result is in clear contradiction with the one obtained previously. What went wrong?
It is not easy to say but our best guess is that a small error in the calculation of the
minimum of r (as we Taylor expanded this function) is exponentially increased leading
to the wrong coefficient in the l′ 2 term. We conclude that the steepest descent method
cannot be trusted. This is not a big problem because we know the local approximation
breaks down close to the wetting transition anyway.
Nevertheless if we use the same method to calculate the local limit of Ω21 we get
(6 − 2κl)e−2κl for the coefficient of l′ 2/2. Fortunately an alternative method using the
Fourier transform of the kernel can be used giving (2−2κl)e−2κl (Parry et al., 2006a). This
indicates that the steepest descent approximation is good enough to capture the correct
coefficients for the leading order term. It would be interesting to include the inverse
diagrams to see if we could recover all of the FJ coefficients, as in §4.5. Unfortunately
without the steepest descent there is no obvious way to check this.
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Appendix B
Maple Worksheet for Correlations at a
Capillary Slit
The calculations of the correlation function at a capillary slit involves the inversion of
a 6 × 6 matrix. This is a laborious and tedious process and we can use Maple to get
the result (we used Maple 11). To ensure that our calculations can be reproduced we
list below the comands we used. The final result still needs to be expressed in a more
convenient form.
A:=<<sinh(k*x)|-exp(-k*x)|-exp(k*x)|0|0|0>,
<k*cosh(k*x)-a*sinh(k*x)|k*exp(-k*x)|-k*exp(k*x)|0|0|0>,
<0|exp(-k*y)|exp(k*y)|-exp(-k*y)|-exp(k*y)|0>,
<0|exp(-k*y)*(-k-a)|exp(k*y)*(k-a)|k*exp(-k*y)|-k*exp(k*y)|0>,
<0|0|0|exp(-k*z)|exp(k*z)|-sinh(k*(L-z))>,
<0|0|0|-k*exp(-k*z)|k*exp(k*z)|k*cosh(k*(L-z))>>;
B:=<0,0,0,0,0,1>;
S:=LinearSolve(A,B):
C:=S[1]:
E := C/(k*sinh(k*(L-z))):
F := convert(E, exp):
G := subs(y = L-x, F):
simplify(G):
H := collect(%, a);
To simplify the input we used the following variables: k ≡ κq, x ≡ l1, y ≡ l2, a ≡ 2κm0|m′(l1)| .
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