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Introduction
[2] Along with the sea surface temperature (SST), the sea surface salinity (SSS) is a major factor in contributing to changes in density of sea surface water and therefore to ocean circulations [Webster, 1994] . Also, a precise temporal and spatial monitoring of SSS provides us a way to trace the freshwater transport between the ocean and atmosphere due to evaporation and precipitation, and to gain better knowledge of both the climate change and global water cycle. Two satellite missions with capability of sea surface salinity remote sensing are under way to provide unprecedented global maps of SSS. At the dawn of a new era of remote sensing of SSS, we revisit some aspects of ocean haline skin layer.
[3] Much attention has been focused on ocean cool skin for it has a distinct impact on the absolute accuracy of remote sensing of SST [Harris et al., 1995] . The temperature difference across cool skin layer, DT, throughout this paper, is defined as the difference between subsurface and interface temperatures and is positive when interface temperature is lower than subsurface temperature. Since Woodcock and Stommel [1947] observed and measured the thermal skin layers, there have been extensive empirical and theoretical investigations in an effort to improve the absolute accuracy of the satellite measurements of SST by taking DT into account and to better understand surface processes affecting air-sea gas exchanges.
[4] Various models have been proposed over the past fifty years to account for the complex processes that regulate the thermal sublayer. One group of theories focus on determining the characteristic depth of thermal sublayer d T [Saunders, 1967; Hasse, 1971; Grassl, 1976; Katsaros, 1980; Fairall et al., 1996] . DT can be found from the surface flux boundary condition by assuming that the ratio of DT to d T is equivalent to surface temperature gradient,
where k T is the molecular diffusivity for temperature. The total skin cooling flux, Q 0 , is the sum of the latent heat flux, Q l , sensible heat flux, Q s , and long wave radiation, Q lr (All heat fluxes are defined positive when they direct upwards throughout this paper). The density of seawater is r, and the specific heat capacity is c p . Saunders [1967] proposed that the cool skin thickness is inversely proportional to the friction velocity under forced surface convections. Under very light wind and strong surface cooling, free convections become dominant and the subject has been subsequently studied by Foster [1971] , Katsaros et al. [1977] , and Katsaros [1980] . Taking into consideration of both free and forced convections, Fairall et al. [1996] proposed that the cool skin thickness is proportional to the Kolmogorov micro-scale. Handler et al. [2003] and Wells et al. [2009] investigated the thermal sublayer thickness problem when the molecular diffusion is balanced by the surface divergence of background large flow structures.
[5] The other group of theories [Danckwerts, 1951; Brutsaert, 1975; Liu et al., 1979; Soloviev and Schlüssel, 1994; Castro et al., 2003] , often referred as renewal models, determine the cool skin temperature through the renewal time scale, t r ,
Soloviev and Schlüssel [1994] proposed a parameterization for the renewal time scales in different wind speed regions regulated by the instabilities of buoyancy, shear, and breaking waves. Castro et al. [2003] further suggested a parametric model weighting renewal events caused by multiple mechanisms.
[6] Without elaborating dynamics of surface processes that regulates the skin layers, Yu [2010] has examined the possible importance concerning the SSS remote sensing error caused by haline skin layers due to surface evaporation. She suggested a magnitude from 0.05 to 0.15 psu for monthly averaged sea surface salinity difference across the salinity sublayer, DS (in this paper, DS is defined positive when top of the haline skin layer is saltier than the bottom). This computation of global DS is based on a modified diffusive layer model initially developed by Saunders [1967] . The original model has assumed a scaling relationship of one-third power of diffusivity for skin layer thickness. Few models have been proposed to estimate the sea surface skin salinity difference, DS, caused by evaporation.
[7] Quantifying molecular diffusive layers at ocean surface is also essential to calculating air-sea gas fluxes, a subject highlighted by ocean's role in taking up a large fraction of fossil fuel-produced carbon dioxide. At sea, gas transfer velocity is controlled by the diffusive layer on the water side, due to diffusivities of gases of major atmospheric constitution are much lower in water than in air [Jähne and Haußecker, 1998 ]. Generalized from cool skin layer parameterizations, the gas flux, F c , can be modeled as
where DC is aquatic gas concentration difference across the gas diffusive sublayer; k c is the gas molecular diffusivity; and d c is the thickness of the gas diffusive sublayer. Likewise, ocean salinity sublayer can also be formulated in terms of either the layer depth, d S , or renewal time,
where k S is the molecular diffusivity of salinity; and E is equivalent surface salinity flux due to evaporation. The surface salinity flux equals the rate of evaporation multiplying surface salinity,
where L is the latent heat of evaporation and S 0 is the surface salinity.
[8] In this paper, sea surface cool skin layer and haline skin layer are both calculated based on a new model which supports a layer depth scaling relation of square root of molecular diffusivity. The model, constructed to prescribe surface dynamical processes that regulate skin layers, is described in section 2. All input data and model parameters used in our simulations are detailed in section 3. Monthly averaged global distributions of nighttime DT, DS and thickness of the skin layers are shown in section 4. Implications of our skin layer calculations are discussed in section 5.
A Unified Model for Depth of Ocean Skin Layers
[9] Within the ocean surface viscous layer, there are sublayers of temperature (cool skin layer), salinity (haline skin layer), and gas concentrations, since the corresponding Prandtl and Schmidt numbers are larger than 1
where n is viscosity of seawater). Exactly how sublayer depths related to the molecular diffusivity is still an open question.
[10] Under persistent surface cooling, the depth of an established cool skin layer increases initially with time at a rate proportional to ffiffiffiffiffiffiffi k T t p when the ocean surface layer is not disturbed and molecular diffusion dominants. Turbulent eddies can strain, erode or totally destroy the skin layers. Straining may dynamically stabilize the depth of a diffusive layer as shown by the calculations of Handler et al. [2001] and Wells et al. [2009] . The stabilized layer depth is proportional to ffiffiffiffiffiffiffiffi ffi ck T p , where c is the local strain rate. Established skin layers are eventually broken up or renewed by surface overturns, caused by instabilities of surface layer due to buoyancy or shear or by breaking waves and large scale background eddies.
[11] The surface renewal processes, in many ways, bear much resemblance to the stirring process in the fluid body by energetic eddies of large scales. It is the works of combined molecular diffusions at very fine scales and turbulent stirring and mixing by larger scale disturbances that attribute to the evolutions of surface skin layer. Therefore, the mean depth of the layer should be related to the statistical balances between molecular diffusivity and those surface stirring processes. From this point of view, it is not unexpected that most renewal models and turbulence models derive the similar parameterizations for ocean skin layer temperature.
[12] An early model for the thicknesses of thermal and salinity sublayers is proposed by Saunders [1967] in which only forced convection is considered with parameters of sea surface friction velocity, u * , and surface heat flux, Q 0 . The thickness of cool skin layer, d T , is controlled by the viscous stress at surface t v = ru * 2 ,
where l is Saunders' coefficient which is fairly constant as indicated by different observations. Analogy to solid wall boundary layer, Saunders adopted a one third power of diffusivity law for determining salinity sublayer thickness.
[13] Under low wind and high upward heat flux conditions, free convection dominates. The thermal sublayer grows and eventually becomes unstable and collapses. Based on a series of laboratory studies of thermal convections at free surface, Katsaros et al. [1977] have found that
with constant A = 0.156 and n = 3 at large Rayleigh number, R, and Nusselt number, N. This leads to
where a is water thermal expansion coefficient, and g is gravitational acceleration constant. As discussed later in this section, dissipation rate of turbulence generated by collapsing of thermal cells is
under a homogenous turbulent hypothesis. Therefore, the depth of cool skin layers for free convection can be scaled by the Batchelor micro-scale and is proportional to ffiffiffiffiffi ffi k T p .
[14] Fairall et al. [1996] first suggested that the depth of ocean cool skin layer should be proportional to the Kolmogorov micro-scale in analog to the turbulence in the air side of boundary layer under both free and forced convections. To be consistent with the underlying hypothesis, we further propose that the depth of molecular sublayer is proportional to the smallest turbulent scalar scale. Due to straining effects of turbulent motions, small-scale variations for scalar quantities, like temperature, salinity, and gas concentrations for which molecular diffusivities k are less than fluid viscosity, can reach down to a fine scale, Batchelor micro-scale l B [Batchelor, 1959] :
Batchelor micro-scale is a factor of ffiffiffiffiffiffiffiffi k=n p smaller than Kolmogorov micro-scale of velocity variations. By introducing Batchelor micro-scale, we thereby explicitly imply that the skin layer thickness is proportional to the square root of molecular diffusivity rather than one-third power of molecular diffusivity adopted by Saunders [1967] . The square root dependency is consistent with many published results including measurements of free convection at large Rayleigh number and Nusselt number by Katsaros et al. [1977] , analytical calculations of initial growth of molecular diffusive layer by Zhang and Cai [2007] , steady state diffusive layer under constant straining by Wells et al. [2009] , and forced convection by Handler et al. [2001] .
[15] Different from Fairall et al. [1996] , we derive turbulent dissipation rate directly from the turbulent energy input rate. For large fluid body like ocean surface water, turbulence is considered to be fully developed. For Kolmogorov type of turbulence, the turbulent dissipation rate is approximately equal to the turbulent energy input rate at large scale, since the dissipation in equilibrium range is small and can be ignored. Near surface turbulent energy input, modeled as, comes from collapsed skin layer induced by instabilities of buoyancy (free convection) and shear (forced convection). At high wind speeds, breaking waves and background turbulence generated in the water body are other sources [Soloviev and Schlüssel, 1996] and, however, are not counted here for simplicity. The potential and kinetic energy densities within the skin layers are
and
where
and is the equivalent thermal expansion coefficient including surface evaporation effect due to surface latent heat flux Q l . C p and C k are constants to be determined. b is the salinity expansion coefficient and bS o ≈ 0.026. d n is the depth of viscous layer.
[16] The turbulent dissipation rates for free convection, ɛ b , and forced convection, ɛ s , are
respectively, where t b and t s are scales for the time intervals of surface layer overturn events of free convection and forced convection. The instability process with shorter time scale tends to dominate, since the boundary layer has to be reestablished before next overturn event. The time scales for buoyancy and shear instabilities from dimensional arguments are
where c b and c s are experimental constants [Kudryavtsev and Soloviev, 1985] .
[17] At zero wind limit,
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By comparison, the ratio of constants C p and c b can be related to the free convection experimental constant A [Katsaros et al., 1977] :
[18] At high wind and zero surface heat flux limit,
Substituting Batchelor micro-scale formula for temperature into equation (6), we found that the ratio of constants C k and c s can be related to the Saunders' coefficient at the limit of pure forced convections:
[19] Introducing a Richardson number defined as the ratio of the turbulent dissipation rate of free convection to that of forced convection,
When Ri > 1, free convection dominates. Otherwise, shearforced convection becomes important. The value of c b /c s is estimated to vary from 0.012 to 0.028 [Kudryavtsev and Soloviev, 1985; Fairall et al., 1996] . Rewriting dissipation rate in Richardson number, we have
Our expression of dissipation rate includes the proportional constant between skin layer thickness and Batchelor microscale when we determine the coefficients C 1 and C 2 by matching thermal layer thickness. Thus, the proportional constant for thickness of sublayer in Batchelor micro-scale formula (equation (10)) can be set as 1 when the turbulent dissipation rate is given by equation (21).
[20] Incorporating free convection to Saunders' thermal sublayer parameterization (equation (6)), our modified Saunders' coefficient is
Ri > 1
Thus, for the thermal sublayer, DT can be calculated by equation (1) and equation (6) with the modified Saunders' coefficient. For salinity sublayer, we have
3. Data and Computation Methods
Surface Forcing and Environmental Data
[21] Input data for our computations include surface wind speeds at a reference height of 10 m, u 10 m ; sea surface temperature, SST; near sea surface air humidity, SH; mean sea surface salinity, S 0 ; and sea surface heat flux components, including latent heat flux, sensible heat flux, long wave radiation and short wave radiation, Q sr . Q lr and Q sr are acquired from the International Satellite Cloud Climatology Project (ISCCP) [Zhang et al., 2004] . A climatologically monthly mean sea surface salinity S 0 is taken from the World Ocean Atlas 2005 [Antonov et al., 2006] , and no daily data is available for SSS. All other daily averaged values of above surface forcing data are obtained from the Objectively Analyzed Air-Sea Fluxes (OAFlux) project at the Woods Hole Oceanographic Institution [Yu and Weller, 2007] . The daily data have a spatial resolution of 1 Â 1 and cover over the period from 1988 to 2007. These input data are produced by synthesizing surface meteorology obtained from satellite remote sensing and atmospheric model reanalyzes outputs. In this work, u * is calculated by COARE 3.0 algorithm. It is assumed that the surface tangential viscous stress is proportional to the total wind stress and the proportional constant is included in the Saunders' constant, like in the most of such practices.
Coefficients of Seawater and Air Properties
[22] Over the oceans, SST varies from À2 C to 35 C, and SSS ranges from 31 psu to 38 psu mostly. Most of the coefficients of seawaters and air properties are not very sensitive to the variation of temperature or salinity as far as calculation accuracy is concerned. Most of the coefficients with a maximum variation under 10% are treated as constants. These include thermal diffusivity of seawater, k T = 1.40 Â 10 À7 m 2 s À1 ; salinity diffusivity, k S = 7.4 Â 10 À8 m 2 s À1 ; specific heat of seawater, c p = 4.19 Â 10 3 J kg À1 K À1 ; density of seawater, r = 1.025 Â 10 3 kg m À3 ; acceleration of gravity, g = 9.8 m s À2 ; and latent heat of vaporization, L = 2.454 Â 10 6 J kg À1 .
[23] Two coefficients change more than 10% with the environment variables, namely thermal expansion coefficient and seawater viscosity. We calculate the equivalent expansion coefficient of the sea surface water (defined in equation (13)) considering both temperature and salinity variations (equation (13)). The thermal expansion coefficient has a strong dependency on SST, and is fitted with a fourth order polynomial: a = 10 À4 Â (0.0000181 Â SST 3 À 0.00175 Â SST 2 + 0.130 Â SST + 0.525) C À1 to the table by Sverdrup et al. [1942] .
[24] Equation (1) and equation (23) show that both DT and DS are proportional to seawater viscosity, which also varies with SST. We adopt a third order polynomial fitting: n = (1.773 À 4.565 Â 10 À6 SST 3 + 7.14 Â 10 À4 SST 2 À 4.904 Â 10 À2 SST) Â 10 À6 m 2 s À1 , according to the table from www.engineersedge.com/fluid_flow/fluid_data.htm.
Model Parameters
[25] There are three parameters in our model for depth of ocean skin layer: C 1 for buoyancy flux from free convections, C 2 for kinetic energy flux from forced convections, and C 3 for determining the transition from free to forced convection dominance. Their values are estimated based on existing observations. As shown in section 2, C 2 is found to be related to the Saunders' constant l at the limit of pure forced convection condition. It has been suggested from many field observations that l is more or less constant [Paulson and Parker, 1972; Paulson and Simpson, 1981; Coppin et al., 1991] . Grassl [1976] and Schlüssel et al. [1990] presented data indicating that l is weakly wind speeds dependent. We chose l = 6, which falls in the middle range of field observations, thus C 2 = 1.25 Â 10 À5 .
[26] C 1 is proportional to A n at the limit of low wind speeds when skin layer buoyancy instability dominates. Field observations of A and n are still difficult to obtain. There are extensive observations on thermal convections in laboratory experiments [Herring, 1963; Foster, 1971; Katsaros et al., 1977; Leighton et al., 2003; Wells et al., 2009] . We take the results from large Rayleigh number cases with an exponent n = 3 and yield the parameter A varying from 0.156 to 0.29 [Katsaros et al., 1977; Wells et al., 2009; Leighton et al., 2003] . The particular choice of its value affects the prediction of skin layer at low winds, which will be discussed later. Here we chose the arithmetic mean of the upper and lower bounds, 0.29 and 0.156: A = 0.22, or C 1 = 0.0106.
[27] C 3 is determined by the threshold of transition from the thermal instability to the shear instability which is controlled by the surface forcing fields of Q 0 and u * . Fairall et al. [1996] suggested a ratio Q 0 /u * 4 to be a value of 1.59 Â 10 12 kg m À2 s when the two processes are equally important. Based on laboratory observations of renewal time scales for free and forced convections, Kudryavtsev and Soloviev [1985] found the transition ratio Q 0 /u * 4 = 3.07 Â 10 11 kg m À2 s. The mean square root of the two ratios is chosen in this paper (Q 0 /u * 4 = 6.34 Â 10 11 kg m À2 s), which leads to our current value of C 3 = 14.4.
Model Comparisons
[28] Under Tropical Ocean-Global Atmosphere Coupled Ocean-Atmosphere Response Experiment (TOGA-COARE) field program, Fairall et al. [1996] developed an air-sea flux algorithm, which accounts for the light wind and strong convection conditions over tropical oceans. Their model for temperature difference DT can be expressed in the same form as equation (6) and equation (1) with a modified Saunders' coefficient:
[29] Figures 1b and 1c are the behaviors of DT versus u * , computed with the unified thickness model under different values of C 1 and C 3 . DT is averaged over a frictional velocity interval of 10 À4 m s À1 . In this calculation, seawater viscosity is fixed at n = 1.0 Â 10 À6 m 2 s À1 instead of varying with SST, and all the daytime data are excluded to avoid the Monthly averaged global nighttime distributions of (a) total surface cooling flux Q 0 , (b) sea surface water friction velocity, u * , and (c) common logarithm of Richardson number, log 10 Ri, for the months of February and August. All monthly averaged fields in this paper are averaged over daily fields from 1998 to 2007. Brown refers to continents, whiles gray refers to areas with no input data. being 0.156, 0.22, and 0.29 respectively. As shown, a smaller value of A would predict a larger DT at low wind speeds. The output of Fairall's model falls in between of our predictions with A = 0.22 and 0.29. The scattering of DT at low wind limit is related to the scattering of Q 0 . At high wind speed limit, all model predictions approach the same value by Saunders [1967] as expected.
[31] The impact of instability range threshold, C 3 , on DT calculations is illustrated in Figure 1c . C 3 = 19.1 corresponds to the threshold given by Kudryavtsev and Soloviev [1985] , and C 3 = 11 corresponds to the threshold given by Fairall et al. [1996] . C 3 affects cool skin temperature in a narrow range where Richardson number is close to 1.
[32] Fairall et al. [1996] has reported that his model underestimates the measured DT, obtained from the tropics, by 0.05 C. At small to moderate wind speeds, a common wind situation at tropics, our model predict a higher DT by amount of 0.01-0.03 C (Figure 2b ).
Global Distributions of the Simulation Results
[33] Surface warm layer due to solar radiation, wave breakings and surfactant effects is not considered in the simulation results shown here. About 20% of solar radiation energy is absorbed within the top 1 cm seawater. The surface heat flux budgets in the daytime and nighttime can be very different. Surface heat flux used below only includes latent heat flux, sensible heat flux and long wave radiation, and therefore the results can only be applied to nighttime skin layer. Large-scale wave breakings at high winds are highly intermittent and the breakers are highly dissipative. Over 90% of the intense turbulent is dissipated within 4 passing wave crests as suggested by Rapp and Melville [1990] . A plausible estimate of area affected by breaking waves is the whitecap coverage. Therefore the area affected by energetic breaking waves is less than 1% in a wide range of wind speeds. Assuming DT is zero in those area affected by breaking waves, large-scale wave breaking reduces the area averaged DT by less than 1%. Compared with large-scale wave breakings, micro-scale wave breakings take place much more frequently beginning at moderate wind speeds. Incipient breaking waves induced by surface drifts disrupt the surface sublayers and occur sporadically. Flow separations occur near the crests of steep short gravity wavelets, and, as a result, vortices are accumulated in the wave crest regions. The capillary bores from the micro-scale breaking reduce the DT and diffusive layer thickness there. Considering a two-dimensional wavefield, the steep wavelet crests cover roughly 1/10 of surface area at most at sea, for the mean slopes of short waves are only of moderate for large fetches. By the same argument above, we assume that micro-scale wave breaking affects DT in less than 10% surface area, therefore, a high order effect on the area averaged DT. Quantified field observations on microscale wave breakings are still not available. Beside wave breakings, how surfactants affect the surface processes that regulate surface microlayers is not well understood. In most open oceans, the influences by surfactants from surface active materials are assumed to be statistically small here as indicated from worldwide observations of dissolved organic matters [Hansell et al., 2009] .
Global Nighttime Distributions of Richardson Number
[34] The surface forcing data from ISCCP and OAFlux project show following features: Q 0 (Figure 2a) is mostly low at the latitudes higher than 40 except for the regions of western boundary currents and their extensions, and is generally high at latitudes lower than 40
. Q 0 varies with seasons, and is high in hemisphere winters and is low in hemisphere summers at the corresponding latitudes. The highest Q 0 happens in winters over western boundary currents that transport warm water from low latitudes to high latitudes. Wind stress (Figure 2b) is high under Westerlies and the trade winds as expected. There are seasonal cycles of Westerlies and trade winds in the both Hemispheres, while the wind stress is more persistent over the Antarctic Circumpolar current. Low wind speed belts can be found at the house latitudes especially in winters. The wind stress over India Ocean follows the Monsoon wind cycles. It is thus clear that the input data have strong seasonal variations. Therefore, in this section, we choose February and August as representatives to show the 20 yr-monthly averaged results in winter and summer periods.
[35] Figure Even though the surface heat flux from sea to air is strong under trades in hemisphere winters, the intensive winds keep the Richardson number small. There are thin bands of moderated Richardson numbers at horse latitudes. The bands shift polar-ward in summers and equator-ward in winters. Over parts of tropical warm pools, the Richardson number is large (>1) from October to next March when the South Asian Monsoon is inactive. The largest Richardson number over narrow coastal areas in the north hemisphere summer is due to both the very low winds and very small heat fluxes of the input data set we used. Richardson number over most sea areas, in short, is small to moderate and less than one.
[36] Besides wind speed and skin cooling flux, we also investigated the possible impact of the expansion coefficient and viscosity on Richardson number. These two factors both vary with SST. At the temperature over 20 C, they cancel each other. They increase the Richardson number at the latitudes higher than 45 where the SST is low.
Global Nighttime Distributions of the Salinity Sublayer Thickness and Gas Transfer Velocity
[37] As discussed in section 2, one consequence of introducing unified thickness model is that the thickness ratio of different diffusive sublayers becomes square root of the ratio of the sublayers' molecular diffusivities. The value of this ratio is fairly even globally. Thus, only global nighttime distributions of the salinity sublayer thickness are shown in the paper. The thickness of the salinity sublayer can be expanded as:
There is a common factor in both free convection and forced convection dominant regions:
The first term in the parenthesis is much larger than the second term, since
is about 0.15. When forced convection dominates, the skin layer depth depends mostly on wind stress. As Richardson number increases over 1 (into the free convection dominant region), surface heat flux becomes increasingly more important while the influence of wind stress diminishes quickly.
[38] Two representative global nighttime distributions of salinity sublayer thickness d S are shown in Figure 3 . The d S has a globally averaged magnitude around 0.065 mm for each month. In section 4.1, we find that the sea surface turbulence, over most of the ocean surfaces, is controlled by wind speeds. Thus, in accordance with equation (25), the distribution of the sublayer thickness should be largely complementary to that of wind speeds.
[39] In winters, i.e., Northern Hemisphere in February and Southern Hemisphere in August for instance (Figure 3) , the Westerliers and trade winds are extremely strong, the salinity sublayer thicknesses over these areas are thinner than 0.05 mm. The thin layer regions can expand to cover latitudes from 10 to 60 except for the horse latitudes. One interesting feature over these regions is that, although the Westerlies are stronger than the trade winds, the thicknesses of salinity sublayers under them are indeed comparable. This is because the sea surface water viscosity under the Westerlies belts is higher than that under the trade-wind belts, due to decreasing SST with increasing latitudes.
[40] In the hemisphere summers, the thin layer regions still exist, however the total area shrinks. The sea areas at horse latitudes have a band of relatively thick d S . The thickness of salinity sublayers in the coastal areas of high latitudes is large with values around 0.1-0.2 mm due to the very-low wind from the input data. From December to next May, there is a band of large thickness, extending from the west coastal
; Ri < 1 : areas in the tropics. The thickness can reach as thick as 0.15 mm.
[41] At sea, gas exchanges between the ocean and atmosphere take place both at sea surface and through bubbles generated by breaking waves. The corresponding gas transfer velocities for surface and bubble are noted as k s and k b . Direct transfer across the sea surface by a combination of molecular and turbulent diffusion depends on the molecular diffusivity of the dissolved gas. It is widely adopted that in rough water conditions the transfer velocity of a gas will be inversely proportional to the square root of the Schmidt number. An empirical form is given by Jähne et al. [1987] , based on observations in laboratory wind-wave tanks:
[42] Although many commonly used parameterizations for gas transfer velocity are wind speed only formulations, it was understood that a simple relationship to wind speed or friction velocity cannot fully account for the variability due to surface heating and developing wave state, etc. If the surface transfer velocity is modeled to be proportional to the inverse of skin layer depth as equation (3), we derive a parameterization for k s with the same Schmidt number dependency for the rough water under low wind speed:
In wind-wave tank experiments, Richardson numbers are normally below 1 due to small heat fluxes as compared to the wind stresses. Our model constant B of surface transfer velocity can be found by fitting equation (27)
where Ri t is the typical Richardson number in tank experiments. At large Richardson numbers, the surface heat flux becomes an influential factor.
Global Nighttime Distributions of Temperature and Salinity Differences Across the Skin Layers
[43] Two representative global nighttime distributions of the temperature difference across cool skin layer, DT, are shown in (Figure 4a ). DT can reach up to 0.6 C. The nighttime globally averaged DT has a magnitude around 0.2 C in different months. Because of a relatively low Q 0 and high wind speeds, the Northern and Southern Hemispheres share a low DT at the latitudes higher than 40 . In the tropics, the trade winds strengthen in hemisphere winters and cause the corresponding low DT regions there. Due to relatively low winds and moderate to high heat fluxes, the bands of high DT with magnitudes around or over 0.3 C are normally distributed over three regions: namely the Horse latitudes extended from east coastal lines of the continents, the equatorial region especially the tropical Indian Ocean, and the Mediterranean Sea. Since the strongest heat fluxes happen over western boundary currents, DT is particularly large there.
[44] Yu [2010] has reported a global distribution of temperature difference based on the parameterization by Fairall et al. [1996] . Our results share a similar pattern of distribution with Yu [2010] , however the pattern appears to be smoother and DT over the high DT regions is milder, especially at the house latitudes.
[45] Because seawater viscosity varies with SST, the simulation in this paper produces a larger DT at the latitudes higher than 50 and a smaller DT at the tropics, as compared with the results with constant viscosity. As discussed in section 3.4, comparing with Fairall's algorithm, our model predicts higher DT by 0.01-0.03 C when wind speeds are low to moderate with constant seawater viscosity. However, over the tropics, where winds are partly low to moderate, this enlargement is offset by the low seawater viscosity.
[46] Figure 4b shows the climatological global-nighttimedistributions of the salinity difference DS for the months of February and August. DS in different months ranges from 0 psu to 0.3 psu, and a nighttime globally averaged value around 0.09 psu is found for each month.
[47] It is observed that the patterns of the global nighttime distributions of DT and DS, in the same month, are broadly similar. Then why are the distribution features so similar and is there any difference between them? Based on the unified thickness model, the ratio of DT to DS is
Hence the pattern difference between those of DT and DS is influenced by (1) the variance of S 0 and (2) the difference of global distribution between Q l and Q 0 . The second impact factor can be separately discussed as: the variation of global distribution of Q s + Q lr and whether Q l or Q s + Q lr dominates the total heat flux Q 0 .
[48] First, the maximum standard variation of S 0 over the oceans is less than 15% of S 0 and within 10% in the most areas. The global variation of S 0 only slightly affects the pattern differences between the distributions of DT and DS.
[49] Second, Q s + Q lr in most parts of the oceans has an even magnitude within 100 Wm À2 all year-round (Figure 5a) , except for the areas and extended areas of warm western boundary currents in hemisphere winters.
[50] Examples of the ratio of Q s + Q lr to Q l are shown in Figure 5b . The ratio has a zonal distribution and increases with increasing latitudes. In most areas of the latitudes lower than 40
, Q s + Q lr is relatively small compared with the latent heat flux, and the ratio is mostly around 0.5 for the latitudes lower than 30
. Q s + Q lr is greater than Q l over the coastal areas at the latitudes higher than 40 , in both hemispheres. These coastal regions partly overlap the high Q s + Q lr areas. Therefore the latent heat flux dominates in Q 0 over a large region from low to middle latitudes, where Q 0 from sea to air is strong. Q s + Q lr dominating regions are found within narrow coastal areas of the latitudes higher than 40
. Therefore the global distributions of Q 0 and Q l are largely similar except for specific areas.
[51] Thus DS share a similar fashion of global nighttime distribution with DT except for coastal areas at the latitudes higher than 40 , especially in regions overlapping extended areas of warm western boundary currents. DS, over these areas, is small due to low latent heat flux while DT can be moderate owing to the moderate Q S + Q lr .
Discussion

Impact of Evaporation on the Skin Layers
[52] At the very top of sea surface, under evaporation and upward heat fluxes, the initial evaporation and cooling of skin layer are balanced by molecular diffusions. These create both a salinity gradient across the salinity sublayer and a temperature gradient across the thermal sublayer, which, together, form a seawater surface density gradient. Figure 6 is a schematic illustration of these three gradients. Eventually, the unstable density gradients will lead to the collapse of the skin layer. A question raised is whether the salinity sublayer or thermal sublayer becomes unstable first and leads to the renewal of the skin layer. One measure of the convective stability of the skin layers is the Rayleigh number [Busse, 1981] . The Rayleigh numbers of the thermal and salinity sublayers are
respectively. Before either Rayleigh number reaches the critical value, both sublayers are growing thicker, while DT and DS across the sublayers are becoming larger. Whenever one of the Rayleigh numbers first reaches the critical Rayleigh number, the entire boundary layer collapses and sinks, and a new cycle may start.
[53] Substituting the layer depths with equation (10), the ratio of the two Rayleigh numbers becomes
We simulated this ratio over the global sea areas and found that the value of Ra T is at least 2 times, and, on average, around 10 times as large as Ra S (Figure 7) , which indicates that the thermal sublayer becomes unstable much earlier than the salinity sublayer would do. Hence, the unsteadiness of the sea surface skin layer is normally controlled by the cooling effect. This is consistent with the early conclusion from laboratory observations by Katsaros [1969] that there is an enormous difference in the overturning time scales between thermal and salinity sublayers. The ratio of the critical overturning time scales of thermal and salinity sublayers, t cr T and t cr S , can be found as a function of the ratio of the Rayleigh numbers:
The critical overturning time scale of the salinity sublayer is, therefore, at least 2.8 and, on an average, 31 times as large as the critical overturning time scale of the thermal sublayer. The critical salt gradient would not be realized on the sea surface normally. Exceptions can occur, for example, when infrared absorption under strong solar radiation of day time largely offsets the surface heat lost to the atmosphere.
[54] However, surface evaporation can contribute to the total density and density gradient at sea surface significantly. When we are concerned about the density difference across the skin layers, we find the total density augmentation to be as
Figure 6. Schematic illustrations of profiles of temperature (T(z)), salinity (S(z)), and density (r(z)), within sea surface skin layers. The depths of thermal and salinity sublayers are d T and d S , respectively. The lower boundary of the viscosity sublayer is too far away to be shown. and the maximum density gradient as
where R Dr and R rr are the density and density gradient ratios (cooling versus evaporation). They can also be expressed in terms of the ratio of Rayleigh numbers:
[55] The contribution to total skin density increment from surface salinity increase due to evaporation is comparable with that from the surface cooling, while the density gradient of the haline skin layer is, on average, an order magnitude larger than the density gradient of cool skin layer. Katsaros [1978] showed by flow visualizations that density built up by the concentration of salt strengthens the convection and reduces the spatial scales of the convection compared with what occurs in a salt free water body. More comprehensive instability calculations are needed to quantify how thin salinity sublayer would modify free convections at sea, even though it is not a major factor of initiating overturn events.
[56] While both surface cooling and evaporation affect the surface density in same direction, they affect the gas solubility in the opposite direction. Cooling increases the gas solubility and evaporation decreases the gas solubility at sea surface. We have calculated the CO 2 fluxes due to the skin layer effect, and found that the global fluxes due to surface cooling and evaporation are in the same magnitude but with opposite signs. This is in agreement with an early rough estimation with simplified skin layer parameterizations [Zhang and Cai, 2007] .
Effect of Scaling Relationship for Boundary Thickness
[57] Surface temperature and salinity gradients are tied to the surface fluxes by the constraints of surface boundary conditions (equation (1) and equation (4)). Under same surface forcing, the larger the DT or DS is the greater the corresponding layer depth is proportionally. If we further assume a scaling relationship of surface sublayer depth in the form of mth power of diffusivity, the depth of salinity sublayer can be expressed in term of depth of thermal sublayer:
[58] Incorporating this relationship with the boundary conditions (equation (1) and equation (4)) and expression for d T (equation (6)), it can be found that
[59] When m = 1/3 and m = 1/2, the expressions for DS by Saunders [1967, equation (4) ] and this paper (equation (23)) can be recovered. Yu [2010] has added a factor of (k S /k T ) 1/3 into the above Saunders' parameterization arguing that the constant l T needs to be scaled by (k S /k T ) 1/3 accordingly. With such a modification, her diffusivity scaling relationship for sublayer thickness is effectively modified to m = 2/3.
[60] The value of m is critical for calculating DS. DS from our current model is a factor (k S /k T ) 1/6 = 0.41 of DS saunders from Saunders' original model and a factor (k S /k T ) À1/6 = 2.4 of DS Yu from the model adopted by Yu [2010] . Same relationship holds for salinity sublayer depths accordingly.
The Possible SSS Remote Sensing Error From Salinity Sublayer
[61] The geophysical error sources for the microwave remote sensing of SSS include sea surface temperature, sea surface roughness, atmospheric absorption and scattering, Figure 7 . Monthly averaged global nighttime distributions of the ratio of Rayleigh numbers of thermal and salinity sublayers, Ra T /Ra S , for the months of February and August.
Faraday rotation, and solar and galactic radio emission [Yueh et al., 2001] . The estimated errors contributing from these factors are given by Koblinsky et al. [2003] . Among them, the largest error is from the sea surface roughness with a value of 0.27 psu, while the second and third leading errors, from dry air and cloud liquid water, are 0.13 psu and 0.07 psu respectively.
[62] Two recent satellite remote sensing projects have targeted an accuracy of 0.1-0.2 psu on a monthly basis with a spatial resolution of 100-200 km [Koblinsky et al., 2003; Le Vine et al., 2007; Jordà and Gomis, 2010] . In these projects, several errors, such as the ones from galactic, surface roughness (e.g., waves), Faraday rotation, and solar reflection are reduced [Koblinsky et al., 2003] . The errors caused by Faraday rotation and solar reflection are respectively 0.04 and 0.01 psu.
[63] Figure 8 shows the longitudinal averaged monthly mean DS together with its standard variation for the months of February and August. DS at the latitudes between 30 N and 30 S, is kept around 0.11 psu. At the latitudes higher than 30
, DS decrease with increasing latitude up to 50 . The rest months of a year share the similar feature with these two months. The averaged DS at low latitudes is about 0.1 to 0.13 psu, while the salinity sublayer thickness at the latitudes between 30 N and 30 S is mostly thinner than 0.1 mm. The microwave penetration depth is about 9 mm when SST = 20 C and SSS = 36‰ [Swift, 1980] . The remote sensing error caused by sea surface salinity sublayer is estimated to be less than 0.01 psu and negligible at night, even though both thickness of haline layer and salinity increment across are found here to be greater than the early global simulations. Thicker haline diffusive layer may be reached in warm skin layer situations of daytime and is not included in the calculations here.
Surfactant Effect
[64] Surfactant is known to reduce surface tension, elasticity, and viscosity [Liu and Duncan, 2003] . The existence of surface films on ocean surface can affect surface dynamics. Longitudinal capillary waves of surface films damp the ocean short waves [Alpers and Hühnerfuss, 1989] .
Surface films also alter the surface convections [Saylor et al., 2001] . In our calculations, the effects of surfactant on skin layers are not considered and therefore not valid for coastal zones.
Conclusions
[65] We revisited the sea surface skin layer problem on the verge of remote sensing SSS data becoming available. Our discussions are based on a unified model for depths of the skin layers proposed here. We have argued that, since the characteristic surface layer depth is resulted from the balance between molecular diffusion and frequent disruptions by convective collapse of the skin layer, by breaking waves, and by small-scale turbulence from below the layer, a conceptual analogy to the mixing of scalar quantities in a turbulent flow can be applied. The arguments only hold true for the cases of large Rayleigh number flows when the convections become turbulent. It is proposed that the depths of the skin layers, such as temperature, salinity, and gas concentrations, are proportional to the Batchelor micro-scale. We can summarize our findings as the following:
[66] 1. By adopting the Batchelor micro-scale, the depths of sublayers are all proportional to the square root of their molecular diffusivities. This diffusivity-dependent relation is consistent with a wide range of empirical and theoretical conclusions. Monthly averaged global nighttime distribution of salinity sublayer thickness is simulated. The globally averaged thickness of salinity sublayer is found to be about 60 mm. The cool skin layer depth is a factor of ffiffiffiffiffiffiffiffiffiffiffiffi ffi k T =k S p thicker, therefore, its global average is slightly under 1 mm. The diffusivity scaling relationship is vital in predicting the depth of salinity diffusive layer as observations are not readily available. With a one-third power scaling relationship, for example, it is expected a depth of salinity diffusive layer in the order of 200 mm [Katsaros, 1980] .
[67] 2. The Richardson number, Ri, introduced to measure the dominance between free and forced convections, is in fact a ratio of time-scales of free and forced convection [Kudryavtsev and Soloviev, 1985] . The turbulent dissipation rate has different relationships with the surface forcing mainly due to the different functional forms of the timescales. Only limited fraction of ocean surface is dominated by free convections, i.e., Ri > 1. There is a significant percentage of low latitude ocean area where Ri < 1 but still close to 1. The wave breaking has not been included in the calculation here. The percentage of area affected by wave breaking is limited at low to moderate wind speeds. Skin layers are very weak and not well defined at high wind speeds (highly unstable due to waves).
[68] 3. We computed the sea surface salinity difference DS across the salinity sublayer along with the temperature difference DT through the thermal sublayer. Although similar global distribution patterns of DT and DS are found, there are systematic biases between our results and the results given by Yu [2010] . At the vicinity of Ri ≈ 1 and the area of Ri > 1, our DT is slightly larger when the dependence of viscosity on temperature is not considered. We take into consideration of the effect of seawater viscosity varying with temperature, which results a reduced DT toward high latitudes where water temperature decreases. Our DS is about 2.3 times as large as Yu's, mainly due to the different diffusivity scaling relationship used besides the same biases as DT. DS exhibits a similar global pattern with that of DT, except for limited areas at high latitudes. This is due to the small variation of S 0 and similar global distributions of latent heat flux and total heat flux. It should be noted that the warm layer effect have not been taken into consideration here, and all calculations are limited to the nighttime condition only.
[69] 4. Although DS and the depth of haline skin layer from our calculations are both greater than the previous results [Yu, 2010] , the thickness of the salinity sublayer is still much thinner than the electromagnetic depth of penetration. For microwave remote sensing of SSS, the error due to haline skin effect is estimated to be half of the other leading errors at the most. All calculations are limited to the nighttime condition only. The skin salinity increment and the depth of salinity sublayers could be doubled under warm layer daytime conditions. Also, if the model of salinity sublayer was built upon the one-third power law, the maximum error caused by salinity sublayer would be at the same order as the leading errors.
[70] 5. The ratio of the Rayleigh numbers of thermal and salinity sublayers is found to be rather large, indicating that the convective instability of the skin layer is mainly influenced by the unsteadiness of the thermal sublayer rather than that of the salinity sublayer. Both cool and haline skin layers contribute to surface skin density and density gradient, while they have opposite effects on gas solubility across the gas concentration sublayers. Finally, the unified depth model leads us to a parameterization for gas transfer velocity directly through surface under low to moderate winds. This parameterization is consistent with prevailing Schmidt number scaling law for rough water. Wave breaking is a very signification factor in gas transfer velocity and can be incorporated in by introducing additional criteria as a renewal model by Soloviev and Schlüssel [1994] . Advantages of our parameterization are more concise in formulism and clearer in physics. Investigations on the impact of surface heat flux on air-sea gas transfer will be reported in a separate paper.
