Pseudoinverse linear discriminant analysis (PLDA) is a classical method for solving small sample size problem. However, its performance is limited. In this paper, we propose an improved PLDA method which is faster and produces better classi¯cation accuracy when experimented on several datasets.
Introduction
Dimensionality reduction is an important aspect of pattern classi¯cation. It helps in improving the robustness (or generalization capability) of the pattern classi¯er and in reducing its computational complexity. The linear discriminant analysis (LDA) method 5 is a well-known dimensionality reduction technique studied in the literature. The LDA technique¯nds an orientation matrix W that transforms highdimensional feature vectors belonging to di®erent classes to lower dimensional feature vectors such that the projected feature vectors of a class are well separated from the feature vectors of other classes. The orientation W is obtained by maximizing the Fisher's criterion function J 1 ðWÞ ¼ jW T S B Wj=jW T S W Wj, where S B is between-class scatter matrix and S W is within-class scatter matrix. It has been shown in the literature that modi¯ed version of Fisher's criterion J 2 ðWÞ ¼ jW T S B Wj= jW T S T Wj produces similar results, where S T is total scatter matrix.
In the conventional LDA technique, the matrix S W or matrix (depending upon the criterion taken) needs to be nonsingular. However, in many pattern classi¯cation applications these matrices become singular. This problem is known as small sample size (SSS) problem. 6 In order to overcome this problem, several methods have been proposed in the literature. a,2,4,11,13,16À19,21,22 Among these methods, the pseudoinverse LDA (PLDA) method 18 stands as a forerunner and a classical method for solving SSS problem. The PLDA method has been widely studied. 10, 11, 15, 18 It¯nds the orientation matrix W by computing eigenvalue decomposition (EVD) of S þ W S B , where S þ W is the pseudoinverse of S W . However, this has a problem that its computational complexity is Oðd 3 Þ, which is prohibitively high (when the dimensionality d is very large). Due to this reason, the PLDA method has been cited in the literature in several papers but hardly compared with other techniques for pattern classi¯-cation. In order to reduce this computational complexity, Liu et al.
11 introduced a fast PLDA method. In their method the orientation W is computed by¯nding the range space of S W followed by the range space of S B . The null space of S W is discarded in this process. Their fast PLDA method has been shown equivalent to the PLDA method. 11 Though the fast PLDA method is computationally faster than the PLDA method, it has a drawback. It discards null space of S W in computing the orientation matrix W, which has been shown to contain useful discriminant information for classi¯cation. 4 Considering this drawback we propose the use of modi¯ed Fisher's criterion J 2 ðWÞ ¼ jW T S B Wj=jW T S T Wj for the pseudoinverse method. Therefore, in the proposed method the orientation W is computed bȳ nding the range space of S T followed by the range space of S B . In this method the null space of S T has been discarded. It is known that discarding the null space of S T does not cause any loss of discriminant information. 9 Thus, this has an advantage over the fast PLDA method that it improves the classi¯cation performance. In addition, it is shown to be computationally faster than fast PLDA method.
Improved PLDA Method
In order to describe improved PLDA method, we¯rst de¯ne some notations. Let be a set of n training vectors in a d-dimensional feature space, and ¼ f! i : i ¼ 1; 2; . . . ; cg be the¯nite set of c class labels, where ! i denotes the ith class label. The set can be subdivided into c subsets 1 ; 2 ; . . . ; c (where
Let n i be the number of samples in class ! i such that:
a All these methods except the method by Zhang et al. 22 try to maximize Fisher's criterion or modi¯ed Fisher's criterion either in one stage or in two stages. In the Zhang's method, the di®erence between S À1 W S B and WDW T is minimized, where W is an orthogonal matrix and D is a diagonal matrix. This method also deals with the case when N > d (where N is the number of samples and d is the dimensionality).
The samples or vectors of set can be written as:
Let ¹ j be the centroid of j and ¹ be the centroid of , then the between-class scatter matrix S B is given by
The within-class scatter matrix S W is de¯ned as
where
The total-class scatter matrix S T is de¯ned as
The matrix S T can also be formed as S T ¼ AA T , where A 2 < dÂn is de¯ned as
In a similar way, S B can be formed as S B ¼ BB T , where rectangular matrix B 2 < dÂc can be de¯ned as
Let the ranks of matrices S T ; S B , and S W be t, b and w, respectively. The orientation matrix W can be obtained by¯rst¯nding the range space of S T followed by the range space of S B , i.e. if EVD of S T is
where U 1 2 < dÂt corresponds to the range space of S T and Ã 2 < tÂt is a diagonal
In order to¯nd the range of S T , we can compute EVD of A T A 2 < nÂn instead of S T ¼ AA T 2 < dÂd , this will signi¯cantly reduce the computational complexity. 6 If the eigenvectors and eigenvalues of A T A 2 < nÂn are E 2 < nÂn and D 2 < nÂn , respectively, then
where E 1 2 < nÂt ; E 2 2 < nÂðnÀtÞ and and orthonormal eigenvectors U 1 de¯ning the range space of S T can be given as
Since discarding the null space of S T does not cause any loss of discriminant information, 9 we can use U 1 2 < dÂt to transform the original d-dimensional space to a lower t-dimensional space. The matrices A and B can be written in the lower dimensional space as follows:
The matrixB can be economically constructed fromÂ. In order to do this, we¯rst write the transformed matrixÂ asÂ ¼ ½v 1 ; v 2 ; . . . ; v n and then computeB aŝ
This will give transformed between-class scatterŜ B ¼BB T . From Eq. (3), the
T . The EVD ofŜ þ TŜB will give eigenvectorsŴ 2 < tÂh (where h is less than or equal to the rank ofŜ þ TŜB , in other words, 1 h c À 1Þ corresponding to its leading eigenvalues. The orientation matrix W can be obtained as follows:
The implementation of the improved PLDA method is summarized in Table 1 .
Computational Complexity and Storage Requirements
In this section, the computational complexity and storage requirements of the proposed improved PLDA method are discussed. We also compare its computational complexity and storage requirements with PLDA and fast PLDA methods. 11 The (4)).
Compute the EVD of D À1 1BB
T to getŴ 2 < tÂh (where 1 h c À 1Þ. estimated computational complexity of the improved PLDA method is listed in Table 2 .
Since the dimensionality d in a SSS problem is very large compared to the number of training samples n (d ) nÞ, the computational complexity of the improved PLDA method boils down to dn 2 þ 2dnc þ 2dn°ops.
In the PLDA method, the computation of EVD of S þ W S B is required. This has the computational complexity of Oðd 3 Þ. The fast PLDA method requires approximately 3dn 2 þ 2dnc þ 3dn°ops. When the dimensionality is very large d ) n then the proposed method is approximately three times faster than the fast PLDA method. The storage requirements of all the methods are same. In all the methods, the orientation matrix W 2 < dÂh computed during training session is required to be stored for the testing session which requires approximately dh storage.
Datasets and Experimentation
The following types of datasets are utilized for the experimentation: DNA microarray gene expression data, face recognition data and text classi¯cation data. We have also used randomly generated data to investigate the e®ect of dimensionality d on the computation time. Five DNA microarray gene expression datasets are utilized. We use the splitting of the data into the training and test samples as provided by the distributors.
b For face recognition, AR database 12 is utilized for the experimentation. A subset of AR database is used here with 1400 face images from 100 persons (14 images per person). Training set contains seven images per person and Table 2 . Computational complexity of the improved PLDA method.
Steps Complexities
Step 1. Formation of matrix A 2dn Step 2. Multiplication of A T A 2 < nÂn and computation of E 1 2 < nÂt and D 1 2 < tÂt using eigenvalue decomposition of A T A dn 2 þ 17n 3
Step 3. Computation of transformed matrixB (from Eq. (4))
Step 4. Multiplication of D
À1 1BB
T and its
Step 5.
(since t % n and c À 1 % cÞ the remaining seven images per person are used for testing. The dimensionality d is 19,800. We use a subset of Dexter dataset 3 for text classi¯cation in a bag-of-word representation. This dataset has sparse continuous input variables. The description of all the datasets is given in Table 3 .
The fast PLDA method and the improved PLDA method have been experimented on all the above datasets. In addition, Fisherface LDA method 17 and null spacebased method 19 have been used for comparison purpose. The nearest neighbor classi¯er has been used to classify test feature vector. The classi¯cation accuracy and CPU time of these methods are depicted in Table 4 . It can be observed from Table 4 that improved PLDA method is outperforming fast PLDA method in terms of classi¯cation accuracy and CPU time. Furthermore, the improved PLDA method is computationally e±cient than Fisherface LDA and null space-based methods. It can also be observed (in terms of classi¯cation accuracy) that improved PLDA method is outperforming Fisherface LDA method and proving as good as results with the null space-based method.
We have also generated random data and increased its dimensionality from 10,000 to 100,000, to measure the CPU time of the improved PLDA and fast PLDA methods. The CPU time curve as a function of data dimensionality is shown in Fig. 1 . It can be seen from the¯gure that as the dimensionality of data increases the improved PLDA method performs faster than the fast PLDA method. 
Conclusion
An improved PLDA method has been proposed in this paper. It is outperforming other pseudoinverse methods in terms of computation complexity and classi¯cation accuracy when experimented on several datasets. 
