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ABSTRACT 
 
Exchange rate is the currency value of a country that is expressed by the value of another 
country's currency. Changes in exchange rates indicate risks or uncertainties that would 
return obtained by investors. With the predicted value of return, investors can make 
informed decisions when to sell or buy foreign currency to gain an advantage. Forecasting 
of return values can be using artificial neural network with backpropagation. In 
backpropagation procedure, data is divided into two pairs, namely training data for training 
process and testing data for testing process. In the training process, the network is trained 
to minimize the MSE. One of optimization method that can minimize the MSE is one step 
secant backpropagation. In this research, the data used is the return of the exchange rate of 
rupiah against US dollar in the period of January 1
st
, 2015 until December 31
st
, 2015. The 
results were obtained architecture best model neural network that was built from 8 neurons 
in the hidden layer, 1 unit of input layer with input xt-1 and 1 unit of output layer. The 
activation function used in the hidden layer and output layer are bipolar sigmoid and linear, 
respectively. The architecture chosen based on the smallest MSE of testing data is 0.0014. 
After obtaining the best model, data is foreseen in the period of November 2016 produce 
MAPE=153.23%. 
Keyword : Artificial Neural Network, Backpropagation, One Step Secant, Time Series, Exchange 
Rate. 
 
1. PENDAHULUAN 
Investasi adalah penempatan sejumlah dana pada saat ini dengan harapan untuk 
memperoleh keuntungan di masa mendatang. Salah satu pilihan tersebut adalah 
menginvestasikan dana melalui mata uang asing dalam pasar valuta asing. Perubahan nilai 
kurs menunjukkan risiko atau ketidakpastian return yang akan diperoleh investor.  Dengan 
memantau pergerakan nilai return investor dapat menentukan keputusan kapan harus 
menjual atau membeli mata uang asing untuk memperoleh keuntungan. 
Terdapat dua jenis metode peramalan yang utama, yaitu metode regresi dan metode 
time series. Dalam metode time series yang umum digunakan adalah Autoregressive 
Integrated Moving Average (ARIMA). Kinerja metode ARIMA tersebut masih dibatasi 
dengan adanya asumsi-asumsi seperti stasioneritas data dan white noise. Kondisi inilah 
yang mendorong penulis untuk menggunakan metode statistika jaringan syaraf tiruan untuk 
memodelkan return dari data kurs rupiah terhadap dolar Amerika Serikat dengan 
backpropagation. 
Pada prosedur  backpropagation, data dibagi menjadi dua yaitu data training untuk 
proses pelatihan dan data testing untuk proses pengujian. Pada proses pelatihan, jaringan 
dilatih untuk meminimumkan nilai MSE. Salah satu metode optimasi yang dapat 
meminimumkan MSE adalah one step secant backpropagation.   
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2. TINJAUAN PUSTAKA 
2.1 Analisis Runtun Waktu 
Time series atau runtun waktu adalah suatu rangkaian variabel yang diamati pada 
interval waktu ruang yang sama ditunjukkan sebagai sebuah deret berkala
[5]
. Sedangkan 
analisis time series adalah suatu metode kuantitatif untuk menentukan pola data masa 
lampau yang telah dikumpulkan secara teratur. Data time series yang digunakan dalam 
penelitian ini adalah data return. Return merupakan salah satu faktor yang memotivasi 
investor untuk berinvestasi karena investor dapat menggambarkan secara nyata perubahan 
harga. Return didefinisikan sebagai berikut
[6]
:  
          
  
      
         
dengan,       = Return pada waktu ke-t 
   = data historis pada waktu ke-t 
       = data historis pada waktu ke (t-1) 
 
Dalam menentukan input pada jaringan syaraf tiruan perlu dilakukan penentuan 
plot autokorelasi parsial. Autokorelasi parsial digunakan untuk mengukur tingkat keeratan 
antara Zt dan Zt-k, apabila pengaruh dari lag waktu 1,2,3,... k-1 dianggap terpisah. Fungsi 
autokorelasi parsial dirumuskan sebagai berikut
[9]
: 
   
                         
            
 
  
  
              
2.2 Jaringan Syaraf Tiruan 
Jaringan Syaraf Tiruan adalah sistem pemroses informasi yang memiliki karakteristik 
mirip dengan jaringan syaraf biologi
[7]
. JST dikembangakan sebagai model matematika 
yang menyerupai pola pikir manusia atau jaringan syaraf makhluk hidup, dengan asumsi 
bahwa
[8]
: 
1) Proses informasi terjadi pada banyak elemen sederhana yang disebut neuron. 
2) Sinyal yang melewati antar neuron menggunakan hubungan tertentu. 
3) Setiap penghubung antar neuron mempunyai bobot (weight) yang bersesuaian dengan 
mengalikan sinyal yang dikirimkan.  
Neuron-neuron dalam neural network disusun dalam lapisan-lapisan (layer) dan 
memiliki pola keterhubungan baik dalam satu lapisan maupun antar lapisan. Susunan dari 
neuron-neuron dalam lapisan dan pola keterhubungan dalam dan antarlapis disebut dengan 
arsitektur jaringan. Arsitektur yang sering digunakan dalam jaringan syaraf tiruan antara 
lain
[7]
: 
1) Jaringan Layar Tunggal (single layer network) 
Jaringan single layer adalah sekumpulan input neuron yang dihubungkan  
langsung dengan sekumpulan outputnya. Dalam jaringan ini, semua unit input 
dihubungkan dengan semua unit output, meskipun dengan bobot yang berbeda-beda. 
Tidak ada unit input yang dihubungkan dengan unit input lainnya, demikian pula 
dengan unit output.  
2) Jaringan Layar Jamak (multi layer network) 
Jaringan multi layer merupakan perluasan dari layar tunggal. Dalam jaringan 
ini, selain unit input dan output terdapat juga unit layar tersembunyi atau hidden 
layer. Jaringan multi layer dapat menyelesaikan masalah yang lebih kompleks 
dibandingkan dengan jaringan single layer, meskipun kadangkala proses pelatihan 
lebih kompleks dan lama. 
Pada jaringan syaraf tiruan sering kali ditambahkan sebuah unit masukan yang 
nilainya selalu bernilai satu, yang disebut dengan unit bias. Bias dapat dipandang sebagai 
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sebuah input yang nilainya satu. Bias berfungsi untuk mengubah nilai threshold menjadi 
nol. Jika melibatkan bias, maka keluaran unit penjumlah adalah sebagai berikut
[7]
: 
          
 
           
dengan: net = fungsi penjumlah pada unit bias 
     = bobot pada unit bias 
      = input jaringan ke-i 
      = bobot pada lapisan ke-i 
  n  = banyak data 
Arsitektur jaringan terdiri dari, satu unit lapisan input dengan jumlah neuron p, satu 
lapisan tersembunyi dengan n unit dan satu unit lapisan output terdiri dari satu neuron/node 
dapat dituliskan sebagai model jaringan syaraf tiruan berikut[8]: 
                                   
dimana: 
{     = bobot untuk hubungan antara unit konstan pada lapisan input dan unit-unit  
   lapisan tersembunyi. 
    = bobot untuk hubungan antara unit konstan pada lapisan input dan lapisan output 
{     = bobot untuk hubungan antara unit-unit pada lapisan input dan unit-unit lapisan 
   tersembunyi. 
{     = bobot untuk hubungan antara unit-unit pada lapisan tersembunyi dan unit-unit 
   lapisan output. 
     = fungsi aktivasi yang digunkan pada lapisan tersembunyi dan lapisan output. 
2.3 Backpropagation 
Pelatihan menggunakan backpropragation meliputi tiga tahap yaitu umpan maju 
(feedforward) dari pola input, penghitungan error dan penyesuaian bobot-bobot[8]. Jaringan 
dengan layer tunggal mempunyai keterbatasan dalam mempelajari pola input. Kelemahan 
ini dapat diatasi dengan menambahkan satu atau beberapa layer tersembunyi (hidden 
layer) sehingga menjadi jaringan multilayer yang dapat mempelajari lebih banyak. Aliran 
dalam suatu jaringan syaraf multilayer yang terdiri dari input layer, hidden layer dan 
output layer dengan koneksi feed forward.  
Dalam jaringan backpropagation fungsi aktivasi yang dipakai harus memenuhi 
beberapa syarat yaitu: kontinu, dapat diturunkan dan merupakan fungsi yang tidak turun
[7]
. 
Fungsi aktivasi yang memenuhi karakteristik dalam  jaringan backpropagation yaitu fungsi 
linear, fungsi sigmoid biner, dan fungsi sigmoid bipolar
[4]
: 
1) Fungsi Linear (Identitas) 
Fungsi Linear menghasilkan nilai output yang sama dengan nilai inputnya. Fungsi 
linear dapat dirumuskan sebagai berikut: 
              dengan:          
2) Fungsi Sigmoid Biner  
Fungsi sigmoid biner menghasilkan nilai output dengan range 0 sampai 1. Oleh 
karena itu, fungsi ini sering digunakan untuk jaringan syaraf tiruan yang 
membutuhkan nilai output yang terletak pada interval 0 sampai 1. Fungsi sigmoid 
biner dirumuskan sebagai berikut: 
          
 
      
  dengan:                      
 
3) Fungsi Sigmoid Bipolar 
Fungsi sigmoid bipolar merupakan fungsi yang hampir sama dengan fungsi sigmoid 
biner, yang membedakanya adalah nilai output dari fungsi sigmoid bipolar memiliki 
range antara -1 sampai 1.  
Fungsi sigmoid bipolar dirumuskan sebagai berikut: 
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   dengan:        
 
 
                 
Salah satu dari metode optimasi yang bisa digunakan dalam melatih jaringan 
backpropagation adalah algoritma One Step Secant (OSS).One Step Secant dapat melatih 
jaringan apapun selama bobot, net input dan fungsi aktivasi memiliki fungsi turunan. 
Backpopragation digunakan untuk menghitung turunan dari kinerja jaringan sehubungan 
dengan bobot dan bias. Bobot baru (bobot input, bias input, bobot lapisan dan bias lapisan) 
tergabung dalam sebuah vektor yang bernama w. Nilai vektor w pada epoch ke-k diperoleh 
sebagai berikut
[3]
: 
                  
dimana    adalah arah yang akan dicari. Parameter a dicari untuk meminimumkan kinerja 
selama arah pencarian. Fungsi line search (searchFcn) digunakan untuk menempatkan titik 
minimum (a) tersebut. Arah pecarian pertama (  ) awal, masih berupa negatif gradien dari 
kinerja. Arah pencarian selanjutnya dihitung dari gradien baru dan arah pencarian 
sebelumnya, dengan rumus
[1]
: 
                       
dimana:  
          
           
                           
       
  
   
  
   
   
  
   
  
   
 
  
   
  
   
 
   
  
   
  
   
 
2.4 Evaluasi Model 
Metode evaluasi hasil peramalan yang digunakan dalam penelitian tugas akhir ini 
adalah Mean Absolute Precentage Error (MAPE). MAPE adalah menentukan kesalahan 
absolut setiap periode kemudian membaginya dengan nilai observarsi pada periode 
tersebut dan akhirnya merata-ratakan presentase absolut tersebut. 
      
 
        
  
 
   
 
           
 
 
Nilai MAPE yang dihasilkan mempunyai interpretasi sebagai berikut
[2]
: 
1. MAPE  10%    : peramalan sangat akurat 
2. 10%  MAPE  20%  : peramalan tersebut baik 
3. 20%  MAPE 50%  : peramalan masih dalam kewajaran 
4. MAPE  50%   : peramalan tidak akurat 
3. METODE PENELITIAN  
Data yang digunakan dalam penelitian ini adalah data sekunder yang bersumber dari 
website Bank Indonesia (www.bi.go.id). Data tersebut merupakan data pergerakan kurs 
jual rupiah terhadap dolar Amerika pada periode 1 Januari 2015 sampai dengan periode 31 
Desember 2015 dengan menggunakan hari aktif (hari Senin sampai Jumat). Variabel yang 
digunakan pada penelitian tugas akhir ini adalah  data return kurs rupiah terhadap dolar 
Amerika pada periode 1 Januari 2015 sampai dengan periode 31 Desember 2015 dengan 
menggunakan hari aktif (hari Senin sampai Jumat). 
Dalam mengolah data untuk mencapai tujuan penelitian dalam tugas akhir ini 
dilakukan dengan langkah-langkah sebagai berikut: 
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1) Menyiapkan data kurs rupiah terhadap dolar Amerika yang telah ditransformasi 
menjadi return. 
2) Menentukan nilai input berdasarkan plot PACF.  
3) Malakukan pembagian data menjadi 2, yaitu data training dan data testing. 
4) Memasukan data nilai input dan nilai output pada jaringan syaraf tiruan. 
5) Menentukan jumlah neuron lapisan tersembunyi. 
6) Menentukan bobot awal. 
7) Melakukan inisialisasi parameter (max epoch, learning rate, goal). 
8) Melakukan proses training dan testing. 
9) Menentukan apakah MSE sudah lebih kecil dari nilai target MSE. 
a. Jika iya, maka dilanjutkan dengan proses selanjutnya. 
b. Jika tidak, maka kembali pada proses inisialisasi parameter. 
10) Menentukan bobot akhir. 
11) Melakukan peramalan (forecasting) untuk beberapa periode ke depan. 
12) Menentukan nilai MAPE pada hasil peramalan 
4. HASIL DAN PEMBAHASAN 
Membangun jaringan syaraf tiruan dengan algoritma one step secant 
backpropagation untuk penentuan model return kurs rupiah terhadap dolar Amerika 
sebagai berikut: 
1) Penentuan input jaringan 
Penentuan input jaringan dilakukan dengan melihat lag-lag yang signifikan pada 
plot PACF dari data return. Pada plot PACF jika ada garis yang melewati selang 
kepercayaan (garis putus-putus) berarti lag tersebut telah signifikan. Lag yang 
melewati selang kepercayaan adalah lag 1. Dari hasil tersebut maka input jaringan 
terdiri atas  t dipengaruhi oleh  t-1 dengan data pada lag1. Sehingga data yang 
digunakan untuk input jaringan hanya berjumlah 487 data. 
2) Pembagian data  
Data untuk pemodelan menggunakan algoritma one step secant backpropagation 
dibagi menjadi 2 bagian yaitu data training dan data testing. Pembagian data pada 
pemodelan return kurs rupiah terhadap dolar Amerika menggunakan 70% data untuk 
data training dan 30% untuk data testing. Maka dari itu data training pada pemodelan 
ini sebanyak 341 (Lampiran 2) dan dengan data testing berjumlah 146 (Lampiran 3). 
3) Penentuan Model yang optimal dengan Algoritma one step secant backpropagation. 
Untuk membangun jaringan dengan algoritma one step secant backpropagation 
yang akan digunakan untuk penentuan model return kurs rupiah terhadap dolar 
Amerika menggunakan perintah newff pada MATLAB, yaitu : 
net=newff(minmax(P),[8 1],{'tansig' 'purelin'},'trainoss'); 
Pada perintah tersebut, ada 8 neuron pada lapisan tersembunyi dan 1 lapisan output. 
Fungsi aktivasi yang digunakan pada lapisan tersembunyi adalah tansig (sigmoid 
bipolar) dan lapisan output adalah purelin (linier). Algoritma pelatihan yang digunakan 
adalah trainoss (one step secant backpropagation). 
Untuk membangun jaringan dengan algoritma one step secant backpropagation 
adalah sebagai berikut: 
a. Menentukan banyaknya neuron pada lapisan tersembunyi 
Pembelajaran backpropagation dilakukan dengan menentukan banyaknya neuron 
pada lapis tersembunyi dengan cara mencoba neuron lapis tersembunyi mulai dari 5 
neuron sampai 10 neuron menggunakan perintah pembelajaran trainoss. Fungsi aktivasi 
yang digunakan pada lapisan tersembunyi adalah sigmoid bipolar dan lapisan output 
adalah linier. Masing-masing jumlah neuron tersembunyi dicoba sebanyak 10 dan 
dipilih berdasarkan MSE testing yang terkecil.  
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Jumlah Neuron 
Lapisan Tersembunyi 
MSE 
Training Testing 
5 5,2451.10-4 0,0019 
6 6,1558.10-4 0,0046 
7 8,3845.10-4 0,0015 
8 9,0368.10-4 0,0014 
9 9,5838.10-4 0,0016 
10 8,4440.10-4 0,0017 
Tabel 1.     Nilai MSE Hasil Pembelajaran Satu Lapisan Tersembunyi 
Berdasarkan tabel 1, model yang terbaik dipilih berdasarkan nilai MSE testing yang 
terkecil yaitu pada neuron tersembunyi yang berjumlah 8 neuron dengan nilai MSE 
testing 0,0014. Sehingga jaringan yang akan dibentuk menggunakan jumlah neuron 
tersembunyi sebanyak 8 neuron. 
b. Menentukan inisialisasi Parameter dan bobot awal 
Tahap awal dilakukan inisialisasi bobot dengan menggunakan software MATLAB. 
Dalam menentukan bobot awal akan menghasilkan bobot dari input ke lapisan 
tersembunyi, bobot dari bias ke lapisan tersembunyi, bobot dari lapisan tersembunyi ke 
output maupun bobot dari bias ke output dilakukan dengan perintah sebagai berikut: 
Bobot_Awal_Input_Hidden=net.IW{1,1} 
Bobot_Awal_Bias_Hidden=net.b{1,1} 
Bobot_Awal_Hidden_Output=net.LW{2,1} 
Bobot_Awal_Bias_Output=net.b{2,1} 
Menentukan parameter pembelajaran yang digunakan dalam one step secant 
backpropagation dengan net.trainParam untuk memperbaiki bobot dengan perintah 
sebagai berikut: 
net.trainParam.epochs=1000; 
net.trainParam.goal=1e-3; 
net.trainParam.lr=0.05; 
Jaringan yang sudah dibentuk dilatih dengan perintah sebagai berikut: 
net=train(net,P,T); 
c. Proses Training 
Proses pelatihan jaringan dilakukan dengan algoritma one step secant 
backpropagation. Iterasi berhenti pada epoch ke 18 dengan nilai MSE sebesar 
9,0368.10
-4
. 
 
Gambar 1. Prediksi Data Target dengan Data Keluaran Training 
Berdasarkan Gambar 1, dapat dilihat bahwa pelatihan jaringan telah memberikan 
hasil prediksi yang cukup akurat yang ditunjukkan oleh kedekatan target (data asli = xt) 
yang disimbolkan garis biru dengan prediksinya (output = yt) yang disimbolkan tanda 
0 50 100 150 200 250 300 350
-0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
Predict in Sample dengan Data Training kurs
Data
T
a
rg
e
t/
O
u
tp
u
t
 
 
Target (-)
Output (*)
JURNAL GAUSSIAN Vol. 6, No. 1, Tahun 2017 Halaman     67 
 
bintang (*) merah. Meskipun hasil prediksi cukup akurat namun terdapat beberapa 
prediksi yang tidak mendekati data target. 
d. Menentukan Bobot Akhir 
Setelah proses training beerhenti maka didapatkan bobot akhir. Menentukan 
bobot-bobot akhir yang diperoleh dari pelatihan jaringan dilakukan dengan perintah 
sebagai berikut: 
Bobot_Akhir_Input_Hidden=net.IW{1,1} 
Bobot_Akhir_Bias_Hidden=net.b{1,1} 
Bobot_Akhir_Hidden_Output=net.LW{2,1} 
Bobot_Akhir_Bias_Output=net.b{2,1} 
e. Proses Testing 
 
Gambar 2. Prediksi Data Target dengan Data Keluaran Testing 
Berdasarkan Gambar 2, dapat dilihat bahwa proses testing telah memberikan hasil 
prediksi yang cukup akurat yang ditunjukkan oleh kedekatan target (data asli = xt) yang 
disimbolkan garis biru dengan prediksinya (output = yt) yang disimbolkan tanda 
bintang (*) merah. Meskipun hasil prediksi cukup akurat namun terdapat beberapa 
prediksi yang tidak mendekati data target. Pada Tabel 1 proses testing menghasilkan 
nilai MSE sebesar 0,0014.  
4) Penentuan Model  
Arsitektur model dengan algoritma one step secant backpropagation yang 
dibangun dari 8 neuron pada lapis tersembunyi, 1 lapisan input yaitu xt-1 dan 1 lapisan 
output. Fungsi aktivasi yang digunakan pada lapisan tersembunyi adalah sigmoid 
bipolar dan lapisan output adalah linear, dengan model yang didapatkan sebagai 
berikut: 
         
 
       
   
            
 
    
   
            
 
    
    (1) 
dengan: 
     = bobot bias pada lapisan tersembunyi ke lapisan output 
     = bobot lapisan tersembunyi ke-j ke lapisan output 
     = bobot bias pada lapisan input ke lapisan tersembunyi ke-j 
     = bobot bias lapisan input ke lapisan tersembunyi ke-j 
    = varibel input ke-i 
 
Berikut adalah arsitektur jaringan syaraf tiruan dari model persamaan (1): 
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Gambar 3. Arsitektur Model Jaringan Syaraf Tiruan 
Peramalan return  kurs rupiah terhadap dolar Amerika menggunakan bobot akhir yang 
didapatkan dari model terbaik. Model terbaik dibangun dari 8 neuron pada lapis 
tersembunyi dengan 1 lapisan input yaitu xt-1 dan 1 lapisan output. Peramalan dilakukan 
pada November 2016. Berikut adalah perhitungan peramalan pada periode 1 November 
2016 dengan xt-1 = 0.0387. 
Operasi keluaran lapisan input ke-j ke lapisan tersembunyi sebagai berikut : 
                
   
 
                                                           
          
 
 
 
 
 
 
 
 
      
      
       
      
      
       
       
         
 
 
 
 
 
 
 
                                                              
 
Dengan menggunakan fungsi aktivasi sigmoid bipolar diperoleh:   
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Operasi keluaran lapisan tersembunyi ke lapisan output:  
           
                
 
     
                                        
      
      
 
 
               
dengan menggunakan fungsi linier maka output yang dihasilkan diperoleh : 
           
        
               
Peramalan return  kurs rupiah terhadap dolar Amerika dengan menggunakan model 
terbaik pada periode 1 November 2016 adalah sebesar -0,7301. Dengan proses yang sama 
didapatkan peramalan return  kurs rupiah terhadap dolar Amerika untuk bulan November 
2016 sebagai berikut: 
Tabel 2.     Hasil Peramalan Return  Kurs Rupiah Bulan November 
 
Tanggal Peramalan Aktual 
01 November 2016 0.7301 -0.0397 
02 November 2016 0.1774 0.0017 
03 November 2016 -0.0033 -0.0006 
04 November 2016 -0.0044 0.0041 
07 November 2016 -0.0042 -0.0017 
08 November 2016 -0.0051 0.0006 
09 November 2016 -0.0037 -0.0005 
10 November 2016 -0.0043 0.0027 
11 November 2016 -0.0033 0.0175 
14 November 2016 0.0532 0.0006 
15 November 2016 -0.0038 -0.0015 
Tanggal Peramalan Aktual 
16 November 2016 -0.0050 0.0007 
17 November 2016 -0.0037 0.0028 
18 November 2016 -0.0034 0.0017 
21 November 2016 -0.0033 0.0022 
22 November 2016 -0.0033 -0.0010 
23 November 2016 -0.0047 0.0036 
24 November 2016 -0.0038 0.0050 
25 November 2016 -0.0055 0.0022 
28 November 2016 -0.0033 -0.0077 
29 November 2016 -0.0056 0.0061 
30 November 2016 -0.0080 0.0010 
 
 
Gambar 4. Time Series Plot dari Return Kurs November 2016 
Berdasarkan Gambar 4, dapat dilihat bahwa banyak hasil prediksi yang mendekati data 
target, tetapi terdapat beberapa prediksi yang tidak mendekati data target. Peramalan bulan 
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November 2016 menghasilkan MAPE sebesar 153,23%. Berdasarkan kriteria MAPE, 
berarti nilai MAPE yang dihasilkan mengindikasikan peramalan tidak akurat. 
 
5. KESIMPULAN 
Diperoleh arsitektur model yang terbaik adalah dengan algoritma one step secant 
backpropagation yang dibangun dari 8 neuron pada lapis tersembunyi, 1 lapisan input 
yaitu xt-1 dan 1 lapisan output. Fungsi aktivasi yang digunakan pada lapisan tersembunyi 
adalah sigmoid bipolar dan lapisan output adalah linear, dengan model sebagai berikut: 
         
 
   
    
                   
                   
  
Model tersebut menghasilkan nilai MSE training sebesar 9,0368.10-4 dan MSE testing 
sebesar 0,0014. Peramalan return kurs rupiah terhadap dolar Amerika menggunakan model 
terbaik dilakukan pada bulan November 2016. Hasil prediksi banyak yang mendekati data 
target, tetapi terdapat beberapa prediksi yang tidak mendekati data target. Peramalan bulan 
November 2016 menghasilkan MAPE sebesar 153,23% yang berarti peramalan tersebut 
tidak akurat. 
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