Introduction
According to the Royal College of Anaesthetics, each year thousands of people become conscious during surgery 3]. To determine the appropriate dose of anaeshetic drug to be used during surgery is a far from trivial problem since the appropriate dose range is usually very small. At present, anaesthetists rely on qualitative physical signs such as heart rate, blood pressure, pupil size, sweating, etc. Those signs of autonomic activity are not very accurate due to the di erent response to surgery and anaesthetic drugs from patient to patient, and also due to the use of medication that attenuates these autonomic changes. Hence, an alternative technique is required to monitor the depth of anaesthesia. In common with many biological systems, brain activity is a dynamical system having irregular and unpredictable characteristics. The mathematical analysis of the behaviour of dynamical systems has been an active area of research since the beginning of this century, and has expanded rapidly with the advent of fast computers. The development in electronic digital computers in the last two decades has given rise to a wide range of medical applications, including mathematical analysis of the human electroencephalogram (EEG). It is in this last genre that the automatic assessment of the depth of anaesthesia, using ongoing EEG as a measure of brain activity, will be discussed in this paper. One of the most important problems in EEG analysis is the extraction of appropriate features to describe the ongoing signal, and this can be tackled in various ways. The feature extraction stage of the work described in this paper was performed using methods of dynamic systems analysis and involved the extraction of stochastic and dynamic complexity features of the signal (spectral entropy and features from the embedding eigen-spectrum). Feature-spaces formed using these two methods were used as input to a Radial Basis Function (RBF) pattern classi er. We show that, despite the agent speci city of EEG changes in anaesthesia, a useful anaesthetic depth monitor may be created. We present results for two di erent anaesthetic agents, des urane and propofol.
Materials and Methods

Data Recording
The experimental data sets used in this project were obtained from the Academic Department of Anaesthesia based at Northwick Park Hospital in Harrow, London. Fifteen patients (aged 31-61) formally agreed to participate in the study. Two di erent anaesthetic techniques were used. The rst technique used inhalation of des urane (group A) while the other used an intra-venous injection of propofol (group B). Group A Ten patients were anaesthetised by inhalation of des urane after premedication with 10mg of morphine and 0.4mg of andatropine. Neuro-muscular paralysis was maintained by infusion of a muscular relaxant -(vecuronium). During recordings, each patient consecutively received three concentrations (1.5, 3, and 6 %) of des urane in random order to ensure that any carryover e ect from one concentration to another would be insigni cant. By measuring the end-expiratory concentration of des urane, N 2 0 and C0 2 (using a calibrated Datex Ultima gas analyzer), the patient was considered to be in a state of low, medium or deep anaesthesia, and the corresponding recorded EEG data were labelled according to this classi cation. For experimental analysis, the nal 2.5 minutes of each 10 minute recording period were used, since during these periods the concentration of des urane (as monitored by the gas analyzer) was near constant.
Group B Five patients were anaesthetised by intra-venous infusion of propofol after premedication with 10mg of morphine and 0.4mg of atropine which was followed by induction of anaesthesia with thiopentone (2-4 mg kg ?1 ). Seven to ten minutes after induction, propofol was infused in ve equal 10-min steps, starting at 40 mg kg ?1 min ?1 and with a nal rate of 200 mg kg ?1 min ?1 . The blood concentration of propofol was measured by taking venous blood samples from the arm opposite to that receiving the infusion. Based on these concentrations, the patient was considered to be in one of ve di erent (low, three distinct medium and high) levels of anaesthesia, and the corresponding recorded EEG data were labelled according to this classi cation. For experimental analysis, the nal 5 minutes of each 10 minute recording period were used, since during these periods the measured concentration of propofol was near constant. The EEG signal was recorded from the forehead to the left mastoid (with right mastoid as common) using an 82 dB preampli er, having a bandwidth of 0.5-400 Hz ( rst-order high-pass lter and third-order Butterworth low-pass lter) and converted to a digital signal using a 12 bit analogue to digital converter. Incoming EEG data were sampled at 1 Khz, downsampled to 250 Hz and then digitally ltered with a low-pass cuto at 100 Hz using a nite impulse response lter (47 coe cients). The recordings were split into 75% overlapping windows of two seconds length (thus giving an e ective time resolution of 0.4 seconds).
Data Preprocessing
The determination of anaesthetic depth is complicated by two factors. Firstly the e ect on the EEG's frequency spectrum by an anaesthetic agent changes from individual to individual and, secondly, such changes di er from agent to agent. Frequency-based methods, therefore, cannot be guaranteed to be robust. We have chosen, instead, to investigate measures of signal complexity. 3 The parameters we are investigating are based upon spectral entropy and measures of the dynamics of signal components.
Spectral Entropy
The rst measure we introduce quanti es the spectral complexity of a time series. A variety of spectral transformations exist but the Fourier Transformation (FT) is probably the most well known. Normalisation of the power spectrum (such that it integrates to unity) gives a density function for which each element may be treated as a probability. If p f represents the probability at frequency f then application of Shannon's Channel Entropy gives an estimate of the spectral entropy (SE) of the process such that
Heuristically, the entropy may be interpreted as a measure of uncertainty about the event f. Thus, the entropy may be used as a measure of system complexity. High uncertainty is due to a large number of processes, whereas low entropy is due to one or some dominating processes which make up the time series x n . Randomly distributed noise, for example, has high entropy values. In contrast, regular motions, such as sinusoids, give low entropy values. We utilise the measure of SE as one of the components of our feature vectors.
Embedding Space Eigen-spectrum At this stage it is appropriate to introduce the method of delays, as described in 2]. Consider an \(m; J)-window" 2] which contains m samples taken at intervals of J samples from the ob-served time series. Thus, a (5,1)-window contains the samples (x i ; x i+1 ; x i+2 ; x i+3 ; x i+4 ), and a (5,3)-window the samples (x i ; x i+3 ; x i+6 ; x i+9 ; x i+12 ). The elements in the (m; J)-window represent components of an embedding space < m . As the time series is repeatedly windowed, the series of vectors obtained constitutes the trajectory, or embedding, matrix. De ning 
which sets the lower bound for m given an M-dimensional manifold in the phase space. Since M is not known a priori this theorem seems of little practical signi cance and, in practice, the embedding dimension m is chosen large enough such that redundancy in X results. This redundancy manifests itself as a rank de ciency in X. For any X there exists a singular-value decomposition
where S is a diagonal matrix of singular values, i , and U; V are Eigenmatrices. For a noiseless system, some i will zero due to the redundancy, however, in real world situations the observed time series will be corrupted by experimental noise including quantization noise. This results in a shifting of the singular values such that
where h 2 i is the expected signal noise variance. Hence, no singular value will be zero. As the expected noise is randomly distributed, however, it will take no preferred direction in the embedding space, thus giving rise to a noise-oor in the singular values spectrum. This is in contrast to those singular values associated with the deterministic system which will be signi cantly larger. We utilise the rst ve normalised singular values, along with the value of spectral entropy, as components to our feature vector.
The RBF network
The RBF network has a well established two-layer architecture consisting of a hidden layer of (nonlinear) kernel functions and an output layer (which is linear if a sum of squares error functional is used). If we take the simplest common format of RBF, using Gaussian kernels on the hidden layer, the kernel functions may be de ned by their rst moment, c j , or centroid, which represents the location of the kernel in the input space, and a width parameter, s j , which gives a radially symmetric response for each kernel. The response of the j-th kernel to an input feature x is hence 
At the output layer of the RBF network, the output classi cation vector, y, is generated from a weighted linear summation of the responses of the N h Gaussian kernels with an additional bias term, (which compensates for the mean di erences between the target output vectors and the actual output vectors) y = W +
where W is the nal-layer weights matrix and is the vector of kernel responses. Training of the RBF network consists of estimating appropriate values for the location of the kernel centres in input space, c j , their widths s j and the weights matrix of the output layer. There are di erent approaches to training in RBF networks, with most of them breaking the problem into two stages with an unsupervised clustering of hidden-layer kernels followed by a matrix inversion to evaluate the nal layer. We may, however, achieve better results if we adopt a full non-linear optimisation of all network parameters 7]. The K-means algorithm and the rst-nearest neighbour heuristic were used in an initial`seeding' phase to form a primary estimate of the hidden-layer parameters. Supervised learning was thence used in both layers simultaneously 4, 7] . The free parameters of both layers were estimated by minimising the mean square error at the output using a backpropagation methodology. Full details of this approach are found in 7, 1].
Cross-Validation Testing
The anaesthetic records from fteen patients (10 des urane and 5 propofol) were used for creating the database. Feature vectors extracted were labelled corresponding to a particular level of anaesthesia as necessary for the supervised learning of the RBF network. For each level of anaesthesia 400 feature vectors (des urane) and 800 vectors (propofol) per patient were extracted and used to create three data sets each consisted of 8000 vectors corresponding to low, medium and high levels of anaesthesia. In both cases, each class data set has the same number of elements since balanced data sets were required for classi cation (although not strictly necessary, it is attractive to have equal class priors, as discrepancies are not then needed to be adjusted for). The data was randomised and split into ve subsets. Two were chosen as a training set, two as a cross-validation set and one as a test set. All data was normalised to zero mean and unit variance with respect to the training set. By choosing a di erent subgroup as test set, ve training, validation and testing results could easily be obtained.
If we regard the RBF structure as a method of estimating, given a training set of input-output pairs (i.e. labelled), an arbitrary mapping function from the input to output space, then it is clear that the number of internal degrees of freedom will dictate the complexity of this mapping. If the number of weights in the network is too low then it may not be able to capture the complexity of the desired mapping. If, on the other hand, the number is too high, then we run the risk of over tting the training data and thus impairing the generalisation performance of the system. As the number input and output nodes are speci ed by the dimensionality of the input space and the number of classes respectively, only the number of hidden-layer nodes in the RBF network must be adjusted and optimised. Several methods have been proposed in the literature to perform this optimisation (for a full treatment, see 1]) and we have chosen, for this study, the standard cross-validation technique, whereby resultant system error is evaluated on a cross-validation set which is not per se used otherwise in the training process. Such cross-validation testing was performed for a range of hidden layer nodes from 5 to 200. For each value, after the network was trained, classi cation error rates for both training and cross-validation sets were calculated. As expected, classi cation error rates on the training set decreased with increased number of hidden layer nodes, whilst classi cation error rate was not signi cantly improved on the cross-validation set after 45 hidden layer nodes. We note that there is signi cant overlap present in the medium depth levels. We chose, therefore, to train a system on only the extreme depth levels, which are very well de ned. We aim to estimate a mapping, therefore, which is able to smoothly interpolate, thus, for instance, treating the medium levels as transition states. This has the added advantage that, as the classi cation space consists of two classes only and we estimate posterior probabilities, there is only one degree of freedom at the output (as the two probabilities sum to unity). We may thus represent the depth of anaesthesia on a single continuous probability scale, where 1 represents, say, low levels of anaesthetic and 0 represents high levels. It is noted that reducing the number of classes in the output space by treating some classes as transition, or intermediary states, is similar to the methodology used in 5] for EEG based analysis of the human sleep cycle.
Results
As our approach is one of extremal training, such that we rely only on classes that are reliably labelled, the class members are well separated. We would expect, therefore, for the classi cation errors per se to be low. Indeed, we obtain a classi cation rate of 98 0:2%. Figure (1) shows the resultant network output for the test set of ve graded levels of anaesthetic agent (1 represents low dose, and 0 high dose). We see that all ve levels are clearly shown by the network. We note that the rst, second and fth levels consist of equal amounts of data from the two di erent anaesthetic agents (des urane & propofol), and there is no signi cant di erence in network response between them. 4 The network probabilities are post-processed using an adaptive lter 6] such that stochastic components are removed. The data which constitutes the test set is arti cial in the sense that it is not from a single subject and continuous in time (there are abrupt level changes). Figure ( 2) shows the same continuous probability measure for two subjects (anaesthetised using des urane).
Once more all outputs are post-processed using the adaptive lter. At the start of the left-hand data fragment the subject was at a`medium' anaesthetic depth before being allowed to return towards consciousness. The depth was then increased and returned to a`medium' depth. For the right-hand subject, anaesthetic depth was initially low which was increased some 20 minutes into the recording. The drop of the nal points in both plots is artefactual and due to lter action. Of interest in both plots, but especially the left-hand one, are the regular uctuations in depth occurring on a period of approximately one minute.
Conclusions
This work represents a pilot study to assess the utility of neural networks, coupled with complexity features of the EEG, to monitor anaesthetic depth. It should be noted that as part of the same 4 The third and fourth levels are taken using propofol only. study standard linear modelling techniques were investigated to provide signal features. The latter were not robust across anaesthetic agents, however. One of the key issues of this work is that we have decided not to rely on labelled data from intermediate levels as we believe these to be arti cial. Instead we train an interpolating mapping using the highest and lowest levels only. The results of this approach are superior. The work still, however, needs to be validated on a far larger data set.
