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Abstract
We describe the compact sets of any asymmetric normed linear space. After that, we focus our
attention in finite dimensional asymmetric normed linear spaces. In this case we establish the equiv-
alence between T1 separation axiom and normable spaces. It is proved an asymmetric version of the
Riesz Theorem about the compactness of the unit ball. We also prove that the Heine–Borel Theorem
characterizes finite dimensional asymmetric normed linear spaces that satisfies the T2 separation ax-
iom. Finally we focus our attention on the T0 separation axiom and results that are related to the dual
p-complexity spaces.
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1. Introduction
Let E be a linear space on the set of real numbers R. We say that a function q :E →R+
(where R+ is the set of nonnegative real numbers) is an asymmetric norm on E if for all
x, y ∈ E and a ∈R+:
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(ii) q(ax) = aq(x).
(iii) q(x + y) q(x) + q(y).
Asymmetric norms are called quasi-norms in [4,1,9].
The function q−1 :E → R+ defined by q−1(x) := q(−x) is also an asymmetric norm.
The function qs :E → R+ given by the formula qs(x) := max{q(x), q−1(x)} is a norm
on E.
An asymmetric norm q induces a quasi-metric dq by mean of the formula
dq(x, y) = q(y − x), x, y ∈ E.
If dq is a bicomplete quasi-metric on E, then (E,q) is called a biBanach space [10]. Each
quasi-metric d on E generates a T0 topology τdq on E, for which the basic open sets are
the balls Bd(x, r) = {y ∈ E: d(x, y) < r}. Hence if q is an asymmetric norm on E, the
sets
Bε(0) :=
{
x ∈ E: q(x) < ε}, ε > 0,
form a fundamental system of neighborhoods of zero for the topology generated by dq . In
the same way the translations of these sets Bε(y) := y + Bε(0), define a fundamental sys-
tem of neighborhoods of y for all y ∈ E. Note from the definition that Bε(y) = Bdq (y, ε).
We denote by Bε(0) the sets
Bε(0) :=
{
x ∈ E: q(x) ε}, ε > 0.
When necessary, we will indicate the space as a subscript, together with the radius
separated by one coma, and the used asymmetric norm as a superscript.
The pair (E,q) is called an asymmetric normed linear space.
The complexity (quasi-metric) space was introduced by Schellekens [12] in order to
develop a topological foundation for the complexity analysis of programs and algorithms,
based on the notion of a “complexity distance”, i.e., a quasi-metric which intuitively mea-
sures relative improvements in the complexity of programs and algorithms. The complexity
space accepts, among others, many important kinds of exponential time algorithms. In par-
ticular, some applications of this theory to the complexity analysis of Divide and Conquer
algorithms were given in [12].
Later on, it was introduced in [11] the so-called dual complexity (quasi-metric) space,
to discuss in a more handy context several quasi-metric properties of the complexity space
which are interesting from a computational point of view. In fact, while the complexity
space cannot be modelled as a quasi-normed cone, the dual space admits a structure of
quasi-normed (asymmetric normed, in our terminology) semilinear space [10] (in our con-
text, a semilinear space is a cone in the sense of Keimel and Roth [8]) and, by other hand,
it can be directly used for the complexity analysis of certain algorithms, where the running
time of computing is the complexity measure (compare [12, Section 4] and [11, p. 313]).
Motivated by the fact that, in this dual context, the complexity analysis of algorithms
with running time O(2n/nr), 0 < r  1, cannot be performed via the dual complexity
space, the authors have recently introduced [6] the so-called dual p-complexity space (p 
1), which provides, for p > 1, an appropriate framework to discuss complexity functions
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space is an asymmetric normed semilinear space which is isometrically isomorphic to the
positive cone of (lp,‖·‖+p) (see Section 2 in [6] for definitions and details). In order to
obtain a general theory of dual complexity it was introduced in [6] the following class of
spaces. For each p ∈ [1,∞) set B∗p := {f ∈ Rω:
∑∞
n=0(2−n|f (n)|)p < ∞}, where ω are
the nonnegative integers numbers. If for any f,g ∈ B∗p and a ∈R we define f +g and a ·f
in the usual pointwise way, then it easily follows that (B∗p,+, ·) is a linear space.
Now denote by qp the nonnegative real valued function defined on B∗p by qp(f ) =
(
∑∞
n=0(2−nf (n)+)p)1/p , where f (n)+ are the nonnegative values (f (n) ∨ 0). Then
(B∗p, qp) is a biBanach space. In Corollary 4 of [6] it is shown that (B∗p, qp) and (lp,‖·‖+p),
with ‖x‖+p = (∑∞n=0(x+n )p)1/p , are isometrically isomorphic. For each p ∈ [1,∞) let
C∗p = {f ∈ B∗p: f (n) 0 for all n ∈ ω}. Following [6], the asymmetric normed semilinear
space (C∗p, qp) will be called the dual p-complexity space, where the restriction of qp to
C∗p is also denoted by qp . If we denote by l+p the positive cone of lp , in [6] is proved that
(C∗p, qp) and (l+p ,‖·‖+p) are isometrically isomorphic.
Observe that the quasi-metric dqp induced on C∗p by qp is given by
dqp (f, g) =
( ∞∑
n=0
2−pn
((
g(n) − f (n))∨ 0)p
)1/p
.
In particular (C∗1 , dq1) is exactly the dual complexity space as defined in [11].
The computational interpretation [11] of the complexity distance dq1 remains valid for
each quasi-metric dqp [6]. Thus, the fact that dqp (f, g) = 0, with f = g, can be interpreted
as g is more efficient than f . Furthermore qp(f ) measures relative progress made in low-
ering complexity by replacing f by the “optimal” complexity function 0, assuming that
the complexity measure is the running time of computing.
On the other hand, there is in the last years a renewed interest in automata of infinite
objects due to their intimate relation with temporal and modal logics of programs. Thus,
Emerson and Jutla [3] have successfully applied complexity of tree automata to obtain
optimal deterministic exponential time algorithms in some important modal logics of pro-
grams, where by an exponential time algorithm we mean an algorithm with running time
O(2P(n)), such that P(n) is a polynomial with P(n) > 0 for all n. This running time cor-
responds to the function f given by f (n) = 2P(n) for all n, which does not belong to any
dual p-complexity space whenever P(n) n. The authors have introduced [7] the notion
of the supP(n)-complexity space in order to discuss complexity functions generating this
kind of algorithms. In this case we work with the Banach space (l∞,‖·‖∞) where l∞ is
the bounded sequences space and we define the usual multiplicative operation between
sequences from l∞.
For each polynomial P(n), with P(n) > 0 for all n ∈ ω, we define B∗
P(n),∞ := {f ∈
R
ω: sup{2−P(n)|f (n)|: n ∈ ω} < ∞}. It easily follows that B∗P(n),∞ is a linear space for
the usual pointwise operations.
The function qP(n),∞ defines on B∗P(n),∞ as qP(n),∞(f ) = sup{2−P(n)f (n)+: n ∈ ω} is
an asymmetric norm.
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(B∗
P(n),∞, qP (n),∞) and let
C∗P(n),∞ :=
{
f ∈ B∗P(n),∞: f (n) 0 for all n ∈ ω
}
.
Let qP(n),∞ the restriction of the asymmetric norm qP(n),∞ defined on B∗P(n),∞ toC∗P(n),∞. Then, C∗P(n),∞ is an asymmetric normed semilinear space.
Observe that in any case, the unit ball B1(0) of these spaces is not a bounded set for any
norm, in particular, they are unbounded sets for the corresponding qp or qP(n).
The aim of this paper is to extend the results about compact sets on finite dimensional
normed spaces to the case of asymmetric normed linear spaces. In Section 2 we introduce
the set theoretical arguments that allows to a general description of compact sets of an
asymmetric normed linear space. In Section 3, we focus our attention in the finite dimen-
sional case to reproduce the classical results of the normed spaces theory. In particular, we
prove that a T1 asymmetric normed linear space (E,q) is finite dimensional if and only if
the unit ball Bq1 (0) is compact for the topology generated by the asymmetric norm (The-
orem 13). This will be done via the compactness of Bqs1 (0) in the supremum norm qs . In
fact, we will prove the equivalence between T1 and normability of the spaces in the case of
finite dimension and thus between T1 and T2 separation axioms. The T2 separation axiom
in the general case of asymmetric normed linear spaces has been studied in [5]. We also
prove that the Heine–Borel Theorem characterizes finite dimensional asymmetric normed
linear spaces that satisfies T2 axiom (Theorem 15).
In this Section 3, we pay also attention to T0 spaces and, in particular several properties
in relation with the dual p-complexity spaces are discussed.
Basic references about quasi-metrics and asymmetric norms are [13,1,9,4,11].
Definitions and basic results on general topology can be found in [2].
2. Compact sets in asymmetric normed linear spaces
In this section we describe the compact sets of any asymmetric normed linear space.
In particular, given a compact set in (E,qs), we give a way to construct compact sets in
(E,q) for the topology induced by q .
Definition 1. Let (E,q) be an asymmetric normed linear space and x ∈ E. We define the
set θ(x) as:
θ(x) = {z ∈ E: dq(x, z) = q(z − x) = 0}.
In particular
θ(0) = {z ∈ E: dq(0, z) = q(z) = 0}.
Observe that θ(x) is the closure of {x} in (E,q−1).
Lemma 2. Given a set A ⊂ E of an asymmetric normed linear space (E,q), we have that⋃
θ(x) = A + θ(0),x∈A
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A + θ(0) = {z ∈ E: z = x + y, x ∈ A and y ∈ θ(0)}.
Proof. Let z ∈⋃x∈A θ(x). Then there exists an x ∈ A such that q(z−x) = 0. This implies
that z − x = y, y ∈ θ(0) and then we can express z as z = x + y. Thus ⋃x∈A θ(x) ⊂
A+ θ(0).
Conversely, let w ∈ A + θ(0). There exists an x ∈ A and an element y ∈ θ(0) such
that w = x + y and also w − x = y. Then q(w − x) = q(y) = 0 so w ∈ θ(x) and w ∈⋃
x∈A θ(x). This implies that A + θ(0) ⊂
⋃
x∈A θ(x). 
Lemma 3. Let (E,q) be an asymmetric normed linear space and x ∈ E. Then
Bε(x) = Bε(x) + θ(0).
Proof. Bε(x) ⊂ Bε(x) + θ(0) since 0 ∈ θ(0) and every x ∈ Bε(x) can be written as x =
x + 0.
Let z ∈ Bε(x)+ θ(0). Then there exists an y ∈ Bε(x) and w ∈ θ(0) such that z = y +w.
Then
q(z − x) = q(y + w − x) q(y − x) + q(w) < ε + 0 = ε.
As a consequence, z ∈ Bε(x) and Bε(x) + θ(0) ⊂ Bε(x). 
Lemma 4. Let (E,q) be an asymmetric normed linear space and A ⊂ E an open set. Then
A = A + θ(0).
Proof. It is obvious that A ⊂ A+ θ(0).
Let z ∈ A+θ(0). Then we can express z as z = x+y where x is in A and y is an element
of θ(0). But A is an open set. Consequently, there exists an ε > 0 such that Bε(x) ⊂ A. Tak-
ing into account that Bε(x) = Bε(x) + θ(0) by the preceding lemma, it can be concluded
that z is in A. 
Lemma 5. Given a family {Ai : i ∈ I } of sets in (E,q), then⋃
i∈I
(
Ai + θ(0)
)= (⋃
i∈I
Ai
)
+ θ(0).
Proof. If x ∈⋃i∈I (Ai + θ(0)) that means that there exists some i satisfying that x ∈ Ai +
θ(0) such that x can be written as x = xi + z with xi ∈ Ai and z ∈ θ(0). Then xi ∈⋃i∈I Ai
and x = xi + z is in (⋃i∈I Ai) + θ(0).
If x ∈ (⋃i∈I Ai) + θ(0) there exists an xi ∈ Ai and z ∈ θ(0) such that x = xi + z and
then x is in
⋃
i∈I (Ai + θ(0)). 
Proposition 6. Let (E,q) be an asymmetric normed linear space and K ⊂ E. Then K is
compact respect to the topology induced by the asymmetric norm τdq if and only if K+θ(0)
is compact for the same topology.
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Ai = Ai + θ(0).
Then by Lemma 5
K + θ(0) ⊂
⋃
i∈I
Ai + θ(0).
But K is compact and there exists a finit subcover of K , {Aj : j ∈ J ⊂ I } such that K ⊂⋃
j∈J Aj . Then applying the same Lemma 5 we obtain that K + θ(0) ⊂
⋃
j∈J (Aj + θ(0)).
This implies that K + θ(0) admits a finit subcover {Aj + θ(0): j ∈ J ⊂ I } and K + θ(0)
is a compact set.
(⇐) If K + θ(0) is compact, given an open cover of the set K , {Ai : i ∈ I }, the fam-
ily {Ai + θ(0): i ∈ I } is an open cover of K + θ(0) and this set admits a finit subcover
{Aj + θ(0): j ∈ J ⊂ I }. Then by Lemma 5 K + θ(0) ⊂⋃j∈J Aj + θ(0) that implies
K ⊂⋃j∈J Aj and then {Aj : j ∈ J ⊂ I } is a subcover of K obtained from the open cover{Ai : i ∈ I }. Thus, K is compact. 
Corollary 7. Given a K0 ⊂ K + θ(0), if K + θ(0) is a compact set and K0 + θ(0) =
K + θ(0) then K0 is also compact.
Note that if K is a compact set of (E,qs), then K + θ(0) is a compact set of (E,q).
3. Finite dimensional asymmetric normed linear spaces
Let (E,q) an asymmetric normed linear space endowed with the topology τdq defined
above. A set M ⊂ E is said to be compact if it is compact considered as a subspace of E
with the induced topology, that is, (M,q) is compact with respect to the topology τdq |M .
A set M of E is compact if every sequence in M has a convergent subsequence whose
limit is in M .
Lemma 8. Let (e,‖·‖) be a finite dimensional normed linear space, with base {e1, e2, . . . ,
en}. Then, a sequence (xk)k∈N in E converges to x = λ1e1 +λ2e2 +· · ·+λnen if and only if
the i-co-ordinate sequence of (xk)k∈N converges to λi , with respect to the Euclidean norm,
i = 1, . . . , n.
We generalize this classical result to asymmetric normed linear spaces as follows.
Theorem 9. Let (E,q) be a finite dimensional T1 asymmetric normed linear space, with
base {e1, e2, . . . , en}. Then, a sequence (xk)k∈N in E converges to x = λ1e1 +λ2e2 +· · ·+
λnen with respect to q if and only if the i-co-ordinate sequence of (xk)k∈N converges to λi ,
with respect to the Euclidean norm, i = 1, . . . , n.
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spect to the Euclidean norm, i = 1, . . . , n. Given a positive real number M > 0 and an ε
n
there is a ki0 such that when k  ki0 then∣∣(xk)i − λi∣∣< ε
nM
.
Let be k0 = max{ki0, i = 1, . . . , n}. Then, if k  k0,
q(xk − x)
n∑
i=1
q
(
(xk)i − λi
)

n∑
i=1
qs
(
(xk)i − λi
)

n∑
i=1
M
∣∣(xk)i − λi∣∣ ε,
where we have used the fact that qs is a norm and equivalent to the Euclidean norm with
constant M .
Suppose now that (xk)k∈N is a sequence in E that converges to 0 with respect to q (if
(xk)k∈N converges to x respect to q , the sequence (xk −x)k∈N converges to 0), but for some
n0 ∈ 1, . . . , n the co-ordinate sequence ((λk)n0)k∈N is not convergent to 0 with respect to
the Euclidean norm, where
xk = (λk)1e1 + (λk)2e2 + · · · + (λk)nen
for each k ∈N.
We may assume that there is r > 0 such that |(λk)n0 | > r for all k ∈N.
For each k ∈ N put Mk = max{|(λk)i |, i = 1, . . . , n}. Define a sequence (yk)k∈N by
yk = xk/Mk ∀k ∈N. Then
q(yk) = q(xk)
Mk
<
q(xk)
r
,
for all k ∈N, so (yk)k∈N converges to 0 with respect to q .
Now observe that there exists a co-ordinate sequence of (yk)k∈N that has a co-ordinate
subsequence which consist only of terms −1 or 1. Denote this subsequence by ((λkj )m)j∈N
where m ∈ {1, . . . , n}. Consider the corresponding subsequence (ykj )j∈N of (yk)k∈N and
its first co-ordinate sequence ((λkj )1)j∈N. Then ((λkj )1)j∈N has a convergent subsequence.
Continuing this process to the nth co-ordinate sequence, we obtain a subsequence (ykl )l∈N
of (yk)k∈N which has each co-ordinate sequence convergent but the mth co-ordinate sub-
sequence consist only of terms −1 or 1. So by the preceding lemma (ykl )l∈N converges
to a point y = 0 with respect to the norm qs . Since q(y) q(y − ykl ) + q(ykl ) ∀l ∈ N, it
follows that q(y) = 0 so y = 0, a contradiction.
We conclude that each co-ordinate sequence ((λk)i)k∈N converges for i = 1, . . . , n.
Finally, if the sequence (xk)k∈N converges to x with respect to q , then the sequence
(xk − x)k∈N converges to 0 with respect to q . So the i-co-ordinate sequence ((xk)i −
(x)i)k∈N converges to 0. Hence the i-co-ordinate sequence ((xk)i)k∈N converges to the
i-co-ordinate (x)i . This concludes the proof. 
Definition 10. An asymmetric normed linear space (E,q) is called normable if there is
a norm ‖·‖ on the linear space E such that the topologies τdq and τd‖·‖ coincide on E.
Corollary 11. Let (E,q) be a finite dimensional T1 asymmetric normed linear space. Then
(E,q) is normable by the norm qs .
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Theorem 9 and Lemma 8, (xk)k∈N converges to x with respect to the norm qs . 
In particular observe that, because of Corollary 11, T1 separation axiom implies T2
separation axiom in the finite dimensional case.
Lemma 12. Let (E,q) be an asymmetric normed linear space and τdq the topology gener-
ated by the quasi-metric dq . Then τdq is T1 if and only if q(y) = 0, for each y ∈ E\{0}.
Theorem 13. The unit ball Bq1 (0) of a T1 asymmetric normed linear space (E,q) is com-
pact if and only if it is finite dimensional.
Proof. Suppose firstly that Bq1 (0) is a compact set of (E,q). Then Bq1 (0) is compact in
(E,qs) by the preceding corollary. Since Bq
s
1 (0) ⊂ Bq1 (0) and Bq
s
1 (0) is closed in (E,q
s)
it follows that Bq
s
1 (0) is compact in (E,q
s). Hence (E,qs), and thus (E,q), are finite
dimensional.
Conversely, let {e1, e2, . . . , en} be a base of (E,q). For each x ∈ E set
x = λ1(x)e1 + λ2(x)e2 + · · · + λn(x)en.
Thus we have defined n functions λi :E →R, which are clearly linear functions on E.
By Theorem 9, each λi is continuous from (E,q) to R endowed with the Euclidean
norm, so there exists n constants Mi > 0, Mi ∈R, i = 1, . . . , n, such that∣∣λi(x)∣∣Miq(x), i = 1, . . . , n, ∀x ∈ E.
Now let (xk)k∈N be a sequence in Bq1 (0). Then |λi(xk)|  Mi , i = 1, . . . , n, k ∈ N.
Hence, the first co-ordinate sequence (λ1(xk))k∈N has a convergent subsequence. The cor-
responding co-ordinate sequence (λ2(xk))k∈N has also a convergent subsequence. Continu-
ing this process, we obtain a subsequence (xkj )j∈N of (xk)k∈N, which has each co-ordinate
sequence convergent. Therefore (xkj )j∈N converges to some y ∈ E with respect to the
norm qs by Theorem 9. Since q(xkj ) 1 and q(y) − q(xkj ) q(y − xkj ) ∀j ∈ N, it fol-
lows that q(y) 1. We conclude that Bq1 (0) is a compact set of the normed space (E,qs)
and by the preceding corollary it is a compact set of (E,q). 
Remark 14. The above proof is doing following the customary scheme but there is an
straightforward argument to deduce the result from classical theorems. This comes from the
observation that all asymmetric norms on a T1 finite dimensional linear space are equiva-
lent. Lemma 12 shows that an asymmetric normed linear space is T1 if and only if q(x) = 0
for all x ∈ E\{0}. Let (E,q) be a finite dimensional asymmetric normed linear space and
qs the supremum norm as usual. Then the restriction of q to {x ∈ E: qs(x) = 1} does not
attain zero because q is a continuous function in (E,qs). Thus, it is bounded below, and
so q and qs are equivalent.
Theorem 15. Let (E,q) a finite dimensional asymmetric normed linear space. Then (E,q)
is normable if and only if each compact set is closed.
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there exist a sequence (xn)n∈N in E and two points x, y ∈ E with x = y such that xn → x
and xn → y with respect to the topology τdq . Since K = {x} ∪ {xn: n ∈ N} is compact in
(E,q) and y ∈ K − K , K cannot be closed.
The converse is well known. 
Note that, in a finite dimensional linear space, every compact set is bounded and hence
this theorem provides a version of the Heine–Borel Theorem for asymmetric normed linear
spaces.
Definition 16. Let (X,q) be an asymmetric normed linear space. We say that Bq1 (0) is
right-bounded if there exists a real constant r > 0, such that
rBq1 (0) ⊂ Bq
s
1 (0) + θ(0).
Proposition 17. Let (E,q) be a finite dimensional asymmetric normed linear space such
that Bq1 (0) is right-bounded . Then Bq1 (0) is compact.
Proof. Bqs1 (0) is the unit ball of the normed space (E,qs). Since E is finite dimen-
sional, Bqs1 (0) is compact. Let {Ai, i ∈ I } be an open cover of Bq1 (0) in τdq . Since
Bqs1 (0) ⊂ Bq
s
1 (0) + θ(0) ⊂ Bq1 (0), then {Bq
s
1 (0) ∩ Ai, i ∈ I } is an open cover of Bq
s
1 (0)
in τdqs |Bqs1 (0). There exists a finite subcover {
Bqs1 (0) ∩ Aj , j = 1, . . . , n} of Bq
s
1 (0) in
τdqs |Bqs1 (0). Then
Bqs1 (0) + θ(0) ⊂
⋃n
j=1(Bq
s
1 (0) ∩ Aj) + θ(0) ⊂
⋃n
j=1 Aj + θ(0). But
Bq1 (0) is right-bounded, so rBq1 (0) ⊂
⋃n
j=1 Aj + θ(0) ⊂
⋃n
j=1 Aj by Lemma 4. Then
rBq1 (0) is compact. Taking into account that the function f (x) = rx is continuous for the
topology τdq , it is obvious that Bq1 (0) is compact. 
Lemma 18. Bqs1 (0) + θ(0) ⊂ Bq1 (0).
Proof. Let g ∈ Bqs1 (0) + θ(0). Then we can write g = f1 + f2 such that f1 ∈ Bq
s
1 (0) and
f2 ∈ θ(0). Then q(g) q(f1) + q(f2) = q(f1) qs(f1) 1. Then g ∈ Bq1 (0). 
Lemma 19. Consider the asymmetric normed linear spaces (B∗p, qp) for every p ∈
[1,+∞). Then B qpB∗p,1(0) ⊂ B
qsp
B∗p,1(0) + θ(0).
Proof. Let f ∈ B qpB∗p,1(0). Then we can split f as a f = (f ∨ 0)+ (f ∧ 0). It is easy to see
that qsp(f ∨ 0) = qp(f )  1 and qp(f ∧ 0) = 0 that implies that (f ∨ 0) ∈ B
qsp
B∗p,1(0) and
(f ∧ 0) ∈ θ(0). Thus, f ∈ B q
s
p
B∗p,1(0) + θ(0). 
Corollary 20. B qpB∗ (0) is right-bounded and B
qp
B∗ (0) = B
qsp
B∗ (0) + θ(0).p p p
L.M. García-Raffi / Topology and its Applications 153 (2005) 844–853 853Proof. The proof is a direct consequence of Lemmas 18 and 19. 
These results can be extended to the asymmetric normed linear spaces (B∗P(n),∞,
qP (n),∞) and P(n) > 0 for all n, taking into account that, in finite dimensional case, all
asymmetric norms are equivalent.
References
[1] C. Alegre, J. Ferrer, V. Gregori, On the Hahn–Banach theorem in certain linear quasi-uniform structures,
Acta Math. Hungar. 82 (1999) 315–320.
[2] Á. Császár, Fondements de la Topologie Générale, Budapest–Paris, 1960.
[3] A.E. Emerson, C.S. Jutla, The complexity of tree automata and logic of programs, SIAM J. Comput. 29
(1999) 132–158.
[4] J. Ferrer, V. Gregori, A. Alegre, Quasi-uniform structures in linear lattices, Rocky Mountain J. Math. 23
(1993) 877–884.
[5] L.M. García Raffi, S. Romaguera, E.A. Sánchez Pérez, On Hausdorff asymmetric normed linear spaces,
Houston. J. Math. 29 (2003) 717–728.
[6] L.M. García-Raffi, S. Romaguera, E.A. Sánchez-Pérez, Sequence spaces and asymmetric norms in the theory
of computational complexity, Math. Comput. Model. 36 (2002) 1–11.
[7] L.M. García-Raffi, S. Romaguera, E.A. Sánchez-Pérez, The supremum asymmetric norm on sequence al-
gebras: A general framework to measure complexity distances, Electronic Notes Theoret. Comput. Sci. 74
(2003).
[8] K. Keimel, W. Roth, Ordered Cones and Approximation, Springer, Berlin, 1992.
[9] S. Romaguera, M. Sanchis, Semi-Lipschitz functions and best approximation in quasi-metric spaces, J. Ap-
prox. Theory 103 (2000) 292–301.
[10] S. Romaguera, M. Schellekens, Duality and quasi-normability for complexity spaces, Appl. Gen. Topology 3
(2002) 91–112.
[11] S. Romaguera, M. Schellekens, Quasi-metric properties of complexity spaces, Topology Appl. 98 (1999)
311–322.
[12] M. Schellekens, The Smyth completion: A common foundation for denonational semantics and complexity
analysis, in: Proc. MFPS 11, Electronic Notes Theoret. Comput. Sci. 1 (1995) 211–232.
[13] S. Salbany, Bitopological Spaces, Compactifications and Completions, Math. Monographs, vol. 1, Dept.
Math. Univ. Cape Town, 1974.
