ABSTRACT In this paper, we propose a rateless superposition spinal code for binary erasure channel, which can provide unequal error protection (UEP) and unequal recovery time (URT) properties. By the superposition operation, the information of the more important bits is conveyed by more coded symbols than that of the less important bits, which leads to the UEP property. Moreover, a superposition parameter is introduced, which can be adjusted to meet different UEP requirements. Furthermore, we provide upper bound on the error probability for each priority level of the proposed code under maximum likelihood decoding. Simulation results show that the proposed code can provide UEP and URT properties, and the derived upper bound can well estimate the error probability of each priority level.
I. INTRODUCTION
It is a fundamental requirement to transfer information reliably for a communication system. The classical communication frameworks aim at providing excellent error protection for all the transmitted messages, such that the error rate of each message bit can be sufficiently small. However, in many practical scenarios, it is a luxury to provide equal error protection for all the information bits or messages. For instance, control signals may potentially be better protected than the payload data in wireless network, which means the unequal error protection (UEP) property. While in video-on-demand system [1] , data should be recovered in sequence, which implies the unequal recovery time (URT) property. Actually, UEP requirement is widespread. In the broadcast and relay channels, different message bits should be encoded with different protection priority levels to ensure that receivers with unequal link conditions can recover the corresponding messages. These application scenarios raise a need for designing codes with UEP and URT properties.
UEP codes were first studied in [2] , and considerable works have been done to investigate the UEP codes [3] - [7] . Although some traditional fixed rate codes have been exploited to provide UEP property, they are not adaptive for the unknown or time-varying channels. In contrast, UEP rateless code has inspired a great of research interests due to its better adaptability to the change of channel conditions. The first class of UEP rateless codes was proposed in [8] by employing Luby transform (LT) codes [9] . Other UEP rateless codes can be found in [10] - [15] .
In this paper, we propose a new rateless UEP code based on spinal codes [16] , [17] , i.e., superposition UEP spinal codes, for the binary erasure channel. The main contributions of this paper can be concluded as the following three aspects.
• We propose a new superposition coding structure and introduce a superposition matrix, which can be adjusted to meet different UEP requirements. In particular, we consider an all-random method for the superposition matrix, where all the entries are i.i.d. and follow Bernoulli distribution with parameter ρ. The UEP design of the proposed code with this all-random method is flexible and easy to implement, since there exists only one parameter ρ to determine the superposition matrix.
• For the proposed coding scheme, we give two decoding strategies, i.e., the joint decoding and the serial decoding. Both decoding strategies are maximum likelihood (ML) decoding. We also introduce a parameter B, which limits the number of retained nodes during the decoding, to decrease the decoding complexity of the two decoding strategies.
• We provide upper bound on the error probability of each priority level of superposition UEP spinal codes under the serial decoding without introducing parameter B (ML decoding). Although ML decoding is computationally complex specially for long codes, the derived bound under ML decoding is still useful, since it offers an ultimate indication on the system performance. From the numerical results, the derived upper bounds can well evaluate the error performance of each priority level. The rest of this paper is organised as follows. We introduce rateless spinal codes and propose a superposition UEP spinal code in section II. The discussion on the superposition parameter is also included in section II. We present two decoding strategies for the proposed code in section III. Section IV gives the finite-length analysis of superposition UEP spinal codes under ML decoding. Simulation results are presented in section V, followed by the conclusions in section VI. 
II. SUPERPOSITION UEP SPINAL CODES A. RATELESS SPINAL CODES
Rateless spinal codes employ a hash function, h : {0, 1} v × {0, 1} k → {0, 1} v , as the coding kernel to successively generate pseudo-random bits [16] , [17] . The encoding process of a spinal code can be completed by three steps as shown in Fig. 1 . Firstly, an n-bit message m is divided into D = n/k segments, i.e., m 1 , m 2 , . . . , m D , each of which consists of k bits. Secondly, the encoder generates D hash states successively as
where s 0 , known by both the encoder and the decoder, is the initial hash state. Finally, the encoder maps the hash state s i into channel input sequence x i by using f : {0, 1} v → X v/c , where X denotes the set of channel inputs. Since we focus on the BEC, we choose c = 1 and let x i = s i . 1 After the process above, the transmitter continually sends s 1 , . . . , s D by passes until the receiver can decode the message successfully. Each pass consists of D symbols generated by the D message segments. For example, during the L-th pass transmission, the transmitter sends the symbols 1 For other discrete memoryless channels (DMC), e.g., AWGN channel, every c bits can be mapped into a real or complex number by a suitable modulation, such as the quadrature amplitude modulation (QAM) and the truncated Gaussian mapper [17] , [18] .
Remark: We set v sufficiently large to ensure the generation of potentially infinite sequence for the rateless transmission.
B. SUPERPOSITION ENCODING WITH UEP PROPERTY
Suppose that we indent to transmit an n-bit message m with two different levels of importance over a BEC. Assume that n 1 is the number of more important bits (MIB) and n 2 is the number of less important bits (LIB), where n 1 + n 2 = n. Denote MIB as m m and LIB as m l . As shown in Fig. 2 
where 
where
Finally, the encoder generates the channel inputs by
where ⊕ denotes modulo-2 addition operation, • denotes the Hadamard product operation, and p d is a v-bit sequence. Thus, from (4), the j-th entry of x d can be computed as When the generation of the channel input symbols is completed, the transmitter continually sends x 1 , . . . , x D by passes until the receiver can decode the message successfully. Each pass consists of D symbols, and during the L-th pass transmission, the transmitter sends the symbols ( 
C. THE CHOICE OF p d ,j
From the encoding process above, it is obvious that the channel input symbol x d,j conveys the information of LIB if and only if (iff) p d,j is equal to 1. In contrast, no matter whether p d,j is equal to 1 or 0, x d,j always conveys the information of MIB. We stack all the p d,j as a v × D superposition matrix as
Apparently, the larger the number of 1 in P is, the smaller the gap between the performance of MIB and that of LIB is. If P is an all-one matrix, MIB and LIB will have almost same performance. And if P is a zero matrix, MIB will have the best performance, but the performance of LIB is all sacrificed since all the channel input symbols do not convey the information of LIB. Certainly, one can design an appropriate P to provide a good error-correcting code to meet UEP requirement. In this paper, we consider a special all-random case that all the entries of P are i.i.d. and follow Bernoulli distribution with Pr(p d,j = 1) = ρ. Apparently, different values of the parameter ρ can provide different UEP performance. Although this all-random method may not be the best method, we can just choose a value instead of a matrix to control the UEP performance, which makes the UEP code design more flexible.
Generally, P should be known by both the encoder and decoder such that the decoder can recover the transmitted information. For our all-random choice, there are many different ways to ensure that both the encoder and decoder obtain the same matrix P. For example, we can design a set of random seeds. When the transmission begins, the encoder first chooses a random seed from the given set by a function of time. Then the encoder can generate the entries of P pseudo-randomly from the chosen random seed. Since the set of random seeds and ρ are known by both sides of the channel, the decoder can construct P by the same procedures.
If the message m is encoded by the procedures described in section II.B and the all-random method with parameter ρ is employed, we call that m is encoded by an (n 1 , n 2 , k 1 , k 2 , ρ) superposition UEP spinal code.
D. INSERTION OF FROZEN TAIL BITS
It can be observed from Fig. 1 that the previous hash states, i.e., s 1 , s 2 ,. . . ,s i−1 , are independent with m i . That is, the information of m i is only conveyed by the following hash states, i.e., s i , s i+1 ,. . . , s D . Due to this sequential encoding structure, the error-control performance of the original spinal code with finite blocklength is relatively poor. To improve the error-control performance, we can insert some frozen bits, e.g., zero bits, at the tail of the message bits. That means, for an n-bit message m, extra αk frozen bits are added to the end of m, which is then fed into the spinal encoder.
We also employ this way of inserting frozen tail bits to improve the error-control performance of the proposed UEP code. That is, the encoder adds αk 1 frozen tail bits to m m , where α = 0, 1, 2, . . ., and divides the MIB with frozen tail bits into D + α segments, with each segment consisting of k 1 bits. Simultaneously, the encoder adds αk 2 frozen tail bits to m l and divides the LIB with frozen tail bits into D + α segments. with each segment consisting of k 2 bits. After that, we continue the encoding procedures as discussed in section II.B to generate the UEP codeword. The difference is that the number of segments is increased to D + α and the number of columns of P is increased to D + α as well. If the all-random method is employed, we call this code as an
III. DECODING FOR SUPERPOSITION UEP SPINAL CODES
In this section, we first provide two decoding strategies for superposition UEP spinal codes, and then extend them to superposition UEP spinal codes with frozen tail bits.
A. JOINT DECODING
Since we rearrange the message m as m = (m m
in the superposition encoding process, we can use a joint tree to illustrate the structure of the superposition UEP spinal code. This joint tree is a D-depth 2 k 1 +k 2 -ary perfect tree. The root node of this tree is characterized by (s m 0 , s l 0 ), which denote the initial hash states of the encoder and are known by both the encoder and decoder. Each node except the leaf nodes, i.e., the nodes at depth D, has 2 k 1 +k 2 successors. Each of these 2 k 1 +k 2 successors has a branch edge characterized by the possible candidate of (
, and has a node characterized by the possible candidate of (
. Therefore, each path beginning from the root node and ending with a leaf node represents a possible message and a possible codeword. An example of a 4-depth joint tree is given in Fig. 3 . Let y = (y 1 , y 2 , . . . , y D ) denote the channel output, where y d denotes the channel output sequence corresponding to x d . We can complete the decoding process by comparing y with each possible codeword, which corresponds to each path from the root node to a leaf node of the tree. Therefore, the ML decoding of superposition UEP spinal codes over BEC can be treated as searching for the paths whose channel inputs are identical to y in the unerased positions, since the transmitted symbols are either erased or retained over BEC.
To be specific, at the first depth, the root node is expanded into its 2 k 1 +k 2 successors. For each successor of the root node and corresponding possible message segments (m m 1 ,m l 1 ), we can obtain the corresponding hash states aŝ
Then, the channel input for the node (ŝ m 1 ,ŝ l 1 ) iŝ
Let I J 1 denote the set of the indices of the unerased positions of y 1 . And we usex 1 (I J 1 ) and y 1 (I J 1 ) to denote the vector consisting of symbols locating in the unerased positions ofx 1 and that of y 1 respectively. Then, the decoder will retain the node (ŝ m 1 ,ŝ l 1 ) only ifx 1 (I J 1 ) is identical to y 1 (I J 1 ). By doing the same procedures for each successor of the root node, the decoder retains the nodes whose corresponding channel input is identical to y 1 (I J 1 ) in the unerased positions and removes the others. At the following depths, the decoder expands the retained nodes to the next depth and does the similar operation as that during the first depth.
When the decoder reaches the last depth, both MIB and LIB can be recovered correctly if there exists only one candidate. If there exist two or more candidates, the decoder needs to judge whether MIB or LIB can be correctly recovered. If all the survived candidates correspond to the same MIB but different LIB (or different MIB but same LIB), MIB (or LIB) can be correctly recovered.
B. SERIAL DECODING
Besides the joint decoding strategy, we also provide a serial decoding strategy for the proposed UEP code in this subsection. Different from joint decoding, the serial decoding is divided into two levels. In the first level, the decoder only searches for the correct candidate of MIB. After completing the search within the first level, the decoder searches for the correct candidate of both MIB and LIB in the second level. Thus the serial decoding process is conducted over a 2-level serial decoding tree. We give an example of the serial decoding tree in Fig. 4 , where both the decoding tree of level 1 and that of level 2 have 4 depths. If there exists only one candidate of MIB when the decoder reaches the last depth, MIB can be recovered correctly. If there exist two or more candidates, the decoding of MIB will continue in the second level. . . ,ŝ m D ) are known, the channel input is generated as that in (9) . After x 1 is generated, we use I . Otherwise, this node will be deleted. Since the other decoding procedures are very similar to those of level 1, we omit the descriptions here.
After the decoder completes the search for all the reconstructed trees, if there exists only one reconstructed tree, MIB can be recovered correctly. If all the survival paths in all the reserved reconstructed trees have same LIB, LIB can be correctly recovered.
C. INTERRUPT DECODING WITH PARAMETER B
It is trivial to show that both the joint decoding and the serial decoding are ML decoding. However, the decoding may not be completed within a finite time (or non-exponential) complexity, since the decoding complexity is uncertain due to different received signals. Thus we introduce a parameter B, which is a positive constant integer, to interrupt the decoding for the two decoding strategies, which can decrease the decoding complexity.
For the joint decoding, when the number of retained nodes exceeds B before the decoder reaches the last depth, the decoder returns a decoding error, which indicates that both MIB and LIB can not be recovered. For the serial decoding in level 1, the decoder returns a decoding error of both MIB and LIB, when the number of retained nodes exceeds B before the decoder reaches the last depth. For the serial decoding in level 2, the decoder can recover MIB, but returns a decoding error of LIB, if there exists only one reconstructed tree in level 2 when the number of retained nodes exceeds B before the decoder reaches the last depth. In such a case, if there exist two or more reconstructed trees in level 2, the decoder returns a decoding error of both MIB and LIB.
D. COMPARISON BETWEEN TWO DECODING STRATEGIES
As discussed above, the two decoding strategies are equivalent when the parameter B is not introduced. However, when B is introduced, the two decoding stategies are much different, which can be summarized as the following two aspects.
Firstly, when the channel erasure probability is large or ρ is small, which means that LIB has a relatively high error rate, 2 the joint decoder can not reach the last depth easily before the number of retained nodes exceeds B. This phenomenon results in that the joint decoder may not provide a decoding result for both MIB and LIB. However, if we employ the serial decoder, MIB can be usually recovered before the number of retained nodes exceeds B, since the serial decoder first does the search for MIB. Therefore, the serial decoder is more applicable when the performance of MIB is much better than that of LIB.
In addition, when the channel erasure probability is not large, which means that LIB can also have a low error rate, both decoders can provide the decoding result for MIB and LIB. In such a case, the joint decoder only expands a single tree, while the serial decoder should expand two or more trees. Therefore, the implementation of the joint decoder is much more easier.
E. MODIFICATION FOR THE CASE WITH FROZEN TAIL BITS
To apply the proposed decoding strategies to the superposition UEP spinal codes with frozen tail bits, some modifications are required. For the joint decoding, the joint decoding tree should be expanded to depth D + α. When the decoder reaches the last α depths, each node except the leaf nodes should be expanded by factor 1 rather than 2 k 1 +k 2 . The specific decoding procedures are identical to those in section III.A. For the serial decoding, both the decoding tree in level 1 and the reconstructed trees in level 2 should be expanded to depth D + α, and when the decoder reaches the last α depths, each node except the leaf nodes should be expanded by factor 1 rather than 2 k 1 or 2 k 2 . The specific decoding procedures are also identical to those in section III.B.
IV. ERROR PROBABILITY ANALYSIS
In this section, we intend to provide some results on the error probability of the proposed UEP code under ML decoding. Since both the joint decoder and the serial decoder are ML decoders when the parameter B is not introduced or B is sufficiently large, we analyze the error probability under the serial decoding without parameter B. It should be noted that we assume the hash function satisfying at least pairwise independent and random property [18] , [19] in the following analysis.
Assume that the message m is encoded by an (n 1 , n 2 , k 1 , k 2 , α, ρ) superposition UEP spinal code. After L passes transmission, the receiver can obtain the channel output y = (y 1 , y 2 , . . . , y D+α ) corresponding to the channel input x = (x 1 , x 2 , . . . , x D+α ). Let I Based on the definitions above, we give the following lemma, which the error probability analysis of MIB and LIB will rely on.
Lemma 1: If there exists one or more d ∈ {1, 2,
where δ is the channel erasure probability and f (k; n, p) = 
for all d ∈ {1, 2, . . . , D + α}. Let L denote the number of the entries, which are equal to 1 among the first L entries of p d . Since all the entries of p d are i.i.d. and follow the same Bernoulli distribution with parameter ρ, the probability that there exist L entries equal to 1 is f (L ; L, ρ). Then, the first L symbols of x d are divided into two parts, i.e., L − L symbols only conveying the information of MIB, and the other L symbols conveying the information of both MIB and LIB.
Define E 1 as the event that there are L m,d symbols in the aforementioned L − L symbols surviving after L passes transmission. And define E 2 as the event that there are L l,d symbols in the aforementioned L symbols surviving after L passes transmission. Then from the definition of BEC, E 1 and E 2 are independent with given L . Therefore, the probability of 
A. ERROR PROBABILITY OF MIB

Theorem 2:
Consider that an (n 1 + n 2 )-bit message m, which consists of n 1 MIB m m and n 2 LIB m l , is encoded by an (n 1 , n 2 , k 1 , k 2 , α, ρ) superposition UEP spinal code. Assume that the coded symbols are transmitted over a BEC with channel erasure probability δ. Then after L passes transmission, the error probability P e,m of MIB under ML decoding can be upper bounded by (14) where
and
Remark:
, which is introduced and defined in (14) and (15) (18) where Pr (F 1 , F 2 , . . . , F D ) can be rewritten as
Let P m 1 denote the path from the root node s m 0 to any leaf node of the tree in level 1. As discussed before, P m 1 corresponds to a candidatem m of m m . Therefore, each reconstructed tree of m m in level 2 can be treated as a reconstructed tree of P m 1 . We define P l 1 as the path from the root node s l 0 to any leaf node in the reconstructed tree of P m 1 . Then we call (P m 1 , P l 1 ) as a complete path in the serial decoding tree.
Then we define 1 as the set consisting of the complete paths, which go through the correct node s m 1 , and define ϒ 1 as the set consisting of the complete paths, which do not go through the node s m 1 . To ensure the correct decoding of m m 1 , all the complete paths in ϒ 1 should be deleted. That is, the channel inputs corresponding to all the complete paths in ϒ 1 should be different with the channel output y in the unerased positions.
Since the first MIB segments of all the complete paths in ϒ 1 are different with m m 1 , the channel input corresponding to each complete path in ϒ 1 is independent with that corresponding to the correct path. This results from the independent and random property of the hash function and the result in [18, Proposition 5] . Thus the probability that the channel input corresponding to each complete path in ϒ 1 is identical to the channel output y in the unerased positions is 2
Since the cardinality of the set ϒ 1 is
by union bound, Pr(F 1 ) can be lower bounded as
2) DISCUSSION ON Pr(F 2 |F 1 )
Since m m 1 has been recovered correctly in this case, s m 1 is known. That means, all the complete paths which do not go through the node s m 1 , are removed from the serial decoding tree. Then the serial decoding tree for m m 2 becomes smaller than the original one. That is, the root node of the decoding tree in level 1 is initialized by s m 1 , and there are only D+α −1 depths in the decoding tree of level 1.
Similarly, we define (P m 2 , P l 2 ) as a complete path in this serial decoding tree for m m 2 , where P m 2 denotes a path from the root node s m 1 to any leaf node in the decoding tree within level 1 and P l 2 denotes a path from the root node s l 0 to any leaf node in the reconstructed tree of P m 2 within level 2. Then, let 2 denote the set consisting of the complete paths, which go through the correct node s m 2 , and ϒ 2 denote the set consisting of the complete paths, which do not go through the node s m 2 . Similar as that for m m 1 , all the complete paths in ϒ 2 should be deleted to ensure the correct decoding of m m 2 . Further, ϒ 2 is divided into two subsets, i.e., ϒ 2,1 and ϒ 2,2 , where ϒ 2,1 consists of the complete paths in ϒ 2 with P l 2 not going through the correct node s l 1 . and ϒ 2,2 consists of the complete paths in ϒ 2 with P l 2 going through the node s l 1 . We first consider the complete paths in ϒ 2,2 . Since m m 1 has been recovered and the complete paths in ϒ 2,2 go through the node s l 1 , all the complete paths in ϒ 2,2 go through both the node s m 1 and the node s l 1 . That means, the first segment of the possible channel input, i.e.,x 1 , corresponding to any complete path in ϒ 2,2 , is identical to y 1 in the unerased positions. However, from the property of the hash function, all the following channel input sequences, i.e.,x 2 , . . . ,x D+α , corresponding to each complete path in ϒ 2,2 is independent with y 2 , . . . ., y D+α , sincem m 2 for each complete path in ϒ 2,2 is different with m m 2 . Therefore, the probability that the channel input corresponding to each complete path in ϒ 2,2 collides with y in the unerased positions is 2 −T m 2,2 where
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In ϒ 2,1 , all the complete paths go through the node s m 1 , but do not go through the node s l 1 . That means the L m,1 symbols in the first segment of the channel inputx 1 corresponding to any complete path in ϒ 2,1 , are identical to those of y 1 in the unerased positions. However, the other L l,1 symbols inx 1 corresponding to any complete path in ϒ 2,2 are independent with those in y 1 in the unerased positions. In addition, similar as that in ϒ 2,2 ,x 2 , . . . ,x D+α corresponding to each complete path in ϒ 2,1 is independent with y 2 , . . . , y D+α , sincem m 2 for any complete path in ϒ 2,1 is different with m m 2 . Therefore, the probability that the channel input corresponding to each complete path in ϒ 2,1 collides with y in the unerased positions is 2 −T m 2,1 , where
And the cardinality of ϒ 2,1 is
Then by union bound, Pr(F 2 |F 1 ) can be lower bounded as
By the similar procedures as discussed for Pr( 
. Then the proof is completed.
B. ERROR PROBABILITY OF LIB
Theorem 3:
Consider that an (n 1 + n 2 )-bit message m, which consists of n 1 MIB m m and n 2 LIB m l , is encoded by an (n 1 , n 2 , k 1 , k 2 , α, ρ) superposition UEP spinal code. Assume that the coded symbols are transmitted over a BEC with channel erasure probability δ. Then after L passes transmission, the error probability P e,l of LIB under ML decoding can be upper bounded by
Proof: Let F m and F l denote the events that MIB can be recovered and LIB can be recovered for the given (L m , L l ) respectively. Then the error probability of LIB P e,l satisfies (14) , into (35), the proof is completed.
V. SIMULATION RESULTS
In this section, we give some simulation results to show the performance of the proposed UEP code and verify our finitelength analysis. The block error rates (BLERs) of MIB and LIB of a (32, 32, 4, 4, 2, 0.5) superposition UEP spinal code versus overhead are plotted in Fig. 5 . We choose a serial decoder with parameter B = 50000 and set channel erasure probability δ = 0.85. It should be pointed out that the overhead here means the number of transmitted symbols, which is identical to the definition in [10] . Since the number of transmitted symbols is equal to LD, where D is a constant, we use the pass number L to indicate overhead in Fig. 5 .
It can be observed from Fig. 5 that the proposed code can provide URT property. For instance, when BLER = 10 −4 is required, MIB can achieve this target within about 70 passes, while LIB needs about 100 passes. The UEP property can be also interpreted from this figure. For instance, when L = 80, the BLER of LIB is about 2 × 10 −3 , while that of MIB is only about 5 × 10 −6 . We also plot the corresponding upper bounds 3 in this figure and we can find that the derived bounds can well estimate the error probabilities of MIB and LIB of superposition UEP spinal codes with different L. superposition UEP spinal code is larger than that of the (128, 128, 4, 4, 2, 0.5) superposition UEP spinal code. This indicates that we can adjust the parameter ρ to meet different UEP requirements.
We compare the BLER performance of the proposed code with that of UEP LT codes [10] in Fig. 7 . For the proposed code, we choose a (128, 128, 4, 4, 2, 0.5) superposition spinal code and L = 75, which implies the rate is 256 2550 . For the UEP LT code, the message length n = 256, block length T = 2550, the numbers of MIB and LIB are 128, and k M = 1.6. It can be easily found that the BLER performance of the proposed UEP code is much better than that of the UEP LT code. In addition, we also plot the upper bounds for MIB and LIB of the proposed code in Fig. 7 . It can be observed that the derived bounds delimit tightly the error probabilities of MIB and LIB of superposition UEP spinal codes with fixed L.
VI. CONCLUSIONS
We propose a new rateless UEP code based on spinal codes in this paper, where different UEP performance can be achieved by adjusting a superposition matrix or only a parameter ρ. In addition, two decoding strategies for the proposed UEP code are presented, i.e., the joint decoding and the serial decoding. Furthermore, upper bounds on the error probabilities of MIB and LIB are provided under the serial decoding (ML decoding). Numerical results show that the derived bounds can delimit tightly the error probabilities of both MIB and LIB, and the proposed code can provide UEP and URT properties. Although the UEP design and finite-length analysis in this paper only focus on the message with two priority levels, we think that the idea and analysis can be directly extended to the cases with more priority levels. 
