We propose new upper and lower matrix bounds for the solution of the continuous algebraic Riccati equation CARE . In certain cases, these lower bounds improve and extend the previous results. Finally, we give a corresponding numerical example to illustrate the effectiveness of our results.
Introduction
In many areas of optimal control, filter design, and stability analysis, the continuous algebraic Riccati equation plays an important role see 1-5 . For example, consider the following linear system see 5 :ẋ where x 0 is the initial state of the system 1.1 and P is the symmetric positive semidefinite solution of CARE 1.3 . An interpretation of tr P is that tr P /n is the average value of the cost J * as x 0 varies over the surface of a unit sphere.
Considering these applications, deriving the solution of the CARE has become a heated topic in the recent years. However, as we all know, for one thing, the analytical solution of this equation is often computational difficult and time-consuming as the dimensions of the system matrices increase, and we can only solve some special Riccati matrix equations and design corresponding algorithms see 7, 8 . For another, in practice, the solution bounds can also be used as approximations of the exact solution or initial guesses in the numerical algorithms for the exact solution Barnett Kwon et al. 1996 12 . In this paper, we propose new upper and lower matrix bounds for the solution of the continuous algebraic Riccati equation. And, using the upper and lower matrix bounds we obtain the trace, the eigenvalue, and the determinant bounds. In certain cases, these lower bounds improve and extend the previous results. Finally, we give a numerical example to illustrate the effectiveness of our results.
In the following, let R n×n and R n denote the set of n×n real matrices and n-dimensional column vector. Let X ∈ R n×n be an arbitrary symmetric matrix, then we assume that the eigenvalues of X are arranged so that λ 1 X ≥ λ 2 X ≥ · · · ≥ λ n X . For X ∈ R m×n , we assume that the singular values of X are arranged so that σ 1 X ≥ σ 2 X ≥ · · · ≥ σ min{m,n} X . If X ∈ R n×n , let tr X , X T , X −1 , det X , X denote the trace, the transpose, the inverse, the determinant and the spectral norm of X, respectively. The notation X > 0 X ≥ 0 is used to denote that X is symmetric positive definite semidefinite . For any symmetric matrices X, Y ∈ R n×n , X > ≥ Y means that X − Y is positive definite semidefinite . Engineering   3 The following lemmas are used to prove the main results. Lemma 1.1 see 15 . The symmetric positive semidefinite solution P to CARE 1.3 has the following lower bound on its minimum eigenvalue:
Mathematical Problems in
For any symmetric matrix X ∈ R n×n , the following inequality holds: 
Lemma 1.5 see 24, page 49 . Let A, B ∈ R n×n be symmetric matrices and there exist an integer k such that 1 ≤ k ≤ n. Then for any index sequences
Lemma 1.6 see 25 . Let A, B ∈ R n×n , for i 1, 2, . . . , n, then
Remark 1.7. From Lemma 1.6, for i 1, 2, . . . , n, we have
which is equivalent to
Mathematical Problems in Engineering Lemma 1.8 see 26 . The following matrix inequality:
where W W T and V V T , is equivalent to either
Lower Matrix Bounds for the Continuous Algebraic Riccati Equation
Choi and Kuc in 20 obtained the following. Assume that Q is symmetric positive definite and there exists a unique symmetric positive semidefinite solution P to CARE 1.3 . Then P satisfies the following inequality:
where ε is any positive constant such that
2.2
In this section, we will give new lower matrix bounds for the solution of the continuous algebraic Riccati equation which improve 2.1 . Theorem 2.1. Assume that Q is symmetric positive definite and there exists a unique symmetric positive semidefinite solution P to CARE 1.3 . Then P satisfies the following inequality:
and η is defined by Lemma 1.1.
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Proof. By adding and subtracting 1/ε PP A 1/ε I − R −1 A T from 1.3 , we can get
2.6
Applying Lemmas 1.2, 1.3, and 1.4 to 2.6 gives
2.7
If Q > 0 and ε satisfies 2.4 , then 
On the other hand, if ε satisfies 2.4 , then
Further,
Hence,
In terms of 1.5 , we have
Applying 1.12 and 2.15 to 2.7 gives
2.16
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Thus, by 2.10 , we can easily get that
After all, we obtain
This completes the proof.
By using Theorem 2.1, we can derive the following result immediately.
Corollary 2.2.
Assume that Q is symmetric positive definite and there exists a unique symmetric positive semidefinite solution P to CARE 1.3 . Then P satisfies the following lower eigenvalue bounds for any ε satisfying 2.4 :
2.19

Remarks and Comparisons to Results
Remark 2.3. For CARE 1.3 , the condition that n/ 2σ 1 A ηλ 1 R ≥ R A T Q −1 A −1 often appears in the theory and practice. Then we can obtain simple choices of the tuning parameter ε to be ε * i i 1, . . . , 4 as in 20 . That is,
2.20
The authors in 20 point out that, usually, ε * 1 as well as ε * 4 yields good bounds. Remark 2.6. From Section 1, it is easy to see that even though λ n Q 0 CARE 1.3 has a unique positive definite solution. However, if λ n Q 0, most of the previous results cannot be applied or satisfy the trivial lower bound 0 which is not so significant. And, if λ n Q 0, as long as A is in the range space of Q 1/2 , Lee 1997 19 , Choi and Kuc 2002 20 , and our method satisfy positive semidefinite matrix bounds of CARE 1.3 . The lower matrix bounds for the CARE given in Lee 1997 19 , Choi and Kuc 2002 20 , and ours involve searching the optimal parameter values, which require much more computational efforts than the other methods.
Mori and Derese 1984 11 , Kwon et al. 1996 12 , and Chen and Lee 2009 21 pointed out that a general comparison between any parallel bounds for the same measure is either difficult or actually impossible. However, we can make definite illustrations about the tightness in some cases as follows.
Comparison
Viewing the literatures, we know that lower matrix bounds for the solution of CARE 1.3 have been presented only in Kwon 
Upper Matrix Bounds for the Continuous Algebraic Riccati Equation
In this section, we will give new upper matrix bounds for the solution of the continuous algebraic Riccati equation. Theorem 3.1. Assume that Q is symmetric positive definite and there exists a unique symmetric positive semidefinite solution P to CARE 1.3 . Then P satisfies the following inequality:
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3.3
Proof. Applying Lemmas 1.2, 1.3, 1.4, and 1.6 to 2.6 gives
If Q > 0 and ε satisfies 3.2 , from 2.10 , then I − εR > 0 and
Hence, 3.5 changes to
3.7
Introducing Lemma 1.2 to 3.5 gives
Then
3.9
Applying Lemmas 1.4 and 1.5 to 3.9 gives
Solving 3.10 for λ 1 P gives
Substituting 3.11 into 3.7 gives
3.12
By using Theorem 3.1, we can derive the following result immediately.
Corollary 3.2.
Assume that Q is symmetric positive definite and there exists a unique symmetric positive semidefinite solution P to CARE 1.3 . Then P satisfies the following upper eigenvalue bounds for any ε satisfying 3.2 :
3.13
Remark 3.3. As Chen and Lee 2009 21 pointed out, to give a general comparison between any parallel upper bounds for the same measure is either difficult or actually impossible. We also find that it is hard to compare the sharpness of our upper bounds to the parallel results.
A Numerical Example
Consider the following example. 
that is,
which implies that our lower bound is tighter than the parallel results for this case.
In Table 1 , we summarize the above lower bounds together with the numerical results that can be obtained by other methods. From Table 1 , we can see that our lower eigenvalue bounds of CARE 1.3 can be tighter than the previous results. 
Conclusion
In this paper, we have proposed new lower and upper bounds for the solution of the continuous algebraic Riccati equation CARE . The numerical example has illustrated that in certain cases our lower bounds are tighter than the previous results.
