For entire functions f (z) = +∞ n=0 a n z n , z ∈ C, P. Lévy (1929) established that in the classical Wiman's inequality M f (r) ≤ µ f (r)× ×(ln µ f (r)) 1/2+ε , ε > 0, which holds outside a set of finite logarithmic measure, the constant 1/2 can be replaced almost surely in some sense, by 1/4; here M f (r) = max{|f (z)| : |z| = r}, µ f (r) = max{|a n |r n : n ≥ 0}, r > 0. In this paper we prove that the phenomenon discovered by P. Lévy holds also in the case of Wiman's inequality for entire functions of several variables, which gives an affirmative answer to the question of A. A. Goldberg and M. M. Sheremeta (1996) on the possibility of this phenomenon.
Introduction
For an entire function of the form f (z) = +∞ n=0 a n z n we denote M f (r) = max{|f (z)| : |z| = r}, µ f (r) = max{|a n |r n : n ≥ 0}, r > 0. It is well known ( [1] , [2] ) that for all nonconstant entire function f (z) and all ε > 0 the following inequality M f (r) ≤ µ f (r)(ln µ f (r)) 1/2+ε (1) holds for r > 1 outside an exceptional set E f (ε) of finite logarithmic measure ( E f (ε) dr r < +∞). In this paper we consider entire functions of p complex variables
where z n = z By Λ p we denote the class of entire functions of form (2) such that
f (z) ≡ 0 in C p for any j ∈ {1, . . . , p}. We say that a subset E of R p + is a set of asymptotically finite logarithmic measure ( [14] ) if E is Lebesgue measurable in R p + and there exists an R ∈ R p + such that E ∩ B(R) is a set of finite logarithmic measure, i.e.
For entire functions of the form (2) analogues of inequality (1) can be found in [3, 5, 6, 14] . In particular, the following statement is proved in [14] .
a) Then there exist R ∈ R p and a subset E of B(R) of finite logarithmic measure such that for r ∈ B(R)\E we have
then there exist R ∈ R p and a subset E of B(R) of finite logarithmic measure such that for r ∈ B(R)\E we have
2 Wiman's type inequality for random entire functions of several variables
Let Ω = [0, 1] and P be the Lebesgue measure on R. We consider the Steinhaus probability space (Ω, A, P ) where A is the σ-algebra of Lebesgue measurable subsets of Ω. Let (ξ n (ω)) be some sequence of random variables defined in this space. By K(f, X) we denote the class of random entire functions of the form
In the case when R = (X n (t)) is the Rademacher sequence P. Levy ( [7] ) proved that for any entire function we can replace the constant 1/2 by 1/4 in the inequality (1) almost surely in the class K(f, R). Later P. Erdős and A. Ré-nyi ( [8] ) proved the same result for the class K(f, H), where H = (e 2πiωn(t) ), (ω n (t)) is a sequence of independent uniformly distributed random variables on [0, 1] . This statement is true also for any class K(f, X), where X = (X n (t)) is multiplicative system (MS) uniformly bounded by the number 1. That is for all n ∈ N and t ∈ [0, 1] we have |X n (t)| ≤ 1 and
where Mξ is the expected value of a random variable ξ ( [20] - [21] ).
In the spring of 1996 during the report of P. V. Filevych at the Lviv seminar of the theory of analytic functions professors A. A. Goldberg and M. M. Sheremeta posed the following question (see [17] ). Does Levy's effect take place for analogues of Wiman's inequality for entire functions of several complex variables?
In the papers [17] - [19] we have found an affirmative answer to this question for Fenton's inequality ( [4] ) for entire functions of two complex variables.
In this paper we will give answer to this question for Wiman's type inequality from [14] for entire functions of several complex variables.
Let Z = (Z n (t)) be a complex sequence of random variables Z n (t) = X n (t)+ iY n (t) such that both X = (X n (t)) and Y = (Y n (t)) are MS, and K(f, Z) the class of random entire functions of the form
a) Then almost surely in K(f, Z) there exist R ∈ R p and subset E * of B(R) of finite logarithmic measure such that for all r ∈ B(R)\E * we have
or more generally, for each β > 0 inequality (4) holds, then almost surely in K(f, Z) there exist R ∈ R p and subset E of B(R) of finite logarithmic measure such that for all r ∈ B(R)\E we get
Lemma 2.2 ([15]
). Let X = (X n (t)) be a MS uniformly bounded by the number 1. Then for all β > 0 there exists a constant A βp > 0, which depends on p and β only such that for all N ≥ N 1 (p) = max{p, 4π} and {c n : n ≤ N} ⊂ C we have
where
By H we denote the class of function h :
We also define for all i ∈ {1, . . . , p}
Lemma 2.3 ([14]).
Let h ∈ H. Then there exist R ∈ R p + and subset E ′ of B(R) of finite logarithmic measure such that for all r ∈ B(R)\E ′ and s ∈ {1, . . . , p} we have
Proof of Theorem 2. We can suppose that
and µ(r, f 1 ) = µ(r, f 2 ) = µ(r, f ) for all r ∈ R p + . Then from inequality (5) we obtain for r ∈ B(R)\(
. It remains to remark that E 1 ∪ E 2 is a set of asymptotically finite logarithmic measure. For any j ∈ {1, . . . , p} we have 
for fixed r 0 i > 0, i ∈ {1, . . . , p}\{j}. Indeed, if (9) does not hold, then there exists a constant C > 0 such that for all r j > r * j we have µ f (r) < C < +∞. Hence, #{n j ≥ 1 : a n = 0} = 0 and
By Lemma 2.3 there exist R j ∈ R p + and a subset E j of B(R j ) of finite logarithmic measure such that for all r ∈ B(R j )\E j and j ∈ {1, . . . , p} we have
By Theorem 1.1 we get for r ∈ B(R)\(
Therefore for δ 2 > 2δ 1 and r ∈ B(R)\(
By I we denote the set of integers
and also [1; +∞)
, where
, and for r ∈ G * k
For a Lebesgue measurable set G ⊂ G * k and for k ∈ I we denote
, where meas p denotes the Lebesgue measure on R p . Note that ν k is a probability measure defined on the family of Lebesgue measurable subsets of G * k . Let Ω = k∈I G * k and I = {k j : j ≥ 1} ⊂ N, where k j < k j+1 , j ≥ 1. For Lebesgue measurable subsets G of Ω we denote
where k 0 = 0 and χ A is characteristic function of a set A. We note
Thus ν is a probability measure, which is defined on measurable subsets of Ω. On [0, 1] × Ω we define the probability measure P 0 = P ⊗ ν, which is a direct product of the probability measures P and ν. Now for k ∈ I we define
and A p is the constant from Lemma 1 with β = 1. Using Fubini's theorem and Lemma 2.2 with c n = a n r n and β = 1, we get for
By Borel-Cantelli's lemma the infinite quantity of the events {F k : k ∈ I} may occur with probability zero. So,
Then for any point (t, r) ∈ F there exists k 0 = k 0 (t, r) such that for all k ≥ k 0 , k ∈ I we have
Let P j be a probability measure defined on (Ω j , A j ), where A j is a σ-algebra of subsets Ω j (j ∈ {1, . . . , p}) and P 0 is the direct product of probability measures P 1 , . . . , P p defined on (Ω 1 ×. . .×Ω p , A 1 ×. . .×A p ). Here A 1 ×. . .×A p is the σ-algebra, which contains all A 1 × . . . × A p , where A j ∈ A j . If F ⊂ A 1 × . . . × A p such that P 0 (F ) = 1, then in the case when projection
By F Ω we denote the projection of F on Ω, i.e.
Similarly, the projection of
Let F ∧ (t) = {r ∈ Ω : (t, r) ∈ F }. By Fubini's theorem we have
For any t ∈ F 1 and k ∈ I we choose a point r
Since (t, r (k) (t)) ∈ F, from inequality (12) we obtain
Now for r (k) = r (k) (t) we get
. So, for t ∈ F 1 and all k ≥ k 0 (t), k ∈ I we obtain
It follows from (11) that d 1 (r (k) ) ≥ d(r) for r ∈ G * k . Then for t ∈ F 1 , r ∈ F ∧ (t) ∩ G * k , k ∈ I, k ≥ k 0 (t) we get
|a n |r n + W N k (r, t) ≤ n ≥2d(r) |a n |r n + M k (t).
Finally, from (10), (14), (15) for t ∈ F 1 , r ∈ F ∧ (t)∩G * k , k ∈ I and k ≥ k 0 (t) we deduce
Using inequality (11) we get for t ∈ F 1 , r ∈ F ∧ (t) ∩ G * k , k ∈ I and k ≥ k 0 (t)
We choose k 1 > k 0 (t) such that for all r ∈ G + k 1
we have
Using (16) and (17) we get that inequality (5) holds almost surely (t ∈ F 1 , P (F 1 ) = 1) for all
