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For many clinical examinations magnetic resonance imaging (MRI) is used as the pri-
mary diagnostic tool. Unfortunately, current MRI procedures can take up to one hour
per patient, which makes MRI a relatively slow technique. The long examination times
can be explained by the fact that MRI is often used as the very final test when other
methods fail to be conclusive. In order to make decisions with high confidence, many
images with different contrasts need to be acquired. Each of these image contrasts
takes a long time to acquire, which is due to the way the MR data is collected. Tra-
ditional MRI scanners make use of two or three magnetic gradient fields, superposed
upon a static main magnetic field (B0), to spatially encode the MR signal as a function
of phase and frequency [1]. With this approach, MRI signals are measured in k-space
or the Fourier domain, and form a so-called k-space matrix. While reconstruction of
an image can be done efficiently using an inverse Fourier transform, filling the entire
k-space matrix is a time-consuming process [2]. Long scanning times hinder patient
comfort, result in motion-related artifacts, and limit the number of patients that can
be scanned per day. Therefore, over the last decades, there has been a trend towards
developing faster MRI scans. New developments often involve partially acquiring k-
space, while advanced reconstruction or post-processing techniques work around the
missing k-space data. This thesis addresses some of the challenges encountered dur-
ing the reconstruction and processing of partially acquired MR data.
1.1. SAMPLING k-SPACE
The order in which the k-space matrix is filled is determined by the interplay of the gra-
dient fields. The most traditional way of sampling k-space is by following a Cartesian
trajectory, in which case one row of the matrix is measured per phase encoding gradi-
ent step. Non-Cartesian trajectories provide more freedom in the sampling direction
by simultaneously switching on multiple gradient fields. Examples are radial or spiral
trajectories [3]. In scans where k-space is only partially acquired, some of the defined
trajectories are skipped in a random or a non-random way. Figures 1.1a-1.1c show ex-
amples of non-random undersampling patterns for Cartesian and spiral sampling, and
the effect on the Fourier-reconstructed images (Figures 1.1e-1.1h). Undersampling of
k-space creates aliasing artifacts in the images, which have a different structure for
each of the different sampling schemes. Such non-random undersampling patterns
are for example used in parallel imaging (PI), where the use of multiple receiver coils
can help to unfold the aliased components for each voxel based on the underlying dif-
ferences in coil sensitivity profiles [4].
For undersampling in a random pattern, the undersampling artifacts show less
anatomical structure compared to the non-random way, and even start to resemble
noise, as can be seen in Figure 1.1h. This property will later turn out to be useful for
discriminating real signal from undersampling artifacts in the reconstruction process.
Note that the sampling pattern in Figure 1.1d shows a variable density, with the highest
density of sampling lines around the center of k-space. Such variable density patterns
are very popular, because the center of k-space contains most of the MR signal energy




Figure 1.1: Undersampling patterns and artifacts in MRI images (simulation). (a) Sampling pattern for full sampling. (b)
Sampling pattern for non-random undersampling. (c) Sampling pattern for non-random spiral undersampling. (d) Sam-
pling pattern for random undersampling with variable density. (e-h) Corresponding reconstructed images obtained by ap-
plying an inverse Fourier transform to the k-space data for the sampling schemes in (a)-(d). The undersampled patterns
and images above were generated for an undersampling factor of 4.
1.2. RECONSTRUCTION OF UNDERSAMPLED DATA
When reconstructing an image from undersampled k-space data, the goal is to obtain
an image of similar quality compared to that of the fully sampled case. In general,
undersampling k-space turns the reconstruction problem from a well-posed problem
into an ill-posed problem. This means that a unique image solution no longer exists. It
is possible to transform the ill-posed reconstruction problem into a well-posed prob-
lem if additional information about the solution space is available. The mathematical
formulation of such prior knowledge can be added to the reconstruction model in the
so-called cost function. This is called regularization [6]. The most effective regular-
ization function is not always known beforehand, since it depends on the structure of
the unknown solution. Sometimes, multiple types of regularization functions are com-
bined to better describe the prior knowledge. In the final problem formulation, regular-
ization parameters define the balance between the data model and the regularization
function. These parameters influence the accuracy of the final solution, and should
therefore be chosen with care. Two well-known examples of reconstruction techniques
that make use of prior knowledge via regularization are compressed sensing (CS) and
matrix completion (MC) [7–9].
1.2.1. COMPRESSED SENSING
MRI images are sparse in some transform-domains, which means that many of the
voxels in the (transformed) images do not contain signal. Some images are inherently
sparse, for example angiograms, but in other cases sparsifying operations can be used
to describe a sparse representation of the image solution [5]. Examples of such spar-
sifying transformations are total variation operators or wavelet transforms. Sparsity
of a (transformed) image can be enforced by minimizing its corresponding `1-norm.
Therefore, CS problem formulations usually consist of an`2-norm term, enforcing data
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Figure 1.2: The key elements of CS. (a) Undersampled k-space data, sampled in a random manner with an undersampling
factor of 4 (simulation). (b) The random undersampling pattern results in noise-like aliasing artifacts. (c) The true image has
a sparse representation in the wavelet domain. (d) The CS minimization problem can be solved using non-linear iterative
solvers. (e) The final solution is an image that does not show undersampling effects.
consistency through the data model, and one or more `1-norm regularization terms,
promoting sparsity. The presence of an `1-norm term makes the corresponding min-
imization problem non-linear. Solving such problems requires the use of non-linear
minimization techniques such as Split Bregman (SB), alternating direction method of
multipliers (ADMM) or iterative shrinkage-thresholding algorithms (ISTA) [10–12]. All
these algorithms contain a step in which real signal is distinguished from aliasing arti-
facts and noise. This step requires that aliasing artifacts show low correlation in image
space, such that they show up as a noise-like structure in the frequency domain. To
achieve this, a random k-space sampling pattern is used, either in one (2D) or in two
(3D) dimensions [5]. Such undersampling patterns can be realized for many different
MR sequences and in combination with any receive coil configuration, which makes
CS reconstructions useful for a wide range of clinical applications. Figure 1.2 shows
the different elements of CS.
1.2.2. MATRIX COMPLETION
Some MRI data sets contain other useful properties besides sparsity in the spatial do-
main. In dynamic measurements, for example, there is often a high correlation be-
tween images acquired at different points in time, when the anatomical structure of
the underlying object remains unchanged [13]. The high correlation in the time di-
mension corresponds with a low rank structure of the data matrix. Since a low rank im-
plies a small number of non-zero singular values (and linearly independent columns),
one can enforce a low rank structure of a data set by minimizing its number of non-
zero singular values. This is what is done in MC reconstructions. Minimization of the
number of non-zero singular values can be performed by using a direct calculation of
the singular value decomposition (SVD), or by pre-estimating a projection matrix from
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Figure 1.3: The key elements of MC. (a) Undersampled k-space data, sampled in a random manner with an undersampling
factor of 6 (simulation). The k-space centre is fully sampled, and used as calibration data for approximating the rank of the
MRF data. Note that the frequency encoding direction is not visualized in this plot. (b) The singular values of the calibration
data show a steep decay. (c) Undersampling k-space results in aliasing artifacts. (d) The MC minimization problem can be
solved using non-linear iterative solvers. (e) The final solution is an image that does not show undersampling effects.
CS, the problem formulation for MC contains an `2-norm term, enforcing data con-
sistency, and an `1-norm term, enforcing sparsity of the singular values of the data
matrix. Therefore, also for solving MC problems, non-linear minimization techniques
are required. An advantage of MC reconstructions compared to CS reconstructions,
however, is that the low rank structure can be observed in image space as well as in k-
space. This allows us to perform the entire iterative reconstruction in k-space, without
having to use many repetitions of the computationally expensive Fourier transform.
Furthermore, MC reconstructions do not require a random sampling scheme, because
also for structured sampling the temporal undersampling effects correspond with low
singular values [14]. Figure 1.3 shows the different elements of MC.
1.2.3. PRECONDITIONING
A disadvantage of more advanced reconstruction techniques, such as MC, but espe-
cially CS, is the longer reconstruction times needed to find the image solution com-
pared to the traditional fast Fourier transform (FFT). In other words, scan times are re-
duced at the cost of longer reconstruction times. For this reason, many research groups
try to speed up the reconstruction process [11, 15–18]. The most computationally ex-
pensive step in many of the existing non-linear minimization schemes, is repeatedly
solving a linear system of equations. Accelerating this step can therefore significantly
improve the reconstruction times, and this can be done using preconditioning tech-
niques [19].
Preconditioning is the transformation of a linear system into a system which is bet-
ter conditioned, which means that less iterations of the linear minimization algorithm
are needed to reach convergence. For this, the entire linear system (the system matrix




conditioning of the system is obtained if the preconditioner matrix well approximates
the original system matrix. It is not straightforward how to choose the preconditioner.
The most effective ones may be slow to construct, while the easy-to-construct precon-
ditioners often do not work well. In practice, a balance should be found between the
number of iterations and the construction time of the preconditioner, such that the
final benefit of preconditioning is largest.
1.2.4. APPLICATION TO FULLY SAMPLED DATA
Although these model-based reconstruction techniques are mostly used for reconstruc-
tion from undersampled data, there are also clear applications to reconstruction from
fully sampled data. One such application is in low field MRI, where system imper-
fections, such as an inhomogeneous B0 field or gradient non-linearities, can result in
significant image distortions [20]. Correction for these distortions can be done by in-
corporating a more advanced signal model into the cost function. Together with the
low signal-to-noise ratio (SNR) of the MR signals, this often leads to an ill-posed min-
imization problem, which requires the use of regularization techniques. Since an in-
homogeneous B0 field and gradient non-linearities disturb the Fourier structure of the
system matrix, building it is computationally expensive and solving the system as well.
In such a case, a well-designed preconditioner could speed up the reconstruction pro-
cess.
1.3. QUANTITATIVE IMAGING
With the help of advanced reconstruction schemes such as discussed in Section 1.2,
undersampling can speed up, and sometimes enable, many different (forward-looking)
MR applications [21–23]. One clear example of an application that benefits from un-
dersampling is quantitative imaging, which typically involves long scanning times [24].
Quantitative MR imaging focuses on measuring longitudinal and transverse tissue re-
laxation times: T1 and T2. Although there is variability among people, these numbers
are tissue specific, and can be a marker for certain diseases and conditions [25–27].
Measurement of these parameters is done by acquiring an image multiple times with
different scan parameters. From the acquired image series relaxation time maps are
derived by fitting a mathematical model through the signal curve for each voxel. Based
on the type of underlying mathematical models, quantitative imaging methods can be
divided into two groups: conventional quantitative imaging techniques and magnetic
resonance fingerprinting (MRF) [28–30].
1.3.1. CONVENTIONAL QUANTITATIVE IMAGING TECHNIQUES
Conventional quantitative imaging techniques make use of an imaging sequence for
which there is an explicit signal equation available that describes the MR signal evo-
lution as a function of, usually a single, varying acquisition parameter. For inversion
recovery (IR) T1 mapping, the signal intensity changes as a function of T1 by varying
the inversion time (TI), while for multi echo turbo spin echo (MSE) T2 mapping, the
signal intensity changes as a function of T2 by varying the echo time (TE). Therefore,
acquiring multiple IR or MSE images with different TI or TE values will give insight into




or the repetition time (TR) instead of the TI. The actual relaxation time maps are ob-
tained by fitting the corresponding signal equation through the measured signal curve
in each voxel, using (off-the-shelf) numerical minimization algorithms.
Since the scanning time for each image acquisition is long, the number of images
that can be acquired along the parameter encoding dimension (for example TE or TI) is
limited. However, acquiring more images will help to improve the accuracy of fitting a
model through the data, especially in case of a low SNR. In this case, randomly under-
sampling and reconstruction via compressed sensing can help to increase the number
of acquired images along the curve, or to increase the resolution of the parameter maps
[24], while maintaining the quality of the fit.
1.3.2. MAGNETIC RESONANCE FINGERPRINTING
MRF is a quantitative imaging technique in which a much larger number of images is
acquired compared to in conventional quantitative imaging methods, and the waiting
time between them is very short [30]. These short waiting times only allow for partial
recovery of the magnetization, such that the contrast in each image depends on the
magnetization history at all previously acquired time points. This dependency makes
it difficult to formulate an explicit signal equation as a function of time, as is done for
conventional methods. Instead, the Bloch equations, which describe how the mag-
netization vector changes in time in the presence of RF pulses and relaxation effects,
are solved numerically for different input parameters T1 and T2. These calculations
yield a large collection of signal evolutions that is commonly referred to as a dictionary
[31, 32]. Although the signal model is more complicated for MRF than for conventional
quantitative techniques, the MRF sequence allows for simultaneous quantification of
T1 and T2. This is accomplished by using a variable flip angle pattern over time, ampli-
fying the differences in response to an RF pulse for different T1 and T2 combinations.
Additionally, the TR, the TE and the phase of the RF pulse can be varied for each flip
angle. Ultimately, each tissue type is represented by its own unique signal evolution.
Similar to in the conventional quantitative approaches, the relaxation times are
found by comparing measured data with a mathematical model, which is in this case
represented by the dictionary. For each voxel the T1 and T2 value is determined by
the best match between the measured signal curve and the simulated dictionary ele-
ments. This can be done using the full time dimension of the MRF data, or in SVD-
compressed space to reduce computation time and memory requirements. The mea-
sure used to define the best match is the maximal normalized inner product, which is
relatively stable to noise and other artifacts that appear as a high-frequency modula-
tion on top of the MRF signal curves. Therefore, fast MRF acquisitions can be achieved
by adopting an undersampling scheme for which the undersampling artifacts show
incoherent behaviour over time. One option that is particularly suitable for this is
spiral sampling [30]. Parameter maps can be obtained even without advanced recon-
struction techniques, although the combination with CS and MC reconstructions has
shown superior quality for larger undersampling factors, especially for Cartesian sam-
pling schemes [14]. Once the T1 and T2 maps have been obtained, proton density (M0)
maps can be calculated as the scaling factor between the measured signal curve and
the non-normalized best match dictionary element for each voxel. Figure 1.4 shows a
schematic overview of the different elements in MRF.
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Figure 1.4: Schematic overview of MRF. (a) In the MRF acquisition a variable flip angle train is used to create a unique signal
evolution for each tissue. (b) After each flip angle an image is acquired, usually sampled using an efficient scheme such
as the spiral. Images are typically heavily undersampled and show serious artifacts. (c) Signal evolutions are simulated for
many (T1, T2) pairs and stored in a dictionary; different colors denote different dictionary entries. (d) Noisy signal curves
from undersampled images are matched to the dictionary to find T1 and T2 values for each voxel.
There is usually more information encoded in the MRF data than just T1, T2 and
M0. For example, information about the underlying transmit field (B+1 ) is encoded via
the actual flip angle pattern used during the acquisition. In areas where the transmit
field is lower, the angles in the flip angle train are all scaled down. By taking different
B+1 scaling factors into account in the dictionary simulation, this information can be
decoded in the matching process. Some type of MRF sequences also encode informa-
tion about the B0 field in the signal, which can be decoded by taking off-resonant static
fields into account in the dictionary simulation. In general, adding extra free param-
eters to the matching process can make it harder to accurately do the decoding, but
excluding them may result in inaccurate T1 and T2 values as well [33]. To increase the
matching stability for these cases, special type of MRF sequences have been designed
that amplify the differences between the signal curves for the different parameter com-
binations in the dictionary. This can be done for example by using a flip angle pattern
with abrupt changes in size for B+1 and by using a variable TE pattern for B0 [34, 35]. If
scan time is not a limiting factor, additional measurements of the B0 or B+1 fields can
be performed, which can then be used as input in the matching process.
1.4. CHALLENGES IN MRF PARAMETER QUANTIFICATION
Since the first introduction of MRF in 2013, it has been used in many different applica-
tions and at different field strengths [36]. Each application brings its own challenges,
of which some are relevant to this thesis and are therefore discussed in this section.
1.4.1. MAIN FIELD INHOMOGENEITIES
The most commonly used MRF sequences are steady-state free precession (SSFP) type
sequences, either balanced (bSSFP) or unbalanced/spoiled (sSSFP) [30, 37]. These two
sequences differ in the amount of gradient-induced dephasing over a TR interval. The
bSSFP type sequences are known for their high SNR, but are more sensitive to B0 inho-
mogeneities than the spoiled sequences, due to the occurrence of echo interference.
However, both sequences suffer from the well-known B0 effects that arise due to de-
phasing during the readout process. These effects are typically much stronger for non-
Cartesian sampling schemes compared to Cartesian sampling schemes, and at high
field (7T) where the main field inhomogeneities are stronger than at lower fields (1.5T




at the cost of a higher undersampling factor or a longer scan time. One can also correct
for off-resonance artifacts with a reconstruction technique called conjugate phase re-
construction (CPR) [38]. This approach applies a phase correction to the k-space data
based on a measurement of the B0 field.
1.4.2. FAT
A special type of off-resonance effect is caused by fat, which is present in many tissues
in the human body. Fat has a different resonance frequency compared to water, with
a larger chemical shift for higher field strengths. This chemical shift results in artifacts
that appear in a similar way as for main field inhomogeneities, except that for fat signal
the blurring kernel or shift is constant in size throughout the image, because of the fat’s
constant frequency offset. Besides the fact that fat causes artifacts for sequences that
are sensitive to off-resonance effects, such as the spiral sampling scheme, it also influ-
ences the relaxation time values measured with quantitative imaging approaches [39].
This makes it difficult to study the effect of a disease or task independent of a person’s
fat fraction.
However, although fat complicates accurate parameter mapping, it can also be an
important source of information for certain diseases and conditions. The amount of fat
in muscle can for example say something about progression of muscular diseases [40].
For the above mentioned reasons, there is an interest in MR techniques that measure
quantitative values independent of the fat signal, but which also provide information
about the fat via its relaxation times and the fat fraction.
Recently, a variable TE pattern was introduced in the MRF acquisition [35, 41],
which adds a new parameter encoding dimension to the MRF measurement: the phase
of the fat signal changes as a function of TE. This enables the separation of the water
from the fat signal in the MRF image series. After separation, the fat-only images often
contain artifacts due to the fat’s chemical shift compared to water. Since this shift is a
spatially constant frequency, it is much easier and faster to correct for than the spatially
varying frequency offset in case of an inhomogeneous B0 field [42], and there is no field
map required.
1.4.3. SEQUENCE OPTIMIZATION
Even if the MRF images do not suffer from B0, fat or other types of artifacts, the matched
quantitative parameters can still deviate from the expected (MRF) values. One reason
is that the accuracy of the matched parameter maps depends on the variable flip angle
train used in the MRF acquisition. This is especially the case for large undersampling
factors and low SNR measurements. The pattern and the length are both important fac-
tors. It has been shown that a smoother flip angle pattern results in a lower matching
error compared to a more random pattern. It has also been shown that if the number
of excitation pulses is too small, estimation of T2 becomes inaccurate [43]. For these
reasons, MRF sequence optimization is an important problem. Some of the existing
approaches formulate the sequence optimization problem as a constrained minimiza-
tion problem, in which the dot product between dictionary elements is used as a mea-
sure of encoding capability [44, 45]. This approach effectively maximizes the difference
between different dictionary elements. Most of these techniques assign one number
to the encoding capability of an entire dictionary, yet changes of encoding capability
1
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within a dictionary can provide further interesting insights. These insights would help
to optimize a sequence for a specific application, in which only specific ranges of T1
and T2 values are expected. The best measure of encoding capability is not yet defined.
1.5. AIM AND OUTLINE OF THIS THESIS
The aim of this thesis is to develop fast reconstruction and acquisition techniques for
MRI that can support many clinical applications where time is a limiting factor. In
particular CS and MRF are chosen as starting point for accelerating traditional and/or
quantitative MR imaging.
The thesis starts with the description of a new reconstruction algorithm for solving the
CS formulation in a PI framework in Chapter 2. This is done by designing a circulant
preconditioner that reduces the number of iterations needed for the SB algorithm to
converge to a desired solution. The preconditioner takes into account coil sensitivity
profiles and is compatible with a variety of sampling schemes and coil configurations.
Chapter 3 describes the application of MRF in ocular imaging at 7T. For this high
field application, a Cartesian sampling scheme is adopted to limit the artifacts caused
by off-resonance effects. A short flip angle sequence and a cued-blinking protocol are
used to restrict the amount of eye motion during scans. Short scan times are further
realized by substantial undersampling of Cartesian k-space, and MRF data are recon-
structed both with CS and MC algorithms.
In Chapter 4 MRF is applied to muscle imaging. In this application a fast spiral
sampling scheme is used to achieve a high-temporal resolution for dynamic parame-
ter quantification during exercise recovery. Water and fat are encoded in the single-run
MRF scan by using a variable TE pattern. A new data processing pipeline is developed
to separate the water from the fat signal before quantitative parameter values are ob-
tained. This approach enables the analysis of relaxation times for water and fat inde-
pendently, without compromising the matching stability, and can also be used when
main field inhomogeneities are present.
Chapter 5 focuses on the flip angle pattern used in MRF acquisitions. The encod-
ing capability is analyzed for different sequences by visualizing their corresponding
MRF dictionaries. Since these dictionaries are high-dimensional, the dimensionality
reduction technique hierarchical stochastic neighbour embedding (HSNE) is used to
first transform them into three-dimensional space. Afterwards, the low-dimensional
embeddings are visualized using color maps.
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2. ACCELERATING CS RECONSTRUCTIONS USING A CIRCULANT PRECONDITIONER
ABSTRACT
Purpose: Design of a preconditioner for fast and efficient parallel imaging and com-
pressed sensing reconstructions for Cartesian trajectories.
Theory: Parallel imaging and compressed sensing reconstructions become time con-
suming when the problem size or the number of coils is large, due to the large linear
system of equations that has to be solved in `1 and `2-norm based reconstruction al-
gorithms. Such linear systems can be solved efficiently using effective preconditioning
techniques.
Methods: In this paper we construct such a preconditioner by approximating the sys-
tem matrix of the linear system, which comprises the data fidelity and includes total
variation and wavelet regularization, by a matrix that is block circulant with circulant
blocks. Due to this structure, the preconditioner can be constructed quickly and its in-
verse can be evaluated fast using only two fast Fourier transformations. We test the per-
formance of the preconditioner for the conjugate gradient method as the linear solver,
integrated into the well-established Split Bregman algorithm.
Results: The designed circulant preconditioner reduces the number of iterations re-
quired in the conjugate gradient method by almost a factor of 5. The speed up results in
a total acceleration factor of approximately 2.5 for the entire reconstruction algorithm
when implemented in MATLAB, while the initialization time of the preconditioner is
negligible.
Conclusion: The proposed preconditioner reduces the reconstruction time for parallel
imaging and compressed sensing in a Split Bregman implementation without compro-
mising reconstruction stability, and can easily handle large systems since it is Fourier-





The undersampling factor in Parallel Imaging (PI) is in theory limited by the number
of coil channels [1–4]. Higher factors can be achieved by using Compressed Sensing
(CS) which estimates missing information by adding a priori information [5, 6]. The a
priori knowledge relies on the sparsity of the image in a certain transform domain. It
is possible to combine PI and CS, e.g. [7] and [8], achieving almost an order of magni-
tude speed-up factors in cardiac perfusion MRI and enabling free-breathing MRI of the
liver [9].
CS allows reconstruction of an estimate of the true image even in the case of con-
siderable undersampling factors, for which the data model generally describes an ill-
posed problem without a unique solution. This implies that the true image cannot be
found by directly applying Fourier transforms. Instead, regularization is used to solve
the ill-posed problem by putting additional constraints on the solution. For CS, such a
constraint enforces sparsity of the image in a certain domain, which is promoted by the
`0-norm [6, 10, 11]. However, practically the `1-norm is used instead as it is the clos-
est representation that is numerically feasible to implement. The wavelet transform
and derivative operators, integrated in total variation regularization, are examples of
sparsifying transforms that can be used in the spatial direction [8, 12–16] and temporal
dimension [9], respectively.
Although CS has led to a considerable reduction in acquisition times either in par-
allel imaging applications or in single coil acquisitions, the benefit of the `1-norm
regularization constraint comes with the additional burden of increased reconstruc-
tion times, because `1-norm minimization problems are in general difficult to solve.
Many methods have been proposed that solve the problem iteratively [12, 14, 17–23].
In this work, we focus on the Split Bregman (SB) approach because of its computa-
tional performance, and its well-established track record [14, 24–28]. SB transforms
the initial minimization problem, containing both `1 and `2-norm terms, into a set
of subproblems that either require solving an `2-norm or an `1-norm minimization
problem, each of which can be approached using standard methods.
The most expensive step in SB, which is also present in many other methods, is
to solve an `2-norm minimization problem, which can be formulated as a linear least
squares problem, e.g. [29]. The system matrix of the least squares problem remains
constant throughout the SB iterations and this feature has shown to be convenient for
finding an approximation of the inverse system matrix as is done in e.g. [30]. This ap-
proach eliminates the need for an iterative scheme to solve the `2-norm minimization
problem, but for large problem sizes the initial computational costs are high, making
it less profitable in practice.
An alternative approach for eliminating the iterative scheme to solve the `2-norm
minimization problem was demonstrated in [31]. In this approach, extra variable split-
ting is introduced to separate the coil sensitivity matrices from the Fourier transforms,
such that all individual subproblems can be solved directly in the case of Cartesian
sampling. This can lead to a considerable reduction in reconstruction time, provided
that the reconstruction parameters are optimized. Simulations and in vivo experi-
ments showed significant improvements in convergence compared to non-linear con-
jugate gradient and a monotone fast iterative shrinkage-thresholding algorithms. The
extra variable splitting introduces penalty parameters, however, and unstable behav-
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ior can occur for certain parameter choices due to nontrivial null-spaces of the opera-
tors [31–33]. This can be seen as a drawback of this approach. Furthermore, determin-
ing the extra parameters is obviously nonunique. Considering the fact that each image
slice would be reconstructed optimally with possibly different reconstruction parame-
ters, we prefer the more straightforward SB scheme. Moreover, for non-Cartesian tra-
jectories, direct solutions are no longer possible and iterative schemes are needed.
Alternatively, to keep the number of reconstruction parameters to a minimum and
to minimize possible stability issues, preconditioners can be used to reduce the num-
ber of iterations required for solving the least squares problem [34]. The incomplete
Cholesky factorization and hierarchically-structured matrices are examples of precon-
ditioners that reduce the number of iterations drastically in many applications [35, 36].
The drawback of these type of preconditioners is that the full system matrix needs to
be built before the reconstruction starts, which for larger problem sizes can only be
done on a very powerful computer due to memory limitations. Although in [37–39] a
penta-diagonal matrix was constructed as a preconditioner, solving such a system is
still relatively expensive. In addition, before constructing the preconditioner, patient-
specific coil sensitivity profiles need to be measured, which often leads to large initial-
ization times. In [31, 40], the extra variable splitting enables building a preconditioner
independent of coil sensitivity maps, resulting in a preconditioner for non-Cartesian
reconstructions, but one that is not applicable for the more stable SB scheme.
In this work, we design a Fourier transform-based preconditioner for PI-CS recon-
structions and Cartesian trajectories in a stable SB framework, that takes the coil sen-
sitivities on a patient-specific basis into account, has negligible initialization time and
which is highly scalable to a large number of unknowns, as often encountered in MRI.
2.2. THEORY
In this section we first describe the general parallel imaging and compressed sensing
problems. Subsequently, the Split Bregman algorithm, which is used to solve these
problems, is discussed. Hereafter, we introduce the preconditioner that is used to
speed up the PI-CS algorithm and elaborate on its implementation and complexity.
2.2.1. PARALLEL IMAGING RECONSTRUCTION
In parallel imaging with full k-space sampling the data, including noise, is described
by the model
FSi x = yfull,i for i = 1, ...,Nc
where the yfull,i ∈ CN×1 are the fully sampled k-space data sets containing noise for
i ∈ {1, ..,Nc}, with Nc the number of coil channels, and x ∈ CN×1 is the true image [3].
Here, N = m ·n, where m and n define the image matrix size in the x and y-directions,
respectively, for a 2D sampling case. Furthermore, Si ∈ CN×N are diagonal matrices
representing complex coil sensitivity maps for each channel. Finally, F ∈ CN×N is the
discrete two-dimensional Fourier transform matrix. In the case of undersampling, the
data is described by the model




where yi ∈ CN×1 are the undersampled k-space data sets for i ∈ {1, ..,Nc} with zeros at
non-measured k-space locations. The undersampling pattern is specified by the bi-
nary diagonal sampling matrix R ∈RN×N , so that the undersampled Fourier transform
is given by RF. Here it is important to note that R reduces the rank of RFSi , which
means that solving for x in Eq. (2.1) is in general an ill-posed problem for each coil and
a unique solution does not exist. However, if the individual coil data sets are combined
and the undersampling factor does not exceed the number of coil channels, the im-










where x̂ ∈CN×1 is an estimate of the true image.
2.2.2. PARALLEL IMAGING RECONSTRUCTION WITH COMPRESSED SENS-
ING
In the case of higher undersampling factors, the problem of solving Eq. (2.2) becomes
ill-posed and additional regularization terms need to be introduced to transform the
problem into a well-posed problem. Since MR images are known to be sparse in some
domains, adding `1-norm terms is a suitable choice for regularization. The techniques









∥∥RFSi x−yi ∥∥22 + λ2 (‖Dx x‖1 +∥∥Dy x∥∥1)+ γ2 ‖Wx‖1
}
, (2.3)
with µ,λ and γ the regularization parameters for the data fidelity, the total variation,
and the wavelet, respectively [8]. A total variation regularization constraint is intro-
duced by the first-order derivative matrices Dx , Dy ∈RN×N , representing the numerical
finite difference scheme
Dx (x)|i , j = xi , j −xi−1, j i = 2, ..,m, j = 1, ..,n
D y (x)|i , j = xi , j −xi , j−1 i = 1, ..,m, j = 2, ..,n
with periodic boundary conditions
Dx (x)|1, j = x1, j −xm, j j = 1, ..,n
D y (x)|i ,1 = xi ,1 −xi ,n i = 1, ..,m
so that Dx and Dy are circulant. A unitary wavelet transform W ∈ RN×N further pro-
motes sparsity of the image in the wavelet domain.
2.2.3. SPLIT BREGMAN ITERATIONS
Solving Eq. (2.3) is not straightforward as the partial derivatives of the `1-norm terms
are not well-defined around 0. Instead, the problem is transformed into one that can
be solved easily. In this work, we use Split Bregman to convert Eq. (2.3) into multiple
minimization problems in which the `1-norm terms have been decoupled from the
2
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`2-norm term, as discussed in detail in [14, 24]. For convenience, the Split Bregman
method is shown in Algorithm 1. The Bregman parameters bx ,by ,bw are introduced
by the Bregman scheme and auxiliary variables dx ,dy ,dw are introduced by writing
the constrained problem as an unconstrained problem. The algorithm consists of two
loops: an outer loop and an inner loop. In the inner loop (steps 4-11), we first compute
the vector b that serves as a right-hand side in the system of equations of step 5. Sub-
sequently, the `1-norm subproblems are solved using the shrink function in steps 6-8.
Hereafter, the residuals for the regularization terms are computed in steps 9-11 and
are subsequently fed back into the system by updating the right hand side vector b in
step 5. Steps 4-11 can be repeated several times, but one or two inner iterations are
normally sufficient for convergence. Similarly, the outer loop feeds the residual en-
countered in the data fidelity term back into the system, after which the inner loop is
executed again. The system of linear equations,
Ax̂ = b, (2.4)
in line 5 of the algorithm follows from a standard least squares problem, where the
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In this work we focus on solving Eq. (2.4), which is computationally the most expensive
part of Algorithm 1. It is important to note that the system matrix A remains constant
throughout the algorithm and only the right hand side vector b changes, which allows
us to efficiently solve Eq. (2.4) by using preconditioning techniques.
2.2.4. STRUCTURE OF THE SYSTEM MATRIX A
The orthogonal wavelet transform is unitary, so that WH W= I. Furthermore, the deriva-
tive operators are constructed such that the matrices Dx ,Dy ,DHx and DHy are block cir-
culant with circulant blocks (BCCB). The product and sum of two BCCB matrices is
again BCCB, showing that DHx Dx +DHy Dy is also BCCB. These type of matrices are di-
agonalized by the two-dimensional Fourier transformation, that is,
D1 =FCFH or D2 =FH CF
where C is a BCCB matrix and D1 and D2 are diagonal matrices. This motivates us to






















The term DHx Dx +DHy Dy is BCCB, so that Kd in K becomes diagonal. If there is no
sensitivity encoding, that is Si = I ∀i ∈ {1, ..,Nc}, the entire K matrix becomes diagonal
in which case the solution x̂ can be efficiently found by computing
x̂ =A−1b =FH K−1Fb (2.7)
for invertible K. In practice, Fast Fourier Transforms (FFTs) are used for this step. With
sensitivity encoding, Si 6= I and SHi FH RH RFSi is not BCCB for any i , hence matrix K
is not diagonal. In that case we prefer to solve Eq. (2.4) iteratively, since finding K−1
is now computationally too expensive. It can be observed that the system matrix A is
Hermitian and positive definite, which motivates the choice for the conjugate gradient
(CG) method as an iterative solver.
2.2.5. PRECONDITIONING
A preconditioner M ∈ CN×N can be used to reduce the number of iterations required
for CG convergence [41]. It should satisfy the conditions
1. M−1A≈ I to cluster the eigenvalues of the matrix pair around 1, and
Algorithm 1 Split Bregman Iteration












2: for j = 1 to nOuter do
3: for k = 1 to nInner do
4: b = µ∑Nci=1 SHi FH RH y[ j ]i + λ[DHx (d[k]x −b[k]x )+DHy (d[k]y −b[k]y )] +
γWH (d[k]w −b[k]w )
5: solve Ax[k+1] = b with x[k] as initial guess
6: d[k+1]x = shrink
(
Dx x[k+1] +b[k]x , 1λ
)
7: d[k+1]y = shrink
(
Dy x[k+1] +b[k]y , 1λ
)
8: d[k+1]w = shrink
(
Wx[k+1] +b[k]w , 1γ
)
9: b[k+1]x = b[k]x +Dx x[k+1] −d[k+1]x
10: b[k+1]y = b[k]y +Dy x[k+1] −d[k+1]y
11: b[k+1]w = b[k]w +Wx[k+1] −d[k+1]w
12: end for
13: for i = 1 to Nc do
14: y[ j+1]i = y
[ j ]
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2. determination of M−1 and its evaluation on a vector should be computationally
cheap.
Ideally, we would like to use a diagonal matrix as the preconditioner as this is com-
putationally inexpensive. For this reason, the Jacobi preconditioner is used in many
applications with the diagonal elements from matrix A as the input. However, for the
current application of PI and CS the Jacobi preconditioner is not efficient since it does
not provide an accurate approximate inverse of the system matrix A. In this work, we
use a different approach and approximate the diagonal from K in Eq. (2.6) instead. The
motivation behind this approach is that the Fourier matrices in matrix K center a large
part of the information contained in SHi F
H RH RFSi around the main diagonal of K, so
that neglecting off-diagonal elements of K has less effect than neglecting off-diagonal
elements of A.
For the preconditioner used in this work we approximate A−1 by
M−1 =FH diag{k}−1F, (2.8)
where diag{} places the elements of its argument on the diagonal of a matrix. Further-
more, vector k is the diagonal of matrix K and can be written as
k =µkc +λkd +γkw , (2.9)
where kc , kd and kw are the diagonals of Kc , Kd and Kw , respectively. Note that Kd and
Kw are diagonal matrices already, so that only kc will result in an approximation of the
inverse for the final system matrix A.
2.2.6. EFFICIENT IMPLEMENTATION OF THE PRECONDITIONER
The diagonal elements kc;i of Kc;i = FSHi FH︸ ︷︷ ︸
CHi
RH R︸ ︷︷ ︸
R
FSi FH︸ ︷︷ ︸
Ci
for a certain i are found by
noting that Ci =FSi FH is in fact a BCCB matrix. The diagonal elements kc;i of Kc;i can






cHj ;i Rc j ;i
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,
with cHj ;i being the j
th row of matrix CHi and e j the j
th standard basis vector. Note that
the scalar
(
cHj ;i Rc j ;i
)
is the j th entry of vector kc;i . Since R is a diagonal matrix which
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where ◦ denotes the element-wise (Hadamard) product. Since the element-wise prod-
uct of two BCCB matrices is again a BCCB matrix, the circular convolution theorem




)T ∗ r]=F[(cH1;i ◦cT1;i )T ]◦Fr.






)T ]◦Fr} . (2.11)
Finally, the diagonal elements d of the diagonal matrix D with structure D= FCFH can
be computed efficiently by using d = Fc1, where c1 is the first row of C. Therefore, the
first row cH1;i of matrix C
H
i is found as
(
cH1;i
)T = FH (sHi )T , with sHi a row vector contain-








)T ]◦Fr} , (2.12)
where the action of the Fourier matrix on a vector can be efficiently computed using
the FFT.
Since DHx Dx +DHy Dy is BCCB, the elements of kd can be quickly found by evaluat-
ing kd = Ft1, where t1 is the first row of DHx Dx +DHy Dy . Finally, the elements of kw are
all equal to one, since Kω is the identity matrix.
Alternatively, in Eq. (2.2) the summation over the coil sensitivity matrices can be re-
moved by stacking the matrices. The derivation following this approach can be found
online as supporting information.
2.2.7. COMPLEXITY
For every inner-iteration of the Split Bregman algorithm we need to solve the linear
system given in Eq. (2.4), which is done iteratively using a Preconditioned Conjugate
Gradient method (PCG). In this method, the preconditioner constructed above is used
as a left preconditioner by solving the following system of equations:
M−1Ax̂ =M−1b, (2.13)
where x̂ is the approximate solution constructed by the PCG algorithm. In PCG this
implies that for every iteration the preconditioner should be applied once on the resid-
ual vector r = Ax̂ − b. The preconditioner M can be constructed beforehand since
it remains fixed for the entire Split Bregman algorithm as the regularization param-
eters µ, λ, and γ are constant. As can be seen in Table 2.1, M−1 is constructed in
(3 + 2Nc)N + (4 + Nc)N log N FLOPS. Evaluation of the diagonal preconditioner M−1
from Eq. (2.8) on a vector amounts to two Fourier transforms and a single multipli-
cation, and therefore requires N +2N log N FLOPS.
To put this into perspective, evaluation of matrix A on a vector requires (6+4Nc)N+
2NcN log N FLOPS, as shown in Table 2.1.
2
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FH [F (. . .)◦F (. . .)] N +3N log N
kd =FH t1 N log N
k = kc +kd +kw 2N
k−1 N




H RFSi Nc(3N +2N log N )+NcN −N
on vector
DHx Dx +DHy Dy 5N
WH W 0
Summation of the
three terms above 2N
Total (6+4Nc)N +2NcN log N
The upper bound on the additional costs per iteration relative to the costs for evaluat-
ing A on a vector is therefore
lim
N→∞
N +2N log N




showing that the preconditioner evaluation step becomes relatively cheaper for an in-
creasing number of coil elements. The scaling of the complexity with respect to the
problem size is depicted in Figure 2.1 for a fixed number of coils Nc = 12.
Table 2.2: Initialization times for constructing the preconditioner for different problem sizes. Even for very large problem
sizes the initialization time does not exceed 2 seconds. Additional costs are given as percentage of the total reconstruction
time without preconditioning.
Problem size 128×128 256×256 512×512 1024×1024
Initialization time (s) 0.0395 0.0951 0.3460 1.3371
Additional costs (%) 1.7 0.85 0.52 0.48
2.3. METHODS
2.3.1. MR DATA ACQUISITION
Experiments were performed on healthy volunteer after giving informed consent. The
Leiden University Medical Center Committee for Medical Ethics approved the experi-



























Figure 2.1: The complexity for different problem sizes. The number of FLOPS for the action of the preconditioner M on a
vector (black), A on a vector (red), and the combination of the two (yellow) are depicted for Nc = 12.
the in vivo data. A 12-element posterior receiver array, a 15-channel head coil, a 16-
channel knee coil (also used for transmission) and a 16-element anterior receiver array
were used for reception in the spine, the brain, the knee and the lower legs, respec-
tively. The body coil was used for RF transmission, except for the knee scan.
For the spine data set, T1-weighted images were acquired using a turbo spin-echo
(TSE) sequence with the following parameters: field of view (FOV) = 340×340 mm2; in-
plane resolution 0.66×0.66 mm2; 4 mm slice thickness; 15 slices; echo time (TE)/repetition
time (TR)/TSE factor = 8 ms/ 648 ms/8; flip angle (FA) = 90°; refocusing angle = 120°;
water-fat shift (WFS) = 1.5 pixels; and scan time = 2:12 min. T2-weighted TSE scans
had parameters: FOV = 340×340 mm2; in-plane resolution 0.66×0.66 mm2; 4 mm slice
thickness; 15 slices; TE/TR/TSE factor = 113 ms/4008 ms/32; FA = 90°; WFS = 1.1 pixels;
and scan time = 3:36 min.
For the brain data set, T1-weighted images were acquired using an inversion re-
covery turbo spin-echo (IR TSE) sequence with parameters: FOV = 230×230 mm2; in-
plane resolution 0.90×0.90 mm2; 4 mm slice thickness; 24 slices; TE/TR/TSE factor =
20 ms/2000 ms/8; refocusing angle = 120°; IR delay: 800 ms; WFS = 2.6 pixels; and scan
time = 05:50 min. T∗2 -weighted images were measured using a gradient echo (FFE) se-
quence with parameters: FOV = 230×230 mm2; in-plane resolution 0.90×0.90 mm2; 4
mm slice thickness; 28 slices; TE/TR = 16 ms/817 ms; FA = 18°; WFS = 2 pixels; and scan
time = 3:33 min.
For the knee data set, T1-weighted images were acquired using an FFE sequence
with parameters: FOV = 160×160 mm2; in-plane resolution 1.25×1.25 mm2; 3mm slice
thickness; 32 slices; TE/TR = 10 ms/455 ms; FA = 90°; WFS = 1.4 pixels; and scan time =
1:01 min.
For the calf data set, T1-weighted images were acquired using an FFE sequence
with parameters: FOV = 300×300 mm2; in-plane resolution 1.17×1.17 mm2; 7 mm slice
thickness; 24 slices; TE/TR = 16 ms/500 ms; FA = 90°; WFS = 1.5 pixels; and scan time =
2:11 min.
The different acquisitions techniques (TSE, FFE) were chosen to address differ-
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ent basic contrasts used in daily clinical practice. Undersampling in the case of non-
stationary echo signals, such as during a T2-decaying TSE train, can result in image
quality degradation. This effect can be mitigated, for example, in TSE scans using vari-
able refocusing angle schemes as outlined in [44].
To show the performance of the preconditioner also in the presence of these and
similar effects, scans in the brain were acquired directly in undersampled mode em-
ploying a simple variable density sampling pattern, with acceleration factors R = 2
and R = 3. To validate the results, fully sampled data is acquired as well in a separate
scan. Data for a T2-weighted TSE scan (R = 2, FOV = 230×230 mm2; in-plane resolution
0.90×0.90 mm2; 4 mm slice thickness; 1 slice; TE/TR/TSE factor = 80 ms/3000 ms/16;
refocusing angle = 120°; WFS = 2.5 pixels; and scan time = 00:30 min), a FLAIR scan
(R = 2, FOV = 240×224 mm2; in-plane resolution 1.0×1.0 mm2; 4 mm slice thickness;
1 slice; TE/TR/TSE factor = 120 ms/9000 ms/24; IR delay = 2500 ms; refocusing angle
= 110°; WFS = 2.7 pixels; and scan time = 01:30 min) and a 3D magnetization prepared
T1-weighted turbo field echo (TFE) scan (R = 3, FOV = 250×240×224 mm2; 1.0 mm3
isotropic resolution; TE/TR = 4.6 ms/9.9 ms; TFE factor = 112; TFE prepulse delay =
1050 ms; flip angle = 8°; WFS = 0.5 pixels; and scan time = 04:17 min).
2.3.2. COIL SENSITIVITY MAPS
Unprocessed k-space data was stored per channel and used to construct complex coil








Si for i = 1, ...,Nc.
The normalized coil sensitivity maps were given zero intensity outside the subject, re-
sulting in an improved SNR of the final reconstructed image. For the data model to be




ŜHj m j for i = 1, ...,Nc.
2.3.3. COIL COMPRESSION
Reconstruction of the spine data set was performed with and without coil compression.
A compression matrix was constructed as in [46], and multiplied by the normalized
individual coil images and the coil sensitivity maps, to obtain virtual coil images and
sensitivity maps. The six least dominant virtual coils were ignored to speed up the
reconstruction.
2.3.4. UNDERSAMPLING
Two variable density undersampling schemes were studied: a random line pattern in
the foot-head direction, referred to as structured sampling, and a fully random pattern,






The Split Bregman algorithm was implemented in MATLAB (The MathWorks, Inc.). All
image reconstructions were performed in 2D on a Windows 64-bit machine with an
Intel i3-4160 CPU @ 3.6 GHz and 8 GB internal memory.
Reconstructions were performed for reconstruction matrix sizes of 128×128, 256×
256, and 512× 512, and the largest reconstruction matrix was interpolated to obtain
a simulated data set of size 1024×1024 for theoretical comparison. For prospectively
undersampled scans, additional matrix sizes of 240× 224 were acquired. For the 3D
scan, an FFT was first performed along the readout direction, after which one slice was
selected. To investigate the effect of the regularization parameters on the performance
of the preconditioner, three different regularization parameter sets were chosen as:
1. set 1 µ= 10−3, λ= 4 ·10−3, and γ= 10−3
2. set 2 µ= 10−2, λ= 4 ·10−3, and γ= 10−3
3. set 3 µ= 10−3, λ= 4 ·10−3, and γ= 4 ·10−3.
The Daubechies 4 wavelet transform was used for W. Furthermore, the SB algorithm
was performed with an inner loop of one iteration and an outer loop of 20 iterations.
The tolerance (relative residual norm) in the PCG algorithm was set to ε= 10−3.
2.4. RESULTS
Figure 2.2 shows the T1-weighted TSE spine images for a reconstruction matrix size of
512×512, reconstructed with the SB implementation for a fully sampled data set and
for undersampling factors of four (R = 4) and eight (R = 8), where structured Carte-
sian sampling masks were used. The quality of the reconstructed images for R = 4 and
R = 8 demonstrate the performance of the compressed sensing algorithm. The differ-
ence between the fully sampled and undersampled reconstructed images are shown
(magnified five times) in Figure 2.2d and Figure 2.2e for R = 4 and R = 8, respectively.
The fully built system matrix A = FH KF is compared with its circulant approxi-
mation FH diag{k}F in Figure 2.3a for both structured and random Cartesian under-
sampling in the spine, without regularization to focus on the approximated term con-
taining the coil sensitivities. The elements of A contain many zeros due to the lack
of coil sensitivity in a large part of the image domain when using cropped coil sen-
sitivity maps. These zeros are not present in the circulant approximation, since the
circulant property is enforced by neglecting all off-diagonal elements in K. The entries
introduced into the circulant approximation do not add relevant information to the
system, because the image vector on which the system matrix acts contains zero signal
in the region corresponding with the newly introduced entries. For the same reason,
the absolute difference maps in the bottom row were masked by the coil-sensitive re-
gion of A, showing that the magnitude and phase are well approximated by assuming
the circulant property. Figure 2.3b-d show the same results for the brain, the knee and
the calves, respectively, demonstrating the generalizability of this approach to different
coil set-ups and geometries.
The product of the inverse of the preconditioner M−1 and the system matrix A is
shown for the spine, the brain, the knee and the calves in Figure 2.4a-d, respectively.
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Figure 2.2: Reconstruction results for different structured Cartesian undersampling factors. (a) shows the fully sampled
scan as a reference, whereas (b) and (c) depict the reconstruction results for undersampling factors four (R = 4) and eight
(R = 8), respectively. The absolute difference, magnified five times, is shown in (d) and (e) for R = 4 and R = 8, respectively.
The reconstruction matrix has dimensions 512× 512. Regularization parameters were set to µ = 1 · 10−3 ,λ = 4 · 10−3, and
γ= 1 ·10−3.
Different regularization parameter sets show that the preconditioner is a good approx-
imate inverse, suggesting efficient convergence.
Table 2.2 reports the number of seconds needed to build the circulant precondi-
tioner in MATLAB before the reconstruction starts, for different orders of the recon-
struction matrix. Note that the actual number of unknowns in the corresponding sys-
tems is equal to the number of elements in the reconstruction matrix size, which leads
to more than 1 million unknowns for the 1024×1024 case. For all matrix sizes the ini-
tialization time is negligible compared with the image reconstruction time.
Figure 2.5a shows the number of iterations required for PCG to converge in each
Bregman iteration without preconditioner, with the Jacobi preconditioner and with
the circulant preconditioner for regularization parameters µ = 10−3,λ = 4 · 10−3 and
γ= 10−3 and a reconstruction matrix size of 256×256. The Jacobi preconditioner does
not reduce the number of iterations, which shows that the diagonal of the system ma-
trix A does not contain enough information to result in a good approximation of A−1.
Moreover, it shows that the linear system is invariant under scaling. The circulant pre-
conditioner, however, reduces the number of iterations considerably, leading to a total
speed-up factor of 4.65 in the PCG part.
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Figure 2.3: System matrix and
its circulant approximation.
The first and the second
columns show the system
matrix elements for structured
and random undersampling
and R = 4, respectively, for the
spine (a), the brain (b), the
knee (c) and the calves (d). The
top row depicts the elemen-
twise magnitude for the true
system matrix A, the second
row depicts the elementwise
magnitude for the circulant
approximated system matrix
and the bottom row shows the
absolute difference between
the true system matrix and the
circulant approximation. The
difference maps were masked
by the nonzero-region of A,
since only elements in the
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Figure 2.4: The new system ma-
trix. The first column and the
second column show the ele-
ments of the effective new sys-
tem matrix M−1A for struc-
tured and random undersam-
pling and R = 4, respectively,
for the spine (a), the brain (b),
the knee (c) and the calves (d).
The rows show this result for the
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Figure 2.5: Number of iterations needed per Bregman iteration. The circulant preconditioner reduces the number of
iterations considerably compared with the non-preconditioned case. The Jacobi preconditioner does not reduce the
number of iterations due to the poor approximation of the system matrix’ inverse. (a) depicts the iterations for Set 1:(
µ= 1 ·10−3 ,λ= 4 ·10−3 ,γ= 1 ·10−3), whereas (b) depicts the iterations for Set 1, Set 2: (µ= 1 ·10−2 ,λ= 4 ·10−3 ,γ= 1 ·10−3),
and Set 3:
(
µ= 1 ·10−3 ,λ= 4 ·10−3 ,γ= 4 ·10−3) The preconditioner shows the largest speed up factor when the regularization
parameters are well-balanced. (c) Shown are the number of iterations needed per Bregman iteration with and without coil
compression applied. The solid lines and the dashed lines depict the results with and without coil compression, respectively.









































































Figure 2.6: Computation time for 20 Bregman iterations and different problem sizes. (a) Using the preconditioner, the total
computation time for the PCG part in 20 Bregman iterations is reduced by more than a factor of 4.5 for all studied problem
sizes. (b) The computation time for 20 Bregman iterations of the entire algorithm also includes the Bregman update steps,
so that the total speedup factor is approximately 2.5 for the considered problem sizes. (c) The two methods converge to the
same solution, plotted here for R = 4 and a reconstruction matrix size 256×256.
putation time for the reconstruction algorithm, plotted in Figure 2.6 for different prob-
lem sizes. Figure 2.6a shows the total PCG computation time when completing the
total SB method, whereas Figure 2.6b shows the total computation time required to
complete the entire reconstruction algorithm. A fivefold gain is achieved in the PCG
part by reducing the number of PCG iterations, which directly relates to the results
shown in Figure 2.5a. The overall gain of the complete algorithm, however, is a factor
2.5 instead of 5, which can be explained by the computational costs of the update steps
outside the PCG iteration loop (see Algorithm 1). Figure 2.6c also shows the error, de-
fined as the normalized 2-norm difference with respect to the fully sampled image, as
a function of time. The preconditioned SB scheme converges to the same accuracy as
the original SB scheme, since the preconditioner only affects the required number of
PCG iterations.
The number of iterations required by PCG for each Bregman iteration is shown in
Figure 2.5b for the three parameter sets studied. The preconditioned case always out-
performs the non-preconditioned case, but the speed up factor depends on the regu-
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larization parameters. Parameter set 1 depicts the same result as shown in Figure 2.5a
and results in the best reconstruction of the fully sampled reference image. In param-
eter set 2 more weight is given to the data fidelity term by increasing the parameter µ.
Since the preconditioner relies on an approximation of the data fidelity term, it per-
forms less optimally than for smaller µ (such as in set 1) for the first few Bregman it-
erations, but there is still a threefold gain in performance. This behavior was already
predicted in Figure 2.4. Finally, there is very little change between parameter set 3
and parameter set 1, because the larger wavelet regularization parameter γ gives more
weight to a term that was integrated in the preconditioner in an exact way, as for the
total variation term, without any approximations.
Figure 2.5c illustrates the required iterations when half of the coils are taken into
account by coil compression. Only a small discrepancy is encountered for the first few
iterations, since the global structure and content of the system matrix A remain the
same, which demonstrates that coil compression and preconditioning can be com-
bined to optimally reduce the reconstruction time.
The method also works for different coil configurations. In Figure 2.7 the result is
shown when using the 15-channel head coil for the brain scans, the 16-channel knee
coil for a knee scan and the 16-channel receive array for the calf scan. The circulant pre-
conditioner clearly reduces the number of iterations, with an overall speed-up factor
of 4.1/4.4 and 4.5 in the PCG part for the brain (TSE/FFE) and the knee, respectively.
Figure 2.8 shows reconstruction results for scans where the data was directly ac-
quired in undersampled mode instead of retrospectively undersampled, for a T2-weighted
TSE scan, a FLAIR scan and a 3D magnetization prepared T1-weighted TFE scan, lead-
ing to PCG acceleration factors of 4.2, 5.1 and 5.4, respectively. The convergence behav-
ior is similar to the one observed for the retrospectively undersampled data, demon-
strating the robustness of the preconditioning approach in realistic scan setups.
The performance of the preconditioner is also stable in the presence of different
noise levels, as shown by experiments in which the excitation tip angle was varied from
10 to 90 degrees in a TSE sequence, and results can be found online in Supporting Fig-
ure S1.
2.5. DISCUSSION AND CONCLUSION
In this work we have introduced a preconditioner that reduces the reconstruction times
for CS and PI problems, without compromising the stability of the numerical SB scheme.
Solving an `2-norm minimization problem is the most time-consuming part of this al-
gorithm. This `2-norm minimization problem is written as a linear system of equa-
tions characterized by the system matrix A. The effectiveness of the introduced pre-
conditioner comes from the fact that the system matrix is approximated as a BCCB
matrix. Both the total variation and the wavelet regularization terms are BCCB, which
means that only the data fidelity term, which is not BCCB due to the sensitivity profiles
of the receive coils and the undersampling of k-space, is approximated by assuming
a BCCB structure in the construction of the preconditioner. This approximation has
been shown to be accurate for CS-PI problem formulations. The efficiency of this ap-
proach comes from the fact that BCCB matrices are diagonalized by Fourier transfor-
mations, which means that the inverse of the preconditioner can simply be found by
2
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Figure 2.7: Reconstruction results for different anatomies. (a) shows the fully sampled scan as a reference for the brain,
whereas (b) depicts the reconstruction results for an undersampling factor of four (R = 4). The absolute difference, mag-
nified five times, is shown in (c). The reconstruction matrix has dimensions 256×256 and regularization parameters were
chosen as µ= 1·10−3 ,λ= 4·10−3, and γ= 2·10−3. The convergence results for the PCG part with and without preconditioner
are plotted in (d), showing similar reduction factors as with the posterior coil. Results for the knee are shown in (e)-(f) for
a reconstruction matrix size 128×128 and an undersampling factor of 2 (R = 2). Regularization parameters were chosen as
µ = 0.1,λ = 0.4, and γ = 0.1. Results for the calves are shown in (i)-(l) for a reconstruction matrix size 256×256 and R = 4.
Regularization parameters were chosen as µ = 0.1,λ = 0.4, and γ = 0.1. Results for the brain FFE scan are shown in (m)-(p)
for a reconstruction matrix size 256×256 and R = 3. Regularization parameters were chosen as µ= 1,λ= 4, and γ= 1.
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Figure 2.8: Reconstruction results for data acquired in fully and undersampled mode. (a) shows a fully sampled scan as a ref-
erence for a T2-weighted TSE scan in the brain, whereas (b) depicts the reconstruction results for a prospectively undersam-
pled scan with an acceleration factor of two (R = 2). The reconstruction matrix has dimensions 256×256 and regularization
parameters were chosen as µ= 1,λ= 4, and γ= 1. The convergence results for the PCG part with and without preconditioner
are plotted in (c). Results for the FLAIR brain scan are shown in (d)-(f) for a reconstruction matrix size 240×224 and R = 2.
Regularization parameters were chosen as µ= 1.4·102 ,λ= 5.7·102, and γ= 1.4·102. Results for a 3D magnetization prepared
T1-weighted TFE scan in the brain are shown in (g)-(i) for a reconstruction matrix size 240×224 and R = 3. Regularization pa-
rameters were chosen as µ= 0.5,λ= 2, and γ= 0.5. Note that the data in the left column stem from a different measurement
as the data in the middle column.
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inverting a diagonal matrix and applying two additional FFTs.
With the designed preconditioner the most expensive `2-norm problem was solved
almost 5 times faster than without preconditioning, resulting in an overall speed up
factor of about 2.5. The discrepancy between the two speed up factors can be explained
by the fact that apart from solving the linear problem, update steps also need to be per-
formed. Step 4 and steps 13-15 of Algorithm 1 are especially time consuming since for
each coil a 2D Fourier transform needs to be performed. Furthermore, the wavelet
computation in steps 4, 8, and 11 are time consuming factors as well. Therefore, speed
up factors higher than 2.5 are expected for an optimized Bregman algorithm. Further
acceleration can be obtained through coil compression [46, 47], as the results in this
study showed that it has negligible effect on the performance of the preconditioner.
The time required to construct the preconditioner is negligible compared with the
reconstruction times as it involves only a few FFTs. The additional costs of applying
the preconditioner on a vector is negligible as well, because it involves only two Fourier
transformations and an inexpensive multiplication with a diagonal matrix. Therefore,
the method is highly scalable and can handle large problem sizes.
The preconditioner works optimally when the regularization terms in the mini-
mization problem are BCCB matrices in the final system matrix. This implies that the
total variation operators should be chosen such that the final total variation matrix is
BCCB, and that the wavelet transform should be unitary. Both the system matrix and
the preconditioner can be easily adjusted to support single regularization instead of
the combination of two regularization approaches.
The BCCB approximation for the data fidelity term supports both structured and
random Cartesian undersampling patterns and works well for different undersampling
factors. The performance of the preconditioner was experimentally validated using a
variable density sampling scheme to prospectively undersample the data. The conver-
gence behavior shows similar results as the retrospectively undersampled case.
The regularization parameters were shown to influence the performance of the pre-
conditioner. Since the only approximation in the preconditioner comes from the ap-
proximation of the data fidelity term, the preconditioner results in poorer performance
if the data fidelity term is very large compared with the regularization terms. In prac-
tice, such a situation is not likely to occur if the regularization parameters are cho-
sen such that an optimal image quality is obtained in the reconstructed image. In this
work, the regularization parameters were chosen empirically and were kept constant
throughout the algorithm. For SB-type methods, however, updating the regularization
parameters during the algorithm makes the performance of the algorithm less depen-
dent on the initial choice of the parameters [48]. Moreover, it might result in improved
convergence, from which our work can benefit.
This work focussed on the linear part of the SB method, in which only the right-
hand side vector changes in each iteration and not the system matrix. Other `1-norm
minimization algorithms exist that require a linear solver [49], such as IRLS or Second-
Order Cone Programming. For those type of algorithms linear preconditioning tech-
niques can be applied as well. Although the actual choice for the preconditioner de-
pends on the system matrix of the linear problem, which is in general different for dif-
ferent minimization algorithms, similar techniques as used in the current work can be
exploited to construct a preconditioner for other minimization algorithms.
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As outlined earlier in the introduction, there are alternative approaches to elim-
inating the iterative scheme to solve the `2-norm minimization problem. Although a
detailed comparison of techniques is difficult due to the required choice of reconstruc-
tion parameters, it is worth noting that in [31] a comparison was made between the
non-preconditioned SB scheme that we also use as comparison in our work, and the
authors’ extra variable splitting method. Their results suggest that the preconditioned
SB scheme with an acceleration factor of 2.5 is very similar to the performance of the
method adopting extra variable splitting. Moreover, variable splitting is not possible for
non-Cartesian data acquisition, but is easily incorporated into the preconditioned SB
approach. In this extension, the block circulant matrix with circulant blocks is replaced
by the block Toeplitz matrix with Toeplitz blocks [40]. Given the promising results for
Cartesian trajectories, future work will therefore focus on including non-Cartesian data
trajectories into a single unified preconditioned SB framework.
Another large group of reconstruction algorithms involve gradient update steps; ex-
amples in this group are the Iterative Shrinkage-Thresholding Algorithm (ISTA), FISTA,
MFISTA, and BARISTA [21, 50–52]. In [52] it was discussed that the performance of
FISTA, for which convergence depends on the maximum sum of squared absolute coil
sensitivity value, can be poor due to large variations in coil sensitivities. In our work,
however, the coil sensitivity maps were normalized such that the corresponding sum-
of-squares map is constant and equal to one in each spatial location within the object
region. The normalization of these coil sensitivities might therefore lead to acceler-
ation of FISTA-type algorithms. Thus, it would be interesting to compare the perfor-
mance of the preconditioned SB algorithm with the performance of FISTA when incor-
porating normalized coil sensitivities into both algorithms.
In conclusion, the designed FFT-based preconditioner reduces the number of itera-
tions required for solving the linear problem in the SB algorithm considerably, resulting
in an overall acceleration factor of 2.5 for PI-CS reconstructions. The approach works
for different coil-array configurations, MR sequences, and non-power of two acquisi-
tion matrices, and the time to construct the preconditioner is negligible. Therefore, it
can be easily used and implemented, allowing for efficient computations.
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3. CARTESIAN MRF IN THE EYE AT 7T USING CS AND MC-BASED RECONSTRUCTIONS
ABSTRACT
Purpose: To explore the feasibility of Magnetic Resonance Fingerprinting (MRF) to
rapidly quantify relaxation times in the human eye at 7T, and to provide a data acquisi-
tion and processing framework for future tissue characterization in eye tumor patients.
Methods: In this single-element receive coil MRF approach with Cartesian sampling,
undersampling is used to shorten scan time and therefore to reduce the degree of mo-
tion artifacts. For reconstruction, approaches based on compressed sensing (CS) and
matrix completion (MC) were used, while their effects on the quality of the MRF pa-
rameter maps were studied in simulations and experiments. Average relaxation times
in the eye were measured in six healthy volunteers. One uveal melanoma patient was
included to show the feasibility of MRF in a clinical context.
Results: Simulation results showed that an MC-based reconstruction enables large un-
dersampling factors and also results in more accurate parameter maps compared to
using CS. Experiments in six healthy volunteers used a reduction in scan time from
7:02 to 1:16 minutes, producing images without visible loss of detail in the parameter
maps when using the MC-based reconstruction. Relaxation times from six healthy vol-
unteers are in agreement with values obtained from fully sampled scans and values in
literature, and parameter maps in a uveal melanoma patient show clear difference in
relaxation times between tumor and healthy tissue.
Conclusion: Cartesian-based MRF is feasible in the eye at 7T. High undersampling fac-
tors can be achieved via MC, significantly shortening scan time and increasing patient





Ophthalmologic disease diagnosis conventionally relies mainly on ultrasound and op-
tical imaging techniques such as fundus photography and fluorescent angiography
(FAG), MRI is increasingly being used in the radiological community [1–3]. One of
the main advantages of MRI is its capability to assess non-transparent tissues such
as ocular tumors or structures behind the globe such as the eye muscles. Currently,
however, these applications are mainly based on qualitative MRI methods using the
large number of tissue contrasts addressable by MR. As an example, in Graves’ oph-
thalmopathy fat-suppressed T2-weighted MRI is the standard to detect inflammation
in the eye muscles [4, 5], whereas in the diagnosis of retinoblastoma, a rare intraocular
cancer in children, standard T1- and T2-weighted MRI is often performed to confirm
the presence of the tumour and to screen for potential optic nerve involvement [2]. In
more recent ophthalmologic applications of MRI, such as uveal melanoma (the most
common primary intraocular tumor), quantitative MRI techniques including diffusion
weighted imaging (DWI) [6] and dynamic contrast-enhanced (DCE) imaging [7] have
been shown, but currently diagnosis is still based on qualitative methods [3].
In order to personalize treatment plans quantitative parameters of the tissues in-
volved, as can be acquired invasively for example by performing biopsies [8], are highly
desirable. However, quantitative parameter mapping via MRI requires long examina-
tion times, which would result in significant eye-motion artifacts, as well as patient
discomfort [9]. Magnetic Resonance Fingerprinting (MRF) is a recently-introduced
method for rapid quantitation of tissue relaxation times and other MR-related param-
eters [10]. It uses a flip angle sweep to induce a unique signal evolution for each tissue
type. Incoherent undersampling can be applied during sampling of the MRF train, en-
abling acceleration of the MRF scans [10]. Together with its ability to measure simul-
taneously T1 and T2, MRF offers a solution to the problem of obtaining quantitative
measures in an efficient manner and in relatively short scanning times.
One of the main challenges in ocular imaging is in-plane and through-plane eye
motion, often associated with eye blinking [11–13]. The motion results in corrupted
k-space data that introduces artifacts and blurring throughout the entire image. Short-
ening the scans would reduce motion-related artifacts, but standard acceleration tech-
niques are not optimal for the current eye application due to the following three rea-
sons. First, a cued-blinking protocol is typically used to control and reduce the eye
motion [3, 11]. This requires an instruction screen placed at the end of the MR tun-
nel to be visible to the patient which complicates the use of small phased array receive
coils in front of the eye, blocking the view. Instead, a custom-built single-element eye
loop coil is used, which provides a high local SNR [3] and screen visibility, but which
clearly excludes the possibility of scan acceleration via parallel imaging [14]. Second,
the gel-like vitreous body has an extremely long T1, particularly at high field [15]. Its
value of three to five seconds requires a long duration of the MRF sequence to encode
the MR parameters (T1,T2) sufficiently. Thus, using a flip angle train with a small num-
ber of RF pulses is not feasible, hindering scan time reduction. Finally, a time-efficient
spiral sampling scheme, usually applied in MRF [10, 16–19], introduces off-resonance
effects in each of the individual MRF images [20]. This occurs even when combined
with unbalanced sequences such as FISP [16] which are in themselves robust to off-
resonance effects [21]. The off-resonance effects present in spiral sampling schemes
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are much stronger at high field, where they result in blurring [22], caused by strong
main field inhomogeneities (particularly in the eye region due to many air-tissue-bone
interfaces), as well as the presence of significant amounts of off-resonant orbital fat
around the eye.
In this work, a Cartesian sampling scheme is used, which is more robust than spi-
ral sampling to off-resonance effects, but which is significantly less time-efficient [23].
With such a Cartesian sampling scheme, undersampling artifacts have a more struc-
tured nature compared to spiral sampling, which increases the temporal coherence of
the artifacts in the MRF image series [10, 20]. In this case, direct matching of the mea-
sured MRF signal reconstructed by plain Fourier transformations, to the simulated dic-
tionary elements is not sufficiently accurate for high undersampling factors [24, 25].
Therefore, the quality of the reconstructed MRF data has to be improved before the
matching process. Compressed sensing (CS) has been introduced as a technique to
reconstruct images from randomly undersampled data by enforcing signal sparsity (in
the spatial dimension only or both in spatial and temporal dimensions) [26, 27], al-
lowing a scan time reduction in many applications [28–30]. The flexibility of MRF to-
wards different sampling schemes and undersampling factors makes it possible to re-
construct the source images by means of CS [27, 31, 32]. Higher acceleration factors
might be feasible if the correlation in the temporal dimension is better utilized [33].
Examples of such reconstructions specifically tailored to MRF are given in ref. [34–36],
which take into account the simulated dictionary atoms in the image reconstruction
process. Recent work has shown that the temporal correlation in the MRF data can
be exploited even further by incorporating the low rank structure of the data into the
cost function [37], a technique which was introduced into MR in [38] and in MRF in [39]
and used by many others [40–42]: these techniques can also be combined with sparsity
constraints [43, 44]. Most of the aforementioned techniques involve Fourier transfor-
mations in each iteration, making the reconstruction process time-consuming. In this
application, the single-element receive coil allows us to perform the reconstruction
process entirely in k-space when exploiting the low rank structure of the MRF data as
is performed in matrix completion (MC)-based reconstructions [42, 45].
In this work, undersampled Cartesian ocular MRF is investigated using CS and MC-
based reconstructions. Simulations and experiments performed in six healthy volun-
teers for confirmation are compared with fully sampled MRF in terms of the quality of
the parameter maps, and mean relaxation times were derived for different ocular struc-
tures at 7T. Finally, parameter maps after an MC-based reconstruction are included for
a uveal melanoma patient, showing the feasibility of ocular MRF in eye tumor patients.
3.2. METHODS
3.2.1. FINGERPRINTING DEFINITION
The MRF encoding principle is based on a variable flip angle train with relatively short
TRs, so that the magnetization after each RF pulse is influenced by the spin history.
Following closely the implementation of the sinusoidal MRF pattern described in [16],
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preceded by an inversion pulse [16]. A FISP sequence was used [16, 19], in which the
TE was chosen as 3.5 ms and 4.0 ms for low resolution scans and high resolution scans,
respectively. The selected excitation RF pulse had a time-bandwidth product (TBW)
of 10, resulting in a reasonably sharp slice profile. The RF pulse phase was fixed to 0°.
To simplify dictionary calculations, because of the simplification of the magnetization
coherence pathways [46], the TR was set to a constant value of 11 ms.
A three-dimensional dictionary was calculated following the extended phase graph
formalism [21, 46], based on the Bloch equations [47, 48], incorporating 27,885 signal
evolutions [46]. T1 values ranged from 10-1000 ms in steps of 10 ms, and from 1000-
5000 ms in steps of 100 ms. T2 values ranged from 10-100 ms in steps of 10 ms and from
100-300 ms in steps of 20 ms. A B+1 fraction ranging from 0.5-1.0 in steps of 0.05 was
incorporated into the dictionary calculation. To shorten the scan time, we used a short
waiting time between repetitions of the MRF train (called the repetition delay) of 2.5
seconds. Therefore, each MRF scan was preceded by three dummy trains to establish
steady state magnetization [19], which was considered in the dictionary calculation.
The longitudinal magnetization after the three dummy trains, required for correction
of the M0 maps, was calculated for each T1/T2 combination. The repetition delay of 2.5
s was efficiently used as the blink time [3, 11].
3.2.2. EXPERIMENTAL SETUP
All experiments were approved by the local medical ethics committee, and all volun-
teers and patients signed an appropriate informed consent form. The experiments in
this study were performed on six healthy volunteers and one uveal melanoma patient
using a 7T MR system (Philips Healthcare) equipped with a quadrature head volume
coil (Nova Medical) for transmission and a custom-built single-element eye coil for re-
ception, with a diameter of approximately 4 cm [3, 49]. A cued-blinking protocol was
followed, which means that all subjects were instructed to focus on a fixation target
shown on a screen during data acquisition and to blink in the two and a half seconds
repetition delay. This was performed using a small mirror integrated into the eye coil,
allowing visualization of a screen placed outside the magnet through one eye, while
the eye to be imaged was closed and covered by a wet gauze to reduce susceptibility
artifacts in the eye lid [50]. This setup is shown schematically in Figure 3.1b.
3.2.3. MR DATA ACQUISITION
Because of the presence of significant orbital fat around the eye, and the sensitivity of
the spiral to off-resonance resulting in blurring [22], a Cartesian sampling scheme was
used to acquire all data. The fingerprinting scans were acquired as a single slice at two
different spatial resolutions: 1.0× 1.0× 5.0 mm3 and 0.5× 0.5× 5.0 mm3. The lower
resolution scan was performed twice, the first fully sampled to serve as a reference,
and the second one undersampled. The scan time of the fully sampled scan was 7:02
minutes, while the scan time of the undersampled scan, in which 15% of the data was
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acquired, was 1:16 minutes. The high resolution scan was only acquired as an under-
sampled data set, in which 12.5% of the data was acquired, resulting in a scan time of
1:57 minutes. In the undersampled scans a simple variable density k-space sampling
was applied, schematically shown in Figure 3.1c, supporting both CS and MC-based
reconstructions. A fully sampled center of k-space was acquired for each time point
consisting of six/eight k-space lines for the low resolution/high resolution scans, re-
spectively. For all scans the field of view (FOV) was set to 80×80 mm2, resulting in an
acquisition matrix of 80×80 and 160×160 for the low and the high resolution scans,
respectively. The phase encoding direction was set from left-to-right to minimize con-
tamination by any residual motion artifacts in the eye lens, and the read out direction
was set to the anterior-posterior direction.
B+1 maps were acquired using the dual refocusing echo acquisition mode method
[51] with the following scan parameters: FOV = 80×80 mm2, in-plane resolution 1 mm2,
slice thickness 5 mm, 1 slice, TE1/TE2 = 2.38/1.54 ms, TR = 3.7 ms, FA = α : 60°/β : 10°:
the scan time for a single slice was less than one second.
3.2.4. RECONSTRUCTION
For each time point the corresponding images were reconstructed from the available
data, using custom software written in MATLAB (Mathworks, Inc) and run on a Win-
dows 64-bit machine with an Intel i3-4160 CPI @ 3.6 GHz and 16 GB internal memory.
Different reconstructions were performed:
i An FFT of the fully sampled data and of the zero-filled undersampled data.
ii A CS reconstruction with total variation regularization in the spatial dimension (2D
CS), and with total variation in both spatial and temporal dimensions (3D CS) of the
undersampled data.
iii An MC-based reconstruction of the undersampled data.
CS RECONSTRUCTION
In this reconstruction, the complete image series is reconstructed by iteratively solving
the nonlinear problem
x̂ = argminxT V (x) s.t. RF x = yu
Figure 3.1 (preceding page): The MRF sequence, instructed blinking set-up, sampling pattern and temporal correlation used
in all experiments. (a) Each flip angle train is preceded by an adiabatic 180° inversion pulse. The flip angle pattern consists of
240 RF pulses ranging from 0° to 60°. The total number of repetitions K of the MRF train is determined by the undersampling
factor. The two and a half seconds repetition delay between trains allows for instructed eye blinking when the scanner is
not acquiring data. (b) During data acquisition, a cross is shown on a screen placed at the end of the MR tunnel, which
can be seen through one eye via a small mirror attached to the eye coil. During the repetition delay, the cross changes
into a red circle, indicating that blinking is allowed before data acquisition starts again. The single loop eye coil setup is
illustrated as well. (c) Each time point (shot number) in the flip angle train is sampled differently. A simple variable density
scheme is employed. The outer region of k-space is randomly sampled, whereas the central part of k-space is fully sampled
for each time point. The incoherent variable density sampling allows a CS reconstruction, while the fully sampled center
can be used as calibration data for the MC-based reconstruction. (d) The singular values of the central k-space/calibration
matrix decay very quickly, which shows the low rank property of the eye MRF data, and forms the basis of the MC-based
reconstruction. Plots were generated for an undersampling factor of R=12.3 in the outer region of k-space, which results in a
total undersampling factor of 6.7. (e) Anatomical T1-weighted 3D MR image of the eye, showing different ocular structures.
L: lens nucleus, V: vitreous body, F: orbital fat, M: extraocular muscle and N: optic nerve.
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∥∥RF x−yu∥∥22 + λ2 T V (x) (3.1)
In this formulation, F ∈ CN t×N t is a block diagonal matrix with the 2D Fourier trans-
form matrix in each diagonal block, R ∈CN t×N t is a diagonal matrix incorporating the
sampling locations, yu ∈CN t×1 is the undersampled k−t space data, x̂ ∈CN t×1 is an es-
timate of the true image series and T V is a total variation operator which is employed
to enforce sparsity in the reconstruction [52, 53]. Here, N is the number of k-space
locations per image frame and t is the number of measured time points (or flip angles
in the MRF train). The regularization parameters µ and λ in Eq. (3.1) were determined
empirically and set to µ = 0.1 and λ = 0.2. Two basic versions of the total variation
operator,
T V (x) = ‖∇x x‖1 +
∥∥∇y x∥∥1 (3.2)
T V (x) = ‖∇x x‖1 +
∥∥∇y x∥∥1 +‖∇t x‖1 (3.3)
were implemented to investigate the effect of promoting sparsity either only in the spa-
tial dimension (2D CS) or in both the spatial and temporal dimensions (3D CS). In these
expressions, ∇x , ∇y and ∇t are the first derivative operators acting on the spatial x
and y dimensions and the time dimension, respectively. Solving the problem given in
Eq. (3.1) is done in this work using Split Bregman (SB). For details on this algorithm the
reader is referred to [54].
MC RECONSTRUCTION
Similar to CS with the TV operator acting in three dimensions (see Eq. (3.3)), MC uti-
lizes the information from the temporal dimension [45, 55]. A main difference between
CS and MC, however, is that sparsity of singular values, which is a-priori information
in the MC reconstruction, can be observed both in image space and in k-space. This
allows one to complete the entire reconstruction in k-space, which is computationally
efficient, especially if only a single receiver coil is used [42]. The MC-based reconstruc-
tion iteratively solves
M̂ = argminM ‖M‖∗ s.t. PΩM = Mu (3.4)
with ‖·‖∗ being the nuclear norm, PΩ the sampling operator selecting the measured
k-t space locations, Mu ∈ Ct×N the undersampled k-t space data and M̂ ∈ Ct×N an
estimate of the true k-t space. The nuclear norm of M sums the singular values of M ,
and can thus be written as ‖σ(M)‖1, whereσ transforms M into a vector containing the
singular values of M . The central k-t space is used as calibration data, of which the rank
can be used as a priori information in the reconstruction of undersampled data. In this
process, a projection matrix PUn ∈ Ct×t projects in each iteration i the undersampled
data matrix M i onto a low-rank subspace spanned by the columns of Un ∈ Ct×n , such
that
M̃ i =PUn M i
with




Here, Un contains the n most significant left singular vectors of the calibration matrix
Mc ∈Ct×p and is constructed from the full singular value decomposition Mc =UΣV H ,
U ∈ Ct×t , Σ ∈ Rt×p , V ∈ Cp×p , which is performed once at the beginning of the algo-
rithm. In the second step of each iteration, the data is updated according to
M i+1 = Mu + (I −PΩ) M̃ i .
The value n was determined empirically from the singular value plots (shown in Fig-
ure 3.1d for one volunteer) and set to four for all MC-based reconstructions. Further
details of the adopted algorithm to solve Eq. (3.4) and its implementation can be found
in [42].
To ensure convergence of the iterative CS and MC-based reconstructions, 40 Split Breg-
man iterations (1 inner loop) were used for the CS reconstructions and 100 iterations
were used for all MC-based reconstructions. To judge the performance of the recon-
struction methods, relative error measures are defined throughout the manuscript as
Relative Error(u) = ‖u−uref‖2‖uref‖2
(3.5)
where uref is the fully sampled image series and both u and uref are vectorized.
3.2.5. DICTIONARY MATCHING PROCESS
For each subject, the measured B1+ map was used to calculate an average B+1 value
in the eye. Based on this value, a two-dimensional sub-dictionary was chosen that
matches the drop in B+1 for each volunteer. Each voxel signal in the reconstructed MRF
image series was then matched to an element of the sub-dictionary. In this process,
the best match between the measured signal and the dictionary elements was found
for each voxel by solving
m = argmaxi∈1,..,M di ·s (3.6)
where di ∈Ct×1 is the i th normalized dictionary element and s ∈Ct×1 is the normalized
measured signal. The index m that maximizes the inner product describes the dictio-
nary element dm (with corresponding T1 and T2 values) that gives the best match with
the measured signal. Finally, the scalar proton density per voxel was determined from
the model
S = r M0Dm , (3.7)
where S ∈Ct×1 is the non-normalized signal per voxel and Dm ∈Ct×1 the non-normalized






r is a value between 0 and 1, describing the fraction of the initial longitudinal magne-
tization that is left after the dummy trains, also depending on T1 and T2, which takes
into account the short repetition delay in between the MRF trains. M0 maps are all
shown on a log-scale due to the high dynamic range of the respective proton densi-
ties, with that of the vitreous body being more than an order of magnitude larger than
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other structures. The processed T1, T2, and M0 maps were compared for different re-
construction methods (FFT, 2D CS, 3D CS and MC) and for different acquisitions (low
spatial resolution, high spatial resolution).
T1 and T2 values were averaged in different regions of interest, annotated in Figure 3.1e
(L: lens nucleus, V: vitreous body, F: orbital fat, M: extraocular muscle) for each volun-
teer. These values were used to determine mean ± standard deviation values over all
volunteers for the different reconstructions.
3.3. RESULTS
3.3.1. SIMULATION RESULTS
Figure 3.2 shows the parameter maps (T1, T2 and M0) obtained for different reconstruc-
tion methods, after subsampling the fully sampled k-space data of one healthy volun-
teer. Even though an incoherent sampling scheme was used, a zero-filled FFT recon-
struction does not lead to accurate parameter maps. The CS reconstruction with total
variation regularization in the spatial domain leads to only minor improvement for the
high undersampling factor that was chosen. The results show that including the spar-
sity constraint in the temporal dimension on top of the spatial dimension improves the
CS reconstruction, with the largest improvement in the optic nerve and the lens nu-
cleus, indicated by the white arrows. The total undersampling factor of 6.7, however,
in combination with the low resolution reconstruction matrix and the single channel
signal, results in loss of detail in the CS approach. This is not the case for the MC-
based reconstructions. The parameter maps resulting from the MC-based approach
are very close to the parameter maps obtained from the fully sampled scan, enabling
visualization of the extraocular muscles and the orbital fat, indicated by the white cir-
cles. The error maps in Figure 3.2, defined as the relative difference with the parameter
maps from the fully sampled scan, given in percentages, confirm these findings. The
error has a more noise-like behaviour for the MC-based reconstruction compared to
the CS reconstruction, and is much lower in the sensitive region of the eye coil. The er-
ror maps for T1 show larger percentage improvements compared to T2. These general
trends were also true for different undersampling factors (see Supporting Information
Figure S1).
3.3.2. EXPERIMENTAL RESULTS
Parameter maps obtained in an undersampled experiment are shown in Figure 3.3 for
low spatial resolution images. The experimental results confirm the findings from the
simulation study. The parameter maps obtained from the undersampled MRF scan
with a 3D CS reconstruction show loss of detail compared to the parameter maps ob-
tained with an MC-based reconstruction. This is especially visible in the M0 maps. For
the MC-based reconstruction the parameter maps are similar quality to those obtained
from the fully sampled scans, showing the feasibility of accelerating MRF in the eye us-
ing a Cartesian sampling scheme. It should be noted that the full k-space data and the
undersampled k-space data originate from different scans, which is why residual mo-
tion artifacts are different between the resulting parameter maps. The parameter maps











































Figure 3.2: Simulated effect of different reconstruction methods on the parameter maps. Columns one to four show param-
eter maps after reconstruction of subsampled source images using a zero-filled FFT, CS with spatial regularization (2D), CS
with spatial and temporal regularization (3D) and MC. Column five shows parameter maps after an FFT of the fully sampled
data. Adding the temporal regularization in the 3D CS reconstruction improves the quality of the parameter maps (M0, T1,
T2) compared to the zero-filled FFT and the 2D CS reconstruction (see white arrows). The parameter maps resulting from an
MC-based reconstruction show more detail (see white circles), much smaller errors, and the errors have a more noise-like
structure. Note that all M0 maps are shown on a log-scale due to the high dynamic range of the tissue proton densities.
low resolution in Figure 3.3, indicated by the white circle. For the high resolution case,
however, the 3D CS reconstruction gives larger improvements compared to the low res-
olution case.
Parameter maps obtained in the six different volunteers for the low resolution scans
are shown in Figure 3.5. In all volunteers, some inhomogeneities are visible in the vit-
reous body, which is a region that is very sensitive to any type of motion or system
imperfections because of the low sensitivity of the MRF sequence for very long T1 com-
pared to short T1. This effect is illustrated in Figure 3.6, where differences in short T1
values (500-1000 ms) result in more distinguishable dictionary elements compared to
the same absolute differences in long T1 values, (3500-4000 ms) especially in the first
half of the MRF train. These inhomogeneities differ slightly between successive scans
in the same volunteer, and are more visible in the scans of volunteer three (Figure 3.5c)
and volunteer five (Figure 3.5e). Overall, the shortened scan time reduces the risk of
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Figure 3.3: The effect of different reconstruction methods on the parameter maps of experimental data at low resolution.
Parameter maps obtained at low (1.0×1.0×5.0 mm3) resolution confirm the findings from the simulation (c.f. Figure 3.2).
The parameter maps obtained from a CS reconstruction show loss of detail. The quality of the maps obtained from the
undersampled scan after an MC-based reconstruction is comparable to the quality of the maps from a fully sampled scan.
Inhomogeneities are visible in the vitreous body, which is very hard to accurately encode due to the low sensitivity of the
MRF train for very long T1 values.
motion artifacts, which is clearly visible in volunteers five and six (Figure 3.5e,f). The
high resolution parameter maps for the same volunteers are shown in Supporting In-
formation Figure S2a-f, with several regions of improved structural detail indicated by
the white circles.
Average T1 and T2 values in the lens nucleus, the vitreous body, the orbital fat and
the extraocular muscles are reported in Table 3.1 for the different low resolution scans
and reconstruction methods. The relaxation times obtained with a CS reconstruction
are relatively close to those of the MC-based reconstruction, but differences are ob-
served in small anatomical structures such as the extraocular muscles and the eye lens.
Differences between the relaxation times from the MC-based reconstructions and the
FFT of the fully sampled data can in part be explained by the fact that motion artifacts
differ from scan to scan. Average relaxation times obtained from high resolution scans
(not reported) follow the results for the low resolution scans. Reference T1 values at 7T
reported in [15] are included in Table 3.1: it should be noted that these reported values
show large differences in relaxation times between different measurement techniques.
Parameter maps in a uveal melanoma patient are shown in Figure 3.7, together with
a T2-weighted, fat-suppressed, TSE image for anatomical reference. The tumor and the
detached retina are characterized in the MRF maps by much lower T1, T2 and M0 values
compared to the vitreous body, which allows for clear discrimination between tumor
and healthy tissue. Dictionary matches and measured signals (both normalized) in the
detached retina, the lens nucleus, the eye tumor and the fat are also shown. The aver-


























Figure 3.4: The effect of different reconstruction methods on the parameter maps of experimental data at high resolution.
Parameter maps obtained at high (0.5×0.5×5.0 mm3) resolution for the same subject as in Figure 3.3 show more structural
detail, indicated by the white circle. Note that Figure 3.3 and Figure 3.4 were different scans, in which motion artifacts are
also different. Fully sampled data sets were not acquired for the high resolution case due to the prohibitively long scanning
times required.
Table 3.1: T1 and T2 values for different ocular structures (annotated in Figure 3.1c), averaged within the structure and over
six volunteers. Values, given in ms, were averaged in different regions of interest (lens nucleus, vitreous body, orbital fat
and extraocular muscle) from the different scans at low resolution, using different reconstruction methods, for each of the
six healthy volunteers. The resulting values were used to determine mean ± standard deviation values over all volunteers.
The CS reconstruction produced different relaxation times in small anatomical regions such as the lens nucleus and the ex-
traocular muscles. The relaxation times for the MC-based reconstructions are close to the values for the fully sampled scans.
Remaining differences can be explained by motion artifacts that differ from scan to scan. Reference values at 7T (variable
flip angle gradient echo/inversion recovery) from previous literature were reported in the last two columns, showing large
differences in T1 values between different techniques.
CS 3D MC Full 7T
Richdale et al.
T1 (ms)
Lens nucleus 1403±178 1037±220 996±248 1520/1020
Vitreous body 3632±375 3614±444 3599±334 5000/4250
Orbital fat 93±23 100±29 95±26 -
Extraocular muscle 731±342 1736±346 1545±191 -
T2 (ms)
Lens nucleus 29±9 29±12 21±10 -
Vitreous body 139±14 147±20 145±12 -
Orbital fat 55±12 51±16 51±19 -
Extraocular muscle 67±26 50±12 55±25 -
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Figure 3.5: The parameter maps in all healthy volunteers. Parameter maps, resulting from low resolution scans, obtained
in six healthy volunteers are shown in (a)-(f), respectively. In all volunteers the parameter maps obtained from a CS re-
construction (3D CS) show loss of detail compared to the maps obtained from the undersampled scan after an MC-based
reconstruction, for which the quality is comparable to that of the fully sampled scan: values are given in Table 3.1. In some
volunteers the inhomogeneities in the vitreous humour appear stronger than in others, which probably correspond with
cases of more motion. This can also be seen in (e, f) where the quality of the maps is better for the shorter scans (MC)
compared to the fully sampled ones.
Reconstruction times for the different reconstruction methods were averaged over
six healthy volunteers and reported in Table 3.3. The iterative nature of CS and MC
increases the reconstruction times compared to the direct FFT reconstruction, but the








































































































Figure 3.6: Simulated dictionary elements for different relaxation times. (a) The simulated normalized absolute signal in-
tensities for tissues with a T1 of 500 ms (blue) is plotted together with the signal evolution for tissues with a T1 of 1000 ms
(red). Solid lines show simulation results for T2 values of 50 ms, while dotted lines show results for T2 values of 150 ms. Com-
parison of the red and blue graphs shows that the difference in T1 is encoded mostly in the first half of the MRF sequence,
whereas T2 is encoded over the entire train. Comparison of the solid and dotted graphs shows that the second half helps
to further encode differences in T2. (b) The same results are plotted for a T1 of 3500 ms (blue) and 4000 ms (red), showing
much smaller differences between the two simulated signal evolutions for the same absolute difference in relaxation times.
This indicates that a certain difference in T1 is easier detected for lower T1 values with the current MRF train. Optimization
of the MRF train might increase the encoding capability for large T1 values. For all simulations the B
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Figure 3.7: Parameter maps and matches in a uveal melanoma patient. (a) T2-weighted turbo spin-echo (TSE) images with
fat suppression (SPIR) were obtained and shown (zoomed-in) for reference, with scan parameters: field of view (FOV) =
40×60 mm2; in-plane resolution 0.5 mm2; 2 mm slice thickness; 10 slices; TE/TR/TSE factor = 62 ms/3000 ms/12; FA = 110°;
refocussing angle = 105°; WFS = 4.1 pixels; and scan time = 1:18 min. The eye tumor, indicated by the white cross, is visible
as well as retinal detachment, pointed out by the white circle in the sub-retinal fluid. The high resolution parameter maps
show much lower T1, T2 and M0 values in the tumor compared to the vitreous body, while the sub-retinal fluid can also be
distinguished from the tumor by slightly higher T1, T2 and M0 values. (b) Signal evolutions are shown in blue together with
the matched dictionary element in red, for the retina (white circle), the lens nucleus, the eye tumor (white cross) and the fat.
k-space, and uses only fast matrix vector multiplications [42].
3.4. DISCUSSION
The results in the simulation study clearly show the benefit of utilizing the temporal
dimension in the reconstruction of MRF data, as is performed using MC. The low rank
property of the signal evolutions allows higher undersampling factors than in a CS re-
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Table 3.2: T1 and T2 values for different ocular structures in a uveal melanoma patient. T1 and T2 values in ms were averaged
over drawn regions of interest. The eye tumor shows different relaxation times (both T1 and T2) compared with the vitreous
body and with the liquid behind the detached retina, which allows for discrimination between tumor and healthy tissue.
T1 (ms) T2 (ms)
Lens nucleus 916 24
Vitreous body 4218 209
Orbital fat 112 84
Extraocular muscle 1282 56
Eye tumor 883 36
Liquid behind detached retina 1814 64
Table 3.3: Reconstruction times. Mean values of reconstruction times in seconds calculated over six healthy volunteers for
CS 3D, MC and the direct FFT. The reconstruction times for both CS and MC take longer compared to the direct FFT due to
the iterative process, but the MC-based reconstruction is much more time-efficient than the CS reconstruction because it is
performed entirely in k-space.
Computation time (s)
Low res. (1.0×1.0 mm2) High res. (0.5×0.5 mm2)
CS 3D (40 SB iterations) 584 2734
MC (100 iterations) 12 44
FFT 0.1 0.5
construction, in which the TV operator was used to enforce sparsity in the temporal as
well as in the spatial dimensions. The experimental results confirmed these findings,
and showed the feasibility of reducing the MRF scan time with the proposed MC-based
reconstruction from 7:02 minutes to 1:16 minutes. Using MC, high resolution parame-
ter maps can be obtained, which was out of practical reach for full sampling due to the
long scan time. The technique was also demonstrated in a uveal melanoma patient, in
which relaxation times showed a clear difference between tumor and healthy tissue.
The CS reconstruction resulted in smoothed parameter maps, which averages out
motion artifacts, but also reduces the amount of visible detail. One reason why the CS
reconstruction did not perform as well as the MC-based reconstruction might be that
the TV operator is not the optimal sparsifying transform for transforming the measured
data along the temporal domain. Other sparsifying transforms, such as the Wavelet
transform or even learned transforms or dictionaries [56, 57], might result in improve-
ments of the parameter maps after a CS reconstruction. For the high resolution data,
however, the 3D CS reconstruction seemed to perform better compared to the low res-
olution case, while the MC-based reconstruction performed well in both the low and
the high resolution cases. This suggests that the CS reconstruction is more dependent
on the resolution of the acquired data than MC, which might be explained by the fact
that MC, as implemented here, does not incorporate any spatial correlation into the re-
construction process. Furthermore, reducing the resolution might reduce the sparsity




ents for CS to work.
Images from undersampled scans were reconstructed with MC, in which the cho-
sen rank of the projection matrix influences the error. Here, the number of incorpo-
rated singular values was determined empirically in a simulation study: four singular
values resulted in the smallest error after 100 iterations of the algorithm. Other sam-
pling patterns, flip angle trains or anatomies will likely require new optimization of the
projection matrix. In the current acquisition, 15% or 12.5% of the data was acquired
with six or eight fully-sampled central k-space lines for each image frame. Further
tuning of the sampling pattern might improve the accuracy of the reconstructions or
allow even shorter scan times. One should keep in mind, however, that the sampled
k − t lines are used to reconstruct the missing k − t lines. Since higher undersampling
factors result in shorter scan times, this reduces the risk of motion-corrupted k-space
lines, but if there is still significant motion, this affects a larger percent of the acquired
data. Therefore, care should be taken to find a balance between the scan time and the
robustness of the reconstruction algorithm to motion.
In this work, the projection matrix was constructed from the central k−t lines of the
measurement data. In [42] it was shown that this type of projection matrix results in a
more accurate reconstruction compared to a projection matrix constructed from ran-
domly selected k−t lines due to the lower SNR in the latter case. Other works have used
the simulated MRF dictionary as calibration data, which would eliminate the need to
fully sample the centres of k-space [41]. Such an approach will probably show a steeper
decay in normalized singular values due to the absence of noise and motion in the sim-
ulations (see Supporting Information Figure S3). The central k-space based projection
matrix, however, results in a smaller reconstruction error, indicating that the central
k-space approximates the rank of the measurement data better. Further work should
investigate whether this approach could be advantageous in terms of mitigating mo-
tion artifacts. As an alternative approach to the method used in our work, in which a
low-rank constraint is added as a penalty term to the cost function, the low-rank prop-
erty of the unknown image series can be incorporated directly in the data fidelity term,
transforming the minimization problem into a linear one, which may be beneficial in
terms of computational costs [41]. It would be interesting to compare the accuracy of
the two methods in future work.
Although this study has shown the feasibility of using MR fingerprinting to charac-
terize the relaxation times of different anatomical structures in the eye, eye motion can
still be a limiting factor. The parameter maps presented in the results section show in-
homogeneities in the vitreous body, which can be a result of different types of motion
in the eye (see Supporting Information Figure S4). The presence of motion in combi-
nation with the long T1 of the vitreous body and the low sensitivity of the MRF train
to these long values, make it challenging to accurately map the relaxation times in the
vitreous body itself, as was shown in Figure 3.6. Adopting a longer MRF train, as well
as pattern optimization of the MRF train, might help to increase the encoding capa-
bility, but a longer time between the cued-blinks will strongly increase the chance of
blink-induced artifacts. However, one should recognize from a clinical point-of-view
that for almost all ocular conditions the vitreous body is not affected and therefore an
accurate quantification of its T1 is clinically not relevant. Outer volume suppression
pulses, applied immediately before the inversion pulse or during zero flip angle phases
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in the MRF train, might offer a way to reduce the flow of fresh magnetization (caused
by motion) coming from slices above and below the imaging slice or from the left and
the right of the imaging field of view, during repetitions of the flip angle train. However,
such an approach and its effect on the quality of the parameter maps has to be investi-
gated further.
The parameter maps corresponding to patient data, showed a very large difference
between tumor tissue and healthy vitreous body, suggesting that fully homogeneous
regions of T1 in the vitreous body are not necessary for disease quantification and clas-
sification. Future work should investigate the extension of the current single slice ap-
proach to a 3D approach, such that the entire eye can be efficiently quantified from
one scan.
The measured relaxation times are different between volunteers, potentially ex-
plained by anatomical or other volunteer-specific differences. Small differences in
relaxation times were observed for different scans in the same volunteer, caused by
motion artifacts that change from scan to scan, but overall they are consistent within
each volunteer, which is important for the use of this technique in practice. Consider-
ing the large deviations in measured relaxation times between different studies, it will
be interesting to compare the MRF technique to standard T1 and T2 mapping tech-
niques on a patient-specific basis, and in this way investigate the origin of deviations
from mean values as well as compare the robustness to motion for the different tech-
niques. It should be noted, however, that in [58] it was already observed that MRF
values do not always agree perfectly with reference values from other techniques, and
potential reasons for this need to be investigated. Parameter maps in the current study
were not corrected for slice profile effects, but all experiments were performed using
an RF pulse with a very high TBW, minimizing the effects as demonstrated in [58]. The
flip angle map, which is used as an input in the matching process, was produced with
DREAM, in which the B+1 encoding slice thickness was set to be double the acquisition
slice thickness to eliminate the slice profile effect [51].
Values for the optic nerve were not reported in this study since the optic nerve was
not visible in all scans due to small differences in planning and anatomy, and the slice
thickness of 5 mm makes the measured values in the optic nerve very sensitive to par-
tial volume effects. These partial volume effects also complicate quantification of het-
erogeneous tumors. In particular, tumor relaxation values could become inaccurate
due to averaging with the strong signal coming from the surrounding vitreous body.
Planning the imaging slice through the tumor as well as through the center of the vitre-
ous body, such that the imaging plane is perpendicular to the tangent along the retina,
would help to reduce these effects. One limitation of the current study is the rather high
slice thickness used (which is limited by the gradient strengths). With small changes in
the sequence such as using a slightly longer echo time, acquisition and reconstruction
of a 2 mm thick slice is feasible (see Supporting Information Figure S5). The in-plane
resolution of 0.5 mm is satisfactory for tumor quantification and classification, as well
as visualizing small structures such as the sclera and the ciliary body.
The results in this study show the potential to perform ocular MRF in tumor pa-
tients. To adopt ocular MRF in clinics, the technique could be further tailored to quan-
tify specifically the relevant T1 and T2 values of tumors. Extensions to multi-slice or 3D




quantified. Further studies should investigate which clinical applications will benefit
from ocular MRF and in that way explore the clinical relevance of the technique.
In conclusion, the high undersampling factors used for this Cartesian, non-parallel
imaging-based approach shorten scan time and in this way reduce the risk of motion
artifacts, which is most relevant for elderly patients, who typically experience difficul-
ties focusing on a fixation target.
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4. WATER-FAT SEPARATION IN SPIRAL MRF IN MUSCLE
ABSTRACT
Purpose: To minimize the known biases introduced by fat in rapid T1 and T2 quantifi-
cation in muscle using a single-run Magnetic Resonance Fingerprinting (MRF) water-
fat separation sequence.
Methods: The single-run MRF acquisition uses an alternating in-phase/out-of-phase
echo time pattern to achieve water-fat separation based on a two-point DIXON method.
Conjugate phase reconstruction (CPR) and fat deblurring were applied to correct for
B0 inhomogeneities and chemical shift blurring. Water and fat signals were matched to
the on-resonance MRF dictionary. The method was first tested in a multi-compartment
phantom. To test whether the approach is capable of measuring small in vivo dynamic
changes in relaxation times, experiments were run in nine healthy volunteers: parame-
ter values were compared with and without water-fat separation during muscle recov-
ery after plantar flexion exercise.
Results: Phantom results show the robustness of the water-fat resolving MRF approach
to undersampling. Parameter maps in volunteers show a significant (p < 0.01) increase
in T1 (105±94ms) and decrease in T2 (14±6ms) when using water-fat separated MRF,
suggesting improved parameter quantification by reducing the well-known biases in-
troduced by fat. Exercise results showed smooth T1 and T2 recovery curves.
Conclusion: Water-fat separation using CPR is possible within a single-run MRF scan.
This technique can be used to rapidly map relaxation times in studies requiring dy-





Fast and accurate tissue relaxation time measurements in the presence of significant
amounts of fat are particularly relevant to muscle studies, but are challenging due to
the known biases in the values obtained. These measurements have been suggested
to provide pathophysiological information associated with skeletal muscle injury and
diseases [1]. Normal and abnormal physiology can also be studied by monitoring the
T1 and T2 recovery curves after exercise [2–6]. Many of the quantitative studies use
an MR sequence with variable echo times (T2-prepared steady-state free precession
(SSFP) or fast/turbo spin echo (MSE)) for T2 mapping [2–6]. The scan time for these
conventional scan techniques is relatively long (1-4 minutes) and limits the tempo-
ral resolution that can be achieved in assessing the recovery curves. Recently, it was
demonstrated that it is possible to combine T2 and T1 measurements in a sequential
order (∼ 2 min) using a modified Look-Locker technique for T1 mapping [2]. However,
for experiments where the recovery process is very fast, even shorter scan times are
desired. In addition, measuring tissue parameters individually increases the risk of ge-
ometrical parameter mismatch. Therefore, there is a need for a fast acquisition scheme
which encodes T1 and T2 simultaneously, addressing also the fat signal as a confound-
ing factor in the data analysis.
Magnetic Resonance Fingerprinting (MRF) is a quantitative imaging technique that
can map multiple relaxation times simultaneously [7]. It often uses an efficient sam-
pling scheme such as the spiral, which allows parameter mapping from heavily under-
sampled data. One of the drawbacks of the spiral sampling scheme is its sensitivity to
off-resonance effects compared to Cartesian sampling [8]. In particular the fat signal,
with the resonance frequency of its main peak ∼3 ppm offset from water, is blurred
by the spiral readout. This effect is stronger when long acquisition windows are used
for boosting the spiral sampling efficiency. The blurred fat signal, whose T2 is much
longer than the T2 of muscle, artificially increases the “apparent” T2 values in the mus-
cle regions. However, even for very short spiral acquisition trajectories, for which the
chemical shift blurring effect is small, the fat signal in the muscle is known to artifi-
cially increase muscle T2 [9]. In a similar way the fat signal artificially decreases the es-
timated muscle T1 value compared to its true water value [10]. Therefore, for accurate
quantification the fat signal needs to be removed, suppressed or taken into account
before accurate quantification can be achieved. One option is to remove the fat signal
by applying appropriate fat suppression pulses. A drawback of this approach is that
the fat suppression is sometimes incomplete [11], and RF pulses can result in substan-
tial, undesired magnetization transfer effects on the water signal quantification [12].
Moreover, in certain pathology-related studies such as Duchenne Muscular Dystrophy
(DMD) fat contains valuable information [13], which can potentially be captured from
the same MRF scan.
In MRF, variable echo times have been introduced as a way to encode the chemi-
cal shift of fat [14–16]. By generating a large dictionary which is a linear combination
of water and fat dictionaries, the water and fat signals can be separated in the match-
ing process [15, 17–19]. However, these dictionaries can grow very large, which may
increase the risk of calculating false positives matches. To reduce the degrees of free-
dom one could pre-estimate the T1 and T2 of fat based on the subcutaneous fat signal,
such as also done in standard quantitative approaches [20], but the relaxation times
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for subcutaneous fat may not necessarily be representative for fat in the muscle [21],
and may therefore lead to bias in the quantitative maps. Another approach to lower the
degrees of freedom in the matching process was adopted by Cencini et al, who used RF
spoiling to reduce the sensitivity to T2. This allowed them to eliminate T2 as matching
parameter from the dictionary [19], but T2 quantification is important in muscle stud-
ies. Ostenson et al circumvented this problem by separating water from fat before the
matching process, although in a rather complicated framework [22].
In this work we aim to improve relaxation time quantification (T1 and T2) in mus-
cle in the presence of fat. We introduce a simple water-fat separation approach for
MRF, in which the dictionary size and matching algorithm remain unchanged com-
pared to traditional MRF. We use an alternating in-phase/out-of-phase echo time pat-
tern to encode the chemical fat shift in the MRF acquisition, such that it can be com-
bined with the well-established two-point DIXON technique to separate water from fat
signals [23]. Furthermore, this approach allows water-fat separation based on a single-
run MRF scan which can help to increase temporal resolution and to reduce the risk
of data corruption by motion or system-related inconsistencies. The MRF image series
are first reconstructed followed by conjugate phase reconstruction (CPR), using a field
map measured in advance. By doing this, the two-point DIXON technique can directly
be applied without having to introduce the B0 map as an extra degree of freedom in
the system of equations to solve. The accuracy of the method is first demonstrated in
computer simulations and phantom experiments. Parameter values in nine healthy
volunteers are compared with and without water-fat separation. To test whether the
approach is capable of measuring small in vivo dynamic changes in relaxation times,
measurements were performed during muscle recovery after plantar flexion exercise.
4.2. THEORY
Before describing the experiments performed with the proposed single-run water-fat
resolved spiral MRF approach, which is schematically shown in Figure 4.1, we give a
brief outline of the underlying theory regarding water-fat signal processing.
The signal intensity in a voxel r that contains both water, W (r), and fat, F (r), can be
written as






2πσ j i t
)
e2π∆B0(r)i t 0 ≤ t ≤ TE+TA (4.1)
which assumes a seven-peak fat model with normalized amplitudes f j and frequen-
cies σ j in Hz as described in [24]. The time t and the readout time of the acquisition
trajectory TA are in seconds, and ∆B0 is the offset in the main field in Hz with respect
to the scanner resonance frequency. The following processing steps can be performed
in order to obtain sharp water and fat images from two signals STE1 and STE2 , acquired
with in-phase and out-of-phase echo times. It should be noted that the order of the





4.2.1. CONJUGATE PHASE RECONSTRUCTION
The blurring due to the main field inhomogeneity can be corrected for by applying
conjugate phase reconstruction [25], after which Eq. (4.1) turns into




2πσ j i t 0 ≤ t ≤ TE+TA. (4.2)
In this process, the simulated readout trajectory can be used to generate a time map,
describing at which time each k-space position was acquired. The time map is used
together with binned frequencies of the obtained B0 map to create a look-up table
of single-frequency corrected images from which the actual corrected complex signal
value is derived for each voxel [25].
4.2.2. WATER-FAT SEPARATION
During the readout process (substituting τ= t −TE in Eq. (4.2)), we have
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which can be solved for W (r) and F (r) using direct inversion methods.
4.2.3. FAT DEBLURRING
During the acquisition, the accumulation of phase for 0 ≤ τ ≤ TA blurs the resulting
fat images, following the equation F (r) = Fd (r)
∑7
j=1 f j e
2πiσ j τ (see Eq. (4.4)), assum-
ing again the 7-peak fat model with Fd the unblurred fat images. The fat images can
be deblurred by correcting k-space for the stationary off-resonant frequencies corre-
sponding to the different σ j in the fat model. We note that for fat, the blurred k-space
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and therefore sd (t ) = s(t )∑7
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4. WATER-FAT SEPARATION IN SPIRAL MRF IN MUSCLE
with T the same time map as used in CPR, and division performed elementwise.
For undersampled data, CPR as well as the fat deblurring algorithm will not appropri-
ately correct the aliased part of the signal. However, this aliased part will later cancel
out in the matching process like in spiral MRF without CPR (on-resonance), provided
that for a given spatial location the correction function applied is the same for the en-
tire length of the MRF train [18, 19, 26], which is the case for CPR. All steps in the above
processing pipeline have been validated in a simulation experiment, for which the re-
sults are shown in Supporting Information Figures S1-S3.
4.3. METHODS
4.3.1. FINGERPRINTING DEFINITION
A flip angle pattern of 1000 RF excitation pulses ranging from 0° to 50° was defined, pre-
ceded by an inversion pulse [27]. A spoiled/unbalanced gradient echo sequence was
used [27, 28], in which alternating TEs were chosen as 2.3 ms and 3.45 ms, forming 500
in-phase and out-of-phase echo pairs. Within each echo pair the flip angle was kept
constant and the same spiral readout trajectory was used (see Figure 4.1a for this inter-
leaved pattern). For each echo pair the starting angle of the spiral arm was rotated by
360/N degrees with respect to the trajectory used for the previous echo pair, with N the
number of spiral arms needed to fulfill Nyquist sampling. Such an acquisition results
in an MRF data set with undersampling factor N . For smaller undersampling factors,
say M/N , the acquisition is repeated M times after a waiting time of 6 seconds for spin
relaxation, this time starting with a spiral arm that is rotated by 360/M degrees with re-
spect to the corresponding angle in the previous repetition of the flip angle train. The
excitation RF pulse used had a time-bandwidth product (TBW) of 8, resulting in a slice
profile which has been shown to have a very small effect on the parameter quantifica-
tion [29]. The RF pulse phase was kept fixed to 0°. To simplify dictionary calculations
the TR was set to a constant value of 15 ms.
4.3.2. DICTIONARY GENERATION
A three-dimensional dictionary for the 1000 RF pulses was calculated following the ex-
tended phase graph formalism [31, 32], based on the Bloch equations [33, 34], incor-
porating 123645 signal evolutions [32]. T1 values ranged from 20-100 ms in steps of
10 ms, from 100-1000 ms in steps of 20 ms and from 1000-2000 ms in steps of 30 ms.
T2 values ranged from 10-50 ms in steps of 1 ms, from 50-100 ms in steps of 2 ms and
from 100-500 ms in steps of 10 ms. A B+1 fraction ranging from 0.5-1.2 in steps of 0.05
was incorporated into the dictionary calculation to account for potential local trans-
mit gain variations resulting from wave propagation effects. Slice profile effects were
not taken into account. Finally, for simplicity, echo time variations were not taken into
account. This is justified by the small difference in echo times used (1.15 ms) which
would introduce a negligible change in signal amplitude due to T∗2 relaxation.
4.3.3. EXPERIMENTAL SETUP
Measurements were performed on an Ingenia 3T dual transmit MR system (Philips
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Figure 4.1: Single-run water-fat resolving MRF sequence and image processing pipeline. (a) The MRF train, similar to the
one used in [30], consists of 1000 flip angles, but each two consecutive ones having the same value, being followed by a
different echo time. This sequence was constructed by interleaving two identical flip angle trains of length 500, each having
its own constant TE. The entire train is preceded by an inversion pulse seen at shot number 0. (b) The 1000 MRF frames are
corrected for B0 inhomogeneities by applying the conjugate phase reconstruction (CPR) using the measured B0 map and
the simulated spiral k-space trajectory as input. Subsequently, the water signal is separated from the fat signal by using 2-
point DIXON employing a 7-peak fat model. The resulting 500 fat MRF frames are deblurred by applying CPR at a stationary
frequency of 440 Hz (chemical shift offset). Water and fat MRF frames are individually matched to the same dictionary using
the measured B+1 map as input, resulting in a T1, T2 and M0 map for water and for fat separately, which are combined into
water and fat fraction maps.
PHANTOM EXPERIMENTS
Phantom experiments were performed with the body coil for transmission and the 12-
element posterior and anterior coils for reception. For the phantom experiment five
vials containing mixtures of water and fat (0%, 20%, 30%, 40% and 100% fat fractions)
were made according to the recipe given in [35], and placed in a water bath with 1% salt
added. For the water part 43mM sodium dodecyl sulphate, 43 mM sodium chloride,
3.75 mM sodium azide and 0.3 mM Dotarem gadoteric acid were added to distilled
deionized water. 2% agar was added over heat. For the fat part peanut oil (Jumbo,
Leiden, The Netherlands) was used, because its proton spectrum has been shown to
be very similar to that of subcutaneous fat in human [36]. Water and fat components
were added after which they were mixed through gentle inversion. MRF measurements
were acquired fully sampled, undersampled (R = 20), and in a non-interleaved mode.
Standard T1, T2 and fat fraction mapping scans were acquired for comparison (details
below). Standard T2 mapping was performed with and without SPIR fat suppression to
investigate the effect of fat on the T2 mapping analysis.
IN VIVO EXPERIMENTS
In vivo experiments were performed with a quadrature transmit, 16-receive element
knee coil. All experiments were approved by the local medical ethics committee, and
all volunteers signed an appropriate informed consent form. Two healthy volunteers
were scanned to perform a comparison between fully sampled, undersampled and
non-interleaved MRF acquisitions, as well as a comparison with standard T1, T2 and
fat fraction mapping scans (details below). The entire protocol was performed twice
to obtain insight into the repeatability of the proposed technique. Nine healthy volun-
teers (five male, four female, 24-60 y/o) were asked to perform exercise while lying in
the scanner. During each exercise experiment, the subject performed concentric ankle
plantar flexion (right foot) for approximately five minutes, while holding a rubber re-
sistance band which was wrapped around the same foot. After this, the volunteer was
4
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asked to stay in the resting position for approximately 12 minutes. For this experiment
there was no control on pre-workout conditions, and the experiment was not adapted
to each volunteer’s maximum strength. Before the exercise experiment, a B0 map, a B+1
map and an MRF scan were acquired. After exercise, 30 sets of interleaved MRF scans
were acquired successively, each one followed by 10 seconds waiting time for spin re-
laxation. In three of the volunteers, reference T2 measurements were also performed
interleaved with the MRF scans. Due to the long scan time of the MSE protocol (details
below), it was only possible to perform three reference measurements after exercise,
each preceded by four MRF scans.
4.3.4. MR DATA ACQUISITION
MRF scans: Interleaved MRF scans were acquired as single slice with a single spiral
read out scheme using an undersampling factor of 20 and the following scan param-
eters: field of view (FOV) = 230×230 mm2, in plane resolution = 1.31×1.31 mm2, slice
thickness = 10 mm, spiral acquisition window = 8 ms, scan time = 15 seconds. Addi-
tionally, non-interleaved MRF scans were acquired, in which two separate scans were
performed directly after each other, using the same flip angle pattern of length 1000,
but a constant TE pattern (2.3 and 3.45 ms for the first and the second train, respec-
tively).
B0 maps: Cartesian B0 maps were acquired matching the geometry and spatial reso-
lution of the MRF scans, using a dual acquisition gradient echo method with an echo
time difference of 2.3 ms. The first echo time was chosen as 2.3 ms such that the water
and the fat signals are in phase. Other scan parameters: TR = 7 ms, scan time = 2.5
seconds.
B+1 maps: Cartesian B
+
1 maps were acquired for the same FOV using the dual refocus-
ing echo acquisition mode method [37] with the following scan parameters: in-plane
resolution 3.28×3.28 mm2, slice thickness 10 mm, TE1/TE2 = 1.69/2.3 ms, TR = 4.4 ms,
FA = α : 60°/β : 10°, in a scan time for a single slice of less than one second.
Inversion recovery TSE: Cartesian T1 mapping with spectral pre-saturation with in-
version recovery (SPIR) fat suppression for comparison (in-plane resolution 1.31×1.31
mm2, slice thickness 10 mm, inversion times (TI): 30, 50, 100, 200, 500, 1000, 1500, 2000
ms, TR = 5000 ms, TSE factor = 16, scan time = 1:05 minutes per TI).
Multi-turbo-spin-echo (MSE): Cartesian T2 mapping without fat suppression [38] for
comparison (FOV= 180×180 mm2, in plane resolution = 1.4×1.8 mm2, slice thickness
= 10 mm, TE/∆TE/TR = 8/8/3000 ms, 17 echoes, scan time = 3:29 min). In some phan-
tom experiments this sequence was preceded by SPIR fat suppression.
Spoiled gradient echo (DIXON): Cartesian fat fraction mapping for comparison with
the following scan parameters: in-plane resolution 1.31×1.31 mm2, slice thickness 10
mm, multi-acquisition mode, TE = 4.4/5.2/5.9 ms, TR = 300 ms, FA = 5°, 2 averages,
scan time = 5:18 minutes. Images were reconstructed on the scanner using a 7-peak fat
model.
IR and DIXON are currently widely used and validated and were therefore chosen as





4.3.5. PROCESSING OF MRF DATA
All processing of the reconstructed MRF images was performed in MATLAB (Math-
Works, Inc) and run on a Windows 64-bit machine with an Intel i7-8700 CPU @ 3.20
GHz and 64 GB internal memory. The MRF image series were processed according to
the image processing pipeline schematically shown in Figure 4.1b, to obtain MRF im-
age series for water and for fat separately. For CPR, the frequencies in the measured B0
map were binned into steps of 3 Hz.
4.3.6. MATCHING OF MRF DATA
After water-fat separation the MRF water and fat series contain 500 time points instead
of 1000. Therefore, every other time point was removed from the dictionary for 1000 RF
pulses, such that the resulting dictionary describes the signal evolution for a dynamic
length of 500. Here it was assumed that there is no significant signal change between
successive RF pulses within an echo pair. This is similar to averaging the two time
points within an echo pair, as done in 2-point DIXON. The 500 separated water and fat
MRF frames were independently matched to the on-resonance dictionary, based on
the largest inner product between the normalized measured signal in each voxel and
the normalized dictionary entries. In this process, the measured B+1 map was used as
an input to restrict the matching parameters for each voxel to T1 and T2 only. Proton
density maps for the water and for the fat were calculated according to
M0(x, y) = Dm(x, y) ·S(x, y)Dm(x, y) ·Dm(x, y)
where S(x, y) ∈Ct×1 is the non-normalized signal and Dm(x, y) ∈Ct×1 the non-normalized
dictionary element corresponding to the best match in voxel (x, y). For confirmation,
water and fat fraction maps were calculated from the proton density maps following
WF(x, y) =
∣∣Mwater0 (x, y)∣∣∣∣Mwater0 (x, y)∣∣+ ∣∣Mfat0 (x, y)∣∣ and FF(x, y) =
∣∣Mfat0 (x, y)∣∣∣∣Mwater0 (x, y)∣∣+ ∣∣Mfat0 (x, y)∣∣ .
For validation of the MRF water-fat separation modeling, interleaved MRF results
were compared to those obtained from a non-interleaved MRF experiment. With the
non-interleaved approach, the basic spin history before an RF pulse at a certain time
point in the MRF train is the same in the two data sets. The amount of acquired data
is twice as large, resulting in 1000 water and 1000 fat frames after water-fat separation.
Therefore, the temporal dimension of the dictionary was not reduced before matching,
as opposed to in the interleaved approach. For the approach without water-fat separa-
tion only time points corresponding to a constant TE of 3.45 ms were selected from the
MRF series before matching.
4.3.7. ANALYSIS OF MRF DATA
For each volunteer, MRF T1 and T2 maps at rest were averaged over an ROI in the mus-
cle with and without water-fat separation. Two-sided paired T-tests were performed to
assess T1 and T2 values: a p value less than 0.05 was used for statistical significance.
MRF recovery curves after exercise were produced by averaging the T1 and T2 values
in an ROI of approximately 85 pixels in the muscle. The smoothness of the curves was
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examined in six volunteers. First a smooth version of the curves was constructed by ap-
plying median filtering with a filter size of six time points, removing possible outliers
in the data. The original MRF curves were compared with the smoothed curves by cal-
culating the normalized residuals for each time point in the exercise curve, from which
the mean and maximum value were calculated for each volunteer. Upper bounds were
reported.
4.3.8. FITTING OF REFERENCE T2 MEASUREMENTS
To measure water T2 values of muscle in volunteers without significant fat bias, the
non-fat suppressed MSE data were analysed according to the approach described in
[20] using a tri-exponential fit on the image series, discarding the first two echo times
from a series of 17. In the first step of the fitting process, a long and a short T2 compo-
nent of the fat and their relative amplitudes were estimated from a bi-exponential fit
in an ROI in the subcutaneous fat, which contains a negligible amount of water. In the
second step, the estimated (short and long) T2 values and amplitudes of the subcuta-
neous fat were fixed in the tri-exponential model, after which the water T2 value was
fitted for each voxel. The reference T2 measurements in a phantom were also analysed
with a mono-exponential fit (no correction for the fat signal), to facilitate comparison.
4.4. RESULTS
4.4.1. PHANTOM EXPERIMENTS
Figure 4.2a shows the MRF parameter maps in an interleaved fully sampled phantom
experiment. The T1, T2, and M0 maps are shown for the water and the fat regions sep-
arated. Figure 4.2b shows the same results for an interleaved undersampled experi-
ment, and Figure 4.2c shows the results obtained from two non-interleaved separate
scans with constant but different TE values for comparison. The water T1, water T2,
and fat fraction values in the five different vials are summarized in Table 4.1, showing
that the parameter maps for the interleaved fully sampled, interleaved undersampled,
and non-interleaved undersampled experiments are very similar: two-sided paired T-
tests show no significant difference for the T1, T2 and FF values (all p-values are larger
than 0.05). Table 4.1 provides a quantitative comparison of those techniques, and in-
cludes comparison with standard measurements, for which the parameter maps are
shown in Figure 4.3.
4.4.2. VOLUNTEER EXPERIMENTS
Figure 4.4 shows a comparison of the parameter maps in an interleaved fully sampled
experiment, an interleaved undersampled experiment and a non-interleaved under-
sampled experiment in one volunteer. The parameter values averaged over ROIs in the
gastrocnemius medialis (GM) muscle (see Figure 4.7 for more information), the subcu-
taneous fat and the bone marrow provide a quantitative comparison in Table 4.2. MRF
water T1/T2 values of muscle show differences of less than 1.8/4.3%. Table 4.2 also in-
cludes comparison with standard measurements, for which the parameter maps are
shown in Figure 4.5. Supporting Information Table S2 shows high repeatability in two
volunteers: T1/T2/FF values show a maximal difference with respect to the first scan of



































































Figure 4.2: Water-fat resolved MRF parameter maps in a phantom. (a) T1, T2 and M0 maps in an interleaved fully sampled
experiment are shown for the water and the fat part separately. Low signal regions after separation were masked out in
the maps. Vial numbering is shown in the M0 map. (b) T1, T2 and M0 maps from an interleaved undersampled (R =
20) experiment are of very similar quality compared to those resulting from an interleaved fully sampled experiment. (c)
The parameter maps in (a) and (b) are both very similar to those obtained from a non-interleaved undersampled (R = 20)
experiment, in which two separate scans were performed, each with a constant but different TE (2.3 and 3.45 ms). The
non-interleaved approach shows smaller inhomogeneities compared to the interleaved approach, which may in part be
explained by the longer temporal dimension of the time-domain signals in the first case.
Figure 4.6 shows the parameter maps in one of the volunteers at rest, with and with-
out separation of the water and the fat signal. By separating the fat signal from the wa-
ter signal, the mean estimated T2 values in an ROI in the GM muscle are significantly
reduced (p < 0.01) from 57±10 ms to 43±5 ms (difference of 14±6 ms). The mean T1
values in an ROI are significantly increased (p < 0.01) from 1120±68 ms to 1225±64
ms (difference of 105±94 ms). Standard deviations describe the variation in mean re-
laxation times over different volunteers. The corrected T2/WF (85±5 %) values in the
muscle are slightly higher/lower compared to literature values, and the corrected T1
values in the muscle are in good agreement with literature [40–42]. In the bone mar-
row, the water T1 value is measured as 327±7 ms, the water T2 value as 155±9 ms and
the fat fraction as 85±2%, agreeing with literature [43].
Figure 4.7 shows the water T1 and T2 maps before and directly after exercise and
their percentage difference maps (with respect to at rest) in one volunteer. The water
T1 and T2 values increase during exercise in the GM, the gastrocnemius lateralis (GL)
and the peroneus longus (PL), indicated by the black arrows. In the GM the increase in
water T1 and T2 is approximately 65 ms and 9 ms, respectively. Circular flow artifacts
are visible around the larger vessels.
Figure 4.8a shows the recovery curves of water T2 averaged over an ROI in the GM in
one volunteer, obtained from water-fat resolved interleaved MRF and reference mea-
surements. Values measured with MRF are consistently higher than those measured
with the MSE approach [20]. However, the offset is constant over time, resulting in a
similar recovery trend. The constant offset varies between the three volunteers (7-13
ms), as shown in Supporting Information Figure S4. This offset is also observed for
phantom experiments in Supporting Information Table S1.
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Table 4.1: Comparison of water T1, water T2 and fat fraction (FF) values for different scans in a phantom. The phantom
consists of five vials, each containing a different fat fraction: 0%, 20%, 30%, 40%, 100%. MRF scans include an interleaved
fully sampled, an interleaved undersampled (R = 20) and a non-interleaved undersampled (R = 20) experiment. Parameter
values are reported as mean over an ROI in each tube ± standard deviations. The water T1, water T2, and FF values for
an interleaved fully sampled experiment are close to that of the interleaeved undersampled experiment: two-sided paired
T-tests show no significant difference for the T1 (p = 0.1), T2 (p = 1) and FF (p = 0.5) values. This shows the robustness of
the water-fat resolved MRF approach to undersampling. Comparison with the non-interleaved undersampled experiment
shows that interleaving two flip angle trains introduces only minor differences: two-sided paired T-tests show no significant
difference for the T1 (p = 0.3), T2 (p = 0.9) and FF (p = 0.8) values. T1 values obtained with standard measurements (fat
suppressed IR for T1) show no significant difference compared to those obtained with MRF (p = 1.0), but T2 (p = 7.5 ·10−
3) and FF (p = 2.2 · 10 − 2) values are significantly different between MRF and standard measurements (MSE with a tri-
exponential fit for T2, DIXON for FF). There is a statistically significant increase in T1 value with increasing fat fraction
(p < 1 ·10−2), which is observed both with MRF and IR. The dependence of T1 on fat fraction was previously reported in ref.
[39], and was attributed to a changing molecular lattice with changing fat fraction, which leads to variations in the lattice
tumbling rate and hence in T1. Standard deviations for the fat T1 and T2 values (not reported) are slightly larger, but overall
the performance is similar to that of the water component. Water T1 and water T2 values are not reported for vial 5, because
this vial contained only fat. The measured fat fractions correspond well with the expected fat content in the different vials
(0%, 20%, 30%, 40%, 100%).
Water T1 (ms)
Vial Interleaved fully Interleaved Non-interleaved Fat supp.
nr sampled MRF undersampled MRF undersampled MRF IR
1 278±15 289±20 287±21 292±5.4
2 288±11 288±16 291±22 305±8.3
3 318±17 325±30 333±28 309±11
4 315±22 319±30 321±31 316±16
5 - - - -
Water T2 (ms)
Interleaved fully Interleaved Non-interleaved MSE with tri-
sampled MRF undersampled MRF undersampled MRF exponential fit
1 83±6.9 86±8.3 80±6 66±4.1
2 77±11 75±11 79±13 62±6.9
3 86±10 86±14 91±15 67±6.2
4 79±10 78±12 77±12 68±7.7
5 - - - -
Water FF (%)
Interleaved fully Interleaved Non-interleaved DIXON
sampled MRF undersampled MRF undersampled MRF
1 3.3±1.4 3.5±1.3 2.9±1.4 5.7±1.1
2 22±2.2 22±2.4 20±1.6 24±1.1
3 27±2.8 27±2.9 28±2.0 32±3.9
4 38±2.0 38±1.8 39±1.7 46±1.3
5 96±1.8 95±2.0 95±2.1 98±0.5
Figures 4.8b and 4.8c show the MRF recovery curves of water T1 and T2 averaged
over an ROI in the GM for another volunteer at high-temporal resolution with and with-
out water-fat separation. The dashed line segment indicates the period during which
exercise was performed. The water-fat separation results in a more or less constant in-
crease in T2 and decrease in T1 over time. The curves for water T1 and T2 show smooth
4
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Figure 4.3: MRF and reference measurements in a phantom. (a) T1, T2 and M0 maps obtained from an interleaved un-
dersampled (R = 20) spiral MRF acquisition. (b) Water T1 and M0 maps obtained from a fat suppressed IR, water T2 maps
obtained from an MSE sequence with a tri-exponential fit, and a water and fat fraction (F) maps obtained from DIXON (all
Cartesian). The water T1 maps and the water and fat fraction maps obtained with MRF are close to that obtained with fat
suppressed IR and DIXON. The water T2 maps obtained with the MSE sequence show shorter values compared to those
obtained from the MRF measurements. Fat T1, T2 and M0 maps are not shown for the standard methods, because fat
suppression was used in the acquisition (IR) or during data processing (MSE).
behaviour, confirmed by very small normalized residuals after fitting (mean/maximum
residual smaller than 0.2/1.1% for T1 and smaller than 0.8/6.5% for T2). For all volun-
teers the water T1 and T2 values increase after exercise and for most of the volunteers
these values slowly decrease in time to the value measured before exercise (see Sup-
porting Information Figure S6).
4.5. DISCUSSION AND CONCLUSION
Phantom experiments showed that the fat signal can be separated from the water sig-
nal in a single-run MRF sequence, with a fat fraction error in the range of 10%. Mea-
surements in healthy volunteers showed that using this technique, measured muscle
water T1 values are increased and water T2 values are decreased compared to MRF
without water-fat separation. Since fat is known to increase global T2 values in muscle
4
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Figure 4.4: Water-fat resolved parameter maps in a volunteer at rest. (a) T1, T2 and M0 maps in a fully sampled experiment
are shown for the water and the fat part separately. Low signal regions after separation were masked out in the maps. (b)
T1, T2 and M0 maps from an undersampled (R = 20) experiment are of very similar quality compared to those resulting
from a fully sampled experiment. (c) The parameter maps in (a) and (b) are both very similar to those obtained from an
undersampled (R = 20) experiment, in which two separate scans were performed, each with a constant TE (2.3 and 3.45 ms).
Note that results in (a), (b) and (c) are all obtained from separate scans, in which any type of motion may have had different
effects.
[9], these results suggest that this approach improves relaxation time quantification in
spiral MRF in the presence of fat, removing the bias. This was achieved without in-
creasing the dictionary size or compromising the stability of the matching framework.
In addition, this technique does not rely on assumptions about the T1 and T2 values
of fat, but estimates them in the matching process. The scan time for such a single-
run MRF sequence is 15 seconds, which offers the opportunity to monitor dynamic
changes in MR parameters for water and fat individually. The particular in vivo exam-
ple that we used to test the performance of this approach was to measure relaxation
times during muscle recovery after exercise with high temporal resolution. The recov-
ery curves for water T1 and T2 are smooth and display the same dynamics as recovery
using a standard and much slower sequence, showing the robustness of the approach
to noise, and the high stability of the post-processing pipeline.
In this study we found that MRF systematically estimates a higher water T2 value
in muscle compared to the reference method (MSE sequence with a tri-exponential fit)
and to literature spectroscopy and MSE values [44, 45]. This difference may in part be
attributed to the higher sensitivity of MRF to in-flow and perfusion compared to the
MSE sequence caused by the large number of applied excitation pulses and the long
MRF train duration. Apart from that, both MRF and MSE are sensitive to out-flow.
However, the exact source of the T2 estimation mismatch needs further investigation.
In our phantom experiments MRF also resulted in larger water T2 values than the refer-
ence method. In that case, however, MRF water T2 values are in close agreement with
those obtained from a fat suppressed (SPIR) MSE sequence using a mono-exponential
fit (see Supporting Information Table S1). These results suggest that, while the refer-
ence approach has shown good performance in vivo [20, 38], the tri-exponential fit is
the reason for underestimation of T2 values in our phantom data. This may be ex-
plained by the much longer water T2 values in this phantom than in muscle, making
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4.5. DISCUSSION AND CONCLUSION
Table 4.2: Comparison of T1, T2 and fat fraction (FF) values for different scans in-vivo in one volunteer. MRF scans include an
interleaeved fully sampled, an interleaved undersampled (R = 20) and a non-interleaved undersampled (R = 20) experiment.
Parameter values are reported as mean over an ROI in each tissue region ± standard deviations. The T1, T2, and FF values
for an interleaved fully sampled experiment are close to that of the interleaved undersampled experiment: two-sided paired
T-tests show no significant difference for the T1 (p = 0.8), T2 (p = 0.2) and FF (p = 0.3) values. This shows the robustness of
the water-fat resolved MRF approach to undersampling. Comparison with the non-interleaved undersampled experiment
shows that interleaving two flip angle trains introduces only minor differences: two-sided paired T-tests show no significant
difference for the T1 (p = 0.5), T2 (p = 0.3) and FF (p = 0.3) values. Parameter values obtained with standard measurements
(fat suppressed IR for T1, MSE with a tri-exponential fit for T2, DIXON for FF) are close to that obtained with MRF, except for
water T2 in muscle, which is measured to be longer with MRF. Two-sided paired T-tests show no significant difference for
the FF (p = 0.4). Note that T1 and T2 values reported in the subcutaneous fat and the bone marrow are fat values, whereas
T1 and T2 values reported in muscle are water values. For IR and MSE sequences T1 and T2 values in the subcutaneous fat
and the bone marrow were not reported, because fat suppression was used in the acquisition (IR) or during data processing
(MSE).
Water T1 (ms)
Interleaved Interleaved Non-interleaved Fat supp.
fully sampled undersampled undersampled IR
MRF MRF MRF
Muscle 1191±58 1201±55 1212±54 1112±17
Subc. fat 362±6.3 359±8.1 349±10 -
Bone marrow 332±16 320±7.9 359±7.2 -
Water T2 (ms)
Interleaved Interleaved Non-interleaved MSE with tri-
fully sampled undersampled undersampled exponential fit
MRF MRF MRF
Muscle 46±4.5 48±4.3 48±4.1 35±0.7
Subc. fat 158±7.1 164±9.6 167±8.7 -
Bone marrow 133±15 151±8.4 165±7.9 -
Water FF (%)
Interleaved Interleaved Non-interleaved DIXON
fully sampled undersampled undersampled
MRF MRF MRF
Muscle 5.0±3.2 5.3±3.4 5.9±2.4 3.7±0.5
Subc. fat 90±5.7 89±5.7 89±6.1 91±2.8
Bone marrow 92±2.8 91±3.4 93±4.2 98±1.1
the tri-exponential fitting problem harder to solve. In our current study the difference
or offset between MRF T2 and MSE T2 varies between volunteers (7-13 ms), with the
largest offsets for the volunteer with the highest water T2 baseline value (Supporting
Information Figure S4). As a consequence MRF measurements show larger differences
in baseline water T2 values compared to the reference measurements. One explanation
could be that MRF is more sensitive to certain physiological processes such as perfu-
sion and diffusion, emphasizing the differences between volunteers, but this hypoth-
esis needs to be investigated further. It could also be that these differences arise from
the pre-estimation of T2 in the subcutaneous fat used for fitting the water T2 values
in the reference measurements [20]. The pre-estimation was performed individually
for each volunteer, even though the short and the long T2 components can become
4
85



















































































Figure 4.5: Comparison with reference measurements in a volunteer at rest. (a) T1, T2 and M0 maps obtained from an
interleaved undersampled (R = 20) spiral MRF acquisition. (b) Water T1 and M0 maps obtained from a fat suppressed IR,
water T2 maps obtained from an MSE sequence with a tri-exponential fit, and water and fat fraction (F) maps obtained
from DIXON (all Cartesian). The water T1 map obtained with MRF is close to that obtained with fat suppressed IR. The T1
map obtained with IR shows a bright region, for which the fat suppression pulse was probably not fully effective. The water
T2 maps obtained with the MSE sequence show shorter values compared to those obtained from the MRF measurements.
Please note that the fat-suppressed reference measurements do not deliver information about the fat.
spatially dependent due to measurement imperfections such as local transmit field in-
homogeneities. The measured water T1 and T2 baseline values are in the same range
for all volunteers (see Supporting Information Figure S5), but in some cases the water
T1 and/or T2 values are clearly higher than in others. These variations are observed
both with MRF and reference measurements, and may be assigned to physiological
differences among the volunteers, or the non-controlled pre-workout conditions. Flow
suppression may help to reduce the intensity of the circular structures that are visible
in the MRF T2 maps around the larger vessels.
Previous exercise studies focused on simple changes in signal intensity in T∗2 or T2-
weighted images because of the very short scan times (∼1 second) needed to capture
dynamic changes [46–48]. The downside of this approach is that results are not quan-
titative, meaning that the activation of a muscle cannot be related to specific physio-
logical processes. Therefore, quantitative measurements are highly desirable. Previous
quantitative studies have measured changes either in T1 or in T2 but not both due to
the long scan time of existing protocols, particularly in dynamic applications. In this
work we were able to quantify T1 and T2 changes simultaneously at multiple time-
points before full recovery after exercise. This multiparametric dynamic approach has
the potential to help disentangle different physiological processes affecting T2, such as
4
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Figure 4.6: Water-fat resolved MRF parameter maps in a volunteer’s calf. T1, T2 and M0 maps in an undersampled (R = 20)
experiment are shown with separation (Water), (Fat), and without separation for the out-of-phase echo time (Water + Fat)
in a volunteer at rest. The percentage difference between the Water maps and the Water + Fat maps for all volunteers show
that by separating the fat signal from the water signal, the mean estimated T1/T2 values in an ROI in the GM muscle are
significantly increased/reduced by 105±94/14±6 ms, underlining that fat is a confounding factor in the quantification. Low


































Figure 4.7: Water T1 and T2 MRF maps in a volunteer’s calf before and after exercise. The water T1 and the T2 maps show
an increase of approximately 65 ms and 9 ms, respectively, directly after exercise. The percentage difference between the
parameter maps before and after exercise (with respect to at rest) shows that this increase is most pronounced in the gas-
trocnemius medialis (GM), the gastrocnemius lateralis (GL) and the peroneus longus (PL), while water T1 and T2 values in
other muscles are mostly unchanged. Circular flow artifacts are visible around the larger vessels.
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Figure 4.8: MRF T1 and T2 measurements with and without separation and reference T2 measurements before and after
exercise. (a) The recovery curve of water T2 in ms from MRF (blue) and MSE measurements (red) averaged over an ROI in
the GM in one volunteer. There is a systematic difference between the water T2 values measured with the two techniques,
but the offset is more or less constant over time. Hence, the recovery curve measured with MRF follows the same trend as
the curve measured with the reference protocol. The dashed line indicates the period during which exercise was performed.
(b, c) MRF measurements with and without water-fat separation before and after exercise. The recovery curves of T1 (b)
and T2 (c) in ms averaged over an ROI in the GM in another volunteer. With water-fat separation (blue) T1 increases by ap-
proximately 35 ms and T2 decreases by approximately 6 ms compared to without water-fat separation (red). These changes
are observed along the entire curves, showing the systematic error in the presence of fat. The recovery curves show smooth
behaviour. The dashed line indicates the period during which exercise was performed.
changes in pH and CO2 levels. The dynamics measured with MRF are in agreement
with previously published literature [2, 49–51]. After exercise, all volunteers showed an
increase in both water T1 and T2 (Supporting Information Figure S6). One of the limi-
tations of the current study is that there was no standardization or measurement of the
degree of exercise, nor control of pre-exercise conditions. This probably explains in
part why the relaxation times of some volunteers returned faster towards full recovery
than others. In support of this hypothesis some volunteers mentioned muscle soreness
after exercise, while others did not, and one volunteer started the exercise experiment
already with muscle soreness. In future applications of this technique personalized
exercise experiments will be used, in which the load of the exercise is monitored and
adapted to the volunteer’s maximum muscle strength, such that MRF curves can be
compared among volunteers.
Although the advantage of this MRF technique was demonstrated in this paper for
an exercise experiment in which a short scan time is required, there are also applica-
tions at rest that could benefit from such a water-fat resolved MRF sequence. Examples
of such applications are abdominal/hepatic imaging or small localized regions such as
the ocular muscles, in which the fat content is relatively high which spoils the accu-
racy of parameter quantification in case of spiral sampling and long readout times.
Other potential applications are neuromuscular diseases such as DMD and other mus-
cular dystrophies where fat infiltration is a hallmark of the disease, in which T2 and
fat fraction are currently obtained from different scans. Further research is needed to
investigate whether the method proposed in this work provides sufficient accuracy for
parameter mapping in these applications.
There are a number of ways, outlined in the next paragraphs, in which the approach
presented here could be further developed. In this study the B0 map is measured with
the scanner once and used as prior information in CPR to correct for phase accumula-
tion due to field inhomogeneities in all MRF images. As such it enables water-fat sep-
aration based on two different echo times. This approach is efficient and works well
if the main magnetic field, or the position of the subject, does not change over time.
However, in longer experiments the main field may drift due to heating of the gradient
4
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coils, and small displacements of the volunteer may occur. An alternative approach
would be to extend the number of different echo times to three [52], and to estimate a
B0 map for each echo triplet in the water-fat separation process using an iterative type
of reconstruction [53], which can then be used as temporally dependant B0 input in
CPR. For highly accurate (∼1% error) fat fraction quantification further development
of the proposed technique is required, using for example a greater number of echo
times [54], but the initial fat fraction results in this study show the potential for accu-
rate fat fraction quantification with MRF in the future. The phantom experiments in
this work showed larger vials in the fat channel compared to in the water channel. This
can potentially be explained by a lower phantom temperature compared to body tem-
perature and therefore a smaller frequency shift between water and fat, decreasing the
accuracy of the measured B0 map, the accuracy of the water-fat separation model and
the performance of the fat deblurring algorithm. Future improvements may include
temperature measurements to address this aspect in the processing pipeline. Further-
more, interleaved MRF results in the phantom showed slightly larger inhomogeneities
compared to the non-interleaved experiment. This may be explained in part by the
longer temporal dimension of the time signal curves for the latter case. Optimization
of the spiral starting angle pattern and using a smoother flip angle sequence may im-
prove the interleaved MRF results. Finally, estimation of water and fat fractions can be
improved by correcting for the noise level, especially for high water or high fat fraction
regions [55].
The single-run MRF scan time is determined by the number of flip angles in the
MRF train. Currently each flip angle is applied twice, each one followed by a different
TE. It would be more time-efficient if the alternating TE pattern could be incorporated
only in the beginning of the MRF sequence, reducing the total number of flip angles. An
estimate of the water and fat fractions could be derived from the (shorter) alternating
TE period, which can then be used as prior information in the dictionary generation.
However, such an approach requires an assumption about the T1 and T2 value of fat,
whereas it has been shown that fat cannot be accurately described by a single T1 and
T2 value [24]. Therefore, we prefer to encode the water-fat shift along the entire MRF
sequence. Sequence optimization, however, may offer a way to reduce the number of
flip angles and hence scan time, while maintaining parameter accuracy and water-fat
encoding capability [30, 56].
CPR and multi-peak water-fat separation are computationally expensive process-
ing steps that lead to a relatively long total processing time per MRF scan. In the cur-
rent implementation processing of one MRF scan (1000 frames) took 37 seconds for a
maximum off-resonance value of 100 Hz (excluding the matching). Code optimization
and the use of parallel computing clusters may help to speed this up, which is espe-
cially useful for analysing high-temporal resolution MRF data, where a large amount
of MRF scans need to be analysed. Additionally, a future processing pipeline may also
include registration of the matched T1 and T2 maps before analysing temporal param-
eter curves, correcting for possible motion between MRF scans.
Finally, in the matching process it was assumed that the separated fat signal in the
500 fat frames follows the on-resonance signal model described by the EPG formal-
ism. This model assumes a single T1 and T2 value for fat, whereas in reality each of
the multiple fat resonances peaks has its own T1/T2 value [24]. The accuracy of the fat
4
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quantification can therefore potentially be improved by including multiple peaks and
their scalar coupling into the dictionary simulation [9], as well as in the water-fat sepa-
ration model [57, 58]. For many applications, however, such a high accuracy for the fat
quantification may not be necessary.
In conclusion, this study showed the feasibility to separate water from fat signal in a
single-run MRF sequence. This technique can therefore be used to assess muscle re-
covery in exercise studies, but can find application in other real-time demanding quan-
titative MRF measurements as well.
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5. HSNE AS A TOOL FOR VISUALIZING MRF DICTIONARIES
ABSTRACT
In Magnetic Resonance Fingerprinting (MRF) the quality of the estimated parameter
maps depends on the encoding capability of the variable flip angle train. In this work
we show how the dimensionality reduction technique Hierarchical Stochastic Neigh-
bor Embedding (HSNE) can be used to obtain insight into the encoding capability
of different MRF sequences. Embedding high-dimensional MRF dictionaries into a
lower-dimensional space and visualizing them with colors, being a surrogate for loca-
tion in low-dimensional space, provides a comprehensive overview of particular dic-
tionaries and, in addition, enables comparison of different sequences. Dictionaries for
various sequences and sequence lengths were compared to each other, and the effect
of transmit field variations on the encoding capability was assessed. Clear differences
in encoding capability were observed between different sequences, and HSNE results





Magnetic Resonance Fingerprinting (MRF) is a rapid MRI technique that is used to es-
timate tissue relaxation times (T1, T2) and other MR-related parameters such as pro-
ton density (M0) [1]. These parameters often reflect pathology such as inflammation
and neurodegeneration. Unlike many other quantitative imaging techniques, MRF si-
multaneously encodes T1 and T2, such that the corresponding parameter maps can be
obtained in an efficient manner. The simultaneous encoding is established through a
variable flip angle pattern in the data acquisition process, which, if designed well, cre-
ates a characteristic signal evolution for each tissue in the human body. The T1 and
T2 values for each voxel can be found by matching the measured signal curve to a pre-
calculated dictionary containing the simulated signal evolutions as a function of the
applied flip angle sequence for all possible (T1, T2) combinations.
The quality of the resulting parameter maps substantially depends on the under-
lying MRF flip angle sequence. Recent works have shown that flip angle pattern op-
timization can either improve the accuracy of parameter quantification or reduce the
scan time that is needed to achieve the same accuracy [2, 3]. It is also known that in-
creasing the length of the MRF sequence improves the accuracy of the parameter maps,
in particular T2 [2, 4]. Therefore, determining the optimal sequence or flip angle train
is very important.
However, the process of optimizing a sequence is not straightforward due to the
large solution space and the lack of well-established measures of encoding quality.
Moreover, the optimal sequence may actually be different for each application, and
therefore the application of interest and its constraints should ideally be taken into ac-
count. [2] have shown how a Monte-Carlo type approach can be used to predict the
encoding capability of different MRF sequences. The measures of encoding are based
on the inner product between neighboring dictionary elements, and the distinction is
made between local and global measures of encoding. Later, [5] and [3] formulated the
sequence optimization problem as an inverse problem, allowing one to actually cal-
culate the optimized sequence under certain constraints, using a dot product matrix
as the encoding measure. Although these techniques show promising results, it is not
clear yet how the encoding capability changes within a dictionary when a single num-
ber is assigned to the (global or local) encoding capability of the dictionary.
In this work we present an alternative approach to judge the encoding capability of
MRF sequences that provides insight into local capabilities as well as global capabili-
ties of encoding. We analyze the encoding capability of an MRF sequence by looking at
its corresponding MRF dictionary, describing the relevant signal evolutions for the ap-
plication of interest, as was also done in [2]. We use the dimensionality reduction tech-
nique Hierarchical Stochastic Neighbor Embedding (HSNE) [6], which is a scalable and
robust implementation of the t-Distributed Stochastic Neighbour Embedding (t-SNE)
[7], to transform the high-dimensional MRF dictionary into a low-dimensional space.
The choice of HSNE is motivated by its capacity to pick up small differences in signals
while preserving the manifold structure, which makes it particularly useful for analyz-
ing data with nonlinear structure such as MRF dictionaries. This allows us to visualize
the entire MRF dictionary as a colormap, based on which the local and global encoding
capability can easily be examined. The color values in these maps are a surrogate for
location in the low-dimensional space. Moreover, this method provides a framework
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for comparing different MRF dictionaries and hence sequences. Several targeted ex-
periments were carried out to demonstrate how our visual representation of MR and
MRF dictionaries correspond to simulation experiments.
In Section 5.3.1 we show the principles of the technique by analyzing dictionaries
generated from classical quantitative sequences such as inversion recovery (IR) and
turbo spin echo (TSE). Next, in Section 5.3.2, we show that this technique is sensitive
enough to pick up small differences in the encoding of MRF dictionaries by comparing
three different MRF sequences. In Section 5.3.3 we visualize how the encoding capa-
bility changes with the length of the MRF sequence, and, as a final example, in Sec-
tion 5.3.4 we also demonstrate how the effect of variations in the intensity of the MR
transmit field (B+1 ) on the encoding quality can be analyzed. The HSNE results are
compared to simulation results for validation.
5.2. METHODS
In MRF, T1, T2 and M0 values are calculated by matching the measured signal evolu-
tions to a calculated dictionary using the inner product as a quality measure. This is
different from traditional parameter quantification, for which there is a closed form
signal equation that describes the signal intensity of the images. In the latter case,
the measured signal evolutions can be fitted to the signal equation using least squares
minimization methods, resulting in T1, T2, T∗2 and M0 estimations. Traditional parame-
ter quantification, however, can also be approached as a dictionary matching problem
if the closed-form signal equation is used as a model for the dictionary construction.
Here, we create such dictionaries for traditional quantification methods, such that the
encoding capabilities of classical sequences can be studied in a similar way as for the
MRF sequences.
5.2.1. CLASSICAL DICTIONARIES
Two different classical sequences were used to generate three classical dictionaries:
the TSE sequence used for T2 mapping (dictionary DTSE), and the IR gradient echo
sequence used for T1 mapping (dictionary DIR). The IR sequence was also studied
with a shorter maximal inversion time to reduce the degree of T1 encoding (dictionary
Dshor tIR ). Dictionaries for these sequences were generated from the closed form signal






− TET2 , (5.1)
and for the IR sequence,
S(TI) = M0
(
1−2e− TIT1 +e− TRT1
)
e
− TET2 . (5.2)
DTSE was calculated with TR=1.5 s. For DIR, TR=2.5 s and TE=2 ms was used and the
maximal inversion time was set to TImax=3 s. Dshor tIR was generated with the same TE
and TR, but with a shorter maximal inversion time: TImax =200 ms. Signal curves were
discretized into 1000 time points to match the number of flip angles used for calcu-
lation of the MRF dictionaries. For simplicity, we set M0 = 1 in these calculations. T1
values ranged from 20 to 5000 ms in steps of 30 ms, and T2 values ranged from 10 to




Figure 5.1: MRF flip angle patterns used:
smoothly varying pattern designed by [8]
(green line) and randomly varying pattern de-
signed by [2] (blue line). Both patterns start
with an inversion pulse seen at flip angle
number 0.
5.2.2. MRF DICTIONARIES
Two different MRF flip angle sequences were used to generate three MRF dictionaries.
Both sequences consist of 1000 flip angles using a constant TR=15 ms. The sequence
shown in Figure 5.1 contains a smoothly varying flip angle pattern introduced by [8]
(dictionary DJ) and is preceded by a 180° inversion pulse. The same sequence was also
analyzed without the inversion pulse (dictionary D−J ) to reduce the T1 encoding ability.
The third sequence constructed by [2] (dictionary DS) has a more jagged random pat-
tern; see also Figure 5.1. The three MRF dictionaries were created by Bloch simulations
using the extended phase graph formalism to model a fast imaging with steady state
precession (FISP) sequence (unbalanced) [9]. The same T1 and T2 ranges were used
as for the classical dictionaries. For Jiang’s pattern (with inversion pulse) a dictionary
DBJ was also generated, taking into account B
+
1 variations ranging from 0.4 to 1.3 times
the nominal values to mimic the impact of transmit RF inhomogeneity. All dictionary
calculations only included (T1, T2) combinations for which T1 is larger than T2.
5.2.3. DIMENSIONALITY REDUCTION
Each dictionary entry was reduced from 1000 to either 2 elements (for the classical
sequences) or 3 elements (for the MRF sequences) with t-SNE, which projects higher-
dimensional data onto a lower-dimensional manifold while preserving similarity (pair-
wise distances) between data points. We used HSNE as the particular implementation
of t-SNE as it has been shown to be much more capable of reconstructing the under-
lying low-dimensional manifolds [6]. Embeddings were initialized with random seed
placement. Drilling into the next (lower) level of the hierarchy was performed after the
convergence (105 iterations) of the current level, using all the calculated landmarks.
Landmarks that were added on the lower level were initialized by interpolating the lo-
cations of their "parents". Early exaggeration (200 iterations; factor 1.5) was used for
producing the embedding only on the top level of the hierarchy. The embedding on
the bottom (data) level was selected as the final result; see examples in Figures 5.2–5.4.
No additional data standardization (e.g. Z-scoring) was performed.
One of the parameters to tune in HSNE is the neighborhood size for the kNN search
[6], which is related to the perplexity parameter of t-SNE [10]. This parameter influ-
ences formation of clusters in the embedding and is dependent on the size of the data
set (dictionary entries). Therefore, its value was empirically selected per case resulting
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Figure 5.2: Comparison of three classical sequences. Two-dimensional embeddings of the classical dictionaries (top) and
the corresponding color-coded dictionary maps in the (T1, T2) coordinate system (bottom). In these dictionary maps, sim-
ilar colors for certain (T1, T2) combinations indicate similar structure of the corresponding low-dimensional dictionary
elements. (A) The different echo times in the TSE sequence enable T2 encoding, resulting in a color variation only in the T2
direction in DTSE. (B) The opposite is true for the IR sequence, where different inversion times (TImax = 3 s) enable T1 en-
coding, resulting in a color variation only in the T1 direction in DIR. (C) A shorter maximal inversion time (TImax = 200 ms)
results in a reduced T1 encoding, shown by the somewhat smaller color range in the color-coded dictionary map of Dshor tIR
in the T1 dimension. The white triangle in the bottom of the color-coded dictionary maps represents the unsampled region
for which T2 is larger than T1.
in the following values: 3 · 103 (classical sequences), 103 (MRF), and 5 · 103 (B+1 dic-
tionary). For the classical sequences, such relatively high values of this parameter are
motivated by the very low dependence of these sequences on either T1 (TSE) or T2 (IR).
Hence, capturing more global structure of these dictionaries requires setting high val-
ues of this parameter. The neighborhood size for the other two cases were set to values
of a similar order.
5.2.4. REGISTRATION OF EMBEDDINGS
To facilitate comparison between different embeddings, they were mapped to a com-
mon reference frame, ensuring consistency of the color mapping. Without loss of gen-
erality, we selected the embedding EJ corresponding to the dictionary DJ as the refer-
ence for the MRF sequences. For the comparison between different B+1 scaling factors
each E iJ for i ∈ {0.4 : 0.1 : 1.3} was registered to EJ, which coincides with embedding E1.0J
corresponding to the subdictionary created with B+1 = 1.0. For the classical sequences
introduced in Section 5.2.1, we registered E shor tIR to EIR. The registration was performed
using a modification of the Iterative Closest Point (ICP) algorithm [11] by [12] that also
enables scale estimation. In this we assumed that the correspondences between the
point pairs are known, which allowed skipping the point matching step and signifi-




Figure 5.3: Comparison of three different MRF flip angle patterns. Three-dimensional embeddings of DJ (A), D−J (B) and
DS (C) (in blue), registered to that of DJ (in green) are shown in the top row, with their colored versions in the middle row.
Embeddings for DJ and for DS look very similar, while both being very different from that for D−J . The corresponding color-
coded dictionary maps in the (T1, T2) coordinate system are shown in the bottom row, in which similar colors for certain
(T1,T2) combinations indicate similar structure of the corresponding low-dimensional dictionary entries. Like the embed-
dings, also the color-coded dictionary maps for DJ and DS look very similar, suggesting comparable encoding capability.
The sequence without inversion pulse results in a color-coded dictionary map with less color variation in the T1 direction,
especially for large T1 values, suggesting reduced encoding capability compared to DJ and DS. The white triangle in the
bottom of the color-coded dictionary maps represents the unsampled region for which T2 is larger than T1.
In our prior work [13] we demonstrated, using Jiang’s dictionary [8] as an example,
that embeddings produced using our approach exhibit a high degree of stability. This
means that intrinsic stochastic effects resulting from using t-SNE/HSNE can be ne-
glected. In the same work we also analyzed two ways of comparing two dictionaries:
embedding them separately and jointly, in both cases followed by registration. Numer-
ical results confirmed very similar performance of the two approaches, from which
the conclusion was drawn that the former (separate embedding) is preferred for being
faster. In this work we used separate embedding, followed by registration, for the MRF
sequences, while two IR sequences were embedded together for better assessment of
small differences in encoding ability.
5.2.5. COLOR-CODING OF EMBEDDINGS
For each dictionary, we mapped the coordinates of the low-dimensional embedding
into a color space. For 3D embeddings, the CIE L*a*b* color space [14] was used. For
2D embeddings we used a colormap designed by [15] that produces superior perfor-
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Figure 5.4: Comparison of different MRF sequence lengths. Three-dimensional embeddings of DJ (top), their colored ver-
sions (middle), and the corresponding color-coded dictionary maps in the (T1, T2) coordinate system (bottom) for sequence
lengths ranging from 100 to 1000 flip angles (lengths given on top of each subplot). For each different length the embedding
(blue) was registered to that of length 1000 (green). There is less color variation in T2 direction for the shortest (L ∈ {100,200})
compared to longer sequences, suggesting reduced T2 encoding. From 600 flip angles onwards the embeddings and the
color-coded dictionary maps are very similar to that of length 1000, in which case a clear color gradient can be observed
both for T1 and for T2. The white triangle in the bottom of the color-coded dictionary maps represents the unsampled
region for which T2 is larger than T1.
mance with respect to various validation measures compared to other 2D colormaps
[16]. Consequently, the color of each entry was mapped back to the dictionary space. In
this way a correspondence between each dictionary entry and a color was established,
resulting in color-coded dictionary maps for each (T1, T2) or (T1, T2, B+1 ) combination.
Typical examples of the color-coded embeddings and dictionary maps are illustrated
in Figures 5.2–5.6. In these maps, similar colors indicate similar structure of the corre-




Figure 5.5: Comparison of different B+1 scaling factors embedded together. (A,B) Three-dimensional embedding of D
B
J in-
cluding T1, T2 and B
+
1 scaling factors ranging from 0.4 to 1.3. In (A), each embedding point is visualized using the developed
color-coding scheme, while in (B) a single unique color was assigned to all points with the same B+1 value. From these plots
it can be observed that different B+1 scaling factors tend to end up as separate subparts of the embedding, although the sub-
parts have a common root. (C) The corresponding color-coded dictionary maps in the (T1, T2) coordinate system show that,
in general, different B+1 fractions in the dictionary are represented by different colors in the color-coded dictionary maps,
suggesting that the B+1 map can be estimated in the matching process together with the T1 and T2 maps. Some regions, such
as represented by short T1 and/or T2, show very similar colors for different B
+
1 fractions, suggesting that these (T1, T2, B
+
1 )
combinations are less well-encoded by this particular MRF sequence. Please note that the colored squares in the white
triangular regions refer to the different colors in (B). The white triangle in the bottom of the color-coded dictionary maps
represents the region for which T2 is larger than T1. It is worth noting that sharp transitions visible in some of the maps are
caused by much more complex structure of the embedding due to increased dictionary size.
5.2.6. SIMULATION EXPERIMENT
A synthetic image of the brain [17] was resized to a 256×256 matrix and binned into
three tissue types representing white matter (WM), gray matter (GM) and cerebral spinal
fluid (CSF). For each of these three tissues, relaxation time values reported in litera-
ture [18] were assigned to the corresponding regions, resulting in ground truth Ttrue1
and Ttrue2 maps. MRF and IR signals were simulated for the synthetic brain image








true) combination. Noise was added to these signals such that the re-
sulting SNR of an MRF signal curve was equal to 1. The simulated MRF and IR signals
5
105
5. HSNE AS A TOOL FOR VISUALIZING MRF DICTIONARIES





scaling factors ranging from 0.4 to 1.3 (top row) and their colored versions (middle row). Subdictionaries were treated as
individual dictionaries, embedded separately (blue) and registered to the embedding corresponding to B+1 = 1.0 (green)
afterwards. From a B+1 scaling factor of approximately 0.9 onwards, the embeddings are very similar to that of B
+
1 =1.0. The
corresponding color-coded dictionary maps in the (T1, T2) coordinate system are shown in the bottom row with the B
+
1
fraction given above each subplot. For low B+1 fractions the color-coded dictionary maps shows less color variation in T2
dimension compared to the B+1 = 1.0 case, especially for long T2, suggesting reduced T2 encoding for low B+1 fractions. The
white triangle in the bottom of the color-coded dictionary maps represents the unsampled region for which T2 is larger than
T1.




with di = di (x, y) denoting the normalized dictionary entries, s = s(x, y) the normal-
ized MRF signal, and m = m(x, y) the index pointing to the best match for each pixel
(x, y). Note that this approach results in a T1 map for the IR sequences, T1 and T2 maps
for MRF sequences, and T1, T2 and B+1 maps for D
B




Figure 5.7: Simulation study of the encoding capability for the classical IR sequence with different maximal inversion times
TImax . (A) The T1 map obtained from DIR is of higher quality compared to that of Dshor tIR , confirmed by the percentage er-
ror maps calculated according to Eq. (5.4). (B) Percentage errors in T1 averaged over the entire individual tissue components
according to Eq. (5.5) show that the encoding difference is larger for gray matter than for white matter and CSF.
repeated for DBJ , this time treating the B
+
1 value as a known fixed spatially-invariant
value, which is relevant when a B+1 map is measured beforehand. Note that the same

















Figure 5.2 shows the low-dimensional (2D) representations and the corresponding color-
coded dictionary maps for the dictionaries generated for the three classical sequences:
DTSE, DIR and Dshor tIR . These classical sequences only encode one parameter each,
and therefore the embeddings have relatively simple structure (one-dimensional man-
ifolds). The multi-echo TSE sequence used for T2 mapping only encodes T2, which is
confirmed in Figure 5.2A by the color change in the T2 direction, while there is no color
change in the T1 direction. The opposite is true for the T1 mapping IR sequence illus-
trated in Figure 5.2B. Shortening the maximal inversion time in this sequence reduces
the T1 encoding ability, as represented by the smaller color-range in Figure 5.2C com-
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Figure 5.8: Simulation study of the encoding capability for the three studied flip angle patterns. (A) The T1 and T2 maps
obtained from DJ are of very similar quality to that of DS, confirmed by the percentage error maps calculated according
to Eq. (5.4). The absence of the inversion pulse in D−J reduces the encoding capability compared to DJ. (B,C) Percentage
errors in T1 and T2 averaged over the entire individual tissue components according to Eq. (5.5) show that the encoding
difference is largest for tissues with very long T1 values such as is the case for CSF. The lines connecting the markers are
shown for visualization purpose only and have no other meaning.
5.3.2. MRF SEQUENCES
Figure 5.3 shows the embeddings and the color-coded dictionary maps for the dic-
tionaries generated for the three MRF sequences: DJ, D−J and DS. These sequences
encode T1 and T2 simultaneously, resulting in embeddings that are more complicated
structures (three-dimensional manifolds) compared to those of the classical sequences.
The differences between the three MRF sequences are much smaller compared to the
differences between the classical sequences. Removing the inversion pulse from Jiang’s
sequence reduces the encoding capability, which can be observed from the smaller
color variation in the T1 direction in the color-coded dictionary map, especially for
long T1 values. The embeddings and the color-coded dictionary maps for Sommer’s
and Jiang’s sequence look very similar, suggesting that those sequences provide com-
parable encoding quality. These results are confirmed by the simulation results pre-
sented in Figure 5.8, where the largest matching error is found for D−J , especially for
tissues with very long T1 values such as CSF.
5.3.3. SEQUENCE LENGTH
Figure 5.4 shows the 3D embeddings and the color-coded dictionary maps for DJ and
its truncated versions, corresponding to different flip angle sequence lengths. For a
very small number of flip angles, T2 encoding is reduced, shown by less color variation
in the T2 direction. At 600 and above flip angles, the embeddings and the color-coded
dictionary maps start looking very similar to that of the full-length version. These re-
sults are also confirmed by simulation results presented in Figure 5.9, which shows a
larger matching error for shorter sequence lengths as was also shown by [2]. This ef-
fect is especially visible for T2, for which the encoding principle relies on stimulated
echoes whose contribution becomes larger for longer sequences. The T2 matching er-




Figure 5.9: Simulation study of the encoding capability for different sequence lengths. (A) The T2 maps obtained from DJ
show only a minor increase in error (Eq. (5.4)) as the length of the dictionary elements reduces from 1000 to 700 flip angles.
Further shortening the length of the dictionary elements to 100 drastically increases the error in T2. This effect is hardly
visible for T1, again, except for tissues with very long T1 values. (B,C) These results are also summarized in the average
percentage errors calculated over the entire individual tissue components according to Eq. (5.5).
color gradient in the T2 direction in the color-coded dictionary maps for long T1 values,
which is especially visible for a sequence length of 100.
5.3.4. B+1 SCALING FACTORS
Figure 5.5 shows the embedding and the color-coded dictionary map for DBJ , in which
different B+1 scaling factors represent transmit field inhomogeneities or inefficiencies.
Note that the entire dictionary including B+1 variations was embedded as one single
dictionary, from which B+1 can be estimated together with T1 and T2 in the matching
process. The color-coded dictionary maps show a gradual color change for different
B+1 scaling factors. This color gradient appears to be smaller for short (T1, T2) combi-
nations, suggesting lower encoding for those regions. The color gradient appears also
smaller in the T2 direction, suggesting larger matching errors for T2 than for T1. Simu-
lation results in Figure 5.10 confirm these findings, showing a larger matching error for
T2 than for T1, and the error is also larger for gray matter and white matter that have
shorter T1 and T2 values compared to CSF.
Figure 5.6 shows the embeddings and color-coded dictionary maps for subdictionar-
ies of DBJ , each embedded individually. For small B
+
1 scaling factors the color-coded
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Figure 5.10: Simulation study of the encoding capability for DBJ when matching T1, T2 and B
+
1 . (A) The error in the T2 maps
increases as the B+1 scaling factor, and therefore the maximum flip angle, decreases. (B,C) This effect is shown again in the
percentage errors averaged over the entire individual tissue components (Eq. (5.5)), which also show that the effect is very
small for T1. A scaling factor of B
+
1 = 1.0 results in the smallest error for white matter and gray matter.
dictionary map shows less color variation in the T2 dimension, suggesting reduced T2
encoding. This effect is strongest in the right half of the color-coded dictionary maps,
corresponding to long T2 values. For B+1 scaling factors between 0.8 and 1.3 the em-
beddings and the color-coded dictionary maps look rather similar, predicting smaller
matching errors for high B+1 values than for low values. These results are confirmed by
simulation results in Figure 5.11, where the percentage errors are larger for T2 than for
T1. They are furthermore especially pronounced for tissues with long T2 values (CSF)
and for low B+1 scaling factors. In general these matching errors are much larger than
those in Figure 5.10, showing the advantage of fixing the B+1 value in the matching pro-
cess.
5.4. DISCUSSION
This work has shown the feasibility of using HSNE to visualize and compare the encod-
ing capability of different quantitative sequences. Low-dimensional representations of
the classical sequences showed color variation either in the T1 or T2 direction, whereas
MRF sequences showed color variations in both the T1 and T2 directions. A very short
MRF sequence results in reduced T2 encoding, and from a length of 600 flip angles on-




Figure 5.11: Simulation study of the encoding capability for DBJ when matching T1 and T2, but not B
+
1 . (A) The error in
the T2 maps increases as the B
+
1 scaling factor, and therefore the maximum flip angle, decreases. The error in the T1 map
is not sensitive to B+1 scaling variations. (B,C) This effect is shown again in the percentage errors averaged over the entire
individual tissue components (Eq. (5.5)), which also show that the effect is very small for T1. The matching error is largest
for tissues with long T2 values such as CSF.
with a length of 1000 flip angles. Different B+1 values are, in general, well distinguish-
able, except for very small T1 and/or T2 combinations. When using the B+1 maps as
prior information in the matching process, the encoding is better for short T2 tissues
than for long T2 tissues. All these results were in agreement with IR and MRF simula-
tion results, showing additionally that fixing the B+1 in the matching process results in
smaller errors compared to estimating B+1 in the matching process.
Although in this study t-SNE/HSNE was used to transform the high-dimensional
dictionaries into low-dimensional space, there are many other dimensionality reduc-
tion techniques that could be used instead. For several benchmark data sets, t-SNE has
been shown to produce results of superior quality compared to other non-linear trans-
formations such as Isomap and Locally Linear Embedding [7]. However, these results
need to be reevaluated for MR dictionaries in order to find out whether these conclu-
sions hold in the context of quantitative MR sequences.
The results shown in this study provided qualitative comparisons of different MR
sequences by visualizing differences using color-coding. Although these qualitative re-
sults were in agreement with simulation results and therefore show the proof of princi-
ple of the technique, quantitative results derived from the color-coded dictionary maps
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or the low-dimensional embeddings may facilitate better and more detailed compar-
isons between sequences that show small differences in encoding capability. One could
describe the local shape of the embeddings using e.g. statistics of the point cloud dis-
tribution. Currently the question of which quantitative measures are suitable for de-
scribing such differences most efficiently, or which measures describe the encoding
capability best, is still open.
In our earlier work [13] we presented two different ways to perform the embed-
ding and registration processes when comparing different sequences. In that work we
embedded each sequence individually, after which the point clouds were registered to
each other using a modification of the Iterative Closest Point algorithm with integrated
scale estimation [12]. An alternative approach would be to first combine two dictionar-
ies and treat them as one large dictionary in the embedding process, after which regis-
tration of the two point clouds corresponding to each of the combined dictionaries can
be performed. As we demonstrated earlier in [13], both approaches provide compara-
ble registration results, and hence result in similar color-coded dictionary maps. Since
the latter approach is computationally more expensive due to the two-fold increase in
the number of high-dimensional data points, the former approach is more attractive
in this application.
The HSNE algorithm is intrinsically stochastic due to random initialization of the
low-dimensional distribution. Hence, the final embeddings may in general differ from
run-to-run. In [13] we performed a quantitative stability study on the Jiang’s dictionary
[8] and concluded that the final embedding was highly repeatable. While we did not
repeat this stability study for different dictionaries used in this paper, we performed
several runs on the most characteristic dictionaries from each group and qualitatively
concluded sufficient similarity between the results corresponding to different runs of
the algorithm. The perplexity, the only variable HSNE parameter in our setup, depends
on the number of points in the data set and was thus optimized per dictionary group.
It must also be pointed out that the T1 and T2 range included in the dictionary also
affects the final embedding structure. Therefore, HSNE parameter(s) should ideally be
optimized for each dictionary with a different size or parameter range.
In visualization applications, special attention should de paid to selection of the
color scheme [16]. While this is rather straightforward in 3D, as most of the commonly
used colormaps are perceptually linear, selection of a proper 2D colormap is much
less trivial as such colormaps should comply to a large set of quality requirements as
pointed out by [16]. Based on their experiments they concluded that the 2D colormap
designed by [15] outperforms all other analyzed colormaps. Consequently, we selected
this colormap for visualization for cases in which the dictionary was projected onto 2D.
High-dimensional dictionaries can be transformed into any n-dimensional space
using t-SNE for n smaller than the dynamic length of the dictionary. Natural choices
enabling straightforward visualization are n = 2 or n = 3. In this work, all MRF dictio-
naries were transformed into a 3D space, since 3D embeddings are expected to show
larger differences between dictionaries if the differences between encoding capability
are relatively small [19]. However, the classical sequences described in Section 5.2.1
exhibit very low dependence on either T1 or T2. This means that the corresponding
embedding will always lay on a 1D manifold, irrespective of the target embedding di-




quences onto a 2D space, which was preferred to 1D embedding for ease of visual-
ization and being more commonly used, as dimensionality reduction to 1D remains
very rare in visualization applications and its properties are not well known or/and de-
scribed.
5.5. CONCLUSION
HSNE can be used to visualize the encoding capability of classical quantitative se-
quences and MRF sequences. The technique can be used to obtain insight into the en-
coding principles, in particular of MRF, by comparing different sequences. The frame-
work may furthermore be helpful for MRF sequence optimization, in which the appli-
cation of interest and its corresponding constraints can easily be taken into account.
Further work needs to be done to derive quantitative measures of encoding capability
from low-dimensional embeddings, which may support the use of thic technique in
clinical applications.
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The aim of this thesis was to develop fast reconstruction and acquisition techniques
for MRI that can support clinical applications where time is a limiting factor. In gen-
eral, fast acquisition techniques were realized by undersampling k-space, while fast
reconstruction techniques were achieved by using efficient numerical algorithms. In
particular, undersampled acquisitions were processed in a CS and MRF framework.
Preconditioning techniques were used to accelerate CS reconstructions, and a number
of challenges encountered in MRF were addressed using appropriate post-processing
techniques.
A general introduction to CS, MC and MRF were given in Chapter 1, together with the
challenges that are encountered with these techniques.
In Chapter 2, CS reconstructions were accelerated in a PI framework by using pre-
conditioning techniques. This is challenging, because in PI the incorporation of coil
sensitivity maps into the data model spoils the circulant structure of the system ma-
trix, which could otherwise be used to construct an easy-to-invert preconditioner, or
even to invert the system itself [1]. Although this structure is lost in the system matrix, a
circulant structure was enforced in the final design of the preconditioner, such that it is
easy to construct and fast to evaluate. Using this preconditioner, the linear minimiza-
tion step in Split Bregman (SB) was solved almost five times faster than without the
preconditioner, which resulted in an overall acceleration of the reconstruction frame-
work of approximately 2.5 times. The preconditioner has shown to work for different
sampling schemes, undersampling factors and coil configurations.
In Chapter 3, MRF was applied to ocular imaging at 7T. This application required
a fast quantitative technique due to the large amount of eye motion. Data were ac-
quired using a Cartesian sampling scheme, required for robustness to off-resonance
effects, and reconstructed using CS and MC. MC reconstructions resulted in much
higher quality compared to CS, and parameter maps for MC were comparable to that
of the fully sampled case. Low resolution MRF scans were realized in 1:16 minutes (for
full sampling 7:02 minutes), while high resolution scans lasted 1:57 minutes. The tech-
nique was tested in uveal melanoma patients and the results showed differentiability
between healthy and tumor tissue.
Another application that requires the use of a fast quantitative imaging technique
was presented in Chapter 4. Parameter quantification was performed at high temporal
resolution to assess muscle recovery of the human calf after exercise. This was achieved
using an efficient spiral sampling scheme, resulting in a scan time of 15 seconds. To
obtain relaxation time values without fat bias, an alternating TE pattern was used dur-
ing MRF acquisition, which allowed for water-fat separation of the MRF data, without
compromising the matching stability. Water-fat separation resulted in increased T1
values and decreased T2 values in muscle by 105 ms and 14 ms, respectively.
Chapter 5 focused on the variable flip angle sequence used in MRF acquisitions. A
novel approach to analyze and compare the encoding capability of different sequences
was introduced. First, the high dimensional MRF dictionary for a certain sequence was
transformed into a lower dimensional space using the non-linear data dimensionality
reduction technique HSNE. Second, low-dimensional representations of the dictionary
were visualized as color maps. Comparison of color maps provided information about
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the encoding capability of sequences, for example that it can be improved by the use
of an inversion pulse and by using more, or more varying, flip angles.
6.2. GENERAL DISCUSSION
The idea of undersampling k-space is attractive to the MR community because of the
reduced scanning times associated with it. The challenges are mostly found in recon-
structing or processing the undersampled data in a practicable amount of time, such
that the final result does not show remaining effects of undersampling.
With the advanced reconstruction techniques such as CS, the time that is gained by
undersampling k-space was replaced by a longer computation time for the reconstruc-
tion process. For most MR scans it is desirable to reconstruct the images directly on the
scanner, before or during data acquisition of the next scan, such that the scan protocol
can be adapted based on previously acquired images. This requirement limits the al-
lowed reconstruction times, which explains the large amount of research focusing on
accelerating existing reconstruction techniques [2–5]. Many different CS algorithms
for PI reconstructions have been proposed in these studies. The performance of each
algorithm depends on the type of regularization function/transform used, and the op-
timal transform is application dependent. Some algorithms are inherently faster, while
others are preferred for their smaller number of regularization parameters [2]. In short,
there is often not a direct answer to which CS algorithm is best for a general applica-
tion.
The alternating direction method of multipliers (ADMM) and SB are two examples
of existing CS algorithms [1, 2]. These algorithms contain a step in which a linear sys-
tem needs to be solved, which can be accelerated using preconditioning techniques.
The preconditioner described in Chapter 2 was in particular developed for these type
of algorithms. It has led to a flexible reconstruction framework, which is not only lim-
ited to Cartesian sampling, but can be extended to non-Cartesian trajectories as well.
Another useful approach for accelerating CS in PI reconstructions is by applying ex-
tra variable splitting [2, 6]. An advantage of accelerating CS by using preconditioning
techniques compared to extra variable splitting is the smaller number of regulariza-
tion parameters. These parameters need to be tuned well for each acquisition, and
this process can become more difficult for a growing number of parameters. Although
ADMM-type algorithms are popular in the reconstruction community, the use of inner
loops (in which the linear minimization step is solved) is in some cases seen as a dis-
advantage compared to single-loop algorithms [5].
If there is more correlation in the MR data besides sparsity of the (transformed) im-
ages, other reconstructions than CS can turn out to be more effective in recovering the
missing k-space data. In Chapter 3 we have shown that exploiting the low rank struc-
ture of MRF data in an MC reconstruction allows for higher undersampling factors than
CS, even when sparsity is enforced in both the spatial and the temporal dimensions.
The performance of CS, however, is dependent on the sparsifying transform used, and
other type of transformations, especially for the temporal dimension, may have re-
sulted in a smaller difference in performance between MC and CS. Other studies have
also combined sparsity and low rank constraints in the reconstruction, yielding better




rank reconstructions have led to locally low rank regularizers, which are expected to
describe the low rank structure more efficiently [8]. The computation times for MC
reconstructions can be relatively short, but the computation times for reconstructions
combining low rank and sparsity constraints are usually much longer, and in the order
of those for CS reconstructions [9]. The development of preconditioning techniques
for the combination of low rank and sparsity enforcing reconstructions is largely unad-
dressed.
Along with the development of model-based reconstruction schemes for MR data,
the use of machine learning for image reconstruction has emerged. Some of these ap-
proaches reconstruct the image directly from undersampled k-space [10]. Once an
appropriate model has been trained to perform the reconstruction process, the actual
computation times for reconstructing a new image can be extremely short. Besides
the short computation times, an advantage of fully learned reconstruction approaches
is the lack of regularization parameters, such that the final reconstruction does not
require any fine-tuning of those parameters. The large complexity of deep learning
models, however, is sometimes seen as a disadvantage, partly because the correspond-
ing artifacts are at this time less well understood than those for classical model-based
reconstructions. Currently, much effort is spent on investigating whether these trained
networks can actually replace existing model-based reconstruction techniques for clin-
ical applications. Other approaches incorporate more of the classical model-based re-
construction elements into the deep model. An examples of such a technique also
learns the optimal sparsifying transform and the associated regularization parameters
during training [11]. Similar techniques can be imagined for MC reconstructions.
MRF data is usually acquired in undersampled mode. Although some type of sampling
schemes require the use of iterative reconstruction algorithms to obtain accurate pa-
rameter quantification (see Chapter 3), there are also sampling schemes for which di-
rect matching of the undersampled data to the simulated dictionary already results in
accurate parameter maps (see Chapter 4). The task of obtaining quantitative measures
from the MRF data brings new challenges.
The value of MRF has been demonstrated in a variety of applications and anatomies,
and many of the published papers have shown a comparison with conventional quan-
titative techniques [12]. Although the measured relaxation time parameters are in the
same range for the different techniques, there is often a discrepancy observed between
those obtained with conventional and with MRF measurements, even when the results
are corrected for B+1 , B0 and slice profile effects [13]. The mismatch is usually not con-
sistent: MRF T2 values in white matter can be underestimated, while MRF T2 values
in gray matter can be overestimated compared to literature in the same scan [14]. Dif-
ferent imaging sequences are sensitive to different physiological effects, and therefore
it is not surprising that the corresponding measured relaxation time numbers are dif-
ferent. For validation of newly developed techniques, however, understanding these
differences would be helpful. When it comes to relaxation times for different chemical
shift values, such as for water and fat, spectroscopy measurements are considered the
gold standard. In Chapter 4 of this thesis we have taken a small step in the direction
of bringing MRF relaxation time values closer to the ones measured with spectroscopy,
by performing water-fat separation techniques in muscle MRF. With the proposed ap-
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proach, there is still a difference between MRF and spectroscopy relaxation time values
muscle, of which the source is currently unexplained.
The MRF dictionary simulation can incorporate many different processes and ef-
fects, as long as the process can be described mathematically. Examples of effects that
are often taken into account are those coming from system imperfections, such as in-
homogeneous transmit and main fields and imperfect slice profiles [13]. We expect to
find more accurate relaxation time values when all of these processes and effects are
taken into account in the simulation. In practice, it turns out that when the number of
free matching parameters grows, the accuracy of the parameter maps often decreases.
This is due to the fact that the combination of certain processes does not necessarily
have a unique effect on the signal evolution. For this reason, some MRF approaches
choose to limit the number of matching parameters, which can be achieved by us-
ing a modified MRF sequence that is insensitive to a certain parameter. For example,
RF spoiling can be used to eliminate the sensitivity to T2 [15]. Another approach to
maintain the matching stability, while incorporating multiple system parameters in
the simulation, is by taking external measurements of these parameters into account
in the matching process. Such an approach would lead to a slightly longer scan time.
In Chapter 4 external measurements were taken into account for B+1 and B0, which al-
lowed the quantification of T1,T2, M0, water fraction and fat fraction from a single scan.
Although there are ways to increase the matching stability, there is a limit to what
accuracy can be achieved. The MRF flip angle used in the acquisition plays an impor-
tant role in this [16]. If the MRF sequence or flip angle pattern is not sensitive to a
certain parameter, then this parameter can not be accurately decoded in the match-
ing process. Therefore, much effort is being spent on finding the optimal flip angle
pattern. Some studies have tried to tackle this problem by using a Monte Carlo type
approach, while others have formulated the problem as a constrained minimization
problem. Chapter 5 has addressed the same question, but using visualization tech-
niques for high dimensional data. The approach exploits the low-rank structure of the
dictionary via dimensionality reduction, which was also done in SVD-based dictionary
matching [17]. After quantification of these visual results, integration in a minimiza-
tion problem may eventually lead to a tool for optimizing sequences. Such a tool would
allow us to develop a sequence that is specifically tailored to a certain application or
anatomy. Consensus on which sequence to use will also make it easier to compare dif-
ferent MRF techniques, and help to advance reproducibility and repeatability studies.
In a clinical environment it is important that parameter maps can be obtained in
a practical amount of time. Recently, machine learning has been demonstrated as an
alternative for the dot product-based signal matching step [18]. The results obtained
with the trained neural networks yielded a large speed up in the matching process,
which is especially useful for very large dictionaries. The resulting parameter maps
were sometimes more accurate, especially for T2, which enabled the use of shorter flip
angle patterns for a given accuracy. Acceleration through machine learning can also be
achieved for generating the dictionary: recent studies have shown speed up factors up
to a 1000 [19]. These newly developed acceleration techniques may help to bring MRF






CS is currently a well-developed technique. Some type of algorithms have meanwhile
received approval from the US Food and Drug Administration (FDA) and have found
their way into clinical routines [21]. Later approaches, for example the ones combined
with deep learning models, still require further testing before integration in a clinical
workflow can be realized. With the emerging role of machine learning in MRI recon-
structions, the development of quality tests and the collaboration between researchers
and radiologists will become more and more important. Incorporation of physics into
the deep learning models, either via the input data or via mathematical formulations in
the minimization algorithm, will constrain the solution space, which will help to better
control and interpret any resulting image artifacts.
Although the enthusiasm for CS is mostly related to the shorter scanning times
when undersampling k-space, the optimization methods that have been developed
for CS can serve a wider purpose. Future developments could also address artifact cor-
rections, for example in case of gradient non-linearities and main field imperfections,
or image reconstructions for low SNR settings, such as in permanent magnet low field
MRI [22]. In some cases, the Fourier structure of the system matrix (describing the data
model) may be lost, which can lead to longer reconstruction times. Future research
should adapt existing reconstruction schemes to the different structures of the system
matrices.
While the use of CS in a clinical environment has been tested extensively, MRF is cur-
rently not widely adopted in standard clinical protocols. Although first steps have been
taken to address reproducibility and repeatability questions, further steps require more
extensive comparisons, including the examination of different MRF sequences and
flip angle patterns. Furthermore, there should be a better understanding of the dif-
ferences between relaxation times measured with MRF and conventional quantitative
measures. As a first step, the sensitivity of MRF to flow an other physiological pro-
cesses, such as perfusion and diffusion, should be compared with that of conventional
techniques. These experiments should result in guidelines for how much deviation
from nominal values can be expected due to these patient-specific processes, such that
interpreting variability in relaxation times between patients will become easier.
Many developments in MRF were performed at 1.5T or 3T, while only some tech-
niques have been applied at 7T [23–26]. The effect of inhomogeneous transmit and
main magnetic fields is much stronger at high field, which is why techniques often
cannot be transferred directly from 1.5T or 3T to 7T. Especially fast approaches, involv-
ing spiral acquisitions with long spiral sampling durations, or applications with a large
amount of fat, can be challenging. Applications in which large areas of low transmit
efficiency are observed may also require modified flip angle patterns. Future research
should explore the usability of existing MRF techniques at high field, and adapt or ex-
tend the approaches where necessary.
Finally, reconstruction of undersampled MRF data can take much longer than for
a typically undersampled clinical scan. This is due to the large amount of images ac-
quired in MRF, and especially the case when CS or MC reconstructions are combined
with motion correction, parallel imaging, and non-uniform FFT (NUFFT) reconstruc-
tions. Some approaches even reported reconstruction times up to 20 hours [12]. To
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support integration of MRF in a clinical workflow, image reconstruction and parame-
ter matching times should be reduced to practicable durations (∼1 minute). This will
likely involve the help of good hardware, machine learning and clever formulations of
minimization cost functions.
To conclude, the chapters in this thesis have shown that the MR data is rich in structure
and information. Insight about the specific structure can improve the performance of
model-based reconstruction techniques, and mathematically understanding physical
and physiological processes can help to distill more information from a single scan.
Future research will teach us how to optimally exploit all this structure and informa-
tion, such that the efficiency of MR will grow, and can open up new opportunities for





[1] T. Goldstein and S. Osher, The split Bregman method for L1-regularized problems,
SIAM Journal on Imaging Sciences 2, 323–343 (2009).
[2] S. Ramani and J. A. Fessler, Parallel MR image reconstruction using augmented
Lagrangian methods, IEEE Transactions on Medical Imaging 30, 694–706 (2010).
[3] R. Li, Y. Li, R. Fang, S. Zhang, H. Pan, and J. Huang, Fast preconditioning for accel-
erated multi-contrast MRI reconstruction, in International Conference on Medical
Image Computing and Computer-Assisted Intervention (2015) p. 700–707.
[4] Z. Xu, Y. Li, L. Axel, and J. Huang, Efficient preconditioning in joint total variation
regularized parallel MRI reconstruction, in International Conference on Medical
Image Computing and Computer-Assisted Intervention (2015) p. 563–570.
[5] F. Ong, M. Uecker, and M. Lustig, k-space diagonal preconditioner: speeding up
iterative reconstruction for variable density sampled acquisitions without compro-
mises, in Proceedings of the 26th Annual Meeting of ISMRM (2018) p. 0934.
[6] D. S. Weller, S. Ramani, and J. A. Fessler, Augmented lagrangian with variable
splitting for faster non-Cartesian l1-SPIRiT MR image reconstruction, IEEE Trans-
actions on Medical Imaging 33, 351–361 (2013).
[7] B. Zhao, W. Lu, T. K. Hitchens, F. Lam, C. Ho, and Z.-P. Liang, Accelerated MR pa-
rameter mapping with low-rank and sparsity constraints, Magnetic Resonance in
Medicine 74, 489–498 (2015).
[8] T. Zhang, J. M. Pauly, and I. R. Levesque, Accelerating parameter mapping with a
locally low rank constraint, Magnetic Resonance in Medicine 73, 655–661 (2015).
[9] G. Lima da Cruz, A. Bustin, O. Jaubert, T. Schneider, R. M. Botnar, and C. Prieto,
Sparsity and locally low rank regularization for MR fingerprinting, Magnetic Res-
onance in Medicine 81, 3530–3543 (2019).
[10] B. Zhu, J. Z. Liu, S. F. Cauley, B. R. Rosen, and M. S. Rosen, Image reconstruction by
domain-transform manifold learning, Nature 555, 487–492 (2018).
[11] K. Hammernik, T. Klatzer, E. Kobler, et al., Learning a variational network for
reconstruction of accelerated MRI data, Magnetic Resonance in Medicine 79,
3055–3071 (2018).
[12] M. E. Poorman, M. N. Martin, D. Ma, et al., Magnetic resonance fingerprinting part
1: Potential uses, current challenges, and recommendations, Journal of Magnetic
Resonance Imaging , doi/10.1002/jmri.26836 (2019).
[13] D. Ma, S. Coppo, Y. Chen, et al., Slice profile and B1 corrections in 2D magnetic
resonance fingerprinting, Magnetic Resonance in Medicine 78, 1781–1789 (2017).
[14] Y. Jiang, D. Ma, N. Seiberlich, V. Gulani, and M. A. Griswold, MR fingerprinting us-
ing fast imaging with steady state precession (FISP) with spiral readout, Magnetic




[15] M. Cencini, L. Biagi, J. D. Kaggie, R. F. Schulte, M. Tosetti, and G. Buonincontri,
Magnetic resonance fingerprinting with dictionary-based fat and water separation
(DBFW MRF): A multi-component approach, Magnetic Resonance in Medicine 81,
3032–3045 (2019).
[16] K. Sommer, T. Amthor, M. Doneva, P. Koken, J. Meineke, and P. Börnert, Towards
predicting the encoding capability of MR fingerprinting sequences, Magnetic Reso-
nance Imaging 41, 7–14 (2017).
[17] D. F. McGivney, E. Pierre, D. Ma, et al., SVD compression for magnetic resonance
fingerprinting in the time domain, IEEE Transactions on Medical Imaging 33,
2311–2322 (2014).
[18] J. I. Hamilton and N. Seiberlich, Machine learning for rapid magnetic reso-
nance fingerprinting tissue property quantification, Proceedings of the IEEE , 1–17
(2019).
[19] M. Yang, Y. Jiang, D. Ma, B. B. Mehta, and M. A. Griswold, Game of learning
bloch equation simulations for MR fingerprinting, in Proceedings of the 26th An-
nual Meeting of ISMRM (2018) p. 0673.
[20] O. Jaspan, R. Fleysher, and M. Lipton, Compressed sensing MRI: a review of the
clinical literature, The British Journal of Radiology 88, 20150487 (2015).
[21] J. A. Fessler, Optimization methods for MR image reconstruction, arXiv preprint
arXiv , 1903.03510 (2019).
[22] T. O’Reilly, W. Teeuwisse, and A. Webb, Three-dimensional MRI in a homogenous
27 cm diameter bore halbach array magnet, Journal of Magnetic Resonance 307,
106578 (2019).
[23] M. A. Cloos, F. Knoll, T. Zhao, et al., Multiparametric imaging with heterogeneous
radiofrequency fields, Nature Communications 7, 12445 (2016).
[24] K. Koolstra, J.-W. M. Beenakker, P. Koken, A. Webb, and P. Börnert, Cartesian MR
fingerprinting in the eye at 7T using compressed sensing and matrix completion-
based reconstructions, Magnetic Resonance in Medicine 81, 2551–2565 (2019).
[25] G. Buonincontri and S. J. Sawiak, MR fingerprinting with simultaneous B1 estima-
tion, Magnetic Resonance in Medicine 76, 1127–1135 (2016).
[26] G. Buonincontri, R. F. Schulte, M. Cosottini, and M. Tosetti, Spiral mr fingerprint-





Het doel van dit proefschrift was om snelle reconstructie en acquisitie technieken voor
MRI te ontwikkelen, ter ondersteuning van klinische toepassingen waarbij tijd een li-
miterende factor is. Over het algemeen kwamen snelle acquisities tot stand door de
k-ruimte maar gedeeltelijk te vullen, terwijl snelle reconstructies bewerkstelligd wer-
den door het gebruik van efficiënte numerieke algoritmes. De gedeeltelijk gevulde k-
ruimtes werden in het bijzonder verwerkt in een compressed sensing (CS) en een mag-
netic resonance fingerprinting (MRF) context. Preconditionering werd gebruikt om CS
reconstructies te versnellen en een aantal van de moeilijkheden die in MRF voorkomen
werden ondervangen door het gebruik van geschikte nabewerkingstechnieken.
Hoofdstuk 1 geeft een algemene introductie van CS, matrix completion (MC) en MRF,
samen met een beschrijving van de moeilijkheden die bij de uitvoering van deze tech-
nieken komen kijken.
Hoofdstuk 2 beschrijft hoe CS reconstructies in het geval van acquisities met meer-
dere ontvangstspoelen (PI) versneld kunnen worden met behulp van preconditione-
ring. Dit is een uitdaging, omdat het meenemen van de ruimtelijke sensitiviteit van de
verschillende spoelelementen in het datamodel ten koste gaat van de circulante struc-
tuur van de systeemmatrix, welke anders gebruikt zou kunnen worden bij het bouwen
van een eenvoudig te inverteren preconditioneringsmatrix, of zelfs bij het inverteren
van het gehele systeem. Hoewel de systeemmatrix de circulante structuur niet meer
bezit, werd deze toch opgelegd in het uiteindelijke ontwerp van de preconditionerings-
matrix, zodat hij zowel makkelijk te bouwen is als snel om te evalueren. Met behulp van
deze preconditioneringsmatrix kon het lineaire stelsel in Split Bregman (SB) bijna vijf
keer sneller opgelost worden dan zonder preconditioneringsmatrix, wat resulteerde in
een totale versnelling van het reconstructie algoritme van ongeveer 2.5 keer. Er werd
aangetoond dat de preconditioneringsmatrix te gebruiken is bij verschillende manie-
ren van het bemonsteren van de k-ruimte, bij verschillende aantallen datapunten in
de k-ruimte matrix, en bij verschillende spoelconfiguraties.
Hoofdstuk 3 beschrijft hoe MRF kan worden toegepast in het oog op 7T. Voor deze
toepassing was een snelle kwantitatieve beeldvormingstechniek nodig in verband met
de grote hoeveelheid beweging van het oog. Vanwege de hoge inhomogeniteit van het
statische magneetveld en de aanwezigheid van vet rondom het oog werd de data be-
monsterd op een Cartesisch grid. De gedeeltelijk gevulde k-ruimte matrices werden
vervolgens in beelden omgezet met behulp van CS en MC. MC reconstructies resul-
teerden in een veel hogere kwaliteit beelden vergeleken met CS, en de kwaliteit van de
parametermappen voor MC was vergelijkbaar met die van de volledig geacquireerde
data. Lage resolutie MRF scans konden hierdoor gerealiseerd worden in 1:16 minuten
(volledige acquisitie 7:02 minuten), terwijl hoge resolutie scans in 1:57 minuten vol-
bracht konden worden. De techniek werd getest in patiënten met een uveamelanoom,
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en de resultaten lieten zien dat er op basis van de relaxatietijden onderscheid gemaakt
kan worden tussen gezond weefsel en tumor weefsel.
Een andere toepassing waarvoor snelle kwantitatieve beeldvormingstechnieken no-
dig zijn, wordt beschreven in Hoofdstuk 4. Parameterkwantificatie werd uitgevoerd
met een hoge temporele resolutie, zodat het herstel van de menselijke kuitspier te me-
ten was na een inspanningsoefening. Dit was mogelijk door een efficiënt bemonste-
ringspatroon van de k-ruimte in de vorm van een spiraal te gebruiken, wat resulteerde
in een scantijd van 15 seconden. Om relaxatietijden onafhankelijk van vet te meten
werd er een alternerend echotijd (TE) patroon gebruikt tijdens de MRF acquisitie, wat
water-vet scheiding mogelijk maakte zonder de stabiliteit van de parameterkwantifi-
catie nadelig te beïnvloeden. Water-vet scheiding resulteerde in verhoogde T1 en ver-
laagde T2 waarden in de kuitspier, respectievelijk met 105 ms en 14 ms.
Hoofdstuk 5 gaat over het variabele fliphoek patroon dat gebruikt wordt in MRF
acquisities. Er werd een nieuwe manier geïntroduceerd om de mate van codering van
verschillende MRF sequenties te analyseren en met elkaar te vergelijken. Allereerst
werd de hoog-dimensionale opzoektabel (dictionary) voor een bepaalde MRF sequen-
tie getransformeerd in een lager-dimensionale ruimte, met behulp van de niet-lineaire
dimensionaliteitsreductietechniek HSNE. Daarna werden de laag-dimensionale repre-
sentaties van de opzoektabellen gevisualiseerd als kleurmappen. Het vergelijken van
deze kleurmappen gaf inzicht in de mate van codering van sequenties. Zo werd bij-
voorbeeld bevestigd dat het gebruik van een inversiepuls en het gebruik van meer flip-
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