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ABSTRACT 
Finite Element Methods for Viscoelastic Fluid Flow 
Simulations: Formulations and Applications 
by 
Oscar M. Coronado 
Complex fluid flow simulations are important in several industrial and biological 
applications, e.g., polymer processing, ink-jet printing, and human as well as artificial 
organs, and they pose several numerical challenges. These flows are governed by the 
conservation of mass, momentum, and conformation equations. In this thesis, two 
different new formulations to simulate these flows are presented and validated with 
benchmark problems. 
This thesis introduces the four-field Galerkin/Least-Squares (GLS4) stabilized fi-
nite element method, which is suited for large-scale computations, because it yields 
linear systems that can be solved easily with iterative solvers, and use equal-order in-
terpolation functions that increase implementation efficiency on distributed-memory 
clusters. The governing equations are converted into a set of first-order partial dif-
ferential equations by introducing the velocity gradient as an additional unknown. 
Thereby four unknown fieids—pressure, velocity, conformation, and velocity gradient— 
are computed using linear interpolation functions. The mesh-convergence of GLS4 is 
comparable to the state-of-the-art DEVSS-TG/SUPG method and yields accurate 
iii 
results at lower computational cost. 
The log-conformation formulation, which alleviates the long-standing high Weis-
senberg number problem associated with the viscoelastic fluid flows, replaces the 
conformation tensor unknown by its logarithm (Fattal and Kupferman 2004). This 
guarantees the positive-definiteness of the tensor, and helps in capturing sharp elas-
tic stress boundary layers. Previous implementations are based on loosely coupled 
solution procedures; here a simpler yet very effective approach to implement the 
log-conformation formulation in a fully-coupled DEVSS-type code is presented. 
As an application example, the dynamics of a liquid drop, immersed in a liquid 
medium under shear flow, is studied. The interface is tracked while preserving the 
volume of the drop by using the isochoric domain deformation method, where the 
mesh is treated as an incompressible elastic pseudo-solid (Xie et al. 2007). All 
governing equations are solved in a coupled fashion using the DEVSS-TG/SUPG 
finite element method. The critical conditions after which the drop will continue 
to deform until breakup and the influence of inertia and viscoelasticity on the drop 
deformation and on the critical conditions are predicted first using a 2-D formulation, 
which is then extended to 3-D. 
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C hap ter 1 
Introduction 
1.1 Overview 
In the past two decades, extensive research has been devoted to the study of com-
plex flow simulations of complex fluids. Complex fluids, e.g., polymer solutions and 
blood, have inherent microstructures and complex flow simulations involve moving 
and deforming domains. These types of flows can be found in several industrial ap-
plications, e.g., coating of polymer solutions, ink-jet printing, blood flow, polymer 
processing, deformation of droplets and cells, eta; a complete understanding of their 
governing physics is crucial for process optimization. 
Computational fluid dynamics (CFD), a computational technology area, has ben-
efited from the development of robust numerical methods and the exponential growth 
in computational power. The fundamental basis of any CFD problem are the Navier-
Stokes equations. Nowadays, CFD has become a viable alternative to experimental 
studies of many complex fluid flows. Numerical simulations are not only cost-effective, 
but also allow the study of problems where experiments are unfeasible and theoretical 
predictions are very difficult or nearly impossible to obtain. 
CFD has been extensively used to compute the flow of fluids represented by the 
Newtonian as well as the generalized Newtonian models, where the later is a simple 
variant of the Newtonian model where the fluid viscosity is no longer constant, e.g., 
power-law, Bingham, Carreau-Yasuda, etc. However, several complex fluids found in 
industrial applications display normal stresses in shear, shear-thinning, extensional-
thickening or time-dependent stress, which increases greatly the difficulty to solve for 
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the flow. These fluids are known as viscoelastic fluids, e.g., blood, polymer melts and 
solutions, colloidal suspensions, liquid crystals, etc. 
In viscoelastic fluid flow simulations, the constitutive equation, that relates the 
polymer contribution of the stress tensor (or conformation tensor, Pasquali and 
Scriven [1]) to the rate of strain tensor, needs to be solved together with the con-
servation equations. This constitutive equation can be given by a hyperbolic par-
tial differential equation, as in the cases for the upper convected Maxwell (UCM), 
Giesekus, Oldroyd-B, Larson, Phan-Thien-Tanner (PTT), and finitely extensible non-
linear elastic-Peterlin (FENE-P)/Chilcott-Rallison (FENE-CR) models. The model-
ing of viscoelastic fluids and the physical interpretation of the conformation tensor is 
discussed in more detail in Chapter 2. 
1.2 Finite element method (FEM) 
Numerical simulations of fluid flows require the solution of a system of partial 
differential equations. Several numerical methods are widely used, e.g., finite volume 
method, FEM, finite difference method, spectral method, etc; each of them has its 
own advantages and disadvantages depending on the problem to be solved. The 
FEM—a weighted residual method—differs from the spectral method in the way how 
the basis functions are defined. The basis functions are defined globally in the spectral 
method, whereas they are only locally non-zero in the FEM. The resulting matrix of 
coefficients for the spectral method is full (but structured), but sparse for the FEM. 
The FEM is used to approximate the solution of partial differential equations 
(PDE) where the exact or analytical solution is difficult or almost impossible to 
obtain. In FEM, the approximate solution is written as a linear combination of basis 
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functions and the PDE is recast into its so-called weak form by weighting the PDE 
with appropriate weighting functions. One important feature of FEM is that the 
basis and weighting functions are different from zero only in a small portion of the 
domain. FEM, unlike finite difference method, can be used to solve problems of great 
complexity and unusual geometry. 
Based on the choice of weighting functions, the FEM can be classified into Galerkin 
and Petrov-Galerkin methods. In the Galerkin method, the weighting functions 
are defined to be the same as the basis functions, whereas they can be different 
in the Petrov-Galerkin method. The Galerkin method is the most-used discretization 
scheme. 
The Galerkin method works well for diffusion-dominated problems, but it has 
poor performance in advection-dominated problems, where it can produce spurious 
oscillations in the variable fieids. In order to improve the stability and the range 
of convergence of the Galerkin method, additional terms are added to the original 
formulations that are mesh-dependent, consistent and numerically stabilizing. These 
modified methods are called stabilized finite element methods, and their use has 
been gaining importance in the last years. The most important contribution to the 
development of stabilized methods was made by Brooks and Hughes [2] with their 
well-known streamline upwind/Petrov-Galerkin (SUPG) method. 
The momentum and continuity equations in the Stokes limit form an elliptic saddle 
point problem for velocity and pressure, whereas the constitutive equation is hyper-
bolic [3]. When solving these equations in a coupled manner, the Galerkin approach 
presents several difficulties, e.g., loss of the elliptic character of the momentum and 
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continuity equations, inappropriate handling of the hyperbolic constitutive equation, 
compatibility of the order of the polynomial interpolation functions for flow variables, 
etc. Several numerical methods have been developed in order to overcome these dif-
ficulties and they are reviewed in the next chapter. 
For an Oldroyd-B fluid (or any other constitutive model based on the conformation 
tensor M), the constitutive relationship resembles an advection-reaction equation, 
and depending on the relaxation time of the fluid, this equation can become reaction-
or advection-dominated. The elasticity of the fluid is given by the Weissenberg num-
ber Wi = Å7C, where Å is the relaxation time and % is the characteristic shear rate. 
Wi = 0 implies that the fluid is Newtonian, and as Wi increases the elastic contribu-
tion becomes more important. The Galerkin method fails at very low Wi, where the 
onset of numerical instabilities is observed. These instabilities can be caused by the 
improper coupling between the constitutive equation with the momentum and conti-
nuity equations, presence of geometric and flow singularities, inappropriate boundary 
conditions, etc. [4]. 
1.3 The Ladyzhenskaya-Brezzi-Babuska (LBB) condition 
An important aspect to be considered is the compatibility of interpolation spaces. 
In the cases of incompressible flows of Newtonian fluids, the velocity and pressure 
interpolation functions must satisfy the so called LBB condition for stability. The 
choice of interpolation functions used for the pressure variable in a mixed finite ele-
ment model is constrained by the special role that the pressure plays in incompressible 
flows. To prevent a possibility of spurious (zero-energy) pressure oscillations, the in-
terpolation order of the pressure should be tipically one order lower than the one used 
for the velocity field. 
Convergent finite element approximations of problems with constrains are gov-
erned by the ellipticity requirement and the LBB condition [5, 6]. The mixed finite 
element used for viscous incompressible fluids must satisfy the LBB condition in order 
to yield convergent solution. However, stabilized formulations are not required to sat-
isfy this condition, thus allowing different combinations of polynomial interpolation 
orders (e.g., equal-order). 
Some of the possible combinations of basis functions for the velocity and pressure 
fieids that satisfy the LBB condition, used in this thesis, are shown in Figure 1.1. In 
all the cases, biquadratic continuous basis functions are used for the velocity (o), and 
bilinear continuous basis functions for the pressure (x). 
3D 
Figure 1.1 Stable combinations of basis functions for the velocity and pressure fieids 
in 2-D and 3-D. Biquadratic continuous basis functions for the velocity (o), and bilinear 
continuous basis functions for the pressure (x). 
6 
For viscoelastic fluid flow simulations, the compatibility of the polynomial in-
terpolation order of the velocity, pressure, strain rate and stress fieids needs to be 
considered. The most common scheme is to use an interpolation order for stress and 
strain rate one order lower than the velocity [7]; however, there are other successful 
combinations such as the 4x4 element presented by Marchal and Crochet [8]. 
In recent works, h-p adaptive approximation has been used to improve the con-
vergence and accuracy of FEM (Bose and Carey [9], King et al. [4], Warichet and 
Legat [10], etc). The /i-adaptivity implies mesh refinement by concentrating the 
elements in piaces where geometry or flow singularities are present, whereas the p-
adaptivity refers to an increase in the order of polynomial approximations. Both h-
and p-adaptivity increase the computational cost. 
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1.4 Thesis description 
This thesis is organized as follows: 
The theoretical model for microstructured fluids adopted in this thesis is pre-
sented in Chapter 2. The coarse-grained approach, where only local average values 
of the field variables are considered, is chosen because of computational economy 
with respect to the fine-grained approach, where the microstructure is represented by 
micromechanical elements obeying stochastic differential equations. 
In Chapter 3, the relevant numerical methods for viscoelastic flow simulations are 
reviewed. 
A new Galerkin/least-squares (GLS) stabilized finite element method for com-
puting viscoelastic flows of complex fluids, described by the conformation tensor, is 
presented in Chapter 4. It extends the well-established GLS method for computing 
flows of incompressible Newtonian fluids. GLS methods are attractive for large-scale 
computations because they yield linear systems that can be solved easily with itera-
tive solvers (e.g., the generalized minimum residual method) and because they allow 
simple combinations of interpolation functions that can be conveniently and efficiently 
implemented on modern distributed-memory cache-based clusters. 
Like other state-of-the-art methods for computing viscoelastic flows (e.g., DEVSS-
TG/SUPG), the new GLS method (named GLS4) introduces a separate variable to 
represent the velocity gradient; with the aid of this variable, the conservation equa-
tions of mass, momentum, conformation, and the definition of velocity gradient are 
converted into a set of first-order partial differential equations in four unknown fieids— 
pressure, velocity, conformation, and velocity gradient. The unknown fieids are rep-
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resented by low-order (continuous piecewise linear or bilinear) finite element basis 
functions. 
The method is applied to the Oldroyd-B constitutive equation and is tested in 
two benchmark problems—flow in a pianar channel and flow past a cylinder in a 
channel. Results show that (1) the mesh-convergence rate of GLS is comparable to 
the DEVSS-TG/SUPG method; (2) the LS stabilization permits using equal-order 
basis functions for all fieids; (3) GLS handles effectively the advective terms in the 
evolution equation of the conformation tensor; and (4) GLS yields accurate results at 
lower computational costs than DEVSS-type methods. 
Part of the Chapter 4 has been published in Coronado et al., J. Non-Newtonian 
Fluid Mech., 140 (2006) 132-144. 
The log-conformation formulation has alleviated the long-standing high Wi prob-
lem associated with viscoelastic fluid flows, Fattal and Kupferman [11]. This formu-
lation ensures that solutions of viscoelastic flow problems are physically admissible, 
and it is able to capture sharp elastic stress layers. However, the implementations 
presented in literature thus far require changing the evolution equation for the con-
formation tensor into an equation for its logarithm, and are based on loosely coupled 
(partitioned) solution procedures, Hulsen et al. [12]. 
A simple alternate form of the log-conformation formulation is presented in Chap-
ter 5, and an implementation is demonstrated in the context of DEVSS-TG/SUPG 
finite element method. Besides its straightforward implementation, the new log-
conformation formulation can be used to solve all the governing equations (conti-
nuity, conservation of momentum and constitutive equation) in a strongly coupled 
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way by Newton's method. The method can be applied to any conformation tensor 
model. The flows of Oldroyd-B and Larson-type fluids are tested in the benchmark 
problem of a flow past a cylinder in a channel. The accuracy of the method is as-
sessed by comparing solutions with published numerical results. The benefits of this 
new implementation of the log-conformation formulation and the pending issues are 
discussed. 
Part of the Chapter 5 has been published in Coronado et al., J. Non-Newtonian 
Fluid Mech., 147 (2007) 189-199. 
The methodology to solve multiphase flows, in which the location of the interface 
is part of the solution, is presented in Chapter 6. In order to obtain the correct loca-
tion of the interface while preserving the volume, the isochoric domain deformation 
method is used, where the mesh is treated as an incompressible elastic pseudo-solid, 
Xie et al. [13]. All governing equations—the domain volume conservation, domain 
mapping, mass and momentum conservation, and constitutive equations—are solved 
in a coupled fashion using the DEVSS-TG/SUPG finite element method. The tran-
sient flow is solved by using a fully implicit second-order predictor-corrector time 
integration scheme. 
In this Chapter, the steady and transient 2-D drop deformation under a shear flow 
is considered, where both drop and medium can be either Newtonian or viscoelastic. 
The drop deformation and the critical conditions, after which the drop will continue 
to deform until breakup, are obtained for different flow conditions. The influence of 
inertia and viscoelasticity on the drop deformation and the critical conditions are also 
studied. 
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Finally, the extension of the isochoric domain deformation formulation from 2-D 
to 3-D dimensions is presented. As it will be shown in Chapter 6, a complete 3-D for-
mulation is required in order to accurately predict the drop deformation at moderate 
and high Ca. In Chapter 7, the deformation of a 3-D Newtonian drop, immersed in a 
Newtonian matrix undergoing shear flow, is studied under different flow conditions. 
The current progress, the numerical difficulties related to its implementation, and the 
pending issues are discussed in detail. 
C hapter 2 
Modeling of microstructured fluids 
2.1 Introduction 
Several fluids presented in many industrial applications, e.g., polymer solutions 
and melts, liquid crystals, and colloidal suspensions, are microstructured, and are 
characterized by their principal features—the length and the stiffness of the polymer 
chains—see e.g., Pasquali [14]. In these fluids, the stress and rate of strain do not 
follow a linear relationship as in the case of Newtonian fluids, and the shear viscosity 
can fall or rise with shear rate, depending on the microstructure of the fluid. 
Microstructured materials also behave differently in shear (e.g., shear-thinning 
viscosity) and extensional (e.g., extensional thickening viscosity) flows, both present 
in most of the processing flows. The length, stiffness and branchiness of polymer 
molecules strongly affect the shear and extensional flows [14]. There are two different 
approaches to model this kind of fluids, and they are briefly discussed in the following 
Section. 
2.2 Theories to model microstructured fluids 
There are two principal theories used to model microstructured fluids, selected 
depending on the level of detail used to account for the material's microstructure: 
the coarse-grained (mesoscopic) and fine-grained (microscopic) theories [15]. The 
principal advantage of the coarse-grained theory over the fine-grained theory is com-
putational economy. Fine-grained models incorporate a richer degree of molecular 
details, but they are still limited to fairly simple flows because of computational cost 
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[16, 17, 18]. 
The coarse-grained approach considers only local average values of the field vari-
ables, like the average stretch and orientation of the end-to-end connectors of polymer 
molecules (r in Figure 2.1) in a dilute polymer solution. On the other hånd, the fine-
grained approach [19, 20] (e.g., bead-spring or bead-rod model of polymer solutions) 
represents the microstructural features of a material by means of a large number of 
micromechanical contrivances obeying stochastic differential equations. 
Figure 2.1 Two sample configurations of the end-to-end connector of a polymer 
molecule. r is the end-to-end connector of polymer molecules. 
Throughout this entire thesis, only the coarse-grained approach based on the 
conformation tensor (Grmela and Carreau [21], Beris and Edwards [22], Jongschhp 
et al. [23], Pasquali [15]) is considered. 
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2.2.1 The conformation tensor 
The conformation tensor M—a symmetric and positive-definite dyadic that ac-
counts for the stretch and orientation of the molecules—is defined as 
M(x,£) = f d r * ( r , x , i ) r r , (2.1) 
JreVi3 
where x is the position in space, t is the time, and \I/(r, x, t) is the distribution function 
of segments per unit mass of material whose end-to-end distance is between r and 
r+dr and whose center of mass is between x and x + dx at time t. For dilute solution, 
r is the coil's end-to-end distance. The use of the conformation tensor reduces the 
number of degrees of freedom from infinity to six independent scalar components. 
The normalized eigenvectors nij of M represent the three mutually orthogonal 
directions along which molecules are oriented, stretched, or contracted, whereas the 
eigenvalues m* of M represent the square of the principal stretches of the polymer 
molecules. The conformation tensor must be positive-definite at any time, because 
its eigenvalues and eigenvectors represent the local straining and orientations of the 
microconstituents. 
The different configuration of the polymer molecules, according to the eigenvalues 
of the tensor M, are shown in Figure 2.2. The molecules are in equilibrium if all 
the eigenvalues are equal to one. If an eigenvalue rrii is smaller than one, it indicates 
that the molecules oriented along the eigenvector nij are fewer or shorter than at 
equilibrium. However, if an eigenvalue m; is larger than one, it indicates that more 
molecules are oriented along the eigenvector rrij than at equilibrium. By convention, 
the eigenvalues and eigenvectors are numbered in increasing order, mi < m2 < m3. 
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UNDISTORTED COILS: 
ISOTROPIC 
CONFORMATION 
DISTORTED COILS 
CONFORMATION 
DURING FLOW 
v:> 
Figure 2.2 Interpretation of the molecules stretch and orientations by considering the 
values of the eigenvalues and eigenvectors of M, reprinted from Pasquali [2]. 
The molecular extension and shear rate can also be determined by considering the 
directions of the eigenvectors of D (di, d2, and d3) and M , where D = - ( V v + V v T ) 
is the rate of strain tensor, and v is the fluid velocity. As shown in Figure 2.3, 
molecular extension is defined when their principal directions coincide, and molecular 
shear otherwise. 
DIRECTIONS OF STRÅINING d , 
STRÅINING ALONG 
PRINCIPAL DIRECTIONS 
OF CONFORMATION 
SHEAR 
STRÅINING OBLIQUETO 
PRINCIPAL DIRECTIONS 
OF CONFORMATION 
Figure 2.3 Interpretation of molecular extension and share rates by considering the 
eigenvectors of D and M, reprinted from Pasquali [2]. 
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2.2.2 Balance equat ion of conformation 
For dilute and semidilute, but not entangled polymer solution, microstructure 
features can be represented only by the conformation tensor, and their transport 
equation is given by: 
S M „ , , D i M , , 
+ V . V M = 2 f — M 
» .. ' 
molecular stretching 
+ C(M D + D M - 2 ^ — - M ) v
 I : M ' 
v
 V ' 
molecular orientation 
+ M • W + W r • M 
v
 v ' 
solid-body rotation 
- ^ - tøo I + SiM + ^ M 2 ) , (2.2) 
<2 „ ' 
molecular relaxation 
1 
where W = - ( V v — V v r ) is the vorticity dyadic, £(M) is the polymer compliance 
to stretching along their back bones, C(M) is the polymer compliance to relative 
rotations of the segments with respect to neighbors, g0(M.), <7i(M) and ^ ( M ) are 
the relaxation functions, I is the identity tensor, and Å is the characteristic relaxation 
time. 
The elastic stress tensor is defined as: 
n , M , , da 
a = 2p£ — — - M 
I : M ' dM 
v ' 
stress by molecular stretching 
„ V M , , d a , , d a , 
stress by molecular orientation 
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where p is the fluid density, a(T, M ) is the Helmholtz free energy, and T is the absolute 
temperature. 
Different constitutive models are given by the proper selection of the constitutive 
functions £, £, go, 9i, <?2, and a (a detailed description can be found in Ref. [15]). The 
constitutive functions for the models used in this thesis are given in Table 2.1. 
Table 2.1 Constitutive functions for the Oldroyd-B, Larson-1 (Eq. (54b) of Ref. [54]), 
and Larson-2 (Eq. (54a) of Ref. [54]) models. £ and £ are constants, IM = tr(M) is the first 
invariant of the tensor M, tr denotes trace, and G is the elastic modulus. 
Constitutive functions 
£(M) 
C(M) 
9o(M) 
gi(M) 
g2(M) 
| « ( M ) 
Constitutive models 
Oldroyd-B 
1 
1 
- 1 
1 
0 
IM — 3 
Larson-1 
1 
1 
- 1 - C ( / M - 3 ) 
1+ C(IM - 3) 
0 
r'ina+cuM-3)) 
Larson-2 
i 
- i 
i 
0 
(IM ~ 3)/e 
Chapte r 3 
Review of finite element me thods for solving 
viscoelastic fluid flows 
3.1 Governing equat ion of viscoelastic fluids 
Consider an inertialess, incompressible flow of a viscoelastic fluid in absence of 
body forces. The flow is governed by the conservation of momentum and mass equa-
tions 
V - ( - p I + C) = 0, (3.1) 
V - v = 0, (3.2) 
where p is the pressure, I is the identity tensor, £ is the extra stress tensor, and v 
is the fluid velocity. The system of governing equation reaches a closed form when a 
suitable constitutive model is used to relate £ and the rate of strain tensor D = (Vv+ 
Vv T ) /2 , where the superscript T indicates transpose. The constitutive equation for 
an Oldroyd-B fluid is given by the equation 
a + \a = 2r]pD, (3.3) 
v 
where A is the relaxation time, rjp is the polymer viscosity, and ( ) denotes the upper-
convected derivative 
( V v . V ( ) - V / . ( ) - ( ) . V v . (3.4) 
The stress tensor £ can be split into its solvent r = 2?7SD and polymer er contri-
butions 
C = T + <T, (3.5) 
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where rjs is the solvent viscosity. The zero shear rate viscosity is defined as the sum 
of the solvent and polymer contributions to the viscosity r\ = rjs + rjp. 
Before discussing and comparing the most relevant numerical methods for vis-
coelastic flow simulations, the following nomenclature is adopted in order to write 
the weak formulation of the Galerkin method. 
(f;g) = ffgdn, (3.6) 
*J il 
(f;g) = Jf-gdn, (3.7) 
/ F ; G \ = / F i G d Q , (3.8) 
•J il 
where / and g are scalars, f and g are vectors, and F and G are tensors. 
The basis functions for the velocity, pressure, rate of strain (or velocity gradient) 
and stress fieids are defined as w, q, E, and R, respectively. Some changes in the 
nomenclature from the original publications are made in order to keep the comparison 
consistent. 
3.1.1 Streamline upwind (SU) and streamline upwind/Petrov-Galerkin 
(SUPG) formulations 
Based on the SUPG method developed by Brooks and Hughes [2] to solve the flow 
of Newtonian fluids, Marchal and Crochet [8] applied the SU method to discretize 
the constitutive equation. As in the case of the momentum equation, the constitutive 
equation has an advective term; therefore, the pure Galerkin method fails when the 
problem becomes advection-dominated (the solution is plagued with global oscilla-
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tions in the conformation field). In this case, an optimal upwinding term is added 
to the formulation in the direction of the flow to get a smoother solution in regions 
where oscillations are presented. A larger-than-optimal SU term adds excessive dif-
fusivity leading to loss of accuracy, while lower-than-optimal SU term results in the 
same instabilities as in the Galerkin method. 
For hyperbolic problems, like the constitutive equations, the Galerkin method is 
not appropriate, because converged and accurate solutions can only be obtained for 
very low Wi numbers. Marchal and Crochet [8] tried to overcome this problem by 
using a Petrov-Galerkin scheme instead of the original Galerkin method to discretize 
the constitutive equation. They studied two cases, the consistent SUPG method and 
the non-consistent SU method. Consistency implies that the approximate equations 
are satisfied exactly by the exact solution. The SU method prevents numerical oscilla-
tions in advection-dominated flows by introducing an optimal numerical dissipation. 
Care must be taken in choosing this terms since excessive dissipation can cause loss 
of accuracy. 
In the Galerkin method, the momentum and continuity equations are written in 
a weak from as 
( v P - v - C ; w ) = o, (3.9) 
( v - v ; g ) = 0. (3.10) 
For the inconsistent SU method, the upwinding is applied only to the advective 
term, as shown in Eq. (3.11). However, for the consistent SUPG, it is applied to all 
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the terms of the constitutive equation, as shown in Eq. (3.12) 
a + Xa - 2?7PD ; R^ + ^ Av • V<r ; TSUPG V • VR^} = 0, (3.11) 
o- + Xcr - 2rjpB ; R + rSUPG v • V R ^ = 0, (3.12) 
where TSUPG is the upwind stabilization parameter. The unknowns of this method 
are the velocity, pressure and the elastic stress (v — p — er). For the SU and SUPG 
methods, the design of TSUPG is verY important, as it determines how much artificial 
diffusion is added to the formulation. 
The SU method converges more easily at higher Wi than the SUPG formulation; 
however, its accuracy is questionable because SU is inconsistent. Marchal and Crochet 
[8] attributed this difference in convergence to the coupling of the constitutive equa-
tion with the momentum and mass conservation equations. Even though SU gives 
smoother solutions at higher Wi, it is not possible to know if excessive diffusivity was 
added, therefore the accuracy of the solution may be compromised. 
3.1.2 Explicitly elliptic momentum equation (EEME) formulation 
King et al. [4] attributed the poor performance of the Galerkin method to solve 
advection-dominated problems to the loss of ellipticity in the momentum equation. 
In order to overcome this problem, they proposed the EEME formulation, in which 
the momentum equation is rewritten in such way that its elliptic character is kept 
explicitly. 
In this method, the stress tensor and the pressure are substituted by the tensor x 
and the substantial pressure p', respectively. The positive-definite tensor % is written 
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in terms of the stress tensor % = I — Å£, and the substantial pressure in terms of the 
pressure p' = p — Å(v • Vp). Therefore, the discretized momentum and continuity 
equations are rewritten as 
( v - ( x - V v ) + ( V v ) - ( V - x ) - V p / ; w ) = 0, (3.13) 
( v - v ; g ) = 0. (3.14) 
The constitutive equation is discretized by using the SUPG method 
C + AC - 2?7PD ; R + TSUPG V • VR. \ = 0. (3.15) 
The unknowns of this method are the velocity, substantial pressure and extra 
stress tensor (v —p' —£). King et al. [4] attributed the improvement in numerical sta-
bility and convergence to the faet that the EEME formulation alleviates the problem 
associated with the compatibility between the stress and velocity approximations. 
3.1.3 Elastic viscous split stress (EVSS) and elastic viscous split stress-
gradient (EVSS-G) formulations 
Another way to preserve the elliptical character of the momentum and continuity 
equations is by using the EVSS formulation proposed by Rajagopalan et al. [3]. As 
its name indicates, the extra stress tensor is split into its solvent (r) and polymer (a) 
contributions. Additionally, the extra stress tensor can also be expressed as a sum of 
the viscous (rv) and elastic (re) stress contributions. The elastic contribution in the 
stress tensor is obtained from the constitutive equation, and viscous contribution is 
defmed as: 
rv = 2VaB, (3.16) 
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where r]a is the adaptive viscosity. A constant r\a = rj is considered for EVSS-type 
formulations. The extra stress tensor can be written as 
C = r + <T = Tv + re. (3.17) 
The elastic contribution r e can be obtained by rearranging Eq. (3.17) 
r e = a + 2 (Vs - rj) D. (3.18) 
The constitutive equation is written as 
er + Å<7 + 2(?7 - 7]S)B = 0. (3.19) 
In this formulation, the viscous contribution of the stress preserves the elliptic 
character of the momentum equations, whereas the elastic contribution keeps the 
hyperbolicity of the constitutive equation. 
The weak formulation of the EVSS method for an Oldroyd-B fluid is presented 
in Eqs. (3.20)-(3.22). The Galerkin method is used to discretize the momentum and 
continuity equation, whereas SUPG method to discretize the constitutive equation. 
/ Vp - T?V2V - V • r e ; w \ = 0, (3.20) 
( v - v ; g ) = 0, (3.21) 
/ S + AS - ?ypAD ; R + rSUPG v • V R \ = 0 (3.22) 
where S = a + 2r7pD. The unknowns of this method are the velocity, pressure and the 
modified polymer stress tensor (v — p — S) . In Eq. (3.22), D contains second-order 
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derivatives of the velocity; therefore, special care has to be taken in order to avoid 
discontinuities. Rajagopalan et al. [3] attributed the poor performance of the EVSS 
formulation to the integration-by-parts applied on the second-order derivatives in the 
constitutive equation which contribute to the loss of hyperbolicity of the constitutive 
equation, and consequently loss of convergence at even very low Wi. In order to 
overcome this problem, Rajagopalan et al. [3] proposed to evaluate the rate of strain 
tensor by using least-squares approximations D' s , 
/ 2 D , S - V v - ( V v ) r ; E \ = 0. (3.23) 
A modification of the EVSS method of Rajagopalan et al. [3] was proposed by 
Szady et al. [24] by the name of EVSS-G, in which the components of the velocity 
gradient (L = Vv) in the constitutive equation are approximated by least-squares. 
The new definitions of a and D are given by the Eqs. (3.24) and (3.25). This modifi-
cation regularizes the condition for which, the polynomial interpolation order of the 
elastic stress can be the same order as for the gradient of velocity. Szady et al. [24] 
showed that EVSS-G is more stable than EVSS, and has similar numerical accuracy. 
£ = v V < r - L T <T-<T L, (3.24) 
D = v V D - L T D - D L . (3.25) 
3.1.4 Discrete elastic viscous split stress (DEVSS) and discrete elastic 
viscous split stress-gradient (DEVSS-G) formulations 
Although the EVSS method is robust method and accurate at low and moderate 
Wi, its application is limited to cases where the constitutive equation can be easily 
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split into the viscous and elastic contribution of the stress tensor (e.g., UCM and 
Oldroyd-B models); but for more complicated models, the splitting can become a 
very difncult or nearly impossible task. 
Guénette and Fortin [25] proposed a modification of the traditional EVSS (called 
later DEVSS by Sun et al. [26]), where the splitting is only performed in the momen-
tum equations, having the constitutive equation unchanged. They also proposed the 
creation of a new variable for approximating the second-order derivatives in velocity. 
The DEVSS method uses the same concept as the EVSS method, but in this case 
the continuous rate of deformation tensor D' is introduced as an additional variable. 
The new viscous stress tensor T'= 2T7SD' is now defined as a function of the new 
unknown D ' and not as a function of the rate of deformation tensor D, as in EVSS. 
By substituting a = C, — r' only in the momentum equation, a modified version of the 
EVSS formulation is obtained. The introduction of D' in the constitutive equation 
reduces the second-order derivatives of the velocities to first-order derivatives of rate 
of strain tensor. In DEVSS, no second-order derivatives of velocity are present in the 
constitutive equation, therefore no integration by parts is required. 
The weak formulation of the DEVSS method for an Oldroyd-B fluid is shown 
in the Eqs. (3.26)-(3.29). As in the EVSS method, the Galerkin method is used to 
discretize the momentum and continuity equation, whereas an inconsistent SU is used 
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to discretize the constitutive equation 
(Vp-2 V - 7 / a [ D ' - D ] - V - C ; w ) = 0, (3.26) 
( v - v ; g ) = 0, (3.27) 
/ c + AC-277PD;R\ + ^ A v V C ; r S [ / P G v V R ) = 0, (3.28) 
/ D ' - D ; E \ = 0. (3.29) 
Similarly to the EVSS-G version of the EVSS formulation, Liu et al. [27] proposed 
the DEVSS-G version of the DEVSS formulation, where the second-order derivatives 
of velocity in the constitutive equation are avoided by splitting the stress tensor only 
in the momentum equation. In this formulation, the elastic contribution of the stress 
is written as a function of the polymer stress tensor, therefore no change of variables 
in the constitutive equation is required. 
(T = re + (V- 7ys)(L + LT). (3.30) 
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The weak formulation of the DEVSS-G method for an Oldroyd-B fluid is 
/ Vp - 2ryV • D - V • a + (77 - ?7S)V • (L + LT) ; w^ = 0, (3.31) 
( v - v ; g ) = 0, (3.32) 
<r + Xa- - 2rjpD ; R^ + ( Av • V«r; TSUPG V • V R J ) = 0, (3.33) 
/ V v - L ; E^ = 0. (3.34) 
The unknowns of this method are the velocity, pressure, polymer stress and ve-
locity gradient (v — p — a — L). 
3.1.5 Adaptive viscoelastic stress splitting (AVSS) and the discrete adap-
tive viscoelastic stress splitting gradient (DAVSS-G) formulations 
The AVSS method, proposed by Sun et al. [28], differs from the EVSS formulation 
in how the viscosity (in the viscous contribution to the stress term) is dermed. In the 
EVSS formulation, the adaptive viscosity in Eq. (3.16) is set to be constant (rja = 77); 
however, in the AVSS formulation, rja varies spatially. 
The momentum and the continuity equations are discretized by using the Galerkin 
method, 
(Vp-77aV2v-V-Te;w) = 0, (3.35) 
( v - v ; g ) = 0. (3.36) 
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The constitutive equation is obtained by replacing the elastic contribution of the 
stress tensor, shown in the Eq. (3.37), into the Eq. (3.3), 
r e = a + 2 (rjs - r)a) D. (3.37) 
The constitutive equation is discretized by the SUPG formulation (AVSS-SUPG), 
/ a + Xa- + 2(rja - r])B + 2\{r)a - ?ys)D ; R + TSUPG V • VR. \ = 0. (3.38) 
The adaptive viscosity is obtained from the dimensionless momentum equation 
with respect to the maximum values of the unknowns at every element, and then 
the balance between the viscous and the elastic contributions is made by keeping 
them in the same order. By doing this, the problem becomes insensitive to the stress 
calculations. The rja proposed by Sun et al. [28] is 
rja=
h
^fmaa, (3.39) 
| Vi | max 
where h is the element length, and the subscript indexes i, j = 1, 2, and 3. The 
momentum and constitutive equations are solved decoupled from the constitutive 
equation. 
The DAVSS-G method, a modification of the DEVSS-G of Liu et al. [27], was 
presented by Sun et al. [26]. In this method, the adaptive viscosity is considered in 
the momentum equation. This viscosity is obtained by using the same analysis as in 
the AVSS method 
ria = ,
 r
y
 '
 j
 = , (3.40) 
V * 3 
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where the parameter S can vary from zero to one. The elastic contribution of the 
stress tensor is defined as 
r e = <r + (r]s-r]a)(L + LT). (3.41) 
The momentum equation is obtained by replacing the elastic contribution of the 
stress tensor into the Eq. (3.3). The discretized momentum equation is given by 
( Vp - V • r)a (Vv + Vv T ) - V • o- - V • (77, - %) (L + LT) ; w ) = 0. (3.42) 
The unknowns of this method are the velocity, pressure, polymer stress and ve-
locity gradient (v — p — er —L). 
3.1.6 Pressure-stabilizing/Petrov-Galerkin (PSPG) formulation 
For stability, the LBB condition is required to be satisfied in all the previously-
reviewed formulations, as shown in Table 3.1. This condition restricts the use of 
polynomial interpolation orders for the different flow variables. If the condition is 
violated, the formulation becomes unstable and is manifested as oscillations in the 
pressure field. 
The LBB restriction can be overcome by making modifications in the Galerkin 
formulation. For Stokes flows, Hughes et al. [29] proposed the PSPG method, where 
equal-order polynomial interpolation for velocity and pressure can be used. In this 
formulation, there is no need to satisfy the LBB condition for stability. 
The PSPG formulation is obtained by enriching the Galerkin weighting function 
for the momentum equation by adding a stabilization term. This term is formed by the 
variation of the momentum equation with respect to the pressure (Vg), and scaled 
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by a stabilization parameter TPSPG, as shown in the Eq. (3.43). This term is also 
known as a perturbation of the Galerkin weighting function. The PSPG formulation 
for Stokes fiows has improved stability with respect to the Galerkin formulation [29]: 
( w, V • (-pi + C)) + Y^J T^PG (- Vqr) • [V • (-pi + C)] dQ = 0, (3.43) 
where V j represents the summation over the elements and Oe is the domain of a 
e 
finite element. For diffusion-dominated flows, Hughes et al. [29] established that the 
stabilization parameter TPSPG has to be 0(h2) 
ah2 .„ „ „. 
TPSPG = -r—, (3.44) 
where a is a dimensionless number greater than zero, v = r)/p is the kinematic 
viscosity, and p is the fluid density. 
Tezduyar et al. [30] extended the PSPG formulation to non-zero Reynolds number 
Re = ||v||/i/(2z/). In this case, the new definition of the stabilization parameter TPSPG 
depends on the local Re, 
h2 
— , 0 < Re < 3 
TPSPG = { U£ (3.45) 
-, 3 < Re 
2||v|, 
The stabilization parameter TPSPG is 0(h2) for diffusion-dominated flows, whereas 
0(h) for advection-dominated flows. 
3.1.7 Least-squares (LS) formulation 
The LS finite element method is defined through the minimization of a LS func-
tional. In the case of fluid flow simulations, this functional is given by the sum of 
the squares of the residual norms obtained from the system of governing equations. 
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The principal advantage of the LS formulation is that it does not have to satisfy the 
LBB condition for stability, therefore equal-order polynomial interpolation order for 
all the flow fields can be used. The residual of the LS formulation is given by 
dfi, (3.46) 
where 3? is the LS residual, r(c) is the residual to be minimized, and c is the vector 
containing the unknowns. After introducing the partial derivatives with respect to 
the unknowns inside the integral, the residual of the LS formulation can be obtained 
by the integral of the product of the residual derivatives with respect to the unknowns 
and the residual itself, 
e " ^ 
Although the LS method works well for advection- and diffusion-dominated prob-
lems, its application is limited to cases where the traction boundary conditions are not 
required, since it does not appear naturally in the formulation. However, this disad-
vantage can be overcome by introducing additional modifications in the formulation. 
Traction boundary conditions are important in problems involving free surfaces. 
Bose and Carey [9] used the LS method to simulate an UCM fluid in a lid-driven 
cavity and in a 4:1 sudden contraction. They concluded that local errors for mass con-
servation in the domain, resulting from the presence of singularities in the boundary 
conditions, can be treated by h- and p-adaptivity. 
For a more complete review on the numerical methods available to solve the flow 
of viscoelastic fluids, the reader is referred to the reviews by Baaijens [7] and Owens 
and Phillips [31]. A summary of numerical works, relevant to this thesis, is presented 
U =y- -
^ 8c. L 2 
r(c) (e) 
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in Table 3.1, where the first column lists the reference, the second and third columns 
give the numerical method used to solve the momentum and constitutive equations, 
respectively. The fourth, fifth and sixth columns give the polynomial interpolation 
order for the velocity, pressure and stress fieids, respectively, and the last column 
gives the fluid model used in the original numerical tests. 
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Table 3.1 Summary of numerical works used to solve the flow of viscoelastic fluids. 0 -
B represents the Oldroyd-B model, UCM represents the upper convected Maxwell model, 
FENE represents the finitely extensible nonlinear elastic-Peterlin (P)/Chilcott-Rallison 
(CR) models, and PTT the Phan-Thien-Tanner model. 
Author 
Marchal and Crochet [8] 
King et al. [4] 
Rajagopalan et al. [3] 
Guénette and Fortin [25] 
Szady et al. [24] 
Sun et al. [28] 
Liu et al. [27] 
Sun et al. [26] 
Pasquali and Scriven [1] 
Method 
Mom. Eq. 
Galerkin 
EEME 
EVSS 
DEVSS 
EVSS-G 
AVSS 
DEVSS-G 
DAVSS-G 
DEVSS-G 
Cons. Eq. 
SU/SUPG 
SUPG 
SUPG 
SUPG 
SUPG 
SUPG 
SUPG 
SUPG/DG 
SUPG 
Order 
V 
2 
2 
2 
2 
2 
2 
2 
2 
2 
P 
1 
2 
1 
1 
1 
1 
1 
1 
1 
er 
1/2 
2 
1 
1 
2 
1 
1 
1 
Model 
O-B 
UCM 
O-B/UCM 
PTT 
O-B/UCM 
UCM 
FENE 
O-B 
FENE/O-B 
Chapter 4 
Four-field Galerkin/least-squares formulation for 
viscoelastic fluids* 
4.1 Introduction 
Coarse-grained models, as explained in Chapter 2, represent the fluid microstruc-
ture in terms of one or more conformation tensors; currently, these models are consid-
ered the most appropriate for large-scale simulation of complex flows of complex fluids. 
Typically, the conformation tensor obeys a hyperbolic partial differential transport 
equation. In polymer solutions and melts, this tensor represents the local expectation 
value of the polymer stretch and orientation, e.g., gyration or birefringence tensor. 
The elastic part of the stress is related to the conformation tensor through an algebraic 
equation [21, 22, 23, 15]. Such models include most "classical" rate-type stress-based 
differential models (e.g., Oldroyd-B, PTT, Giesekus, etc.) [21, 22, 23, 15]. 
Simulations of complex flows of complex fluids require solving simultaneously the 
hyperbolic transport equation of conformation (or rate-type equation for the stress) 
together with the momentum and mass conservation equations; this poses several 
numerical challenges. In particular, obtaining mesh-converged solutions in simple 
benchmark flows at high Weissenberg number Wi (the product of characteristic strain 
rate and fluid relaxation time) is still considered an open problem. 
The Galerkin method is perhaps the most effective method for flows with free 
surfaces and deformable boundaries. However, the Galerkin method is unstable in 
advection-dominated problems, and yields spurious oscillations in the variable fieids. 
*Part of this Chapter is published in Coronado et al., J. Non-Newtonian Fluid Mech., 140 
(2006) 132-144. 
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Alternative methods have been developed to handle advection-dominated as well as 
purely hyperbolic equations—e.g., streamline upwind/Petrov-Galerkin (SUPG) for 
high Reynolds number for Newtonian flows [2] and viscoelastic flows [8], also discon-
tinuous Galerkin (DG) for viscoelastic flows [32]. 
When the Galerkin (or SUPG) method is applied to coupled partial differential 
equations, the selection of the interpolating functions for the various unknowns can 
be restricted by compatibility conditions—e.g., the Ladyzhenskaya-Brezzi-Babuska 
condition in flows of incompressible Newtonian fluids [5, 6]. Some compatibility con-
ditions between the basis functions of velocity, pressure, velocity gradient, and con-
formation (or stress) must still be satisfied [33, 34] by current Galerkin-type methods 
for simulating viscoelastic flows—e.g., the state-of-the-art DEVSS-TG/SUPG, which 
evolved from successive modifications of the EVSS method [3, 25, 24, 27, 26, 1] (see 
also reviews by Baaijens [7] and Owens and Phillips [31]). 
These two key hurdles (handling advection-dominated problems and satisfying 
compatibility conditions) have been overcome in Newtonian flows by using Galerkin/least-
squares (GLS) methods [35, 36, 37]. Work on GLS methods applied to Newtonian 
flows has shown that streamline-upwind terms appear naturally in the GLS form, that 
equal-order basis functions can be used for all fieids (because the least-squares (LS) 
terms remove the compatibility condition), and that the resulting non-linear alge-
braic equations yield a Jacobian matrix that can be solved more easily with precondi-
tioned generalized minimum residual method (GMRES) (because the LS terms yield 
a positive-definite Jacobian component). Moreover, using equal-order basis functions 
for all fieids allows "nodal" (rather than "elemental") accounting, which speeds up 
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greatly matrix operations and eases implementation on distributed memory parallel 
machines [38]. 
Weakly-consistent forms of GLS method have been applied to viscoelastic flows. 
Behr [35] introduced a three-field (velocity-pressure-elastic stress) GLS method and 
studied the flow of an Oldroyd-B fluid in a 4:1 contraction. However, a detailed com-
parison between this method and other published results was not performed, and the 
effect of LS stabilization coemcient for the constitutive equation was not examined. 
This method has been refined and extended more recently to improve consistency by 
recovery of the velocity gradient as well as a more appropriate expression of the LS 
stabilization coefficient [39, 40]. 
Fan et al. [41] independently introduced an incomplete GLS method for viscoelas-
tic flow and tested its performance in a flow between eccentric cylinders, flow around 
a sphere in a pipe, and flow around a cylinder in a channel. This method did not 
include terms due to the LS form of the momentum equation (because it degraded per-
formance) and of the constitutive equation; therefore, the method of Fan et al. [41] is 
better characterized as a pressure-stabilized SUPG method—see [30] for a description 
of pressure-stabilized methods for incompressible Newtonian flows. 
A complete GLS method for computing flows of incompressible viscoelastic flu-
ids, modeled by the conformation tensor or rate-type equations, is presented in this 
Chapter. The governing equations are converted to a set of four first-order partial 
differential equations by representing explicitly the velocity gradient tensor (as in 
DEVSS-G). The GLS weighted residual equations include naturally the consistent 
streamline upwinding for the advective terms in the conformation evolution equation 
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(and in the momentum equation, although the presentation below is restricted to 
inertialess flows). The choice of basis functions for the four unknown fieids (veloc-
ity, pressure, velocity gradient, and conformation) is not restricted by compatibility 
conditions; here, the unknown fieids are represented by the simplest possible finite 
element basis functions—continuous piecewise bilinear interpolation on quadrilateral 
elements. The method is termed GLS4 to distinguish it from the previous GLS3 [35, 40] 
method, in which the velocity gradient was not represented explicitly. The accuracy 
and stability of the method is demonstrated by using two benchmark problems—the 
flow in a pianar channel and the flow past a cylinder in a channel—for an Oldroyd-B 
fluid. 
It is worth noting that recent works [11, 42, 12] identified another source of instabil-
ity in low-order finite difference and finite element methods for computing viscoelastic 
flows—namely, the inability of low-order methods to capture exponentially growing 
profiles of conformation or elastic stress in regions of strong flow. Such instability can 
be avoided by using the logarithm of the conformation tensor as field variable [11], 
which has the additional benefit of ensuring that the conformation tensor is automat-
ically positive-definite everywhere in the flow. The proposed GLS4 method does not 
address this source of instability explicitly. However, as discussed in Ref. [11], the 
logarithmic change of variable is generally applicable to any finite element method 
(see, e.g., [12]); thus, it should be possible to combine the current GLS4 formulation 
with the log-conformation method to further improve the formulation. 
This Chapter is organized as follows. The governing equations are presented in 
Section 4.2 followed by the new GLS4 formulations in Section 4.3. In Section 4.4, the 
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formulation is validated against two benchmark problems: flow in a pianar channel 
and flow past a cylinder in a channel (for two different ratios—2 and 8—between the 
half channel width and the cylinder radius). Finally, the conclusions and discussions 
are presented in Section 4.5. 
4.2 Governing equations 
The steady flow of an inertialess incompressible viscoelastic fluid, occupying a 
spatial domain Q,, with boundary Y is governed by the momentum and continuity 
equations, 
V T = 0 onft, (4.1) 
V • v = 0 onfi, (4.2) 
where v is the fluid velocity, and T is the stress tensor, which can be decomposed 
into a constitutively undetermined isotropic contribution related to incompressibility, 
and viscous and elastic contributions, 
T = - p I + r + <7, (4.3) 
respectively, where p is the pressure, I is the identity tensor, r = 2r]s D is the viscous 
stress (usually due to solvent contribution), r)s is the solvent viscosity, and D is 
the rate-of-strain tensor, i.e., the symmetric part of the velocity gradient. In order to 
transform the equations of motion into a set of first-order partial differential equations 
(necessary for developing a consistent LS formulation for low-order elements), an 
additional variable L is introduced to represent the velocity gradient, 
L = V v - - ^ - ( V - v ) I , (4.4) 
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where tr denotes trace. 
The last term in Eq. (4.4) ensures that L remains traceless even in the finite-
precision solution [1]; with this definition, D = (L + LT)/2. In the Oldroyd-B model, 
the elastic stress is related to the dimensionless conformation tensor M through a 
simple linear relationship a = G(M — I), where G — r)p/X is the elastic modulus, 
rip is the polymer contribution to the viscosity, and A is the relaxation time. The 
conformation tensor obeys a hyperbolic evolution equation 
AM + (M - I) = 0, (4.5) 
v 
where M denotes an upper-convected derivative: 
M = v • V M - LT • M - M • L. (4.6) 
The equations governing the flow can be recast in dimensionless form as 
V*-T* = 0, (4.7) 
V*-v* = 0, (4.8) 
I / - V*v* + ^ - ( V * - v * ) I = 0, (4.9) 
Li X 
W i M + ( M - I ) = 0, (4.10) 
where v* = w/vC) p* = p/(r}vc/lc) and L* = L/(vc/lc) are the dimensionless velocity, 
pressure and interpolated traceless velocity gradient tensor, respectively. V* = V lc 
is the dimensionless gradient operator, vc is the characteristic velocity and lc is the 
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characteristic length. The dimensionless Weissenberg number is Wi = \{vc/lc). The 
dimensionless stress tensor T* is 
T* = -p* I + /?(L* + L* T) + ^ r ^ ( M - I), (4.11) 
TI 
where (3 = — is the viscosity ratio. Hereafter, all variables are dimensionless 
rjs + Vp 
and the (*) is omitted for clarity. 
Boundary conditions on the momentum equation are needed to be imposed on the 
entire boundary T = Tg U IV The essential and natural boundary conditions are 
v = g o n r 9 , (4.12) 
n - T - h o n I \ , (4.13) 
respectively, where g and h are given functions, and n is the outward unit vector 
normal to the boundary. Because the equation of transport of conformation is hyper-
bolic, boundary conditions on the conformation tensor, represented by the tensor G, 
are imposed at inflow boundaries TG where v • n < 0, 
M = G on TG . (4.14) 
4.3 Four-field Galerkin/ leas t -squares (GLS4) formulation 
In this Section, the GLS formulation of the governing equations (4.7)-(4.10) is pre-
sented. The method is termed GLS4 because the equation set has four basic unknown 
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fieids—v, p, L and M. The interpolation (S) and weighting (V) function spaces are: 
sa 
vh 
* V 
s 
si 
= {vh\vh G [Hlh(n)}n'd,vh = gh on T J , 
= {vh\vh G [Hlh{fl)]n°d,vh EOon Tg}, 
= Vhp = {ph\pheHlh(Q)}, 
= V£ = {L/l|L'1 G [HLh(tt)]n2«'}, 
= {Mft|Mh G [Hlh{tt)}nt% M ^ E G o n TG}, 
- {M^M* G [Hlh(tt)]nt% Mh = 0 on r G } , 
(4.15) 
(4.16) 
(4.17) 
(4.18) 
(4.19) 
(4.20) 
where Hlh represents functions with square integrable first-order derivatives, nS(i is the 
number of spatial dimensions and ntc = nsd(nS(i + l) /2 is the number of independent 
conformation tensor components. Bilinear piecewise continuous functions are used 
hereafter. The GLS4 formulation is: Find vh G «S*, ph G S}, Lh G S£ and Mh G <S^ 
such that: 
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/ Vw
h
 : TfccK2 + / wft • hndr + 
n Jr 
I h \ 
/ 
Jo. 
Vqh - /?V • {Eh + (Eh)T) ~ ^ W ^ V • S Wi 
A 
[- V • T/l] dfi + 
[ qh(V • vh)dn + 
Ja. 
[ rcont(v-wh)(v-vh)<m + 
Ja, 
I 
Ja 
Eh tr I dn + 
f rgradv \Eh - Vwh + -L(V • w*)I Ja L tr L L ^ _ V v '
l
 + ^ - ( V - v ' l ) I 
tr I dft + 
/ Kh : [Wi (v* • VM'1 - (Lft)r • M71 - Mh • Lh) + (Mh - I)] dft + 
Ja 
f rcons [Wi (vh • VR'1 - (Lh)T • Rh - R'1 Lfe) + Rh] : 
Ja 
[Wi (v71 • VMh - (Lfe)T • Mh - Mh • Lh) + (Mh - I)] dfi = O, 
Vqh e V£, Vwfe e V*, VE* G V£, VR71 G V&, (4.21) 
where rmom,Tcont,T5ra<it, and rcons are the LS stabilization parameters for the momen-
tum, continuity, interpolated traceless velocity gradient and constitutive equations, 
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respectively. The underbraced term A is neglected at low Wi because the (1/Wi) 
term grows large as Wi —> 0, causing numerical problems. 
Each independent variable is approximated with a linear combination of finite 
number of basis functions 
vh = w ^ v y , (4-22) 
ph = / ( p y , (4.23) 
Lh = E^(Lh)13, (4.24) 
Mh = R0(Mh)13, (4.25) 
where (5 is a dummy index that represents the basic functions and their coefficients 
and ranges from 1 to the number of basis functions of each variable. Einstein's 
summation convection on repeated index is applied. 
4.3.1 Design of the stabilization coefficients 
The appropriate design of the four stabilization parameters—rmom, rcont, Tgradv 
and Tcons—in Eq. (4.21) plays a crucial role in the performance of the method. 
The rmom-term stabilizes the Galerkin form in advection-dominated fiows, and 
also removes the compatibility condition between velocity and pressure spaces. The 
parameter designed specifically for use with bilinear interpolations [30] is adapted 
here for the dimensionless system: 
h2 
where h is the dimensionless element length. 
The Tconrterm improves the convergence of non-linear solvers in advection-dominated 
problems. Hereafter, Tcont = 0 because inertia is neglected. 
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The Tgradv-term stabilizes Eq. (4.4); although the associated stabilization term is 
not strictly necessary. Therefore, Tgraciv is considered equal to one. 
The rco„s-term is introduced to stabilize the Galerkin form at high Wi, and to 
bypass the compatibility conditions between velocity and conformation spaces. No 
systematic derivation for rcons is available in the literature. However, the trans-
port equation of conformation can be viewed as an advection-generation equation, 
and considerable research has been done on stabilization parameters for a simple 
advection-diffusion-generation equation [29, 43, 44, 45, 46]. Applying the definition 
proposed by Franca and Valentin [45], based on the convergence and stability analysis 
of advection-diffusion-generation equation, and extended by Hauke [46], yields 
Tconsl = 1 , (4.27) 
1 
Wijjl/ Tconsl — T l r . l l T / M | , ( 4 . 2 8 ) 
Tcons3 =
 2wiW (4-29) 
Tconsi and rcons2 are important in regions of the flow where generation is dominant, 
whereas rcoriS3 is important in advection-dominated regions. These three contributions 
can be combined as: 
/ l 1 1 \ ~ 1 / r 
r c o n s = - — + — + — , (4.30) 
\ ' c o n s \ 'cons2 'consS / 
where r is the switching parameter; hereafter, set to r = 2 (see Ref. [40]), 
-1/2 
'r.nns 1 + ( W i , i L V + ( ^ r 2 (4.31) 
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4.3.2 Newton's method with analytical Jacobian 
The Newton's method is applied to solve the set of non-linear algebraic equations 
with analytical Jacobian. At every Newton iteration, it is required to solve 
J SC = - R , (4.32) 
where J is the Jacobian matrix, R is the weighted residual, SC is the Newton update, 
and C is the vector of unknowns. R and J are assembled in the usual element-
by-element fashion. The new value of C after every Newton iteration is C^ter^ = 
£j(iter-i)_|_£Q j n o r ( j e r j - 0 ge£ converged solutions, the initial guess C ^ has to be close 
enough to the final solution, where quadratic convergence is expected. The resulting 
linear system of equations after every Newton iteration is solved by using a frontal 
solver developed by de Almeida [47]. The solution is accepted when \SC\ < 10 -6 and 
|R| < HT6. 
Rearranging Eq. (4.21), the weighted residual vectors are computed by mapping 
the equations from the physical domain to the computational domain O0 with a com-
putational boundary r0 . The first superscript on the residual identifies the residual 
equation (ni, c, L, and M for the momentum, continuity, traceless velocity gradient, 
and conformation equations, respectively) and the second superscript (a) labels the 
residual equation in the set. 
Weighted residual of the momentum equation 
, a
 = / ^ 
Jcio 
rm,a  / Vwa . T fdQQ + 
Jn0 
w ( V - < ) ( V - v ) / d f t 0 + 
•/n0 
Tgradv -Vwf + —-(V-<)I L - V v H - ( V - v) / d f t o -
•/r0 
( n - T ) < 5 d r 0 , (4 
Weighted residual of the continuity equation 
•
Q
= / r r n o m W * - ( V - T ) / d f t 0 + 
[ qa(V-v)f<m0, (4 
Weighted residual of the traceless velocity gradient equation 
RL,Q = / Prmom [V • (E% + E« T)] • [ -V • T] /dfi0 + 
f [E% (1 + r^) ] : L - V v + — ( V - v ) I 
t i J. 
/dfi0 , (4 
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- Weighted residual of the constitutive equation 
RM>« = f {i?« - rcons [Wi ( - v • Vi?£ - LT • H* - R* • L) + R°] } : 
{ W i ( v - V M - L T - M - M - L ) + ( M - I ) } fdQ0, (4.36) 
where S = --=- and / = ——- are the area and volume changes in 3-D (length 
dr 0 di2o 
and area changes in 2-D), respectively. / is known as the Jacobian of the mapping, 
and represents the ratio of magnitudes of infinitesimal elements of the physical and 
computational domain, and is the ratio of areas or volumes respectively in 2-D and 
3-D flows. The subscripts in the basis and weighting functions indicate that the 
elements of the vector or matrix are all zero except of the element whose position is 
given by the subscripts. The Jacobian matrix is obtained from 
J ( i d J d )
 = æm' id, jd = l , . . . ,Nd o f , (4.37) 
where id and jd are indices denoting the components of the Jacobian, and N ° is the 
total number of basis function coefficients (degrees of freedom) and residual equations. 
The analytical expressions of the derivatives of the residuals of the governing equations 
are presented in Appendix A. 
47 
4.4 Numerical results 
The proposed GLS4 formulation is tested in a pianar channel flow and in the flow 
past a cylinder in a channel. An analytical solution can be obtained in the former 
case; in the latter, the numerical results from other state-of-the-art methods are used 
for validation [48, 40, 12, 27, 1, 26]. The flow past a cylinder in a channel is a standard 
benchmark problem with desirable characteristics of smooth boundaries, and poses 
several numerical challenges at high Wi due to the formation of sharp boundary layers 
on the cylinder and in the wake. 
4.4.1 Flow in a pianar channel 
Figure 4.1 shows a combination of Poiseuille flow (pushing fluid from left to right) 
and Couette flow (induced by the bottom wall dragging fluid from right to left with 
velocity v0) in a pianar channel of width w — 1 and length L = Aw. The flow of 
an Oldroyd-B fluid (/? = 0.59) is simulated, and the results are compared with the 
known analytical solution. The figure also shows velocity profiles at the two open 
flow boundaries; both right and left ends of the channel have respective inflow and 
outflow sections. 
A region 'A' (dashed area in Figure 4.1), which is 2w in length and centrally placed 
in the channel, is monitored for comparing numerical results with analytical solution; 
this sufnciently eliminates the influences due to the boundary conditions. The prob-
lem setup closely follows the numerical example employed by Xie and Pasquali [49]; 
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(0,w) (L,w) 
A 
2w 
(w,0) (3w,0) 
Figure 4.1 Schematic of a flow in a pianar channel with w/L = 1/4. The top wall is 
kept fixed, the bottom wall is moving from right to left at a velocity VQ and a differential 
pressure is applied between the left and right walls. 
the analytical solution for velocity and conformation fieids are: 
vT = 
vy = 0, 
Apw (-y y_ w w VQ, 
M r T = 
MXy = 
1 + 2 A - ^ 
V dy 
.dvx 
dy ' 
Myy = 1, 
(4.38) 
(4.39) 
(4.40) 
(4.41) 
(4.42) 
where Ap = 50 is the differential pressure between the left and right boundaries. 
Consequently, Wi = X[Ap w/(2L) + 1](VQ/W). The Dirichlet conditions are imposed 
for velocity components on all boundaries, and the conformation tensor components 
are only specified at the corresponding inflows. 
The numerical results are obtained on four different uniform meshes—16x16, 
24x24, 32x32 and 64x64—followed by a node-by-node computation of the relative 
errors e = | (numerical value - analytical value)/ (analytical value) |x l00% in region 
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'A'. Figure 4.2 shows the maximum e in Myy (which has the highest e among all 
unknown fieids) versus the element size for Wi = 3, 5 and 7. From the three curves 
the rate of mesh convergence is estimated to be 1.73, 1.63 and 1.59, respectively. 
Because increase in Wi results in increased generation, subsequently forming steeper 
boundary layer close to the channel walls, the rate of convergence is found to decrease. 
At Wi = 3, Xie and Pasquali [49] reported a rate of convergence of 1.89 using DEVSS-
TG/SUPG method with biquadratic interpolation for velocity. 
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Figure 4.2 Mesh-convergence rate for a pianar channel flow at different Wi. The slope 
of the curves gives the rate of convergence with mesh refinement. 
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4.4.2 Flow past a cylinder in a channel 
The flow of an Oldroyd-B fluid past a cylinder in a rectangular channel has been 
used as a standard benchmark problem to test several computational methods [48, 
40, 12, 27, 1, 26]. For computational ease, the symmetry of the problem is used and 
only half of the channel is used as the computational domain. Figure 4.3 shows the 
schematic of the problem, where Lu, Ld, Rc and w represent the upstream length, 
the downstream length, the cylinder radius, and the half channel width, respectively. 
(Lu,w) Channel wall {Ld,w) 
Cylinder 
(Lufi) 
Inflow Symmetry line 
(Ldfi) 
Outflow 
Figure 4.3 Geometry of a flow past a cylinder in a half channel. Lu, Ld, Rc, w, and 
Q are the upstream length, the downstream length, the cylinder radius, the half channel 
width, and the flow-rate, respectively. 
A no-slip boundary condition is imposed on the cylinder surface and channel walls, 
and fully-developed flow conditions are assumed at the inflow and outflow boundaries. 
Consequently: 
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vx = 1.5^fl-^V (4.43) 
vy = O, (4.44) 
Mxx = - 3 - \ ^ , (4.45) 
-3QXy\2 
w3 J Mxy = Myx = l-2[—^-) , (4.46) 
Myy = 1, (4.47) 
where Q is the flow-rate. 
Whereas the velocity is imposed at both inflow and outflow boundaries, the con-
formation tensor components are specified only at the inflow boundary. At the sym-
metry line, n • T = 0 and vy = 0, where n is the unit vector normal to the symmetry 
line. The computed drag on the cylinder fa has been traditionally used to compare 
numerical methods, 
fa = -2 [em-.TdS, (4.48) 
Js 
where S represents the surface of the cylinder, and ei is the unit vector in the x-
direction. 
a) Flow past a cylinder in a channel: w/Rc = 2 
In this case, w = 2, Rc = 1, Lu = -20, Ld = 20, Q = 2 and 0 = 0.59. Figure 4.4 
shows the mesh M0 from which four systematically refined meshes are obtained; in 
these meshes, the elements are concentrated on the cylinder surface and in the wake 
along the symmetry line. The Ml, M2, M3 and M4 meshes are obtained by dividing 
every element side of M0 by 3, 4, 5 and 6, respectively. The number of elements and 
corresponding number of unknowns are listed in Table 4.1. 
52 
(a) 
(b) 
Figure 4.4 Flow past a cylinder in a channel, w/Rc = 2: finite element mesh MO (a) 
complete domain (b) detail of the mesh from x = — 2 to x = 2. 
This flow problem poses several numerical challenges at high Wi; therefore, the 
maximum Wi, up to which the numerical schemes converge, has been employed as a 
measure of robustness (but not necessarily accuracy). For example, using DEVSS-
G/SUPG, Sun et al. [26] reported solutions up to Wi = 1.85, Fan et al. [41] using an 
incomplete GLS up to Wi = 1.05 and Hulsen et al. [12] using the log-confor mation up 
to Wi = 2.0; however, the accuracy of the solutions at Wi > 0.6 was not confirmed 
in these works. 
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Table 4.1 Flow past a cylinder in a channel, w/Rc = 2: Characteristics of the finite 
element meshes. e^ is the % relative difference in the respective values from DEVSS and 
GLS4. 
Mesh 
MO 
Ml 
M2 
M3 
M4 
Elements 
532 
4788 
8512 
13300 
19152 
Unknowns 
GLS4 
49960 
87890 
136460 
195670 
DEVSS 
79102 
139514 
216950 
311410 
Time per Newton 
iteration (s) 
GLS4 
220 
648 
1460 
2914 
DEVSS 
322 
934 
2144 
ed 
31.7 
30.6 
31.9 
Memory usage 
(MB) 
GLS4 
608 
1410 
2720 
4650 
DEVSS 
1140 
2647 
5122 
ed 
46.7 
46.7 
46.9 
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Here, a sequence of flow states is computed by first-order arc-length continuation 
on Wi with automatic step control; the continuation terminates when the conforma-
tion tensor loses its positive-definiteness, which occurs at Wi ~ 0.7. The positive-
definiteness of M was not usually considered in past studies, with exception of the 
recent work of Hulsen et al. [12]. Figure 4.5 shows the drag forces on the meshes Ml, 
M2 and M3; good agreement is found up to Wi = 0.4 with the results reported by 
Sun et al. [26] and Hulsen et al. [12]. Beyond that, the three methods show slight 
differences in the drag predictions, while following the same trend. 
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Figure 4.5 Flow past a cylinder in a channel, w/Rc = 2: Drag force on the cylinder 
versus Wi. The GLS4 results for the four meshes (Ml, M2, M3 and M4) are compared with 
the results presented by Sun et al. [25] and Hulsen et al. [13]. Inset: Detail of the drag force 
at high Wi. • represents the drag force on M4 at Wi = 0.6. At Wi = 0.6, the extrapolated 
value of the drag force is 117.979, which is within 0.2% of the values reported in Refs. [43, 
13, 50]. 
T i i r 
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Figures 4.6 and 4.7 show axx versus s at Wi = 0.6 and Wi = 0.7, respectively, 
where oxx = (Vp/^)MXX and s is defined as: 0 < s < nRc on the cylinder and 
nRc < s < irRc + Ld — RC in the wake along the symmetry line. At Wi < 0.6, a 
complete overlap is observed among the results on the meshes Ml, M2 and M3. In 
Figure 4.6, oxx profiles computed with Ml, M2 and M3 are overlapping in the wake; 
however, the results from Ml show underprediction on the cylinder, implying that 
refinement of Ml is not sufficient to capture the steep boundary layer on the cylinder. 
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-20 
0 1 2 3 4 5 6 
Figure 4.6 Flow past a cylinder in a channel, w/Rc = 2: axx on the cylinder and on 
the symmetry line in the wake at Wi = 0.6. o from Hulsen et al. [13]. 
On the other hånd, in Figure 4.7, differences are observed not only on the cylinder 
but also in the wake flow. Figures 4.6 and 4.7 also show the results reported by Hulsen 
et al. [12] at the corresponding Wi, and good agreement is found with the results on 
M1 
M2 
M3 
o Hulsen et al. 
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mesh M3. 
-20 0 
M1 
M2 
M3 
o Hulsen et al. 
3 
s 
Figure 4.7 Flow past a cylinder in a channel, w/Rc — 2: <?xx 
on the cylinder and on 
the symmetry line in the wake at Wi = 0.7. o from Hulsen et al. [13]. 
In previous works, the convergence of the stresses has been shown by comparing 
stress profiles obtained on systematically refined meshes using h- and p-refinement [41, 
12]. While overlap of the results demonstrates qualitatively mesh convergence, here, 
accuracy is measured more precisely by Richardson extrapolation: 
fd(h) = fd(0) + ahn, (4.49) 
where /d(0) is the drag force for an infinitely refined mesh, n is the rate of mesh 
convergence and a is a constant. /d(0) is used to compute the relative errors in fd(h), 
l/*(o)| 100%' (4.50) 
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Figure 4.8 shows fd predictions from GLS4 and DEVSS-TG/SUPG along with 
the results presented by Hulsen et al. [12] at Wi = 0.6. The extrapolated values 
of fd for an infinitely refined mesh are 117.979 and 117.778 for GLS4 and DEVSS-
TG/SUPG, respectively. Thus, the GLS4 extrapolated results are within 0.2% of the 
values computed by high resolution finite volume (fd = 117.79 [48]), by pressure-
stabilized finite elements (fd = 117.78 [41]), by DEVSS-DG/log-conformation finite 
elements (fd = 117.77 [12]), and by DEVSS-TG/SUPG calculations. Figure 4.9 shows 
e versus h, and a mesh convergence rate of 2.39 is observed. 
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Figure 4.8 Flow past a cylinder in a channel, w/Rc — 2: Drag force at Wi — 0.6 for 
GLS4 and DEVSS-TG/SUPG for all meshes; dashed line represents the drag force reported 
by Hulsen et al. [13] on their finest mesh. 
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0.045 
Figure 4.9 Flow past a cylinder in a channel, w/Rc = 2: Mesh-convergence rate of the 
drag force at Wi = 0.6. 
Similarly, Richardson extrapolation analysis is also performed for Mxx at a point 
in the wake flow (x = 2; y — 0). The extrapolated value of Mxx is 26.05 and the 
rate of mesh convergence is 1.74. Figure 4.10 shows e versus h for Mxx. In all cases, 
results on M4 are also employed to obtain the extrapolated values. 
Figure 4.11 shows the conformation contours at Wi = 0.7, in which the formation 
of sharp boundary layers on the cylinder and along the symmetry line in the wake 
flow are observed. These boundary layers are difficult to resolve numerically, and 
the onset of oscillations in the conformation fieids is observed as the boundary layers 
grow at high Wi. 
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Figure 4.10 Flow past a cylinder in a channel, w/Rc = 2: Mesh-convergence rate of 
Mxx at a point in the wake flow (x = 2; y = 0) at Wi = 0.6. 
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F igure 4 .11 Flow past a cylinder in a channel, w/Rc 
Myv contours at Wi = 0.7 on mesh M2. 
2: (a) Mxx (b) Mxy and (c 
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The influence of the sharp boundary layer at high Wi is shown in Figures 4.12-
4.14, which plot the M components along line x = 2. At Wi = 0.5 and 0.6 a smooth 
profile for the M components is observed, whereas at Wi = 0.7 oscillations appear 
towards the symmetry line (y —> 0). The maximum Wi attained in these simulations 
is slightly above 0.7; beyond this, M loses its positive-definiteness. 
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Figure 4.12 Flow past a cylinder in a channel, w/Rc = 2: Mxx along line x = 2 on 
mesh M3. Inset: Detail of Mxx near the center line (y —> 0). 
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Figure 4.13 Flow past a cylinder in a channel, w/Rc = 2: Mxy along line x = 2 on 
mesh M3. Inset: Detail of Mxy near the center line (y —> 0). 
63 
2.5-
^ 1 . 5 
0.5=-
0 
~ 
~ 
St-a 
i i i 
Wi = 0.5 s<~T\ 
.... yr**' '^ \ 
•-•-Wi = 0.6 /T'--^ \ 
Wi = 0.7 j£'' X x N \ jf * \ * \ 
// \ \ 
yvo.65 /> 
/? 
A 0.6 
f 0.55 
pT 0.5 
0.45 
• 
> »• 
' </ 
»\\ \ \ 
v \ \ \ 
^^ L 
-
0 0.1 0.2 
i i i 
0 0.5 1 
y 
1.5 
Figure 4.14 Flow past a cylinder in a channel, w/Rc = 2: Myy along line x = 2 for 
M3. Inset: Detail of Myy near the center line (y —> 0). 
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A direct comparison of computational cost between the GLS4 and DEVSS-TG/SU-
PG formulations is performed, for the same number of degrees of freedom for confor-
mation; the latter employs biquadratic interpolation functions for velocity, whereas 
bilinear for pressure, velocity gradient and conformation. The results at Wi = 0.6 
on M2 are obtained from both methods and comparable accuracy is observed. The 
Figure 4.15 shows oxx versus s along with the results of Hulsen et al. [12]. 
Figure 4.15 Flow past a cylinder in a channel, w/Rc = 2: axx on the cylinder and on 
the symmetry line at Wi = 0.6. The GLS4 and DEVSS-TG/SUPG results are obtained for 
M2. o from Hulsen et al. [13]. 
The GLS4 and DEVSS-TG/SUPG characteristics (number of unknowns, time per 
Newton iteration and memory usage) are listed in Table 4.1. 
Figure 4.16 shows a direct comparison of GLS4 and DEVSS-TG/SUPG with re-
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spect to the number of degrees of freedom for conformation, and it can be observed 
that GLS4 is ~ 30% computationally faster and uses only 45% of the memory compared 
to DEVSS-TG/SUPG for the same number of degrees of freedom for conformation. 
Degrees of freedom for conformation 
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DEVSS i t i i i i i 
5000 
4000 
m 
CD 
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\_ 
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CD 
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Number of elements 
F i g u r e 4.16 Direct comparison of GLS4 and DEVSS-TG/SUPG with respect to the 
number of elements (bottom axis) and to the number of degrees of freedom for conformation 
(top axis). The left and right axes represent the time per Newton iteration (s) and memory 
usage (MB), respectively. A frontal solver is used in both simulations. 
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b) Flow past a cylinder in a channel: w/Rc = 8 
In this case, w = 8, Rc = 1, Lu = -40, Ld = 40, Q = 8 and (5 = 0.59. Fol-
lowing the same procedure as in the previous case, the Ml, M2 and M3 meshes are 
obtained by dividing every element side of the mesh M0 by 4, 5 and 7, respectively. 
Figure 4.17 shows the mesh M0, and the number of elements, number of unknowns, 
time per Newton iteration and the memory usage of the subsequent meshes are listed 
in Table 4.2. 
\ \ \ / 
' 
(a) 
(b) 
Figure 4.17 Flow past a cylinder in a channel, w/Rc — 8: Finite element mesh M0 (a) 
complete domain (b) detail of the mesh from x = — 4 to x = 4. 
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Table 4.2 Flow past a cylinder in a channel, w/Rc = 8: Characteristics of the finite 
element meshes. 
Mesh 
MO 
Ml 
M2 
M3 
Elements 
250 
4000 
6250 
12250 
Unknowns 
-
41690 
64610 
125450 
Time per Newton 
iteration (s) 
-
198 
440 
1505 
Memory 
usage (MB) 
-
396 
863 
1859 
The drag on the cylinder from the three meshes are compared with the results 
reported by Sun et al. [26] in Figure 4.18. For this complete overlap of drag 
force predictions from the three meshes is observed, and a good agreement with Sun 
et al. [26] is found up to Wi = 2.0. Moreover, the maximum Wi achieved in this 
simulation is ~ 2.6. 
In Figure 4.19, the contour plots for the M components are shown at Wi = 2.0. 
Figure 4.18 Flow past a cylinder in a channel, w/Rc = 8: Drag force on the three 
meshes. The dashed curve is obtained from Sun et al. [25]. Inset: Detail of the drag force 
at high Wi. 
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(a) 
(b) 
(c) 
F igure 4 .19 Flow past a cylinder in a channel, w/Rc 
Myy contours at Wi — 2.0 on mesh M2. 
8: (a) Mxx (b) Mxy and (c) 
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Figures 4.20 and 4.21 show Mxx versus s at Wi = 1.5 and 2.0, respectively. At 
Wi = 2.0, the streamwise normal conformation component Mxx has not yet converged 
in the wake. 
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Figure 4.20 Flow past a cylinder in a channel, w/Rc = 8: Mxx on the cylinder and 
along the symmetry line in the wake at Wi = 1.5. 
Figures 4.22-4.24 show the M components along the line x = 4 at Wi = 1.0, 1.5 
and 2.0, respectively. It can be seen that significant oscillations appear towards the 
symmetry line (y —> 0) at Wi = 2.0. 
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Figure 4.21 Flow past a cylinder in a channel, w/Rc = 8. Mxx on the cylinder and 
along the symmetry line in the wake at Wi = 2.0. 
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Figure 4.22 Flow past a cylinder in a channel, w/Rc = 8: Mxx along line x = 4 on 
mesh M3. Inset: Detail of Mxx near the center line (y —• 0). 
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Figure 4.23 Flow past a cylinder in a channel, w/Rc = 8: Mxy along line x 
mesh M3. Inset: Detail of Mxy near the centerline (y —> 0). 
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Figure 4.24 Flow past a cylinder in a channel, w/Rc — 8: My!/ along line x 
mesh M3. Inset: Detail of Myy near the centerline (y —» 0). 
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4.5 Conclusions and discussions 
A complete four-field Galerkin/least-squares (GLS4) formulation to simulate the 
flow of viscoelastic fluids has been presented. The method successfully circumvents 
the compatibility conditions associated with the multiple discrete unknown fieids, 
thereby allowing equal-order polynomial interpolations for all variables. 
The formulation is presented for the equations governing the inertialess flow of 
an Oldroyd-B (/? = 0.59) fluid. The constitutive equation is written in terms of the 
conformation tensor, and can be easily extended to other constitutive models (e.g., 
Giesekus, FENE-P, FENE-CR, eta). The set of governing equations—conservation 
of mass, momentum and the constitutive equation—are reduced to first-order by em-
ploying an interpolated traceless velocity gradient. The equations are solved in a 
coupled way by using Newton's method with analytical Jacobian and a direct solver; 
the positive-definiteness of the conformation tensor is checked in all simulations. The 
method is evaluated for obtaining mesh-converged solutions in two benchmark prob-
lems. 
The flow in a pianar channel is computed on four meshes of increasing resolution. 
The results are compared with the known analytical solution, and it is observed that 
the GLS4 method is able to preserve the positive-definiteness of M at high Wi. The 
mesh-convergence rate is also computed and found to be comparable to the state-of-
the-art methods such as DEVSS. 
The flow past a cylinder in a channel is computed on systematically refined meshes. 
Two different ratios of channel width to cylinder radius are used—2:1 and 8:1. In both 
cases, at moderate Wi, the drag on the cylinder matches well with the state-of-the-art 
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methods, and at high Wi, the results follow the same trends. It is well known that 
in these problems, sharp boundary layers of M are formed on the cylinder and along 
the symmetry line in the wake, therefore mesh convergence for all components of M 
is analyzed. The onset of the oscillations in the computed values of conformation are 
observed at high Wi; this may be due to the non-optimal definition of the stabilization 
parameters, or to the failure of the low order basis functions to capture exponentially 
growing stress (conformation) profiles along streamlines in zones of strong flow (see, 
Refs. [42, 12]). On single processor machines, GLS4 proves about 30% faster and 45% 
cheaper (memory-wise) than DEVSS while providing results of comparable accuracy. 
However, GLS4 is expected to scale better on distributed memory clusters because of 
nodal accounting of the degrees of freedom and easier preconditioning of the GMRES 
solver [38]. 
In summary, it is demonstrated that GLS4 is on par with the state-of-the-art meth-
ods for solving viscoelastic fluid flows. The method is easy to implement, because 
equal-order polynomial interpolations can be used for all variables. The method can 
further benefit from the latest developments in this field, e.g., from the logarith-
mic representation of the conformation tensor [12], which imposes the constraint of 
positive-definiteness. Other possibilities to improve the performance of GLS4 may also 
be considered, including adjoint of GLS or variational multiscale (VMS) [50] variant, 
and discontinuity capturing. 
Chapter 5 
A simple method for simulating generalized 
viscoelastic fluid flows with an alternate 
log-conformation formulation* 
5.1 Introduction 
In viscoelastic fluid flow simulations, the ratio of the relaxation time and the time 
associated with the local rate of deformation—the Weissenberg number Wi—is the 
key dimensionless number. In all early efforts of viscoelastic fluid flow simulations, 
the numerical methods yielded mesh-converged results only up to a critical value of 
Wi; this is referred to as the high Weissenberg number problem (HWNP), where the 
smoothness of viscoelastic stresses should be expected to deteriorate [51]. In flows 
with smooth boundaries, the HWNP is related to the development of steep internal 
layers of conformation, and their poor representation by interpolation functions based 
on low-order polynomial [11]. 
Recently, a logarithmic representation of the conformation tensor (log-conformation 
formulation) was proposed by Fattal and Kupferman [11, 42]; this representation en-
sures the positive-definiteness of the conformation tensor, and captures well steep 
layers which are exponential in nature. Hulsen et al. [12] showed that the log-
conformation formulation improves the stability of numerical methods by applying 
the DEVSS/DG method to simulate the flow of the Oldroyd-B and Giesekus fluids 
past a cylinder in a channel. Similar results were shown by Kwon [52] in the flow of 
a Leonov fluid through a 4:1 contraction. In both cases, physically realistic results 
*Part of this Chapter is published in Coronado et al., J. Non-Newtonian Fluid Mech., 147 
(2007) 189-199. 
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could be computed at considerably higher Wi than previously reported. 
Here, a simpler, yet comparably effective, method to implement the log-conformation 
formulation in the finite element context is presented. The DEVSS-TG/SUPG method 
[1] is used to demonstrate its performance and easy implementation. The principal 
ad vantage of this method is that the original code remains unchanged; the main dif-
ference is that the conformation tensor M is substituted by exp S, where S = log M 
becomes the new unknown of the problem. The method is tested using the benchmark 
problem of an Oldroyd-B fluid flow past a cylinder in a rectangular channel, obtaining 
a 40% increase in the maximum Wi with respect to the original DEVSS-TG/SUPG 
method. 
The generality of the proposed log-conformation formulation is demonstrated by 
using the Larson-1 and Larson-2 models [53], obtaining an increase in the maximum 
Wi by 300% and 24%, respectively. Although the proposed method gives an increased 
stability range of Wi, the accuracy cannot be demonstrated beyond a critical Wi, 
which in the case of the Oldroyd-B model is ~ 0.7 (also observed in Refs. [41, 12]). 
This Chapter is organized as follows. The governing equations are presented in 
Section 5.2 followed by a review of the existing log-conformation formulations in 
Section 5.3. The proposed DEVSS-TG/SUPG log-conformation formulation and the 
numerical issues associated with its implementation are presented in Section 5.4. The 
numerical results for the problem of an Oldroyd-B fluid past a cylinder in a rectan-
gular channel are presented in Section 5.5, followed by a 1-D analysis to study the 
differences observed between different log-conformation formulations in Section 5.6. 
The generality of the proposed log-conformation formulation is demonstrated for the 
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Larson-1 and Larson-2 models in Section 5.7, and finally, the conclusions and discus-
sions are presented in Section 5.8. 
5.2 Equations governing the flow of viscoelastic fluids 
The steady inertialess flow of an incompressible viscoelastic fluid occupying a 
spatial domain Q with boundary T is governed by the conservation of momentum 
and continuity equations, 
V T = 0 onQ, (5.1) 
V • v = 0 onfi, (5.2) 
where T = —pi + r + er is the stress tensor, v is the fluid velocity, p is the pressure, 
I is the identity tensor, r = 2r)s D is the viscous stress, T]S is the solvent viscosity, 
D = (L + L r ) / 2 is the rate-of-strain tensor, and er is the elastic stress. The variable 
L represents the traceless velocity gradient [1], 
L = V v - - ^ ( V - v ) I , (5.3) 
tr Iv ; y J 
where tr denotes trace. 
Equations (5.1)-(5.3) reach a closed form when a suitable constitutive model is 
used to relate er to the flow variables. Pasquali and Scriven [15] presented a general-
ized constitutive model in terms of the conformation tensor M, 
D : M / D : M 
- v • V M + 2£——-M + C M - D + D - M - 2 — — - M 
I : M V I : M 
+ M • W + W T • M - \(g0l + gxM + g2M2) = 0, (5.4) 
A 
* v ' 
F(M) 
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where £(M) and ((M.) are the polymer compliances to stretching and orientations, 
respectively; W = (L — LT)/2 is the vorticity tensor; g0(M), <7i(M) and (^(M) are 
the relaxation functions and A is the characteristic relaxation time. 
The elastic stress er is related to M as, 
nr M A/r da / M A/r da AT da \ 
° =
 2tT7MM--m + 2C{-T7MM:M + M-dM)> (5-5) 
where a(M) is the Helmholtz free energy per unit volume of the complex fluid. Differ-
ent constitutive models are given by the proper selection of the constitutive functions 
£> C) 50) 9\, 92 and a (a detailed description can be found in Ref. [15]). 
Boundary conditions on the momentum equation are needed on the entire bound-
ary r = Tg UIV Boundary conditions on velocity and momentum flux (traction) are 
given by 
v = g on Tg, (5.6) 
n - T = h onT,,, (5.7) 
where g and h are given functions, and n is the outward unit vector normal to the 
boundary. 
5.3 The log-conformation formulation 
The log-conformation formulation was recently proposed by Fattal and Kupfer-
man [11]; in this method, the constitutive equation is written in terms of the loga-
rithm of the conformation tensor S = log M. This change of variable ensures the 
positive-definiteness of M, and allows better represent at ion of sharp layers at high 
Wi due to the exponential nature of the transformation. Flow problems are solved 
by discretizing the governing equations, e.g., with the finite difference method [42]. 
79 
The log-conformation formulation was first implemented in finite element context 
by Hulsen et al. [12]. The constitutive equation was written in terms of S, and the 
DEVSS/DG formulation was applied to solve the benchmark flow of the Giesekus 
and Oldroyd-B fluids past a cylinder in a channel. The logarithm of M can be 
computed easily in its principal co-ordinate system, where the eigenvalues of M give 
the stretches mi in the principal directions and its eigenvectors give the principal 
3 3 
directions rij (i = 1,2, and 3), thus S = log M = 2_.log(rai)njiij = 2_.sinini> w n e r e 
Si — log rrii are the principal values of S, and whose existence is always guaranteed 
because the rrii are always positive. 
Hulsen et al. [12] presented results for the Oldroyd-B and Giesekus models for 
which £ = C = 1 (the molecules undergo affine deformations); a generalized form 
applicable to any conformation tensor model [15] is presented here, following the 
derivation in Ref. [12], 
v - V S 2« - C) 
£ 
^ djjTrij + 2((du + wu) + 
m9 
3=1 
fi 
rrii 
3=1 
nj i i i 
3 3 
bi Sj 
+ ^ ^2 J% _ J J \£(mi ~ mi)^3 + miWij + m3W3i] n in j ) (5-8) 
t=i j=i mi mi 
i^3 
where dij and Wij are the components of the rate-of-strain and vorticity tensors in the 
basis defined by the principal directions rij, respectively. The molecular relaxation 
contribution F(M), given by the last term in Eq. (5.4), is an isotropic function; 
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therefore, its components /j in the principal directions n^ are 
fi = -j(9o + gim + g2rrf). (5.9) 
Following the approach of Ref. [12], the implementation of the generalized log-
conformation formulation requires: 
1. Solution of the continuity and momentum equations in the laboratory co-ordinate 
system at fixed <x; 
2. Transformation of D and W from the laboratory co-ordinate system to the 
co-ordinate system identified by the eigenvectors of M; 
3. Solution of Eq. (5.8) in the co-ordinate system of the eigenvalues of M; 
4. Back-transformation of M to the laboratory co-ordinate system; and 
5. Computation of er from M in the laboratory co-ordinate system. 
The log-conformation formulation improves the stability of the numerical method 
at high Wi [11, 52, 12]. Presumably, the iterative procedure outlined above will 
become increasingly inefficient in problems with large "non-diagonal" coupling, e.g., 
free surface flows at low capillary number and viscoelastic flows at low value of the 
solvent viscosity. In these cases, fully coupled procedures are more robust and efficient 
[54, 1]. Coupled solution techniques require casting and discretizing all the differential 
equations in the same co-ordinate system, and solving the resulting coupled algebraic 
equations with a non-linear solver, e.g., Newton's method. 
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Such a method is proposed below: it casts and solves in a coupled way the govern-
ing equation for viscoelastic fluid flows based on the generalized conformation tensor 
model by applying the log-conformation change of variable. 
5.4 The DEVSS-TG/SUPG log-conformation formulation and 
the numerical issues associated with its implementation 
In the present Chapter, a simpler implementation of the log-conformation for-
mulation in a finite element context is presented. Although its application is only 
demonstrated in the DEVSS-TG/SUPG method [1], it can be easily applied to any 
other method as well, e.g., GLS4 [55]. The variable S is introduced by replacing M 
with exp S in Eq. (5.4). The transformed Eq. (5.4) is 
+ C ( (exp S) D + D • (exp S) - 2 " / ^ g (exp S) 
+ (exp S) • W + W T • (exp S) 
- \ fød + <?i(exp S) + <?2(exp S)2) = 0. (5.10) 
5.4.1 The DEVSS-TG/SUPG log-conformation formulation 
The DEVSS-TG/SUPG log-conformation formulation, which has v, p, L and S 
as unknowns, is obtained by solving Eq. (5.10) coupled with Eqs. (5.1)—(5.3) (as in 
DEVSS-TG/SUPG) in the laboratory frame. The weighted residual equations are 
given by 
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/ V w : T d f t + / w - h d r = O, 
Jn JT 
(5.11) 
/ 9(V • v) åVt = O, (5.12) 
/ 
Ja 
E L - V v + - ^ - ( V - v ) I 
Li J. 
dft = O, (5.13) 
f [R + /iuv • VR] 
-
V < ^ S > + *TT^<°*S> 
+ C ( (exp S) • D + D (exp S) - 2 ^  / ^ ^ (exp S) 
+ (exp S) • W + W r • (exp S) 
- (ø0I + tfi(exp S) + #2(exp S)2) dft = O, (5.14) 
where w, q, E and R are the weighting functions multiplying the conservation of 
momentum, continuity, traceless velocity gradient and constitutive equations, respec-
tively, and hu is the characteristic element length used by the SUPG stabilization of 
the constitutive equation. 
The Galerkin method is used to discretize the governing equations; therefore, 
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the weighting functions are considered to be the same as the basis functions used 
to approximate the variables (except for the conformation equation, which uses the 
SUPG formulation as in Ref.[l]). Bilinear piecewise continuous functions are used for 
p, L and S, whereas biquadratic functions for v. In this case, the variable S grows 
roughly linearly or sub-linearly in regions of strong flow, removing problems associated 
with the poor representation by low-order polynomial interpolation functions of M, 
which has an exponential behavior in strong flow regions. 
5.4.2 Numerical issues associated with the implementation of the log-
conformation formulation 
a) Computation of exp S and V(exp S) 
The transformation in Eq. (5.14) is not done explicitly; rather, M = exp S is 
computed at each Gauss point where the weighted residual must be evaluated. The 
exp S is calculated by using spectral decomposition, 
S = VSV"1 , (5.15) 
where each column of V is an eigenvector of S, and S is a diagonal matrix whose 
elements are the eigenvalues of S; therefore, 
exp S = V(exp E)V"1 , (5.16) 
where exp S is obtained by taking the exponential of each element of the diagonal 
matrix S. The eigenvalues and eigenvectors of S are found analytically in 2-D. 
Whereas exp S can be obtained straightforwardly, V(exp S) in Eq. (5.10) cannot 
be computed easily; thus, an approximation is used. Three different ways to do so 
are presented here: 
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1. By computing MQ = exp Sa at every node, and multiplying by the derivative 
>s of the basis function ips used to approximate S = 2_. S°Vs 
Q 
V(exp S) = V M « ^ ( V r å ) M Q , (5.17) 
where a is a dummy index from 1 to the number of basis functions for approx-
imating S. 
2. By using finite differences. In this case, S(£,77) = Y^S'V"(£,77) is computed 
at the points (£ + £,77), (£ — £,77), (£,77 + e), and (£,77 — e) in the local co-
ordinate system (£,77) and then M(£, 77) = exp S(^, 77) is calculated at every 
point. Therefore, the components of V(exp S) = V M are obtained from: 
dMi:i Mij (£ + e, 77) - Mij (£ - e, 77) 
<9£ 2e 
dM{j Mij(£,ri + e) - M{j{^ rj - s) 
(5.18) 
(5.19) 
drj 2e 
where s = 10~6. 
3. By expressing the convective term by means of the gradient of S rather than 
the gradient of M, for a better convective stability. 
„ , „, ,. exp(S - h*v • VS) - exp(S) 
- v • V(exp S) = hm - ^ ^-L ^ , (5.20) 
where h* is a numerical parameter. Hereafter, a h*= 10~6hu is used to balance 
transition versus finite precision error (here hu is the length of an element). 
Unless otherwise stated, the first approximation is used in most of the simulations. 
After computing the basic variables—v, p, L and S—the conformation field M is 
obtained from S at every node by Eq. (5.16). 
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b) Imposing boundary conditions on S 
Whereas imposing boundary conditions on v and p is straightforward, imposing 
boundary conditions on S is not trivial because it requires solving the fully developed 
flow condition of Eq. (5.10) analytically This could be tedious for complex constitu-
tive equations for which a simple expression can not be derived. However, a remedy 
for this problem was presented by Xie and Pasquali [49], where the constitutive equa-
tion, given by Eq. (5.10), is also solved numerically at all the inflow boundaries; in this 
case, the fully developed boundary condition is imposed by setting v • V(exp S) = 0. 
c) Mixed Jacobian matrix 
The Newton's method is used to solve the non-linear algebraic equation set arising 
from the discretization of the governing equations. The analytical derivatives of the 
problem equations with respect to S are not known. Thus, a mixed Jacobian matrix 
is used; analytical for the derivatives with respect to v, p and L, and numerical for 
the derivatives with respect to S. The latter is obtained by central finite difference, 
3(:,i) = r f e + £ ) 2 ; r f e " £ ) , (5.21) 
where J is the Jacobian matrix, r is the residual vector, Xj are the unknowns (in this 
case only the components of S) and e is the imposed perturbation. Computation-
ally, the numerical Jacobian is more expensive than the analytical one; therefore, a 
complete analytical Jacobian would be preferable. 
5.5 Numerical results 
The effectiveness of the DEVSS-TG/SUPG log-conformation formulation is demon-
strated for the Oldroyd-B model in the complex problem of flow past a cylinder in a 
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rectangular channel in the case where the ratio of half channel width to the cylinder 
radius is 2:1. Details of the geometry, boundary conditions, finite element meshes, 
and more complete references were reported in Chapter 4. 
5.5.1 Oldroyd-B model 
The Oldroyd-B model is given by the constitutive parameters £ = 1, ( = 1, 
go = — 1, gi = 1, and #2 = 0, and the elastic stress is related to the conformation 
tensor as 
o- = G M, (5.22) 
where G = rjp/\ is the elastic modulus, and 7]p is the polymer contribution to the 
viscosity. A viscosity ratio of (3 = rja/(r)a + rjp) = 0.59 is used in all the simulations. 
The drag force on the cylinder fd is calculated as, 
fd = -2 / " e i n : T d S , (5.23) 
where S represents the surface of the cylinder, n is the unit normal vector, and ei 
is the unit vector in the x-direction. Table 5.1 shows the values of the drag force at 
different Wi, and Figure 5.1 plots these values with the values reported in Ref. [12]; 
good agreement is observed. 
Although mesh-converged solution for the drag force—an integral quantity over 
the cylinder—is observed in Figure 5.1, this does not guarantee the accuracy and 
convergence of the solution in the entire domain. Figures 5.2-5.4 show the elastic 
stress axx = (r)p/X)Mxx versus s (0 < s < irRc on the cylinder and TTRC < s < 
irRc + LJ — RC in the wake along the symmetry line, where Rc is the cylinder radius 
and Ld is the downstream length). Figure 5.2 shows the results for the three meshes at 
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Table 5.1 Flow past a cylinder in a channel of an Oldroyd-B fluid: Finite element 
meshes and drag forces at different Wi. 
Mesh 
Ml 
M2 
M3 
Elements 
4788 
8512 
13300 
Drag force at different Wi 
0.6 
117.97 
117.88 
117.84 
0.7 
177.56 
117.44 
117.39 
0.8 
177.62 
117.47 
117.41 
0.9 
118.06 
117.86 
117.78 
1.0 
118.81 
118.54 
118.43 
Wi = 0.6 and a complete overlap is observed. The results are also in good agreement 
with Ref. [12]. 
At Wi = 0.7, the results agree well on the cylinder, but differences are observed 
in the wake flow; Figure 5.3(a) shows axx for the different meshes, and Figure 5.3(b) 
compares the result on the fine mesh (M3) with published results by Hulsen et al. [12] 
and Fan et al. [41] (for a polynomial interpolation function of order 6 (P6)). 
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Figure 5.1 Flow past a cylinder in a channel of an Oldroyd-B fluid: Drag force on the 
cylinder versus Wi. The DEVSS-TG/SUPG log-conformation results for the three meshes 
(Ml, M2 and M3) are compared with the results presented by Hulsen et al. [13]. Inset: 
Detail of the drag force at high Wi. 
100 
-20 
M1 
M2 
M3 
o Hulsen et al. 
3 
Figure 5.2 Flow past a cylinder in a channel of an Oldroyd-B fluid: axx on the cylinder 
and on the symmetry line in the wake. o from Hulsen et al. [13]. Wi = 0.6. Inset: Geometric 
interpretation of s (0 < s < TTRC on the cylinder and irRc < s < irRc + L^ — Rc in the wake 
along the symmetry line). 
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Figure 5.3 Flow past a cylinder in a channel of an Oldroyd-B fluid: (a) axx on the 
cylinder and on the symmetry line in the wake, and (b) axx on the symmetry line in the wake. 
o from Hulsen et al. [13] and V from Fan et al. [43] for P6 (using polynomial interpolation 
functions of order 6). Wi = 0.7. 
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Figure 5.4(a) shows the results at Wi = 0.9 where no sign of mesh convergence is 
observed as already reported in the literature [12, 41], and Figure 5.4(b) compares the 
result on the fine mesh (M3) with published results by Fan et al. [41] using polynomial 
interpolation functions of order 5 and 6 (P5 and P6, respectively). The numerical 
values of axx continue to grow with mesh refinement. Whereas the simulations remain 
stable at high Wi, accuracy is lost after a critical Wi~0.7 (as also reported in the 
Refs. [12, 41]). 
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Figure 5.4 Flow past a cylinder in a channel of an Oldroyd-B fluid: (a) axx on the 
cylinder and on the symmetry line in the wake, and (b) axx on the symmetry line in the 
wake. o from Fan et al. [43] for P5 and V from Fan et al. [43] for P6 (using polynomial 
interpolation functions of order 5 and 6, respectively). Wi = 0.9. 
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The convergence is studied further by examining the convergence of Mxx at x = 
2 (s = 7T + 1), y = 0; this location is chosen because it is the place where the 
largest differences are observed. A Richardson extrapolation is used to analyze the 
convergence of Mxx with mesh refinement, 
Mxx(0) = Mxx{h) + ahn, (5.24) 
where Mxx(0) is Mxx for an infinitely refined mesh, h is the element length, n is the 
rate of mesh convergence and a is a constant. After fitting the data using Eq. (5.24), 
Mxx(0) is used to calculate the relative errors, 
|M x z ( / i ) -M x x (0) 
e = x 100%. (5.25) Mxx(0) 
The relative errors at Wi = 0.6, 0.65 and 0.7 versus h are plotted in Figure 5.5 
using a log-log scale, where the slopes are given by n. At Wi = 0.6, a rate of mesh 
convergence of n — 1.29 is attained. Even though n < 1 for Wi>0.6, the relative 
errors are still decreasing with mesh refinement but very slowly (n = 0.59 and 0.39 
for Wi = 0.65 and 0.7, respectively), which means that with the meshes used in this 
work, we are still not in the terminal mesh convergence range; therefore, more refined 
meshes are required to come to any conclusion. The same analysis is performed with 
the data provided by Hulsen et al. [12] (also plotted in Figure 5.5) obtaining a rate 
of mesh convergence of n = 0.26 at Wi = 0.7 (using more refined meshes), which is 
slightly lower than the one obtained in this work. 
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Figure 5.5 Flow past a cylinder in a channel of an Oldroyd-B fluid: Mesh-convergence 
rate of Mxx (x = 2, y = 0) at Wi = 0.6, 0.65 and 0.7. • from the data provided by Hulsen 
et al. [13] at Wi = 0.7 (top axis). 
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Figure 5.6 shows the contour plots of the components of M at Wi = 1.0 on M3. 
Clear ly, although the solution in the wake is not mesh converged, the contour lines 
are more regular than those obtained in Ref. [55] at lower Wi — 0.7 on a similar mesh. 
5.5.2 Results at high Wi 
First-order arc-length continuation with automatic step control on Wi is applied to 
compute the flow states; the continuation terminates when the residual norm cannot 
be decreased below 10~5 (10~4 for Wi > 1). The simulations on the three meshes stop 
at Wi~1.05; in comparison to the traditional DEVSS-TG/SUPG [1], it represents 
an increase of about 40% in the maximum Wi. If the alternative approximations of 
V(exp S) and v • V(expS), given in Section 5.4.2 are used, an increase of about 
20% in the maximum Wi is observed. Although the third way to approximate the 
convective term should have better stability, it performs as the second one. 
Figure 5.7 plots the residual norm against the number of iterations at Wi = 0.83, 
0.92, 1.05, and 1.07 (near to the maximum Wi). A quadratic rate of reduction of 
the residual norm is expected by the Newton's method; in this case, the rate of 
convergence drops and the minimum attainable residual norm grows larger as Wi 
increases above Wi~0.9; Newton's method breaks down altogether at Wi = 1.07. 
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Figure 5.6 Flow past a cylinder in a channel of an Oldroyd-B fluid: (a) Mxx (b) M : 
and (c) Myy contours at Wi = 1.0 on mesh M3. 
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Figure 5.7 Residual norm versus number of Newton iterations at high Wi (close to the 
maximum Wi). A slope of two (expected for Newton's method) is drawn for comparison. 
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The maximum Wi obtained by Hulsen et al. [12] with a different log-conformation 
formulation in finite element context was Wi = 1.8 (maximum Wi obtained here is 
Wi~1.05). This difference and the issues discussed in the previous paragraphs are 
considered in the next Section, where the performance of these two formulations are 
studied in a simple 1-D problem. 
5.6 1-D analysis 
The differences between the performance of the log-conformation formulations 
presented in Ref. [12] (method 1) is analyzed against the one proposed in this work 
(method 2). For this, a prototypical 1-D convection-generation equation is considered 
^ - a m = 0, (5.26) 
dx 
where m(x) (x G [0,1]) is the unknown and a > 0 is the parameter controlling the 
rate of exponential growth of the solution. The boundary condition of the problem 
is m(0) = 1, and it has the exact solution ma = exp(ax). Both methods are applied 
together with the SUPG formulation. 
5.6.1 Method 1 
This method mimics the approach followed by Hulsen et al. [12] (also reviewed in 
Section 5.3). Here, Eq. (5.26) is transformed by using the variable s = log m 
ds 
— - a = 0, (5.27) 
dx 
and the variable s is approximated by using linear basis functions øj. The residual 
vector is 
~ds 
f 
Jo 
Wi dx dx, (5.28) 
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where i varies from 1 to the number of basis functions, and Wi is the weight function, 
which for the case of the SUPG method, is given by 
wi = (j)i + h ^ , (5.29) 
ax 
where h is the element length. This discretization gives a linear problem; therefore, 
it is solved in one iteration with Newton's method. 
5.6.2 Method 2 
This method mimics the approach presented in Section 5.4. Here, Eq. (5.26) is 
unchanged; however, whenever the variable m is present, it is replaced by exp s, and 
s is approximated with linear basis functions. The residual vector is 
- / 
Jo 
Wi 
ds 
exp s- a exp s 
ax 
dx. (5.30) 
This is a non-linear problem; therefore, a good initial guess is required for Newton's 
method in order to converge to a solution. 
5.6.3 Results of the 1-D analysis 
The results for a = 24 are shown in Figure 5.8. Figure 5.8 (a) plots the analytical 
results along with the numerical results obtained by methods 1 and 2 against x and 
Figure 5.8 (b) plots the relative errors e of the two methods against x, where 
e = x 100%. (5.31) 
As can be seen in Figure 5.8, there is no apparent difference in the results obtained 
by the two methods and this trend continues for even higher a. As expected, the 
maximum relative error is obtained at x = 1. 
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However, the minimum 2-norm residual that can be obtained by method 2 depends 
on a, which keeps oscillating after certain value no matter the number of Newton's 
iterations allowed. For instance, this minimum is between 10 - 7 - 10~6, 10~5- 10~4, 
and 10_ 1- 10° for a = 24, 29, and 39, respectively. The minimum norm mcreases 
considerably as a is increased; therefore, in order to accept a solution, the maximum 
error allowed by the Newton's method is increased accordingly. In all cases, quadratic 
convergence is observed until the minimum norm is attained. 
It can be noticed from Figure 5.9 that even though the residual norms are high 
for high values of a, the relative errors are small and increase very slowly with a. 
The same trend is also observed in the simulations using the DEVSS-TG/SUPG 
log-conformation formulation at high Wi, as previously described in Section 5.5.2. 
This behavior can be explained by considering Eq. (5.30), where the residual vector 
is multiplied by the factor exp s (exp S in Eq. (5.14)), which grows exponentially 
as a (Wi) increases. At high OL (Wi), the numerical precision of the calculations 
approaches the machine precision limit; therefore, accurate numerical solutions after 
a critical value of a (Wi) are difficult to obtain. This may explain why the residual 
norm can not be decreased any further in simulations close to this critical value, as 
also observed in the 2-D simulations. 
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Figure 5.8 1-D analysis, a = 24: (a) numerical results obtained by the methods 1 and 
2 compared with the analytical ones. (b) relative errors with respect to the analytical 
solution. 
101 
Residual 2-norm 
Maximum relative error 
22 24 26 28 30 32 34 36 38 40 
CC 
Figure 5.9 Residual 2-norm and maximum relative error against a for method2. 
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5.7 Generality of the DEVSS-TG/SUPG log-conformation 
for mulat ion 
Among the advantages of the log-conformation formulation are its generality and 
straightforward implementation. It can be easily applied to solve for any constitutive 
model in terms of the conformation tensor Eq. (5.4), without requiring extensive 
code modifications. Its generality is demonstrated by using models with affine and 
non-affine deformation. Constitutive models of affinely deforming fluids are obtained 
when £ = C = 1, e.g., Oldroyd-B [56], Giesekus [57], Leonov [58], FENE-type [19, 59], 
and Larson-1 [53] models, whereas fluids with non-affine microstructure deformations 
are obtained when £ < 1 or £ < 1, e.g., PTT-type [60, 61], Johnson-Segalman [62], 
and Larson-2 to Larson-4 [53] models. 
5.7.1 Larson-1 model 
For the case of constitutive models considering affine deformations, the flow of 
a Larson-1 fluid (Eq. (54b) of Ref. [53]) past a cylinder in a rectangular channel is 
considered. This constitutive model is selected because the relaxation functions are 
not constant as in the case of the Oldroyd-B model. The constitutive parameters of 
the Larson-1 model are £ = 1, £ = 1, g0 = — 1 — £ ( / M ~ 3), <7i = 1 + ((IM — 3), and 
g2 = 0, where £ is a constant, and IM = tr(M) is the first invariant of M. The elastic 
stress tensor is related to the conformation tensor through the following relation 
o- = =^- M. (5.32) 
1 + £(/M - 3) 
Figure 5.10 plots the drag force against Wi in the case for £ = 0.05/3 and (5 = 0.59. 
The highest Wi attained in these simulations are 6.4, 12.3, and 11.4 on Ml, M2 and 
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M3, respectively; a complete overlap is observed. Because no published results are 
available for this problem, the results are compared with the solutions obtained by the 
original DEVSS-TG/SUPG formulation on M2, also plotted in Figure 5.10. In this 
case, the simulations stopped at Wi æ 4.49, which indicates that an increase of nearly 
a factor of 3 in the maximum Wi can be obtained by using the DEVSS-TG/SUPG 
log-conformation formulation on the same mesh. 
— i i i i i i u 
0 2 4 6 8 10 12 
Wi 
Figure 5.10 Flow past a cylinder in a channel of a Larson-1 fluid (Eq. (54b) of Ref. [54]) 
with C = 0.05/3, P = 0.59: Drag force on the cylinder versus Wi for the three meshes (Ml, 
M2 and M3) using the DEVSS-TG/SUPG log-conformation formulation, and compared 
with the results obtained by the original DEVSS-TG/SUPG formulation on M2. 
Figure 5.11 shows the contour plots of the components of M at the maximum 
Wi = 11.4onM3. 
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F igure 5.11 Flow past a cylinder in a channel of a Larson-1 fluid: (a) Mxx (b) M: 
and (c) Myy contours at Wi = 11.4 on mesh M3. 
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5.7.2 Larson-2 model 
For the case of constitutive models with non-affine deformation, the flow of a 
Larson-2 fluid (Eq. (54a) of Ref. [53]) past a cylinder in a rectangular channel is 
considered. The Larson-2 model is given by the constitutive paremeters £ = £, C = 1, 
go = —1, gi = 1, and #2 = 0, where £ is a constant, and the relation between <r and 
M is given by Eq. (5.22) (same as for the Oldroyd-B model). 
Figure 5.12 plots the drag force against Wi in the case of £ = 0.9 and (3 = 0.59. 
The highest Wi obtained in the simulations are 1.56, 1.41 and 1.32 on Ml, M2 and 
M3, respectively. The results on Ml are slightly above the results obtained on M2 
and M3, which are in good agrement. As in the previous case, no published results 
are available in the literature; therefore, they are compared with the results obtained 
by the DEVSS-TG/SUPG formulation on M2, shown in Figure 5.12. An increase 
of the maximum Wi of about 24% is obtained by using the DEVSS-TG/SUPG log-
conformation formulation on the same mesh. 
Figure 5.13 shows the contour plots of the components of M at the maximum 
Wi = 1.32onM3. 
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F igure 5.12 Flow past a cylinder in a channel of a Larson-2 fluid (Eq. (54a) of Ref. [54]) 
with £ = 0.9: Drag force on the cylinder versus Wi for the three meshes (Ml, M2 and M3) 
using the DEVSS-TG/SUPG log-conformation formulation, and compared with the results 
obtained by the original DEVSS-TG/SUPG formulation on M2. 
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Figure 5 .13 Flow past a cylinder in a channel of a Larson-2 fluid: 
and (c) Myv contours at Wi — 1.32 on mesh M3. 
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5.8 Conclusions and discussions 
In this Chapter, a simple alternate implementation for the log-conformation for-
mulation is presented. The implementation is demonstrated in the finite element 
context, and a DEVSS-TG/SUPG log-conformation method is proposed. In compar-
ison to the previous works on the log-conformation formulation [11, 52, 12], the new 
implementation requires fewer code modifications, and has the advantage of solving all 
governing equations in a coupled way in a laboratory co-ordinate frame. Effectively, 
this new implementation retains the set of governing equations, and uses the matrix-
logarithm as a basis function for the conformation field which evolve exponentially 
near the boundaries. Additionally, in order to understand the difference observed 
between the different ways of implementing the log-conformation formulation, a 1-D 
analysis is presented. 
This method is used to simulate several viscoelastic fluids modeled by generalized 
constitutive model in the benchmark problem of flow past a cylinder in a channel. 
The Oldroyd-B and Larson-1 models consider affine deformation for the polymer 
constituents, whereas the Larson-2 model considers non-affine deformation. It is 
demonstrated that the method works well for the generalized constitutive model and 
improves the numerical stability at high Wi. In the problem of a flow past a cylinder 
in a channel of an Oldroyd-B fluid, the maximum Wi was extended to 1.05 as com-
pared to 0.75 obtained with the original DEVSS-TG/SUPG method, although mesh-
converged solutions were not demonstrated for Wi > 0.6. For the Larson-1 model was 
extended from 4.49 to 12.30 and for the Larson-2 model from 1.13 to 1.41, both on 
M2. 
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The results from the DEVSS-TG/SUPG log- confor mation are promising, although 
there are still two issues associated with the implementation that must be resolved in 
future work. First, a more accurate approximation for V(exp S) should be obtained; 
this will improve the limit up to which the Newton's method will remain convergent. 
Second, a complete analytical Jacobian for the Newton's method should be derived; 
this will reduce the high computational cost associated with the numerical Jacobian. 
Chapter 6 
Numerical study of a viscoelastic 2-D drop 
deformation under shear flow 
6.1 Introduction 
Systems of industrial and biological relevance, such as emulsions, polymer blends, 
and blood, can be described as a dispersion of fluid drops in a fluid phase. The fi-
nal size or size distribution of the droplets plays a crucial role in the physical and 
rheological properties of an emulsion. In faet, even if both phases are Newtonian, 
emulsions display common rheological characteristics of non-Newtonian fluids, such 
as viscoelasticity, shear-dependent viscosity, normal stresses, etc. Moreover, in or-
der to enhance the rheological properties of new products manufactured from fluid 
dispersions, one or both phases can be non-Newtonian. 
As a first step to understand the rheological behavior of fluid-fluid dispersions, 
most of the research available in the literature has been focused on the case where a 
single drop is deforming in a fluid flow before breakup [63, 64, 65, 66, 67, 68]. How-
ever, in recent works, this idealization has already been extended to the cases where 
drop breakup and drop coalescence occur [69, 70, 71, 72, 73, 74, 75]. In formula-
tions based on the arbitrary Lagrangian Eulerian (ALE) method, meshing to handle 
highly deformed drops (as in the cases of drop breakup and coalescence) becomes 
very complex, and special care has to be taken. 
The final shape of a viscous drop is determined by a balance between viscous 
forces and surface tension for Newtonian fluids; an additional elastic force is present 
when the drop or matrix are viscoelastic. The drop starts to deform once the viscous 
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and elastic forces from the matrix, which try to burst the drop, overcome the interface 
tension forces, which holds it together. 
In order to understand the physics behind dispersions, the deformation of a single 
drop under different flow configurations has been widely investigated. In this thesis, it 
is only considered the case of a periodic liquid drop immersed in a liquid matrix under 
shear flow; this configuration is likely to be found in several industrial applications. 
When shear is applied to a dispersion, the drops in the dispersed phase (spherical 
drops at rest) deform; however, if the shear rate is sufnciently high, they break up 
into smaller drops. 
In the past century, starting with the pioneering work by Taylor [63, 64], extensive 
research has been conducted in order to predict the deformation of a liquid drop 
D = (L — B)/{L + B), where L and B are the longest and the shortest distances 
measured from the center of the drop to the interface. Taylor [63] introduced the small 
deformation theory, which is valid only when the deformed drop is nearly spherical. 
According to this theory, the drop deformation is given by 
16g + 16 v ' 
where Ca = ?7m 7^0/7 is the Capillary number, q = r]d/rjm is the viscosity ratio, T]m is 
the matrix fluid viscosity, % is the drop viscosity, % is the characteristic shear rate, 
7 is the surface tension, and ro is the radius of the undeformed drop. 
Taylor [64] also validated his theoretical prediction of D with experiments. The 
theoretical and experimental results were in good agreement at very low Ca, as ex-
pected by the small deformation theory. Another important quantity related to the 
drop deformation is the tilt angle 6 formed between the direction of the drop major 
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axis L and the direction of velocity away from the drop. 
A modification of Taylor's small deformation theory to extend the prediction of D 
at higher Ca was presented by Cox [76]. Other works predicting D and the breakup 
of a viscous drop were reviewed by Rallison [77] and Stone [78]. Barthés-Biesel and 
Acrivos [79] were the first who theoretically predicted the breakup of a droplet sus-
pended in a linear shear field by using the linear stability theory. 
In order to facilitate the literature review and the presentation of the results, the 
following nomenclature—N/V—is used to differentiate between the two fluid phases 
and identify the type of fluid. The first letter correspond to the drop phase and the 
second one to the matrix phase. The letter N represents a Newtonian fluid, whereas 
the letter V represents a non-Newtonian fluid (viscoelastic fluid in this work). 
Recent theoretical results considering the N/N case were obtained by using the 
ellipsoidal drop model by Yu and Bousmina [80] and Maffettone and Greco [81], 
in which the model parameters are obtained from the small deformation limit. In 
contrast to the small deformation theory, the ellipsoidal drop model can be applied 
to any intensity or flow conditions. In the case where at least one phase is non-
Newtonian, Maffettone and Greco [81] used the ellipsoidal drop model for a second-
order fluid, Yu et al. [82] used the small deformation theory for an Oldroyd-B fluid, 
and Greco [83] used the perturbation theory for a second-order fluid. 
Experimental studies have benefited from improved visualization devices and mea-
surement techniques. Using video-enhanced contrast optical microscopy and image 
analysis, Guido and Villone [84], Guido and Greco [85] and Cristini et al. [86] studied 
the drop deformation for the N/N case. The N/V case was considered by Guido 
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el al. [87] and Verhulst and Moldenaers [88] for a Boger fluid and the V/V case by 
Cherdhirankorn et al. [89]. 
Due to the fast increase in computational power and improved algorithms, numer-
ical studies have been gaining importance. The principal difficulty in solving free and 
moving boundary problems is that the position of the interface is unknown a priori, 
and it must be determined as part of the solution. There are two approaches to 
solve moving boundary problems: The Lagrangian approach (i.e., boundary integral 
method, boundary element method), where each individual node of the computational 
mesh follows the associated material particle during motion, and the Eulerian ap-
proach (i.e., volume-of-fluid (VOF), front-tracking, level set methods, diffuse-interface 
method), where the computational mesh is kept fixed. 
Interface-tracking methods are based on the Lagrangian approach, whereas the 
interface-capturing methods are based on the Eulerian approach. A technique that 
combines the best features of both the Lagrangian and the Eulerian approaches 
is known as the arbitrary Lagrangian-Eulerian (ALE) description, where the mesh 
moves in a fashion related to the kinematics of the material only over a portion of the 
domain, typically the boundary. The main drawback of the ALE approach is when 
large interface deformations are present, and mesh folding may occur. In this 
robust remeshing algorithm is required, which unfortunately introduces interpolation 
er rors and additional computational cost. 
The boundary integral method [69, 90, 91, 92, 93, 86] outperforms other method-
ologies in accurately and efficiently capturing the dynamics; however, its application 
is limited to inviscid and Stokes flows. The boundary element method, used by 
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Khayat [94], is appropriate when dealing with moving domain problems as it requires 
only the discretization of the boundary. 
The VOF method was used by Li et al. [70] for the N/N case, in which the velocity 
and pressure are used as primitive variables and the incompressibility constraint is 
satisfied by a projection method. Using the continuous surface force (CSF) formula-
tion [95] for the surface tension force on the elements in the interface, Renardy and 
Cristini [71, 96] and Renardy et al. [72] showed the application of VOF to merging 
and folding interfaces. The VOF-CSF was used by Chinyoka et al. [66] to simulate a 
2-D drop deformation under shear flow for Oldroyd-B fluids, and an extension to 3-D 
viscoelastic simulations using the VOF-PROST (parabolic reconstruction of the in-
terface for the calculation of the surface tension force) was presented by Khismatullin 
et al. [97] and Renardy [98]. 
A front-tracking finite difference method has been presented by Aggarwal and 
Sarkar [67, 68] to study the drop deformation for the N/V, V/N, and V/V cases. 
This method solves a Poisson's equation for the indicator function, which is zero 
outside and one inside the drop. Since this is an explicit method, it cannot handle 
Stokes flows. More recently, a front-tracking finite element method was developed 
by Chung el al. [99], and implemented in a DEVSS-G/SUPG/Matrix logarithm for 
improved stability. Chung's results are highly dependent on the mesh refinement, 
where even the finer mesh gives overpredicted values of drop deformation for the 
N/N case. Therefore, the accuracy of their results for the viscoelastic case is unknown, 
where only a medium refined mesh was considered. 
Pillapakkam and Singh [65] used a finite element code based on the level set 
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method to simulate the N/V and V/N cases. A variation of the level set method, 
the diffuse-interface method, describes the interface by a mixing energy and has been 
widely used for Newtonian simulations; it can be easily extended to simulate complex 
fluids due to its energy-based formulation [73, 74, 100, 75]. However, it was shown 
that its accuracy is highly dependent on the capillary width [75] (which scales with 
the thickness of the diffuse interface), mainly because of the difficulty to capture 
the sharp gradients at the interface. As a consequence, very refined meshes at the 
interface are required, which makes this method computationally very expensive. A 
possible solution is the use of an adaptive meshing scheme [75]. 
In this work, the position of the mesh nodes is obtained by using the isochoric 
domain deformation method developed by Xie et al. [13], an extension to the domain 
deformation method [47, 101, 102] to account for volume conservation. The domain 
deformation method, based on the ALE approach, treats the mesh as an elastic 
pseudo-solid and the mesh nodes as material nodes, and it is developed based on the 
concepts of solid mechanics. 
The isochoric domain deformation equations are solved coupled with the fluid flow 
conservation equations. In the cases where one of the fluid phases is non-Newtonian 
(N/V or V/N), the generalized conformation tensor constitutive model [15] is used 
to relate the fluid stresses to the rate-of-strain (a particular case is the Oldroyd-B 
model). The set of governing equations are solved fully coupled by using the finite 
element-based DEVSS-TG/SUPG method [1]. 
The deformation of a 2-D fluid drop immersed in a fluid matrix undergoing shear 
flow is analyzed under different flow conditions and rheological properties. Both 
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steady and transient solutions are considered. Sequences of steady-state solutions 
were obtained by using the arc-length continuation method. Transient solutions were 
obtained by using a fully implicit predictor-corrector time integration scheme. For the 
N/N, N/V and V/N cases, the critical condition beyond which the 2-D drop deforms 
continuously until breakup are predicted by using the arc-length continuation method 
on Ca. The prediction of the critical condition from the steady-state model are tested 
and confirmed by the transient model. The influence of inertia and viscoelasticity on 
the drop deformation are also studied. 
This Chapter is organized as follows. Section 6.2 presents the governing equations 
along with the free surface boundary conditions and the solution method. The steady 
and transient numerical solutions of the 2-D drop deformation problem for the N/N, 
N/V and V/N cases are presented in Section 6.3. The influence of surface tension, 
inertia and viscoelasticity on the drop deformation and on the critical condition for 
drop breakup are studied. Finally, the conclusions and discussion are presented in 
Section 6.4. 
6.2 Mathematical formulation 
6.2.1 Governing equations 
A fluid occupying a spatial domain £1 with boundary T is governed by the mo-
mentum and continuity equations 
p ( — + v- V v ) - V T - V 9 = 0 onft, (6.2) 
V - v = 0 onft, (6.3) 
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where v is the fluid velocity, p is the density, T is the Cauchy stress tensor, 6 is the 
potential of body force per unit volume, V is the spatial gradient, and d/dt is the 
partial time derivative. The stress tensor can be decomposed into a constitutively un-
determined isotropic contribution related to incompressibility, and viscous and elastic 
contributions, 
T = -pi + T + <T, (6.4) 
where p is the pressure, I is the identity tensor, r = 2t]s D is the viscous stress, rjs is 
the solvent viscosity, D = (L + LT)/2 is the rate-of-strain tensor, and er is the elastic 
stress. The variable L represents the traceless velocity gradient [1], 
L = V V
" t r l ( V ' V ) I ' (6-5) 
where tr denotes trace operator. 
Eqs. (6.2), (6.3), and (6.5) reach a closed form when a suitable constitutive model 
is used to relate er to the flow variables. Pasquali and Scriven [15] presented a 
generalized constitutive model in terms of the conformation tensor M, 
dM
 m / r n D:]W / ^ ^ ^ Ayr D : M A / r 
+ v • V M - 2£——-M - C M - D + D - M - 2——— M dt M : M ^V I : M 
- M • W - W r • M + \(g0I + ^ M + g2M2) = 0, (6.6) 
Å 
where £(M) and ((M.) are the polymer compliance to stretching and orientations, 
respectively; W = (L — LT)/2 is the vorticity tensor; g0(M.), pi(M) and ^ ( M ) are 
the relaxation functions and Å is the characteristic relaxation time. 
The elastic stress er is related to M as, 
n , M , , da n ( M A;r da A/r da \ 
I : M ØM V I : M dM dMJ v ' 
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where a(M) is the Helmholtz free energy per unit volume of the complex fluid. Differ-
ent constitutive models are given by the proper selection of the constitutive functions 
£> C> 9o, 9u 9i and a (a detailed description can be found in Ref. [15]). 
Boundary conditions on the momentum equation are needed on the entire bound-
ary r = Tg U Th. Boundary conditions on velocity and momentum flux (traction) are 
given by 
v = g o n r 9 , (6.8) 
n - T = h onr f c , (6.9) 
where g and h are given functions, and n is the outward unit vector normal to the 
boundary. 
In problems with a free surface, where the interface is unknown a priori, an 
additional equation is required to locate the interface. This work uses the isochoric 
domain deformation method [13], where the mesh is treated as an incompressible 
elastic pseudo-solid 
V • T e = 0, (6.10) 
where T e = — irl + /?oB is the stress tensor of an incompressible neo-Hookean elastic 
solid (extension of Hooke's law for the case of large deformations), ir is the mapping 
pseudo-pressure, (3Q is a constant parameter related to the solid shear modulus, and B 
is the left Cauchy-Green strain tensor. An adaptive /?0 could help to control the mesh 
refinement in certain areas; however, a constant /?o = 1 is used in all the simulations. 
In order to preserve the volume, the domain volume conservation is introduced 
d e t F d - l = 0, (6.11) 
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where det denotes the determinant of a matrix, and Fd — (——)T is the domain 
<9x0 
mapping deformation gradient tensor. The elastic body mapping x = x(xo) maps 
the point x0 in the reference domain Q0 to its corresponding position x in the physical 
domain Q, where x is the mapping function. 
The complete set of equations governing the flow are: 
detFd - 1 = 0, 
V T e = 0, 
p(— + v- V v ) - V T - V 6 = 0, 
V - v = 0, 
L - V v =(V-v)I = 0, 
t r l v ; 
dM „ , ,
 nn-.M^r 
-C ( M • D + D • M - 2 ^ M V I: M 
- M - W - W T - M + \(g0I + giM + g2M2) = 0. (6.12) 
6.2.2 Free surface boundary conditions 
The boundary conditions imposed on the momentum equation (Eq. (6.2)) are the 
physical boundary conditions of no penetration and stress balance 
ni • v = n2 • v = 0, (6.13) 
n i - T i + n 2 - T 2 - V # • II, (6.14) 
respectively, where the subscripts 1 and 2 represent the fluids sharing the interface, 
ni and n2 are the unit normal vectors, Ti and T2 are the total stress tensors, V# = 
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(I — nn) • V is the surface gradient, and II = 7(1 — nn) is the surface stress. The 
unit normal vector n can be either ni or n2 for a fluid-fluid interface. 
Boundary conditions must be imposed on the domain mapping equation (Eq. (6.10)). 
The normal component of the boundary condition is dictated by the physics; the tan-
gential component condition can be chosen for computational convenience. In 2-D 
simulations, the interface is a streamline; therefore, the velocity in the normal direc-
tion must be zero 
n v = 0, (6.15) 
In the tangent direction, the element nodes are free to move along the interface 
in order to achieve a desirable mesh quality. Here, it is assumed that the nodes are 
free of shear stress, 
t n : T e = 0, (6.16) 
where t is the unit tangent vector. For more details on the implementation of the 
free surface boundary conditions see Ref. [13]. 
6.2.3 Time integration 
The time integration is performed by using a fully implicit predictor-corrector 
scheme [103, 104, 105]. The predictor step involves explicit updating of the unknowns; 
the first-order forward-Euler scheme is used for a few time iterations to get necessary 
smoothing, and the second-order Adams-Bashforth scheme afterwards. The corrector 
step is fully implicit and yields the final solution in a time step. 
In the case of free surface problems, the finite element mesh moves with time. 
Therefore, in order to take into account the mesh movement, the time derivative of 
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any physical quantity $ (e.g. v and M) is obtained by 
— = $ - x - V $ , (6.17) 
where <3É> is the time derivative in a fixed frame, and x is the mesh velocity, which at 
time tn is given by 
(O) = ^ [ 0 n - ( ) « - l ] + P2(Vl . (6-18) 
where the constants C\ and c2 depend on the scheme order used in the predictor 
part. If the first-order scheme is used, C\ = 1 and c2 = 0 (backward Euler corrector), 
otherwise c\ = 2 and c2 = — 1 (trapezoidal rule corrector) for the second-order case. 
i is the time step, and the subscript n denotes the current time step. 
In the simulations, a constant Atn (At from now on) is used, and the steady-state 
solution is attained when 
dy 
dt 
< e, (6.19) 
2 
where y is the vector of unknowns, and e is the maximum error, t is made dimen-
sionless by multiplying by the characteristic shear rate %. 
6.2.4 Solution method 
The system of governing equations are solved in a fully-coupled manner. The 
equations are discretized using the DEVSS-TG/SUPG formulation [1], and the non-
linear set of algebraic equations resulting from the discretization are solved by using 
Newton's method. Quadratic continuous basis functions are used for v and x, whereas 
linear continuous basis functions for p, ir, L, and M. In order to treat discontinuous 
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variables across the interface, the nodes are duplicated, and their equations solved 
only on one of the phases. 
Sequences of steady-state solutions are obtained by using the first-order arc-length 
continuation method with automatic step Control. In order to study the influence of 
capillary forces, inertia and viscoelasticity on the drop deformation, the continuation 
is applied on the: 
1. Capillary number, Ca: relative effect of viscous forces versus surface tension 
acting across the interface; 
2. Reynolds number, Re = pm7cro/?7m: ratio of inertial forces to viscous forces, 
where pm is the medium density; and on the 
3. Weissenberg number, Wi = A7C: product of the fluid relaxation time and the 
characteristic shear rate. 
The continuation terminates when the mesh folds due to the lack of mesh re-
finement in the first two cases or when the conformation tensor loses its positive-
definiteness in the third one. 
When arc-length continuation is used, the reference domain Q,Q is updated to be 
the solution at a previous continuation step. In transient flow simulations, f^ o is 
updated with the solution at a previous time step. 
6.3 2-D drop deformation 
The deformation of a periodic 2-D fluid drop suspended in a fluid matrix, un-
dergoing shear flow, is studied. A schematic representation of this problem is shown 
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in Figure 6.1, where L and 2H are the computational dimensions in the x- and y-
directions, respectively, and r0 is the radius of the undeformed drop. The upper wall 
is moving from left to right with a velocity Vo, whereas the lower wall moves with 
the same velocity in the opposite direction. The drop is placed in the middle of the 
computational domain, and during the calculations, the node at the center of the 
drop is forced to be always at x = 0 and y = 0, with zero velocity. The mapping 
pseudo-pressure is set to ir = 0 at the center of the drop by discarding a continuity 
equation weighted residual. In this problem, the characteristic shear rate is given by 
7c = v0/H. 
Vo 
2H 
Vo 
Figure 6.1 Schematic of 2-D periodic drops suspended in a channel flow. The com-
putational domain, limited by the dashed lines, has the dimensions of L x 2H, and the 
drop placed in the middle has a radius ro- The upper wall is moving from left to right 
with a velocity vo, whereas the lower wall moves with the same velocity but in the opposite 
direction. 
Two different computational domains are used: SMO with a ratio L/H = 2 and 
LMO, LM1, LM2, and LM3 with a ratio L/H = 6, where the first letter, S or L, 
stands for short or long domain, respectively. In all the cases, the ratio H/TQ = 4 
is used. The details of the meshes are reported in Table 6.1, where the first column 
gives the ratio L/H, the second one gives the element size at the interface, which is 
gradually refined from LMO being the coarser to LM3 being the finest. The next 3 
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columns give the number of elements in the matrix phase, the drop phase and the 
total number of elements, respectively. Finally, the last 3 columns give the number 
of unknowns for the N/N, N/V and V/N cases, respectively. 
Tab le 6.1 Mesh details of the 2-D drop deformation problem: H/ro = 4, ro = 1. 
LMO 
LM1 
LM2 
LM3 
SMO 
L/H 
6 
6 
6 
6 
2 
Element size 
at the interface 
TT/20 
TT/25 
TT/30 
TT/40 
TT/35 
Elements 
Matrix 
1274 
1822 
2394 
3980 
2584 
Drop 
302 
458 
660 
1182 
882 
Total 
1576 
2280 
3054 
5162 
3466 
Unknowns 
N/N 
13806 
19906 
26601 
44787 
30186 
N/V 
18538 
26626 
35358 
59130 
— 
V/N 
— 
21691 
— 
4921 
— 
Figure 6.2 shows the unstructured finite element mesh LMO, where one element 
is formed by four triangles. LMO has 40 elements on the interface; meshes LM1, 
LM2 and LM3 are obtained by increasing the number of elements on the interface 
to 50, 60 and 80, respectively. The mesh SMO has 70 elements on the interface, and 
it is only used once to determine the influence of the domain dimension on the drop 
deformation. 
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Two different boundary conditions are tested. One is periodic boundary condition 
on the left and right boundaries, and the other one is unperturbed velocity profiles on 
the left boundary, and fully-developed flow on the right boundary. For simplicity, the 
first one is used in most of the cases, unless otherwise stated. In all the simulations, 
a viscosity ratio q — 1 is used. 
-2 - 1 0 1 2 
x 
Figure 6.2 Finite element mesh LMO. Four triangles form one element. 
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6.3.1 Newtonian drop in a Newtonian matrix ( N / N ) 
a) Steady-state solutions 
Figure 6.3 shows the deformation of a Newtonian drop in a Newtonian matrix at 
Re = 0 as a function of Ca. The sequences of steady-state solutions are obtained by 
using arc-length continuation on Ca. Figure 6.3 (a) plots D versus Ca on the meshes 
with longer domain LM1 to LM3; excellent overlap is observed over the whole range 
of Ca. 
In order to study the influence of the domain dimensions, the results obtained in 
the shorter domain SMO are compared with the results on mesh LM1 in Figure 6.3 (b). 
A very low Ca, the deformation is insensitive to domain length. At Ca > 0.1, the 
shorter domain size inhibits the deformation of the drop. These results confirm the 
influence of the domain dimensions on the drop deformation. Therefore, when com-
paring simulations from the literature, the same domain dimensions (and boundary 
conditions) should be used. Because the principal interest is to study the influence 
of viscoelasticity on the drop deformation, only the domains with longer dimensions 
are used from now on. 
Figure 6.3 (b) also plots the numerical results presented by Zhou and Pozrikidis [69], 
using the boundary integral method, and by Yue et al. [73], using the diffuse-interface 
method; both simulations were done on a shorter domain with L/H = 2 and periodic 
boundary conditions. The results on mesh SMO are in agreement with the results 
from [69, 73] until Ca « 0.4, as expected. As Ca grows beyond 0.4, the results from 
[69] get progressively closer to the results on the longer domain. Mesh-converged 
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solutions in the shorter domain are also checked on more refined meshes—SM1 and 
SM2—at Ca = 0.6 and 0.8; good agreement with SMO is observed. The element size 
at the interface for the meshes SM1 and SM2 are 7r/45 and 7r/55, respectively. 
Figure 6.4 plots the tilt angle 9 versus Ca on the meshes SMO and LM1. As can 
be seen, 8 is almost insensitive to domain length until Ca æ 0.5, after which 6 is 
slightly lower on the longer domain. When compared with the results by Zhou and 
Pozrikidis [69], good agreement is found until Ca « 0.4. At higher Ca, a higher tilt 
angle (less tilted drop) than [69] is computed—up to 25% difference at Ca = 0.8. 
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O 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Ca 
(a) 
LM1 
SMO 
O Zhou and Pozrikidis 
A Yue et al. 
X SM1 
+ SM2 
0.4 0.6 
Ca 
(b) 
Figure 6.3 2-D drop deformation, N/N: D versus Ca at Re = 0. (a) On the meshes 
with longer domain LM1, LM2 and LM3. (b) On the mesh LM1 and the mesh with shorter 
domain SMO, o from Zhou and Pozrikidis [80], A from Yue et al. [98], x on mesh SM1, and 
+ on mesh SM2. 
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Figure 6.4 2-D drop deformation, N/N: 6 versus Ca at Re = 0 on meshes LM1 and 
SMO. o from Zhou and Pozrikidis [80]. 
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A sequence of steady drop shapes at different Ca is shown in Figure 6.5. At low Ca, 
the drop has a spherical shape, and it adopts a slender shape (tilted towards the flow 
direction) as Ca increases. At moderate Ca, the drop has an elliptic shape, whereas 
at high Ca, it begins to show a hook-like shape at both ends. This is confirmed by 
many experimental and numerical results presented in the literature. 
2 
1 
;=-. o 
- i 
"
2
-3 -2 -1 0 1 2 3 
X 
Figure 6.5 2-D drop deformation, N/N: Evolution of drop shapes at different Ca on 
mesh LM1. 
b) Critical Capillary number, Cac 
An important result in the study of drop deformation is the prediction of the crit-
ical Ca (Cac), after which no steady solution can be found, and the drop will continue 
to deform until breakup. There are discrepancies in the numerically predicted Cac 
presented in the literature depending on the numerical method, the dimensions of the 
domain, but most important, in the space dimensions (2-D or 3-D). In this work, it 
was not possible to obtain steady-state solutions at Ca > 0.82 for the meshes with 
j i i i i i i i i i i i i i i i i i i i i i i i i i i i i i 
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longer domain L/H = 6 and at Ca > 1 for the mesh with shorter domain L/H = 2. 
Zhou and Pozrikidis [69] predicted a Cac = 0.875 using a 2-D boundary integral 
method on a domain with L/H = 2, Li et al. [70] a Cac = 0.42 using a 3-D VOF 
method, and Cristini et al. [86] a Cac = 0.43 using a 3-D boundary integral method. 
The differences observed between 2-D and 3-D analysis may be attributed to the 
2-D model's inability to capture the deformation in the third direction, which is not 
important at low Ca, but becomes crucial at moderate and high Ca. The drop adopts 
an ellipsoid shape as Ca is increased; therefore, a 3-D analysis is required to accurately 
predict the drop breakup. This Chapter is restricted to only a 2-D analysis in order 
to develop the model and assess its effectiveness. 
c) Transient solutions 
The transient solutions are obtained by using the time integration scheme pre-
sented in Section 6.2.3 at very small Re = 2.5 x 10~4. Figure 6.6 plots the time 
evolution of D at different Ca < 0.4 with At = 2.5 x 10~2 on mesh LM1. For 
Ca < 0.2, D continuously increases until the drop reaches its steady-state shape. At 
Ca = 0.3, D increases until t ~ 3, then slowly decreases until the steady-state solution 
is reached. At Ca = 0.4, the same trend as for Ca = 0.3 is observed; however, the 
hump before reaching the steady-state is more pronounced. 
The transient simulation results presented by Yue et al. [75] at Ca = 0.1 (on a 
domain with a ratio L/H = 2n and capillary width e = 0.0025) are also plotted in 
Figure 6.6. When compared with the results presented here, both methods are in 
good agreement in predicting the evolution of D versus t, and in predicting the final 
D corresponding to the case when the steady-state solution is reached. However, if 
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compared with the solutions from Yue et al. [75] at higher e, considerable differences 
in the prediction of the steady-state D are observed. This means that in [75], the 
solutions are highly dependent on e, and unlike this method, the diffuse-interface 
method requires very refined meshes close to the interface in order to get accurate 
results. 
D 
0 
V.J 
0.4 
0.3 
O9 
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1 1 1 1 
.£^y>AA u u / l A A 
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r'r, n 1 
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«r*r. n i L^a — U.Z 
.„.,,, f-<n n i 
ua — u. J 
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^ Yue et al. 
i • 
8 
t 
10 
Figure 6.6 2-D drop deformation, N/N: Evolution of D versus t at Ca = 0.1, 0.2, 0.3, 
and 0.4, Re = 2.5 x 10~4, and At = 2.5 x 10~2 on mesh LM1. A from Yue et al. [101] at 
Ca = 0.1, with a capillary width s = 0.0025. 
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As can be seen in Figure 6.7 at Ca = 0.5, it was not possible to obtain steady-state 
solution when the transient simulation was started from Ca = 0.025, as in the cases 
for Ca < 0.5. Even if the more refined mesh LM3 with a smaller At = 5 x 10 - 3 
is used, the simulation stopped at t ~ 2.4. These results apparently contradict the 
ones obtained in Section 6.3.1, where different steady-state solutions were obtained 
using the arc-length continuation method until Ca æ 0.82. A possible explanation 
could be that for Ca > 0.5, very large deformations are developed before reaching the 
steady-state, and they cannot be captured with the current meshes, and a remeshing 
scheme would be required. 
D 
0.5 
0.45 
0.4 
0.35 
0.3 
0.25 
0.2 
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LM3, At = 5 . 0 x 1 0 
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Figure 6.7 2-D drop deformation, N/N: Evolution of D versus t at Ca = 0.5 and 
Re = 2.5 x 10~4 on LM1 {At = 2.5 x 10-2) and on LM3 (At = 5 x 10~3). 
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In order to demonstrate that the solutions from the steady-state model at high 
Ca are indeed stable, the transient simulations were started from the steady-state 
solution at a Ca just below the final Ca. Figure 6.8 shows D versus t for the cases: 
Ca = 0.79 to 0.8, Ca = 0.8 to 0.81, Ca = 0.81 to 0.82, and Ca = 0.82 to 0.83, where 
the dashed lines represent the solutions from the steady-state model. In the first 3 
cases, steady-state solutions are reached, whereas in the last case, the drop continues 
to deform and no steady-state is obtained. These results confirm that the prediction 
of the Cac from both models are in good agreement. Therefore, for the N/V and V/N 
cases presented in the next Sections, the Cac is only going to be predicted by using 
the steady-state model, because it requires much less computational time. 
d) Influence of inertia on drop deformation 
Figure 6.9 shows the influence of inertia on the drop deformation at Ca = 0.1, 0.2, 
0.3, and 0.4 on mesh LM3. The sequences of steady-state solutions were obtained by 
using arc-length continuation on Re. D versus Re is plotted in Figure 6.9 (a), and 
as it can be seen, D remains almost constant at low Re, and then increases sharply. 
At high Ca, the deformation starts increasing sharply at higher Re. Figure 6.9 (b) 
depicts 9 versus Re, where 3 marked regions can be observed. In the first region at 
low Re, 9 remains almost constant; in the second region, 9 increases approximately 
until the Re at which D starts increasing sharply in the D versus Re plot; and in the 
third region, 9 decreases sharply until a critical Re (Rec) beyond which steady-state 
solutions could not be obtained. 
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Figure 6.8 2-D drop deformation, N/N: Evolution of D versus t at Re = 2.5 x 10~4 
and At — 2.5 x 10~2 on mesh LM1. Each transient simulation started with the steady-state 
solution at a Ca just below the final Ca. The dashed lines represent the solutions from the 
steady-state model. 
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Figure 6.9 2-D drop deformation, N/N: (a) D versus Re and (b) 0 versus Re for different 
Ca on LM3 mesh. 
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Rec at different Ca is plotted in Figure 6.10, and compared with the 3-D results 
presented by Li et al. [70]. Qualitative agreement is observed; however, the predicted 
values differ from each other. This difference can be attributed to the faet that Li 
et al. [70] considered a 3-D drop deformation with a ratio L/H = 2, and as it was 
demonstrated before, these factors affect the prediction of the drop deformation and 
breakup. 
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Figure 6.10 2-D drop deformation, N/N: Rec versus Ca on LM3 mesh. D from Li et 
al. [86]. 
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In order to understand how inertia affects the drop deformation, as observed in 
Figure 6.9, the streamlines inside and outside the drop are plotted at Ca = 0.2 for 
different Re (Figure 6.11). At Re = 0.249, where the D starts increasing, only one 
big recirculation inside the drop is observed and 9 is approximately the same as in 
the Stokes case. At Re = 3.013, which corresponds to the case where the infiexion 
point in the plot D versus Re occurs, and the maximum 0 is observed, still only 
one recirculation is observed, however it starts to be slightly shifted from the main 
diagonal. 
After the maximum 0 is reached, as Re is increased, 9 starts decreasing, and small 
recirculations are formed inside the drop. At Re = 4.505, which corresponds to the 
point approximately half way of the region where 9 is sharply decreasing, the main 
recirculation has split into two large ones and two small counter-circulating areas 
appear near the drop surface. These small recirculations favor the drop deformation 
by making the drop slender and aligned in the direction of the flow. Finally, at 
Rec = 6.514, the two small recirculations close to the interface are stronger. The 
drop breakup is induced by the two big recirculations trying to tear apart the drop. 
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(a) (b) 
(c) (d) 
Figure 6.11 2-D drop deformation, N/N: Streamlines at Ca = 0.2. (a) Re = 0.249, (b) 
Re = 3.013, (c) Re = 4.505, and (d) Re = 6.514. 
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6.3.2 Newtonian drop in a viscoelastic matrix ( N / V ) 
The effects of a viscoelastic matrix, modeled as an Oldroyd-B fluid, on the defor-
mation of a Newtonian drop under a steady shear flow at Re — 0, is studied. The 
governing equation for the Oldroyd-B model is obtained by using the following con-
stitutive functions: £(M) = 1, C(M) = 1, g0{M) = - 1 , øi(M) = 1, g2(M) = 0, and 
2 
—a(M) = IM — 3, where G = ~q™/\ is the elastic modulus, and IM is the first invari-
ant of M. In the simulations, the viscosity ratio (3m = r)™/(rf^ + iq™) = r)™f(r)m) = 0.5 
is used, where 77™ and 77™ are the solvent and polymer contributions to the viscosity 
of the matrix. Sequences of flow states were computed by first-order arc-length con-
tinuation on Wi with automatic step control; the continuation was terminated when 
the conformation tensor lost its positive-definiteness. 
Figure 6.12 presents the results at Ca = 0.1, where (a) plots D versus Wi, and (b) 
plots 8 versus Wi. As it can be seen in Figure 6.12 (a), when the Wi increases, D is 
suppressed until Wi ~ 0.75, and then it starts increasing to a final D which is much 
higher than the D for the N/N case (Wi = 0). For the used meshes, mesh convergence 
can be observed until Wi æ 1.5; after that, some differences are observed. When 
compared with the results presented by Yue et al. [74] (L/H = 2TT), the predictions of 
D are higher until Wi ~ 0.75, and then become lower, having a maximum difference 
of æ 2.5% at Wi ~ 0.75. In Figure 6.12 (b) 9 continuously decreases, and overlapping 
between the different meshes can be observed until Wi = 2. 
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Figure 6.12 2-D drop deformation, N/V: (a) D versus Wi and (b) 9 versus Wi at 
Re = 0 and Ca = 0.1. A from Yue et al. [99 . 
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Figure 6.13 plots D versus Wi at Re = 0 and Ca = 0.2. In this case, D is 
suppressed until Wi ~ 0.9 with respect to the N/N case, and then starts increasing. 
However, in contrast to the case at Ca = 0.1, the deformation at the maximum Wi 
is lower than the deformation at Wi = 0. Compared with the results by Yue et 
al. [74], higher deformations are predicted until Wi ~ 1.8, with a maximum difference 
of fa 4.8% at Wi æ 0.9; this trend reverses at Wi > 1.8. 
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0.205 
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0.19 
Figure 6.13 2-D drop deformation, N/V: D versus Wi at Re = 0 and Ca = 0.2. A from 
Yue et al. [99]. 
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As in the previous two cases at Ca = 0.1 and 0.2, the trend followed by D as 
a function of Wi is also observed at higher Ca. Figure 6.14 plots D versus Wi at 
Ca = 0.3, 0.4, 0.5, and 0.6. In all cases, elasticity lowers the deformation D at low 
Wi which increases weakly with Wi. At higher Ca, there is a higher difference between 
the D at Wi = 0 and the minimum D. 
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Figure 6.14 2-D drop deformation, N/V: D versus Wi at Re = 0 and at different Ca 
on mesh LM1. 
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6.3.3 Viscoelastic drop in a Newtonian matrix ( V / N ) 
The case where a viscoelastic drop is deforming in a Newtonian matrix, under a 
steady shear flow at Re = 0, is also considered. The Oldroyd-B model is used to 
model the viscoelasticity of the drop with fa = Vs/iVs + Vp) = Vs/iVd) = 0.5, where 
r]g and rjp are the solvent and polymer contributions to the viscosity of the drop. 
Figures 6.15 (a) and (b) plot D versus Wi at Ca = 0.1 and 0.2 on mesh LM1, 
respectively. At Ca = 0.1, D drops with Wi until Wi æ 1.4, and then it becomes 
almost independent of Wi. At Ca = 0.2, the same trend is observed as in the previous 
case, where D dicreases until Wi ~ 1.3; however, after the minimum D is reached, 
it stars to slowly increase as the Wi increases. Compared with the results presented 
by Yue et al. [74], higher deformations D are predicted over the whole range of Wi. 
The difference of the predicted D between the two methods is ~ 1.6% and ~ 3% at 
Wi = 2 for Ca = 0.1 and Ca = 0.2, respectively. 
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Figure 6.15 2-D drop deformation, V/N: D versus Wi at Re = 0. (a) Ca = 0.1 and 
(b) Ca = 0.2 on mesh LM1. A from Yue et al. [99]. 
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The results of D versus Wi at higher Ca are presented in Figure 6.16. In all cases, 
drop elasticity lowers deformation at low Wi, and then it increases the deformation 
at high Wi. As Ca increases, the difference between D at Wi = 0 and D at the 
maximum Wi reduces. At high Wi, after the minimum deformation is reached, the 
tendency of D to increase at high Ca is contrary to the one observed in Figure 6.14 
for the N/V case, where at high Ca, D tends to natten. 
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Figure 6.16 2-D drop deformation, V/N: D versus Wi at Re = 0 and at different Ca 
on mesh LM1. 
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6.3.4 Influence of viscoelasticity on the critical Capillary number 
As in the N/N case, the Cac for the N/V and V/N cases are also determined 
by the maximum Ca at which steady-state solution can be obtained by using the 
arc-length continuation method on Ca. At any Ca > Cac, the drop will continue to 
deform until it breaks up. For a fixed Wi, solutions at different Ca are obtained by 
gradually increasing it from Ca = 0.01 to Ca — Cac . 
Figure 6.17 plots the Cac versus the Wi for the N/V and V/N cases. In the N/V 
case, the Cac always decreases as the Wi increases; whereas, in the V/N case, the Cac 
always increases. The higher the Cac, the better the drop deformation is suppressed. 
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Figure 6.17 2-D drop deformation, N/V and V/N: Cac versus Wi at Re = 0 on mesh 
LM3. 
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The Mxx, Mxy, and Myy contours for the N/V and V/N cases at Ca < Cac and 
at Wi = 1 are shown in Figures 6.18-6.20, respectively. The figures are presented in 
such way that the drop shape and conformation contours for the N/V and V/N cases 
at the same Ca are shown continuously for direct comparison. The figures on the left 
column are for the N/V case, whereas the figures on the right are for the V/N case. 
The first, second and third rows are at Ca = 0.384, 0.787, and 1.0, respectively. At 
Wi = 1 and same Ca, the drop in the N/V case is slender and more aligned to the 
flow than in the V/N case; therefore, it will break up first as shown in Figure 6.17. 
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Figure 6.18 2-D drop deformation, N/V ((a), (c), and (e)) and V/N ((b), (d), and (f)): 
Mxx countours at Wi = 1.0. (a) and (b) at Ca = 0.384, (c) and (d) at Ca = 0.787, and (e) 
and (f) at Ca = 1.0. 
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Figure 6.19 2-D drop deformation, N/V ((a), (c), and (e)) and V/N ((b), (d), and (f)): 
Mxy countours at Wi = 1.0. (a) and (b) at Ca = 0.384, (c) and (d) at Ca = 0.787, and (e) 
and (f) at Ca = 1.0. 
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Figure 6 .20 2-D drop deformation, N/V ((a), (c), and (e)) and V/N ((b), (d), and (f)): 
Myy countours at Wi = 1.0. (a) and (b) at Ca = 0.384, (c) and (d) at Ca = 0.787, and (e) 
and (f) at Ca = 1.0. 
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6.3.5 Study of the influence of the polymer viscosity on the critical Cap-
illary number 
The underst ånding of the influence of the polymer viscosity on the critical condi-
tion is very important in many applications, since a change in the polymer viscosity of 
either or both drop and medium phases may accelerate or decelerate the drop breakup 
under the same flow conditions with respect to the N/N case. The results are even 
more important, because no study like this was found in the literature, therefore it 
represents a good starting point for future research. 
In this investigation, the critical conditions are obtained at Re = 0 on mesh LM3. 
In all the cases, the total viscosities % and r\m are equal to unity. The simulations 
are performed at Wi= 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, and 2.0 for r]p = 0.2, 0.4, 0.5, 
0.6 and 0.8. For a fixed Wi, a sequence of steady-state solutions is obtained by using 
arc-length continuation on Ca (starting from the solution at a very low Ca) until no 
solution was possible to obtain, which corresponds to the critical conditions. 
Figures 6.21 and 6.22 present the Cac versus Wi for the N/V and V/N cases, 
respectively. At Ca numbers that are below the curves, steady-state solutions can be 
found before the breakup of the drop. However, at Ca numbers above the curves, 
the drop will continue to deform until the drop breakup occurs. In some cases, the 
Cac was not possible to obtain because the positive-definiteness of the conformation 
tensor was lost first, therefore the drop breakup would be physically unfeasible. 
Figure 6.21 shows Cac versus Wi for the N/V case. At low Wi, the Cac increases 
until a maximum is reached, then it starts decreasing as the Wi increases. In this 
case, it was not possible to predict the Cac for r\v — 0.2 and 0.8 at any Wi, for 
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r]p = 0.6 at Wi > 1.25, and for r\v = 0.5 at Wi > 1.5. In general, when the medium 
phase is viscoelastic, the polymer viscosity delays drop breakup at low Wi, and then 
it promotes drop breakup at moderate and high Wi. 
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Figure 6.21 2-D drop deformation, N/V: Cac versus Wi for r\v = 0.4, 0.5, and 0.6 at 
Re = 0 on mesh LM3. 
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Figure 6.22 shows Cac versus Wi for the V/N case. For low r)p, the Cac remains 
almost constant or increases slowly as the Wi increases. As r\v increases, there is a 
sudden increase in the Cac, which is more pronounce at high Wi. In this case, the 
Cac was not possible to obtain for r\v = 0.2 and 0.8 at Wi = 2. In general, when the 
drop phase is viscoelastic, the polymer viscosity delays drop breakup at any Wi. 
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Figure 6.22 2-D drop deformation, V/N: Cac versus Wi for T]P = 0.2, 0.4, 0.5, 0.6, and 
0.8 at Re = 0 on mesh LM3. 
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6.4 Conclusions and discussions 
The isochoric domain deformation method [13], which is used to solve free sur-
face problems while preserving the volume, was successfully employed to predict the 
deformation of a 2-D drop under shear flow, where both drop and medium can be 
either Newtonian or viscoelastic. All the governing equation were solved in a fully 
coupled manner, and were discretized by using the DEVSS-TG/SUPG formulation. 
Sequences of steady-state solutions were obtained by using the arc-length continua-
tion scheme with automatic step control, whereas the transient flow was solved by 
using a fully implicit predictor-corrector time integration scheme. 
In the N/N case, good agreement was found between the steady and transient 
state solutions and the results presented in the literature until moderate Ca. The drop 
deformation was studied considering Stokes flow where a Cac = 0.82 was predicted. 
When compared with the results from 3-D models, the results overpredict Cac by 
~ 100%. The influence of inertia on the drop deformation was also considered. At 
low Re, the drop deformation remains almost constant; however, as the Re increases, 
the deformation starts to increase sharply. The Rec was also predicted as a function 
of Ca. The lower the Ca, the higher the Rec. 
In the N/V case, at low Ca, the drop deformation is suppressed at low Wi, but 
after a minimum is reached, the drop deformation starts to increase. At higher Ca, 
the drop deformation is still suppressed at low Wi; however, the drop deformation 
tends to increase slowly or flatten at high Wi. When compared with the results 
presented by Yue et al. [74], the plots of D versus Wi follow the same trend; however, 
it is observed that the maximum difference in the prediction of the drop deformation 
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of æ 2.5% and æ 4.8% at Ca = 0.1 and Ca = 0.2, respectively. The Cac increases 
at low Wi, and then decreases at moderate and high Wi. It is also shown that the 
polymer viscosity in the medium phase delays drop breakup at low Wi, and then it 
promotes breakup at moderate and high Wi. 
In the V/N case, at low Ca, the drop deformation is suppressed at low Wi, and 
then it nattens at moderate and high Wi. As the Ca increases, the drop deformation 
reaches a minimum and then increases. The higher the Ca, the higher the rate of 
growth of the deformation at high Wi. When compared with the results presented by 
Yue et al. [74], it is found that the maximum difference in the prediction of the drop 
deformation of w 1.6% and æ 3.0% at Ca = 0.1 and Ca = 0.2, respectively. The Cac 
keeps increasing as the Wi increases. In contrast to the previous case, the polymer 
viscosity in the drop phase delays drop breakup at any Wi. 
In this work, the deformation and critical conditions of a 2-D drop under shear 
flow were predicted, but also the influence of inertia and viscoelasticity were studied. 
The overprediction on Cac and Rec, with respect to experimental and 3-D modeling 
results, suggests that the 2-D modeling imposes limits on the physical description 
of the problem. Other issues, like the implementation of a remeshing scheme or the 
optimal design of the parameter @0 for better mesh quality, need to be addressed. 
C hapter 7 
Numerical study of a Newtonian 3-D drop 
deformation under shear flow 
7.1 Introduction 
In many problems encountered in nature, numerical simulations using 2-D for-
mulations are enough to approximately predict the relevant physical phenomena. 
However, in some cases, a 2-D formulation is not sufficient and a complete 3-D for-
mulation is required. 2-D formulations are preferred over 3-D formulations because of 
their easier implementation and lower computational requirements. In the problem of 
a fluid drop immersed in a fluid matrix under shear flow, the results from the 2-D iso-
choric domain deformation formulation, presented in Chapter 6, are only reasonable 
at low Ca = 77m7cr0/cr, where r\m is the matrix fluid viscosity, 7C is the characteristic 
shear rate, o is the surface tension, and r0 is the radius of the undeformed drop. 
Therefore, the extension of the isochoric domain deformation method [13] from 2-D 
to 3-D dimensions is required to study the drop deformation at higher Ca. 
At low Ca, in the range of small deformations, the predictions from 2-D and 3-D 
formulations are in good agreement. However, as the Ca increases, 2-D formulations 
underpredict deformation due to their inability to capture the deformation in the 
third direction. As it was discussed in the previous Chapter, the critical conditions 
after which the drop will continue to deform until breakup are overpredicted by the 
2-D models [69, 73]. In this Chapter, the attention will be focused only on the N/N 
case, where the 2-D model overpredicted the critical Capillary number Cac by ~ 100% 
with respect to 3-D formulations [70, 86, 67]. 
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In most of the studies available in the literature, only 2-D formulations are used. 
However, in the last years, the use of 3-D formulations is increasing, mainly due to 
the availability of improved computational methods and the exponential growth in 
computational power. The deformation of a 3-D fluid drop under shear flow has been 
simulated by using the volume-of-fluid method [70, 71, 96, 72, 98], front-tracking 
method [67, 68, 99], level set method [65], and the boundary integral method [92, 
93, 86]. Both Newtonian and viscoelastic models were used for the drop and medium 
phases in order to predict the drop deformation and critical conditions. It is important 
to note that all these methods are based on loosely-coupled solution procedures. 
Even though the extension from the 2-D to the 3-D formulation does not require 
considerable changes in the governing equations, it brings challenges during its im-
plementation, especially while applying the boundary condition. In this work, the 
boundary conditions at the interface are imposed strongly by rotating the residual 
vector of the domain mapping equation into the normal and tangential directions; 
therefore, one normal and two orthogonal tangent vectors are needed at every node 
on the interface. The first tangent vector is obtained by projecting a seed vector onto 
a plane that is perpendicular to the normal vector, where the seed vector is obtained 
by mapping the tangent vector from the reference domain to the physical domain [47]. 
The second tangent vector is obtained from the cross product between the normal 
and tangent vectors previously calculated. 
This Chapter is organized as follows. Section 7.2 reviews the set of fluid flow gov-
erning equations presented in Chapter 6, but only for the particular case of Newtonian 
fluids, and also describes the implementation approach of the boundary conditions 
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for the domain mapping equation. The problem description, boundary conditions, 
and details of the different finite element meshes are presented in Section 7.3. The 
deformation of a 3-D Newtonian drop immersed in a Newtonian matrix under shear 
flow is studied in Section 7.4. Finally, the conclusions and discussions are presented 
in Section 7.5. 
7.2 Mathematical formulation 
7.2.1 Governing equations 
The set of equations governing the steady-state flow of an inertialess incompress-
ible Newtonian fluid, occupying a spatial domain Q, with boundary T are 
d e t F d - l = 0, 
V T e = 0, 
v-T-ve = o, 
V - v = 0, (7.1) 
ri / C/^C i T 
where det denotes determinant, F = (——) is the domain mapping deformation 
axo 
gradient tensor, T e = —7rl + /?0B is the stress tensor of an incompressible neo-
Hookean elastic solid, ir is the mapping pseudo-pressure, I is the identity tensor, 00 is 
a constant parameter related to the solid shear modulus, B is the left Cauchy-Green 
strain tensor, T is the Cauchy stress tensor, 9 is the potential of body force per unit 
volume, and v is the fluid velocity. The elastic body mapping x = x(xo) maps the 
point x0 in the reference domain Qo to its corresponding position x in the physical 
domain fl, where % is the mapping function. 
A more detailed description of the governing equation, boundary conditions, and 
160 
solution method were presented in Chapter 6 for 2-D fiows. When extending the 
formulation to solve 3-D problems, the governing equations remain the same; however, 
special care has to be taken when imposing the boundary conditions. 
7.2.2 Imposing free surface boundary conditions in 3-D formulat ions 
In 3-D fiows, one normal—n—and two orthogonal tangent vectors—ti and t2— 
are required at every node in the interface in order to impose the boundary conditions 
given by the Eqs. (6.15) and (6.16) of Chapter 6. The mapping equations are projected 
onto the tangential direction and tangential plane in 2-D and 3-D simulations, respec-
tively. Therefore, the rotation of the mesh equations on surfaces and edges prior to 
boundary applications minimizes the artificial shearing of elements near boundaries. 
The vector equation rotated into normal and tangential directions are 
n • rx, (7.2) 
t i • rx, (7.3) 
t 2 - r
x
, (7.4) 
where rx is the residual vector of the mapping equation. In 2-D flows, the tangent 
vector is easy to obtain, whereas in 3-D fiows, there are infinite possible choices of 
tangent vectors. 
In simple situations, where the free surface lines up with one of the co-ordinate 
planes, the choice of which of the components of the mesh mapping equation has 
to be replaced by the boundary conditions is straightforward. However, such simple 
rule breaks down in general cases, especially when the boundaries rotate during com-
putation. The choice of different natural co-ordinate base on instantaneous surface 
rx = 
rx = 
r t l 
rx = 
r t 2 
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orientation can lose continuous differentiability and therefore it results in the loss of 
quadratic convergence of the Newton's method, Cairncross et al. [106]. 
7.2.3 Unit normal and tangent vectors on the interface 
The boundary conditions in Eqs. (6.15) and (6.16) can be imposed weakly or 
strongly. For simplicity in the implementation, they are imposed strongly in this 
work. Therefore unit normal and tangent vectors at every node on the interface are 
required. The normal vector can be obtained from 
cof Fd • n r 
n
 = i ,
 fT?d [7. ( 7 - 5 ) 
IJcofF • nr|| 
where cof denotes cofactor, and n r is the unit normal vector in the reference domain. 
Since each node is shared by several elements, an average of the normal vectors, 
calculated at the same node on the different elements sharing it, is considered. 
The first tangent vector is calculated by projecting a seed vector s onto a plane 
that is perpendicular to the calculated normal vector 
(I — nn) -s ,„ „. 
t i = 77^ ^ - j 7 . 7 .6 
| | ( I - n n ) -s| | 
In some cases, special care has to be taken in order to select an appropriate s, 
since the method will break down if s is nearly coincident with n [106]. This is the 
case of the 3-D drop problem, where using a constant seed vector will definitely fail 
because no matter which direction is chosen for s, there will be regions where it will 
coincide with n. 
In order to avoid this problem, the seed vector is set to vary according to the node 
position. In this work, the mapping of a tangent vector from the reference domain to 
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the physical domain, given by de Almeida [47], is considered as the seed vector. 
_ cofG- t r 
S
" | | cofG. t r | | ' [ ] 
where t r is the unit tangent vector in the reference domain which is mapped to s 
in the physical domain, and G is the tangential component of F d evaluated at the 
reference surface 
(I - nn) • Fd 
(I - nn) • Fd G = „ : : : ; , „ • «*> 
Once n and t i are obtained at every node on the interface, the second tangent t2, 
orthogonal to t i , can be easily obtained from 
t2 = n x t i . (7.9) 
7.3 3-D drop deformation 
The deformation of a periodic 3-D fluid drop, suspended in a fluid matrix under 
shear flow, is studied. The schematic representation of this problem is shown in 
Figure 7.1, where L, 2W, and 2H are the computational dimensions in the x-, y-, 
and z-directions, respectively, and r0 is the radius of the undeformed drop. The upper 
wall is moving from left to right with a velocity VQ, whereas the lower wall moves with 
the same velocity in the opposite direction. The drop is initially placed in the middle 
of the computational domain, and during the calculations, the node at the center of 
the drop is forced to be always at x = 0, y = 0, and z = 0, with zero velocity, as well 
as 7r = 0. In this case, the characteristic shear rate is given by % = v0/H. 
Periodic boundary conditions are applied between the inflow (x = —L/2) and 
outflow (x = L/2) boundaries, as well as between the front (y — —W) and back 
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Figure 7.1 Schematic of 3-D periodic drop suspended in a channel flow. The dimension 
of the computational domain in the x-, y-, and z-directions are L, 2W, and 2H, respectively. 
The computational domain is limited by the faces with dashed boundaries, the upper wall, 
and the lower wall. The drop is placed in the middle and it has an undeformed radius ro-
The upper wall is moving from left to right with a velocity vo, whereas the lower wall moves 
with the same velocity but in the opposite direction. Periodic boundary conditions are 
applied between the left and right boundaries, and between the front and back boundaries. 
(y = W) boundaries. In order to apply the periodic boundary conditions, the nodes 
that have the same co-ordinates but belong to opposite boundaries are first identified, 
and then the unknown pointers (except for the position pointers) of a node in one of 
the sides with periodicity are duplicated in the node which is located in the opposite 
side. 
The details of the finite element meshes are presented in Table 7.1, where the 
first column gives the name of the mesh, the second column gives the size of the 
element sides at the interface, the third to fifth columns give the number of elements 
in the matrix, drop, and total, respectively, and the sixth column gives the number 
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of unknowns for the N/N case. Two different domain dimensions are considered, the 
longer domains (d3M0, d3Ml, and d3M2) with a ratio L/H = 4, and the shorter 
domain (d3SMl) with a ratio L/H = 2. In all the cases r0 = 1, H/r0 = 4, and 
W/H = 1. In the case of longer domain, the meshes are refined by reducing the size 
of the element sides at the interface, where d3M0 has the coarsest mesh and d3M2 
the finest one. 
Table 7.1 Mesh details of the 3-D drop deformation problem: ro = 1, H/ro — 4, and 
W/H = 1. 
d3M0 
d3Ml 
d3M2 
d3SMl 
L/H 
4 
4 
4 
2 
Element size 
at the interface 
0.44 
0.36 
0.28 
0.30 
Elements 
Matrix 
2186 
3024 
4214 
4735 
Drop 
347 
748 
1357 
1117 
Total 
2533 
3772 
5571 
5852 
Unknowns 
N/N 
— 
34585 
48686 
52679 
The x — z view of the finite element mesh d3M0 is shown in Figure 7.2. The 
complete domain is shown in the top figure, whereas a zoom of the mesh in the drop 
phase is shown in the bottom figure. In this figure, ten nodes form one element. 
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Figure 7.2 Finite element mesh d3M0. The top figure shows the finite element mesh 
of the complete domain, whereas the bottom figure shows a zoom of the mesh in the drop 
phase. Ten nodes form one element. 
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7.4 Numerical results 
As in Chapter 6, the drop deformation parameter D = (L — B)/(L+B), which was 
proposed by Taylor [64], is used to quantify the drop deformation, and to compare the 
predicted results with the results available in the literature, where L and B are the 
longest and shortest distances measured from the center or the drop to the interface. 
Figure 7.3 shows D versus Ca until a moderate Ca. The results in two different 
domain dimensions are compared with the results by Li et al. [70]. The prediction of 
D in the longer domain d3M2 are overpredicted with respect to the 2-D results on 
mesh LM3 (presented in Chapter 6); whereas they are underpredicted with respect 
to the results in the shorter domain d3SMl. Good agreement is observed between 
the results on the d3SMl mesh and the results presented by Li et al. [70], with both 
having the same ratio L/H = 2. 
The deformed finite element meshes at Ca = 0.1, 0.2, and 0.3 of the mesh d3M2 
are shown in Figure 7.4 (as it was mentioned before, one element is formed by 10 
nodes). At low Ca, the drop deformation is very small maintaining a nearly spherical 
shape, but increases at higher Ca adopting an ellipsoidal shape. At high Ca, the 
current mesh refinement (which is much coarser than the ones found in the literature 
[70, 86, 67]) is not enough to capture a smooth interface shape at the drop tips due 
to the increasing curvature. The higher the Ca, the higher the curvature at the drop 
tips. 
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Figure 7.3 3-D drop deformation, N/N: D versus Ca. Dashed line from the 2-D drop 
deformation analysis on LM3 mesh (presented in Chapter 6). o from the 3-D drop deforma-
tion analysis on d3M2 mesh (longer domain [16 x 8 x 8]), • from the 3-D drop deformation 
analysis on d3SMl mesh (shorter domain [ 8 x 8 x 8 ] ) . Dash-dotted line from Li et al. [86]. 
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(b) 
(c) 
Figure 7.4 3-D drop deformation, N/N: Deformed finite element meshes at (a) Ca = 0.1, 
(b) Ca = 0.2 , and (c) Ca = 0.3 of the mesh d3M2. 
169 
The poor mesh refinement, especially in piaces with high curvatures, causes the 
Newton's method to fail at moderate Ca, before even reaching the critical condition 
for drop breakup, where only nearly linear rate of convergence, rather than quadratic, 
is observed. In the simulations presented here, the minimum residual norm after every 
Newton iteration could not be reduced below 10~5, therefore solution were accepted 
with higher residual norms. The minimum residual norm increases as the Ca increases, 
which is associated with the larger drop deformation. 
The slower rate of convergence of the Newton's method can be related to the 
way how the boundary condition for the isochoric deformation equation are imposed. 
Since they are imposed strongly, one normal and two orthogonal tangent vectors at 
every node are required, but since the nodes are shared by several elements, average 
normal and tangent vectors are considered for consistency. The coarser the mesh, the 
higher the difference between the average vectors and the elemental vectors, therefore 
it gets harder to get converged solutions. 
In order to get solution at higher Ca, more refined meshes are required; however, 
this is limited by the available computational resources, e.g., memory required by the 
frontal solver to solve the linear system of equations coming from the discretization. 
This problem can be overcome by implementing an iterative solver to solve bigger 
system, or by implementing an algorithm that allows to concentrate the elements in 
regions with higher curvature. 
The velocity vectors on the drop interface, and the contour plots of vy, vz, p, and 
7r at Ca = 0.1, 0.2, and 0.3 are shown in Figures 7.5-7.9, respectively. 
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(a) 
(b) 
(c) 
Figure 7.5 3-D drop deformation, N/N: Velocity vectors on the drop interface at (a) 
Ca = 0.1, (b) Ca = 0.2, and (c) Ca = 0.3 on mesh d3M2. 
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Figure 7.10 shows the cross-sectional slice in the x-z plane through the center of 
the drop at Ca = 0.2 on mesh d3SMl. The position of the drop interface is also 
compared with the results from Li et al. [70] at the same Ca, and good agreement 
is observed. The drop profiles are overlapping almost everywhere on the interface, 
except in the drop tips, where the results presented by Li et al. [70] are a little bit more 
elongated. This results are in agreement with the predictions of the drop deformation 
presented in Figure 7.3. 
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Figure 7.10 3-D drop deformation, N/N: Cross-sectional slice in the x-z plane through 
the center of the drop on the shorter domain d3SMl. o from Li et al. [86]. 
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7.5 Conclusions and discussions 
The preliminary results from the study of a steady 3-D Newtonian drop, immersed 
in a Newtonian matrix under shear flow, are presented. The predicted drop deforma-
tion at low and moderate Ca are in good agreement with the results obtained with 
a 3-D volume-of-fluid method presented by Li et al. [70], which confirms the ability 
of the isochoric domain deformation formulation to accurately predict the position of 
the interface in 3-D free surface flows. However, there are still some issues that need 
to be addressed in the future, in order to improve the performance of the formulation. 
The minimum residual norm could not be decreased below 10~5, no matter the 
number of Newton iterations performed; therefore, solutions with higher residual 
norms had to be accepted. As the Ca increases (larger deformations), the minimum 
residual norm that was possible to achieve by the Newton's method also increases. 
This loss in performance of the of the Newton's method might be attributed to the 
poor mesh refinement of the current meshes, which are insufficient to get converged 
tangent and normal vectors at the nodes on the drop interface that are shared between 
several elements. Converged solutions were obtained only until Ca æ 0.3, therefore 
critical conditions for drop breakup were not possible to predict. 
In this work, the maximum mesh refinement was limited by the computational 
resources, e.g., the memory required by the frontal solver. The memory requirement 
in 3-D problems is more critical since the matrix of coeflicients is more dense than 
in the 2-D case. Therefore, in order to use more refined meshes, it is required to use 
an iterative solver (e.g., the generalized minimum residual method) rather than the 
frontal solver, which is proposed as future work. 
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Although the 3-D isochoric domain deformation method was only tested with 
Newtonian fluids, the use of the generalized constitutive model does not present any 
new numerical challenges in this context, and can be easily applied. Therefore, the 
study of the influence of viscoelasticity on the drop deformation is also proposed as 
future work. Finally, a different way of imposing boundary conditions at the interface, 
weakly rather than strongly, should be also considered. This could overcome the 
problem of discontinuities in the normal and tangent vectors at the nodes that are 
shared by more than one element. 
Appendix A 
Analytical Jacobian matrix of the GLS4 
for mulat ion: Derivatives of the residuals respect to 
the variables 
A . l Derivatives of t he residual of t he m o m e n t u m equat ion 
A . l . l Derivatives with respect to velocity 
^4 r =J Tcont ( V • W?) ( V • wfj / d Q 0 + 
Tgradv 
-v< + —(v-<)i ^ + ^ ( v - ^ ) i /d^0 + 
boundary terms 
A.l .2 Derivatives with respect to pressure 
drm'a f dT 
— — = / Vtwf : ^ - r /dfi0 + boundary terms 
A.l .3 Derivatives with respect to velocity gradient 
dr1 
dL w
 = 
kl JU° 
dT V < : —j f<m0 + 
0Lki 
Jn0 
Tgradv - V < + —-(V-<) I t r l v xl E
13 
^kl 
fdQ0 + boundary terms 
A.l .4 Derivatives with respect to conformation 
drr 
dMi 
= / v< : 
kl Jno 
dT 
dMli 
fdflo + boundary terms 
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A.2 Derivatives of t he residual of continuity equat ion 
A.2.1 Derivatives with respect to velocity 
drc'' j =J q" (V • w() /dfic 
A.2.2 Derivatives with respect to pressure 
drc<a f ( dT\ 
A.2.3 Derivatives with respect to velocity gradient 
Qrc,a drc'  f ( dT \ 
dLpkl Jcio \ dLpkl 
A.2.4 Derivatives with respect to conformation 
grc,a 
dMi kl Jcio Ja, 
Tm*mVqa • V 
dT 
dM!i. 
fdn0 
A.3 Derivatives of t he residual of t h e traceless velocity gra-
dient equat ion 
A.3.1 Derivatives with respect to velocity 
gRL,a 
dvk Jn0 
•-[ [E° (l + rgradv)} : - V t ^ + ^ j ( V . i i Æ ) I /dft0 
A.3.2 Derivatives with respect to pressure 
dR 
r-, a — \ P T~mom (E$ + Ef)} • \~ dT / d Q 0 
A.3.3 Derivatives with respect to velocity gradient 
dRL'a 
dLl kl Jcto 
dT 
< i 
/dfi0 + 
/ [E% (1 + rgradv)] 
Jn0 
l^kll fdtto 
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A.3.4 Derivatives with respect to conformation 
dRL'a 
dMl 
= [ (3Tmom\v-(E?J + E%T) 
kl Jno 
dT 
/d^c 
A.4 Derivatives of the residual of the constitutive equation 
A.4.1 Derivatives with respect to velocity 
QRM,t 
=J [rconsWi (wl • Vi?«) 
[Wi (v • V M - L r • M - M • L) + M - I] /dO 0 + 
f {R% ~ Tcons [Wi (-V • V J $ - LT • R« - B° • L) + H°] } 
{Wi ( W £ - V M ) } /dfi0 
A.4.2 Derivatives with respect to pressure 
dRM'a 
= 0 
A.4.3 Derivatives with respect to velocity gradient 
dRM'' 
dLl - =J {-wWi (-Æ*
 T
 • R« - R* • £* ) } 
kl Jfio 
{Wi (v • VM - LT • M - M • L) + (M - I)} fdQ0 + 
f {R% ~ Tcons [Wi ( -v • V i $ - LT • R« - H° • L) + R°] } : 
Jn0 
'o {Wi ( - £ £ T . M - M . Æ { I ) } /dQo 
A.4.4 Derivatives with respect to conformation 
dRM,a 
dMi = [ {R% ~ Tcaas [ W i ( - V • V J $ - L
T
 • R* - R° • L ) + i $ ] } 
./Ho fcz • ' ^ o 
{Wi ( - v • Vflf, - 1 / • < - j £ • L) + /?£,} /dQ„ 
where
 i - -^ n=' tø+^T). -d J*=i^l<. 
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