Generally, two ways are used to handle null value in incomplete information systems. One is transforming an incomplete system to a complete system. The other is process the incomplete information table based on toleration relation. In this paper we propose a method to process the incomplete information table based on granular computing directly. The incomplete information table is divided into granules only use the known value of instances. The rules are generated based on the granules.
Introduction
The conventional rough set theory is under the assumption that information systems are complete. However, missing data in information systems is common in many real applications. The conventional rough set theory under the indiscernibility relation is limited for analyzing the incomplete information system (IIS). An early extension of rough sets that can directly deal with incomplete data is under a tolerance relation [1] . Now two ways were used to handle null values in incomplete information systems. One is transforming an incomplete system to a complete system, e.g. each object with incomplete descriptor from the source system is represented by a set of quasi-objects in the target system or removing objects with unknown values from the original system. The other is process the incomplete information table based on toleration relation. Because the original data is unknown, no matter which ways are used to process the uncertain value, the results are uncertain. In this paper we propose an algorithm which intends to process the incomplete information table directly based on granular computing only using the certain information of each objects.
Granular Computing (GrC), as defined in the outline of the IEEE-GrC'2006 conference information, is a general computation theory for effectively using granules such as classes, clusters, subsets, groups and intervals to build an efficient computational model for complex applications with huge amounts of data, information and knowledge. It enables us to perceive the real world under various grain sizes, obtain only those useful or interesting things at different granularities, and switch among different granularities to get various levels of knowledge [2] . Today the granular computing has been appeared in many areas of information processing such as machine learning of artificial intelligence, query processes of data mining, processing indistinguishable information of fuzzy and rough set theories, and others [3] .
In this paper we divide an incomplete information table into granules at different hierarchies, and rules are generated from these granules. When an incomplete decision table is decomposed to granules, each object is divided to different granules according to the attribute value which is not null. 
Basic concept
is called the meaning of κ in S. The meaning of a formula κ is the set of all objects having the property expressed by the formula κ [4] .
, is called the granule presented by κ in S , or a granule in short. i is called the length of κ .
According to Definition 3, the granules presented by formulae with the same length have the same granularity. We call these granules are at the same hierarchy. Due to
, S is divided into | | C hierarchies at most and the decomposition of S at any hierarchy is a cover of the universe. Definition 4 [5] Given two formulae κ andϕ . A symbol ⇒ means that formula κ infers to formula ϕ in terms of ϕ κ ⇒ . The confidence support of ϕ provided by κ is defined as follows:
Given a decision table 
Algorithm
Generally, decision rules are induced with respect to larger granularity. So, at first, the algorithm generates rules from the granules at the 1st hierarchy, an information table is divided into some basic granules with respect to atomic formulae of the decision logic language in term of definition 3, i. 
Due to the attribute value "*" in incomplete information system is unknown or uncertain, the rule generated by these value must be uncertain. According to definition 2, when the incomplete decision 
. If only one of attribute value of object is "*" in ) (P IND , the object will not be divided into any granules. So the decomposition of S at this hierarchy may be not a cover of the universe. The objects which are not divided into any granules will be divided in next hierarchy according to above method. In another words, we consider these objects are not satisfy the condition of generating rules.
Using the granule whose confidence support is equal to 1 to induce the decision rule. When a rule is generated from a granule, all the objects in this granule will be considered as "covered" by this rule. If not all objects of an information table are contained, the information table should be further decomposed. The rule will generate from the granules continue at the 2nd hierarchy, the 3rd hierarchy, and so on. Algorithm 1:
Input: An incomplete information table
Step 1: Set 
Step 3: Calculate the decomposition of S at the m th hierarchy.
Divide the information table into granules with reference to m condition attributes. If the one of the m condition attribute values of the object is "*", it will not be divided into any granules.
is the number of granules in GS .
Step 4: For each 
An example
The following example illustrated the execution process of Algorithm 1.
An incomplete information The information in Table 1 is first decomposed with reference to single condition attribute and shown in Table 2 . Table 1 We give an example to illustrate how to process the null value.
For example, "*" ) , 
The result is shown in Table 3 . From Table 3 , we can find there are three granules whose certainty support is equal to 1. So the following rules are generated: 
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is divided with reference to two condition attributes. The result of the second decomposition is shown in Table 4 The second certainty support is shown in Table 5 . The following rules are generated:
Two objects are covered by these rules:
