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Abstract
The elementary divisors of the incidence matrices between 1-dimensional subspaces and r-
dimensional isotropic subspaces of a finite symplectic space are computed.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let p be an odd prime and let V be a 2m-dimensional Fp-vector space with a non-
singular alternating bilinear form ( , ). We shall assume m 2 to avoid trivial exceptions.
For 1  r  m let Lr denote the set of r-dimensional isotropic subspaces of V . For
m r  2m−1 let Lr denote the set of orthogonal complements of (2m− r)-dimensional
isotropic subspaces of V . The group G := Sp(2m,Fp) acts transitively on each of these
sets. Between any two sets Lr and Ls we have an incidence relation given by inclusion of
subspaces. This information can be encoded in an incidence matrix, a 0–1 matrix which
can be read in any commutative ring. Thus, it is natural to ask for the elementary divisors
of this matrix as an integer matrix. In this paper, we shall be concerned with the cases in
which one of the sets is L1.
✩ This paper is derived from my Ph.D. thesis, written at the University of Florida under the direction of
Professor Peter Sin, to whom I am grateful for his help and guidance.
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ηr,1 :Z
Lr → ZL1
between the associated ZG-permutation modules which sends an isotropic r-space to the
(formal) sum of the 1-spaces it contains. Then finding the elementary divisors of the
incidence matrix is equivalent to finding a cyclic decomposition of the cokernel of the
homomorphism.
Let di be the coefficient of t i(p−1) in the expansion of (
∑p−1
j=0 tj )2m. Then
di = d2m−i and
2m−1∑
i=1
di =
[
2m
1
]
p
− 1. (1)
In (1) we are using the p-binomial coefficients
[m
s
]
p
=
s∏
i=1
pm−i+1 − 1
pi − 1 .
This is the number of s-dimensional subspaces in an m-dimensional vector space over Fp .
We now state our main result.
Theorem 1.1. Assume 2 r  2m− 1.
(a) If r =m, then the incidence matrix between Lr and L1 defines a finite abelian group
with cyclic factors of the following orders:
(1) [ r1]p with multiplicity 1;
(2) pr−i with multiplicity di for 1 i  r − 1.
(b) The incidence matrix between Lm and L1 defines a free abelian group with free rank
equal to
p(pm + 1)(pm−1 − 1)
2(p− 1) .
For 1  r  2m − 1 let ηˆr,1 be the incidence matrix between the 1-dimensional
subspaces and all the r-dimensional subspaces of V . The elementary divisors of ηˆr,1 are
computed by Sin in Theorem 1 of [1], and when r =m, they are the same as those asserted
in Theorem 1.1 above. Since Imηr,1 ⊆ Im ηˆr,1, we therefore have the following result.
Theorem 1.2. If r =m then Imηr,1 = Im ηˆr,1.
Our approach to studying the cokernels of the incidence maps ηr,1 will be to treat the
p′-torsion and the p-torsion separately. For the p′-torsion, we make use of results [2] of
Liebeck and [3] of Lataille et al. which describe the cross characteristic submodule struc-
ture of the permutation module for G on the 1-spaces of its natural module. For the natural
characteristic case, we make use of structure theorems and p-rank formulae given in [4].
446 J.M. Lataille / Journal of Algebra 268 (2003) 444–4622. Related cross characteristic representations of G
We start by collecting information about certain related cross characteristic represen-
tations of G. The group G acts transitively with rank 3 on L1. For x ∈ L1 let {x}, ∆(x),
and Φ(x) be the orbits of Gx on L1, where Gx denotes the stabilizer of x in G. If we take
∆(x)= {y ∈L1 | y ⊂ x⊥, y = x}, then
∣∣∆(x)∣∣= p2m−1, ∣∣Φ(x)∣∣= p(p2m−2 − 1)
p− 1 , and∣∣∆(x)∩∆(y)∣∣= p2m−2(p− 1)
for x = y in L1. Denote by Γ the strongly regular graph on L1 associated to G in which x
is joined to y if and only if y ∈∆(x). Let A denote the adjacency matrix of Γ .
Now let F be any field and let FL1 be the associated permutation module for FG. For a
subset B ⊆ L1, write sB for ∑b∈B b ∈ FL1 . In particular, we write 1 :=∑x∈L1 x . There is
a natural, non-singular, FG-invariant inner product [−,−] on FL1 defined by demanding
L1 be an orthonormal basis, and then extending the action linearly to the whole space. For
any subset W ⊆ FL1 , write
W⊥ := {v ∈ FL1 ∣∣ [v,w] = 0, ∀w ∈W}.
Note that if W is an FG-submodule of FL1 , then so isW⊥. Define FG-submodulesU±pm−1
of FL1 as follows:
U±pm−1 :=
〈(±pm−1x + s∆(x))− (±pm−1y + s∆(y)) ∣∣ x, y ∈ L1〉,
where 〈 〉 denotes F-span. Following [2] we call U±pm−1 the graph submodules of FL1 .
We now collect two results from [2] which we will need.
Lemma 2.1 (cf. [2, Theorem 1]). If F is a field of characteristic , where  = p, then any
FG-submodule of FL1 which is not contained in 〈1〉 contains a graph submodule.
Lemma 2.2 (cf. [2, p. 10]). Assume F has odd characteristic  = p.
(a) If  = 0 or if  > 0 but   [2m1 ]p, then the graph submodules U±pm−1 are non-
isomorphic, simple FG-modules and we have the orthogonal decomposition
FL1 = 〈1〉 ⊕U−pm−1 ⊕Upm−1 .
(b) If  > 0 and if  | pm + 1, then Upm−1 is a simple FG-module, but U−pm−1 ⊃ 〈1〉. The
quotient U−pm−1/〈1〉 is simple and not isomorphic to Upm−1 . Furthermore, we have
FL1 =U− ⊕Upm−1,
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codimension one. We have (Upm−1)⊥ =U− and (U−pm−1)⊥ = 〈1〉 ⊕Upm−1 .
(c) If  > 0 and if  | [m1 ]p , then U−pm−1 is a simple FG-module, but Upm−1 ⊃ 〈1〉. The
quotient Upm−1/〈1〉 is simple and not isomorphic to U−pm−1 . Furthermore, we have
FL1 =U+ ⊕U−pm−1,
where U+ is a uniserial FG-module which contains Upm−1 as a submodule of
codimension one. We have (U−pm−1)⊥ =U+ and (Upm−1)⊥ = 〈1〉 ⊕U−pm−1 .
We now compute the dimensions of the submodules of FL1 for charF = 2,p. Our
strategy is to view the adjacency matrix A for the graphΓ as an FG-module endomorphism
of FL1 (in the natural way) and to recognize the direct summands of FL1 as the generalized
eigenspaces for A. We begin with a result from [5].
Lemma 2.3 (cf. [5]). If F is an arbitrary field, then the characteristic polynomial of A
over F is
c(x)= (x −p2m−1)(x + pm−1)f (x − pm−1)g,
where
f = p(p
m − 1)(pm−1 + 1)
2(p− 1) and g =
p(pm + 1)(pm−1 − 1)
2(p− 1) .
Lemma 2.4. If x ∈L1, then
A
(±pm−1x + s∆(x))= p2m−2(p− 1)1+±pm−1(±pm−1x + s∆(x)).
Proof. For x ∈ L1 we have
A
(±pm−1x + s∆(x))=±pm−1A(x)+A(s∆(x))=±pm−1s∆(x) + ∑
y∈∆(x)
s∆(y).
But an easy computation shows
∑
y∈∆(x)
s∆(y) = p2m−11− p2m−2(1− x),
and the result follows. ✷
Lemma 2.5. We haveA2−p2m−2I = p2m−2(p−1)J , where J denotes the all-one matrix.
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A2(x)=A(s∆(x))=
∑
y∈∆(x)
s∆(y);
and so it follows from the proof of Lemma 2.4 that
A2 = p2m−1J −p2m−2(J − I)= p2m−2(p− 1)J + p2m−2I. ✷
With these facts in hand we may compute the dimensions of the FG-submodules of FL1
whenever the characteristic, , of F is not equal to 2 or p.
Proposition 2.6. If charF = 2 or p, then
dimFU−pm−1 = f and dimFUpm−1 = g.
Proof. We proceed by cases. Throughout the following, let Kλ denote the generalized
eigenspace for A corresponding to the eigenvalue λ.
Case 1: = 0. In this case A is diagonalizable (A is symmetric) and from Lemma 2.3 we
see that A has minimal polynomial m(x)= (x − p2m−1)(x2 − p2m−2). From Lemma 2.4
we deduceU−pm−1 ⊆K−pm−1 and Upm−1 ⊆Kpm−1 . It then follows from Lemma 2.2(a) that
these containments are actually equalities. Thus, dimFU−pm−1 = f and dimFUpm−1 = g.
For the remaining cases, assume that  > 0 is odd and unequal to p.
Case 2:   p2m − 1. The minimal polynomial, m(x), for A over F must divide (x −
p2m−1)(x2 − p2m−2). Since p2m−1, ±pm−1 are all distinct modulo , it follows that
m(x) = (x − p2m−1)(x2 − p2m−2), and that A is diagonalizable over F. We see from
Lemmas 2.2(a) and 2.4 that K±pm−1 = U±pm−1 . As in Case 1, we have dimFU−pm−1 = f
and dimFUpm−1 = g.
Case 3:  | p − 1 but   [2m1 ]p . Since −pm−1 and pm−1 are distinct modulo , the
polynomial x2 − p2m−2 divides m(x). But by Lemma 2.5 we know that m(x) divides
x2 − p2m−2. We must then have m(x) = (x2 − p2m−2), and hence A is diagonalizable
over F. Since p2m−1 ≡ pm−1 mod , we see from Lemmas 2.2(a) and 2.4 that K−pm−1 =
U−pm−1 and Kpm−1 = 〈1〉 ⊕Upm−1 . Thus, the conclusion follows in this case.
Case 4:  | p − 1 and  | [ 2m1 ]p. As in Case 3, A is diagonalizable over F with
minimal polynomial m(x) = (x2 − p2m−2). Since  is odd by assumption and since
gcd(p − 1,pm + 1)= 2, we must have  | [m1 ]p . Since p2m−1 ≡ pm−1 mod , it follows
from Lemmas 2.2(c) and 2.4 that
K−pm−1 =U−pm−1 and Kpm−1 = U+.
So dimFU−pm−1 = f and dimFUpm−1 = g.
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(x2 −p2m−2). Since pm−1 and −pm−1 are distinct modulo , we see that m(x) is divisible
by (x2−p2m−2). Since   p−1, Lemma 2.5 shows thatm(x)= (x−p2m−1)(x2−p2m−2).
Since gcd
(
pm + 1, [m1 ]p) = 1 or 2, we must have  | pm + 1 or  | [m1 ]p . If the
former holds, then p2m−1 ≡ −pm−1 mod , and so Lemmas 2.2(b) and 2.4 show that
K−pm−1 = U− and Kpm−1 = Upm−1 . Since pm−1 is not repeated as a root of m(x), we
see that dimFUpm−1 = g, the multiplicity of pm−1 as a root of the characteristic poly-
nomial of A. We then deduce dimFU− = 1 + f . On the other hand, if  |
[
m
1
]
p
, then
p2m−1 ≡ pm−1 mod  and Lemmas 2.2(c) and 2.4 show
K−pm−1 =U−pm−1 and Kpm−1 = U+.
Since −pm−1 has multiplicity one as a root of m(x), we see that dimFU−pm−1 =f, and
hence dimFU+ = 1+ g. ✷
For any field F let η¯r,1 :FLr → FL1 denote the incidence map between the associated
permutation modules. Also, let ε¯r :FLr → F be the FG-module homomorphism which
sends each R ∈Lr to 1 ∈ F. In the case where r = 1, we shall simply write ε¯ instead of ε¯1.
We present two lemmas, the proofs of which are easy computations.
Lemma 2.7. Assume 2 r m. If x ∈ L1 and R ∈ Lr , then
[
η¯r,1(R),±pm−1x + s∆(x)
]=


±pm−1 if x ⊂R,
0 if x ⊂R⊥, x R,
pr−1 if x R⊥.
Lemma 2.8. Assume 1 r m. If x ∈ L1 and R⊥ ∈ L2m−r , then
[
η¯2m−r,1
(
R⊥
)
,±pm−1x + s∆(x)
]=


±pm−1 if x ⊂R,
±pm−1 +p2m−r−1 if x ⊂R⊥, x R,
p2m−r−1 if x R⊥.
These simple computations yield the following useful result.
Proposition 2.9. Assume F is a field of characteristic  = p.
(a) For r =m we have η¯r,1(Ker ε¯r ) ⊥U±pm−1 .
(b) If  = 2, we have ImF η¯m,1 ⊥U−pm−1 but ImF η¯m,1 ⊥Upm−1 .
(c) If = 2, then U−pm−1 =Upm−1 and ImF η¯m,1 ⊥Upm−1 .
Proof. Let x1, x2, . . . , xm, y1, y2, . . . , ym be a symplectic basis for V , so that
(xi, xj )= (yi, yj )= 0 and (xi, yj )=
{
1 if i = j ,
0 if i = j .
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R1,R2 ∈ Lr . If 2 r m− 1, then using Lemmas 2.7 and 2.8 we see that
[
η¯r,1(R1)− η¯r,1(R2),
(±pm−1〈x2〉 + s∆(〈x2〉))− (±pm−1〈y1〉 + s∆(〈y1〉))]
=−pr−1 = 0
and
[
η¯r,1
(
R⊥1
)− η¯r,1(R⊥2 ), (±pm−1〈x2〉+ s∆(〈x2〉))− (±pm−1〈y1〉+ s∆(〈y1〉))]
=±pm−1 = 0,
which establishes the assertion in part (a) for these cases. If r = 1, then
[
η¯r,1
(
R⊥1
)− η¯r,1(R⊥2 ), (±pm−1〈y2〉+ s∆(〈y2〉))− (±pm−1〈y1〉+ s∆(〈y1〉))]
= 2p2m−2 = 0,
proving the assertion in part (a) for this case as long as  = 2.
Suppose = 2. Then there is a unique graph submodule, call it U1. By Lemma 2.8 we
see that
[
η¯r,1
(
R⊥1
)
,
(〈x1〉 + s∆(〈x1〉))− (〈x2〉 + s∆(〈x2〉))]= 1 = 0.
This shows that
Im η¯2m−1,1 ⊥U1. (2)
Since
[ 2m−1
1
2m−1
1
]
p
is odd, we see that
Im η¯2m−1,1 Ker ε¯. (3)
Then Eqs. (2) and (3) imply that
Im η¯2m−1,1 = FL1 . (4)
To see this, suppose for the sake of contradiction that Im η¯2m−1,1  FL1 . Then by (3) we
deduce that (Im η¯2m−1,1)⊥ is a non-zero submodule of FL1 not contained in 〈1〉. So by
Lemma 2.1 it must contain U1, contradicting (2).
But then (4) implies η¯2m−1,1(Ker ε¯r )= Ker ε¯ and part (a) is then seen to be true in this
case as well.
To prove parts (b) and (c), let M ∈Lm, so that M =M⊥. We see from Lemma 2.7 that[
η¯m,1(M),
(
pm−1x + s∆(x)
)− (pm−1y + s∆(y))]= 0
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η¯m,1(M),
(−pm−1x + s∆(x))− (−pm−1y + s∆(y))]=−2pm−1
if x ⊂M and y M . Parts (b) and (c) now follow. ✷
We now deduce an important characterization of η¯r,1(Ker ε¯r ).
Proposition 2.10. If F is a field of characteristic  = p and if r =m, then η¯r,1(Ker ε¯r )=
Ker ε¯.
Proof. We know that η¯r,1(Ker ε¯r )⊆Ker ε¯. Suppose this containment were strict. Then we
would have
(Ker ε¯)⊥ ⊂ (η¯r,1(Ker ε¯r ))⊥.
But (Ker ε¯)⊥ = 〈1〉, so Lemma 2.1 then says that (η¯r,1(Ker ε¯r ))⊥ contains a graph
submodule. By Proposition 2.9 this is impossible. ✷
We finish this section with the following proposition.
Proposition 2.11. Let F be a field of characteristic  = 2,p.
(a) If = 0 or if  > 0 but   [2m1 ]p , then
ImF η¯m,1 = 〈1〉 ⊕U−pm−1 .
(b) If  > 0 and  | pm + 1, then
ImF η¯m,1 =U−.
(c) If  > 0 and  | [m1 ]p, then
ImF η¯m,1 = 〈1〉 ⊕U−pm−1 .
Proof. ImF η¯m,1 is a non-trivial FG-submodule of FL1 which is contained in (Upm−1)⊥,
by Proposition 2.9. Suppose first that the hypotheses in (a) hold. Since ImF η¯m,1  Ker ε¯,
the assertion in (a) follows immediately from Lemma 2.2(a). Under the hypotheses in (b),
we see from Lemma 2.2(b) that either
ImF η¯m,1 =U− or ImF η¯m,1 =U−pm−1 .
But since  
[
m
1
]
p
, we see that ImF η¯m,1 Ker ε¯, and the result follows. Finally, if  |
[
m
1
]
p
,
then Lemma 2.2(c) shows
ImF η¯m,1 = 〈1〉 ⊕U−pm−1 or ImF η¯m,1 =U−pm−1 .
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ImF η¯m,1 K−pm−1 = U−pm−1 (see Cases 4 and 5 above in the proof of Proposition 2.6),
so that we must have ImF η¯m,1 = 〈1〉 ⊕U−pm−1 . ✷
3. Determination of the p′-torsion in coker ηr,1
Let ηr,1 :ZLr → ZL1 and εr :ZLr → Z denote the incidence and augmentation maps,
respectively, over Z. When r = 1 we shall simply write ε instead of ε1. For a prime ,
write F := Z/Z and let η¯r,1 :FLr → FL1 and ε¯r :FL1 → F denote the induced maps.
The following proposition proves Theorem 1.1(a)(1).
Proposition 3.1. If r =m, then the only p′-torsion in coker ηr,1 is a cyclic factor of order[
r
1
]
p
.
Proof. We have
ε
(
ZL1
)= Z and ε(Imηr,1)= [ r1
]
p
Z;
and so
ZL1/(Imηr,1 +Ker ε) Z
/[ r
1
]
p
Z. (5)
Since r =m we see from Lemma 2.2(a) and Proposition 2.9 that ηr,1 is surjective over a
field of characteristic zero. Thus, ImZ ηr,1 has full rank, and so coker ηr,1 is a finite group.
Therefore, from (5) we deduce
|cokerηr,1| =
∣∣(Imηr,1 +Ker ε)/ Imηr,1∣∣× [ r1
]
p
. (6)
So we must show that |Kerε/(Ker ε ∩ Imηr,1) is a p-group.
Now ηr,1(Ker εr)=Ker ε∩Imηr,1. So we must show that for every prime  = p we have
η¯r,1(Ker εr) = Ker ε, where Ker εr := Ker εr/Ker εr . Since Ker εr is a pure submodule
of ZLr , this is equivalent to showing that η¯r,1(Ker ε¯r )=Ker ε¯. But this last fact has been
shown in Proposition 2.10. ✷
We conclude this section with the following proposition.
Proposition 3.2. Assume  = p is prime. Then coker ηm,1 has no -torsion.
Proof. We must show that
dimF Im η¯m,1 = rankZ Imηm,1
for all primes  = p. If  is odd, this follows from Proposition 2.11 along with Proposi-
tion 2.6. If = 2 then this follows from Theorem 2.13 of [3]. ✷
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In this section we localize at p. Let Zp denote the ring of p-adic integers and Qp the
field of p-adic numbers. Let ηr,s :ZLrp → ZLsp and εr :ZLrp → Zp denote the incidence
and augmentation maps, respectively, over Zp , and let η¯r,s :FLrp → FLsp and ε¯r :FLrp → Fp
denote their reductions mod p. Put Yr := Ker εr . For a ZpG-module A we shall use the
notations QpA :=Qp ⊗Zp A and A :=A/pA. Since p  |Lr |, we have the splitting
ZLrp = Zp1⊕ Yr
and hence also FLrp = Fp1 ⊕ Yr . It is easily seen that ηr,s(Yr ) ⊆ Ys , and consequently
η¯r,s(Yr)⊆ Ys . Since the p-torsion for ηr,s comes from its action on Yr , we will restrict our
attention to these submodules, and shall use the same notation for the restricted maps. We
will sometimes need to consider the incidence maps ηˆr,s between all the r-spaces of V and
all the s-subspaces of V .
We begin by collecting several results from [4]. The first result gives the submodule
structure of Y1.
Lemma 4.1 (cf. [4, Theorem 1]). The FpG-module Y1 has the following submodule lattice:
Y1‖
W1|
W2|
...
|
Wm
upslope
W+ W−
upslope
Wm+1|
...
|
W2m−2|
W2m−1|
{0}
For i =m, the quotients Si :=Wi/Wi+1 are simple. The quotient Wm/Wm+1 is the direct
sum of two non-isomorphic simple modules, call them S+ and S−. Our notation is chosen
so that W+/Wm+1  S+ and W−/Wm+1  S−.
From Section 1 of [4] we also have that
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dimFp S+ + dimFp S− = dm, (8)
dimFp S+ − dimFp S− = pm, (9)
and
Si  S2m−i as FG-modules. (10)
Now L1 and L2m−1 are isomorphic as G-sets, via the map which sends each 1-space to
its orthogonal complement. Thus, the permutation modules Y1 and Y2m−1 are isomorphic,
and it follows from Lemma 4.1 that Y2m−1 has the following structure:
Y2m−1
‖
U2m−1
|
U2m−2
|
...
|
Um
upslope
U+ U−
upslope
Um−1
|
...
|
U2
|
U1
|
{0}
Here we have Ui/Ui−1  Si for i =m and Um/Um−1  S+ ⊕ S−. Our notation is chosen
so that U+/Um−1  S+ and U−/Um−1  S−.
We need in addition the following fact.
Lemma 4.2 (cf. [4, Lemma 4]). Yr has a unique maximal submodule with simple quotient
isomorphic to Sr , if r =m, and S+, if r =m.
Let Mr := Yr/Kerηr,1. We have M1 = Y1 and M2m−1 = Y2m−1. Since Kerηr,1 is pure,
Mr is a Zp-form in theQpG-moduleQpYr/Qp Kerηr,1 QpY1 (for r =m). By a general
principle of modular representation theory, all the mod p reductions Mr have the same
composition factors as Y1 and Y2m−1.
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it is easy to check that
ηs,t ◦ ηr,s =
[
r − t
s − t
]
p
ηr,t . (11)
It then follows that ηr,s(Kerηr,1) ⊆ Kerηs,1, and so we have induced ZpG-homo-
morphisms µr,s :Mr →Ms and µ¯r,s : Mr → Ms along with the relations
µs,t ◦µr,s =
[
r − t
s − t
]
p
µr,t and µ¯s,t ◦ µ¯r,s =
[
r − t
s − t
]
p
µ¯r,t . (12)
Lemma 4.3. For 2 r  2m− 1 we have Kerηr,1 =Kerηr,2m−1.
Proof. We know from Lemma 2(c) of [1] that Ker ηˆr,1 = Ker ηˆr,2m−1. Since Yr ⊆ Ŷr , and
since ηr,1 and ηr,2m−1 are just the restrictions of ηˆr,1 and ηˆr,2m−1 to Yr , we have
Kerηr,1 =Ker ηˆr,1 ∩ Yr =Ker ηˆr,2m−1 ∩ Yr =Kerηr,2m−1. ✷
From Lemma 4.3 it follows that we have induced maps µr,2m−1 :Mr → Y2m−1 and
µ¯r,2m−1 : Mr →Y2m−1.
Lemma 4.4. For 2 t  s  r m, we have the relation ηs,r ◦ ηt,s =
[
r−t
s−t
]
p
ηt,r .
Proof. This follows by taking transposes in (11). ✷
Lemma 4.5. For 1 s  r m− 1, we have ηs,r(Kerηs,1)⊆Kerηr,1.
Proof. We know from [1] that
ηˆr,2m−1 ◦ ηˆs,r =
[
2m− 1− s
r − s
]
p
ηˆs,2m−1;
so that
ηˆs,r (Ker ηˆs,2m−1)⊆Ker ηˆr,2m−1.
Restricting ηˆs,r , ηˆs,2m−1, and ηˆr,2m−1 to Ys , Ys , and Yr , respectively, gives
ηs,r(Kerηs,2m−1)⊆Kerηr,2m−1.
The result then follows from Lemma 4.3. ✷
From Lemma 4.5 we see that there are induced maps µs,r :Ms → Mr and µ¯s,r :Ms → Mr , for 1 s  r m− 1.
The next result gives the submodule structure of Mr .
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(a) Mr has a unique maximal submodule with simple quotient isomorphic to Sr .
(b) The maximal submodule of Mr is the direct sum of a uniserial module J−r =Ker µ¯r,1,
which maps isomorphically under µ¯r,2m−1 to Ur−1, and a module J+r =Ker µ¯r,2m−1,
which maps isomorphically under µ¯r,1 to Wr+1.
Proof. As Mr is a homomorphic image of Yr , the property in part (a) follows from
Lemma 4.2. To prove (b), we observe that by part (a) the image of the non-zero
homomorphism µ¯r,1 in Y1 must be either Wr or W2m−r . But the dimension of Im µ¯r,1
is equal to the p-rank of ηr,1, which by Theorem 2 of [4] is equal to dimFp Wr >
dimW2m−r . So Im µ¯r,1 =Wr . Thus, the kernel J−r has composition factors S1, . . . , Sr−1.
Similarly, Im µ¯r,2m−1 equals Ur or U2m−r . But since Kerηr,1 = Kerηr,2m−1, we see that
the dimension of the image of µ¯r,2m−1 is equal to the p-rank of ηr,2m−1, which is equal
to the p-rank of η2m−r,1. It is shown in Theorem 2 of [4] that this common rank is equal
to dimFp Ur < dimFp U2m−r . So Im µ¯r,2m−1 = Ur . Thus, the kernel J+r has composition
factors Sr+1, . . . , Sm−1, S+, S−, Sm+1, . . . , S2m−1.
We claim that J−r ∩ J+r = {0}. In fact, if r = m− 1, let N be the smallest submodule
of Mr with two composition factors isomorphic to Sr+1  S2m−r−1, and if r = m − 1,
then take N to be the smallest submodule of Mr with composition factors isomorphic to
both S+ and S−. Then the above remarks show N ⊆ J+r , so that dimFp N  dimFp J+r .
But by definition of N , we must have µ¯r,1 (N) =Wr+1. Since dimFp Wr+1 = dimFp J+r ,
we then have dimFp N  dimFp J+r . It follows that N = J+r and that µ¯r,1 is injective on N ;
i.e., J+r ∩ J−r = {0}. Hence, each map is injective when restricted to the kernel of the other.
So J−r is isomorphic to a submodule of Ur , which from inspection of composition factors
must be Ur−1. Also, as shown above we have J+r Wr+1. ✷
Lemma 4.7. For 2 r m− 1, we have Ker µ¯r,r−1 = J−r and Im µ¯r,r−1 = J+r−1.
Proof. Suppose for the sake of contradiction that Im µ¯r,r−1  J+r−1. Then using Lemma
4.2 we see that µ¯r−1,2m−1(Im µ¯r,r−1) is eitherUr orU2m−r . But from Lemma 4.6 we know
that Im µ¯r−1,2m−1 = Ur−1. Since Ur−1  Ur  U2m−r , we have obtained a contradiction.
So Im µ¯r,r−1 ⊆ J+r−1. Again using Lemma 4.2 we then see that the image of µ¯r,r−1 is
either J+r−1, or the proper submodule of J
+
r−1 which has {S2m−r , . . . , S2m−1} as its set of
composition factors. By (11), we have
µ¯r,1 = µ¯2,1 ◦ · · · ◦ µ¯r−1,r−2 ◦ µ¯r,r−1, (13)
up to a non-zero scalar in Fp. It follows that the rank of µ¯r,1 is not more than the
rank of µ¯r,r−1. Since, by Lemma 4.6, the former map has rank equal to
∑2m−1
i=r di , and
since
∑2m−1
i=r di = dimFp J+r−1, we must have Im µ¯r,r−1 = J+r−1. But (13) also shows
Ker µ¯r,r−1 ⊆ J−r . Since dimFp Ker µ¯r,r−1 =
∑r−1
i=1 di , this containment must actually be
equality, and the assertion is proved. ✷
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[ 2m
r
]
iso to be the number of r-dimensional isotropic subspaces of a non-singular
2m-dimensional symplectic vector space over Fp . Explicitly, we may show by induction
that
[
2m
r
]
iso
=
r−1∏
i=0
(
pm−i + 1) [m
r
]
p
.
We will need the following computation.
Lemma 4.8. Assume 2 r m− 1. Then the eigenvalues of ηr,1 ◦ η1,r :ZL1 → ZL1 are
(i)
[
2m− 2
1
]
iso
[
2m− 4
r − 2
]
iso
with multiplicity 1;
(ii) pr−1
[
2m− 4
r − 2
]
iso
(pm−r + 1)(pm−1 − 1)
pr−1 − 1 with multiplicity f ;
(iii) pr−1
[
2m− 4
r − 2
]
iso
(pm−r − 1)(pm−1 + 1)
pr−1 − 1 with multiplicity g.
Proof. A straightforward computation shows that
ηr,1 ◦ η1,r =
[
2m− 2
r − 1
]
iso
I +
[
2m− 4
r − 2
]
iso
(J −A− I).
Since I, J , and A are commuting, diagonalizable transformations, we may simultaneously
diagonalize them. But J has rank equal to one with 1 as eigenvector. The result then follows
from Lemma 2.3 in Section 2. ✷
Corollary 4.9. If 2 r m− 1, then Im µ¯r,1 ◦ µ¯1,r = {0}.
Proof. This is immediate from Lemma 4.8. ✷
Lemma 4.10. If 2 r m− 1, then vp(det(µr,r−1 ◦µr−1,r ))=
[
2m#1]
p
− 1.
Proof. If r = 2, the claim is seen to be true by Lemma 4.8. Assume that the claim is true
for all numbers smaller than r , and put
C := µ2,1 ◦µ3,2 ◦ · · · ◦µr,r−1 ◦µr−1,r ◦ · · · ◦µ2,3 ◦µ1,2.
Then we see that
vp
(
det(C)
)= r∑{vp(det(µi−1,i))+ vp(det(µi,i−1))}
i=2
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r−1∑
i=2
([
2m
1
]
p
− 1
)
+ vp
(
det(µr,r−1 ◦µr−1,r )
)
= (r − 2)
([
2m
1
]
p
− 1
)
+ vp
(
det(µr,r−1 ◦µr−1,r )
)
,
by induction. But using (11) along with Lemmas 4.4 and 4.5, we see that C = µr,1 ◦ µ1,r
up to a unit in Zp . Thus, by Lemma 4.8, we have
vp
(
det(C)
)= (r − 1)([2m
1
]
p
− 1
)
,
and the assertion follows. ✷
Corollary 4.11. If 2 r m− 1, then Im µ¯r−1,r = {0}.
Proof. If the linear transformation µ¯r−1,r were identically zero, we would have
vp
(
det(µr−1,r )
)

[
2m
1
]
p
− 1= dimFp Mr−1.
But from Lemma 4.7 we know that
vp
(
det(µr,r−1)
)

r−1∑
i=1
di = dimFp J−r ,
so that
vp
(
det(µr−1,r )
)+ vp(det(µr,r−1))([2m1
]
p
− 1
)
+
r−1∑
i=1
di >
[
2m
1
]
p
− 1,
which is impossible by Lemma 4.10. So Im µ¯r−1,r is a non-zero submodule of Mr . ✷
Lemma 4.12. For 2 r m− 1, the following hold:
(a) Im µ¯r−1,r = J−r ;
(b) Ker µ¯r−1,r = J+r−1;
(c) Im µ¯1,r is isomorphic to S1 and is contained in J−r .
Proof. We proceed by induction. If r = 2, then by Corollary 4.11 we have Im µ¯1,2 = {0}.
By Corollary 4.9 we have Im µ¯1,2 ⊆ J−2 , and the assertion is seen to be true in this case.
Assume the assertion is true for all numbers smaller than r , where r  3. If
Im µ¯r−1,r  J−r , then from Lemma 4.2 we see that µ¯r,1(Im µ¯r−1,r ) is either Wr−1
or W2m−r+1. But from Lemma 4.6 we know that Im µ¯r,1 =Wr . Since Wr Wr−1, we must
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S1, . . . , S2m−r . From the characterization of J+r−1 in the proof of Lemma 4.6 we then see
that Ker µ¯r,1 ◦ µ¯r−1,r = J+r−1. Now from Corollary 4.9 we know that the composition
µ¯r,1 ◦ µ¯1,r is identically zero. But using (11) along with Lemmas 4.4 and 4.5, we get
µ¯r,1 ◦ µ¯1,r = µ¯r,1 ◦ µ¯r−1,r ◦ µ¯1,r−1
up to a non-zero scalar in Fp. Thus, Im µ¯1,r−1 ⊆ Ker µ¯r,1 ◦ µ¯r−1,r = J+r−1, contradicting
the induction hypothesis. So Im µ¯r−1,r is a (non-zero) submodule of J−r which, by
Lemma 4.6, has a unique maximal submodule with simple quotient isomorphic to Sr−1.
It must be that Im µ¯r−1,r = J−r , establishing part (a). We then see that Ker µ¯r−1,r has
composition factors Sr , . . . , S2m−1. From the characterization of J+r−1 in the proof of
Lemma 4.6 we deduce Ker µ¯r−1,r = J+r−1, establishing part (b).
It remains to prove that Im µ¯1,r ⊆ J−r and that Im µ¯1,r  S1. But
µ¯1,r = µ¯r−1,r ◦ µ¯1,r−1,
up to a non-zero scalar in Fp, and from the induction hypothesis we get
Im µ¯1,r−1 ⊆ J−r−1 and Im µ¯1,r−1  S1.
Since J−r−1 ∩ J+r−1 = {0} and since J+r−1 =Ker µ¯r−1,r , it follows that Im µ¯1,r is a non-zero
submodule of J−r = Im µ¯r−1,r . Since any non-zero homomorphic image of Y1 must have
a unique maximal submodule with simple quotient isomorphic to S1, we see that part (c)
is established. ✷
Proposition 4.13. Assume 1  r  m − 1. The p-elementary divisors of the incidence
matrix between Lr and L1 are pr−i with multiplicity di for 1 i  r − 1.
Proof. The image of the incidence map ηˆr,1 between the 1-spaces and all the r-subspaces
of V contains ImZ ηr,1, and hence coker ηˆr,1 is a homomorphic image of coker ηr,1. Since
the asserted elementary divisors are the same as those of ηˆr,1 (see Theorem 1 of [1]), and
since from [1] we have
vp
(|coker ηˆr,1|)= r−1∑
i=1
(r − i)di,
it will suffice to show
vp
(
det(µr,1)
)= r−1∑ (r − i)di .
i=1
460 J.M. Lataille / Journal of Algebra 268 (2003) 444–462For 2 s  r , Lemma 4.12 shows that Ker µ¯s−1,s = J+s−1, so that
vp
(
det(µs−1,s)
)

2m−1∑
i=s
di = dimFp J+s−1,
and Lemma 4.7 shows that Ker µ¯s,s−1 = J−s , so that
vp
(
det(µs,s−1)
)

s−1∑
i=1
di = dimFp J−s .
But then Lemma 4.10 shows that we must actually have equality in both places above, i.e.,
vp
(
det(µs,s−1)
)= s−1∑
i=1
di and vp
(
det(µs−1,s)
)= 2m−1∑
i=s
di
for all s. But then (11) implies
vp
(
det(µr,1)
)= r∑
s=2
vp
(
det(µs,s−1)
)= r∑
s=2
s−1∑
i=1
di =
r−1∑
i=1
(r − i)di,
and the result is proved. ✷
Since for x ∈ L1 and R ∈ Lr we have x ⊂ R if and only if R⊥ ⊂ x⊥, we see that
Proposition 4.13 gives the p-elementary divisors of the incidence maps η2m−r,2m−1 for
2 r m− 1. Note also that since L2m−1 is precisely the set of all hyperplanes of V , the
elementary divisors of η2m−1,1 are known from Theorem 1 of [1]. With these observations
we may prove the following proposition.
Proposition 4.14. Assume 1 r m−1. Then the p-elementary divisors of the incidence
matrix between L2m−r and L1 are p2m−r−i with multiplicity di for 1 i  2m− r − 1.
Proof. It is easy to check that
η2m−1,1 ◦ η2m−r,2m−1 = pr−1η2m−r,1 +
[
r − 1
1
]
p
J.
But then the induced maps satisfy
µ2m−1,1 ◦µ2m−r,2m−1 = pr−1µ2m−r,1,
since J ≡ 0 on Y2m−r =KerJ . So, if we put n :=
[ 2m
1
]
p
− 1, then
det(µ2m−1,1)det(µ2m−r,2m−1)= p(r−1)n det(µ2m−r,1),
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vp
(
det(µ2m−r,1)
)= r−1∑
i=1
(r − i)di +
2m−2∑
i=1
(2m− 1− i)di − (r − 1)
2m−1∑
i=1
di
=
2m−r−1∑
i=1
(2m− r − i)di .
But the incidence map, ηˆ2m−r,1, between 1-spaces and all (2m− r)-subspaces of V , is
such that
vp
(|coker ηˆ2m−r,1|)= 2m−r−1∑
i=1
(2m− r − i)di,
by Theorem 1 of [1]. The result then follows as in the proof of Proposition 4.13. ✷
From Lemma 4.2 we see that ImFp η¯m,1 is a submodule of Y1 which has a unique max-
imal submodule with simple quotient isomorphic to S+. It then follows from Lemma 4.1
that ImFp η¯m,1 =W+, and therefore has composition factors S+, Sm+1, Sm+2, . . . , S2m−1.
Using (1) and (7)–(9) we get[
2m
1
]
p
− 1= 2 dimFp Im η¯m,1 − pm,
so that dimFp Im µ¯m,1 = f . Thus, the p-rank of ηm,1 is the same as the rank in
characteristic zero. We have proved Proposition 4.15. ✷
Proposition 4.15. Coker ηm,1 has no p-torsion.
Proof of Theorem 1.1. Proposition 3.1 proves part 1(a)(1), while Propositions 3.2 and
4.15 prove part 1(b). Finally, part 1(a)(2) is Propositions 4.13 and 4.14. ✷
We conclude with a related result.
Theorem 4.16. The invariant factors of the adjacency matrix A for the graph Γ are
p2m−1−i with multiplicity di for 0 i  2m− 1.
Proof. If  = p, then Lemma 2.3 from Section 2 shows that all eigenvalues of A are non-
zero modulo . Thus, A is invertible over a field of characteristic , and so there can be
no  torsion in cokerA. Next, view A as a matrix over the p-adic integers, and consider
η2m−1,1 as an endomorphism of ZL1p by identifying x⊥ ∈ L2m−1 with x ∈ L1. We then
have A = J − η2m−1,1. As noted at the beginning of this section, we have the splitting
ZL1p = Zp1 ⊕ KerJ . But A(1) = p2m−11 and A = −η2m−1,1 on KerJ . The result then
follows from Theorem 1.1. ✷
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