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Abstract
Load balancing by proactively offloading users onto small and otherwise lightly-loaded cells is
critical for tapping the potential of dense heterogeneous cellular networks (HCNs). Offloading has
mostly been studied for the downlink, where it is generally assumed that a user offloaded to a small
cell will communicate with it on the uplink as well. The impact of coupled downlink-uplink offloading
is not well understood. Uplink power control and spatial interference correlation further complicate the
mathematical analysis as compared to the downlink. We propose an accurate and tractable model to
characterize the uplink SINR and rate distribution in a multi-tier HCN as a function of the association
rules and power control parameters. Joint uplink-downlink rate coverage is also characterized. Using the
developed analysis, it is shown that the optimal degree of channel inversion (for uplink power control)
increases with load imbalance in the network. In sharp contrast to the downlink, minimum path loss
association is shown to be optimal for uplink rate. Moreover, with minimum path loss association and
full channel inversion, uplink SIR is shown to be invariant of infrastructure density. It is further shown
that a decoupled association—employing differing association strategies for uplink and downlink—leads
to significant improvement in joint uplink-downlink rate coverage over the standard coupled association
in HCNs.
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2I. INTRODUCTION
Supplementing existing cellular networks with low power access points (APs), generically
referred to as small cells, leads to wireless networks that are highly heterogeneous in AP
max transmit powers and deployment density [1], [2]. Although the mathematical modeling and
performance analysis – particularly for downlink – for HCNs has received significant attention in
recent years (see [3] for a survey), attempts to model and analyze the uplink have been limited.
In popular uplink intensive services like cloud storage and video chat, uplink performance is
as important (if not more) as that of the downlink. Moreover, in services like video chat, the
traffic is symmetric and thus what really matters is the ability to achieve the required QoS both
in uplink and downlink. The insights for downlink design cannot be directly extrapolated to the
uplink setting in HCNs, as the latter is fundamentally different due to (i) the homogeneity of
transmitters or user equipments (UEs), (ii) the use of uplink transmission power control to the
desired AP, and (iii) the correlation of the interference power from a UE with its path loss to
its own serving AP.
A. Background and related work
Load balancing and power control. Due to the large AP transmission power disparity
across different tiers in HCNs, the nominal UE load per AP (under downlink maximum power
association) is highly imbalanced, with macrocells being significantly more congested than small
cells. It is now well established (both empirically and theoretically) that biasing UEs towards
small cells leads to significant improvement in downlink throughput (see [1], [2], [4] and
references therein). In conventional homogeneous macrocellular networks, coupled associations
are used, wherein the UE is paired with the same AP for both uplink and downlink transmission.
Traditionally, this association has been based on the maximum downlink received power as
measured at the UE, which also led to a max-uplink power association with the same AP, since
the downlink and uplink channels are nearly reciprocal in terms of shadowing and path loss
and all APs and UEs had essentially the same transmit powers, respectively. However, this is
clearly not the case in HCNs with load balancing. Biasing UEs towards small cells with a
coupled association not only improves the downlink rate (despite a lower SINR) due to the load
balancing aspect, but it simultaneously improves the uplink signal–to–noise–ratio (SNR). This is
because the offloaded UEs now on average transmit to APs, which are closer, since they are
3more likely to transmit to a nearby small cell whose downlink power was not large enough to
associate with in the absence of biasing. It is dubious, though, whether the bias designed to
encourage downlink offloading would also be optimal for the uplink.
Since transmit power is a critical resource at a UE, power control is employed to conserve
energy and also to reduce interference. 3GPP LTE networks support the use of fractional power
control (FPC), which partially compensates for path loss [5]. In FPC, a UE with path loss L to
its serving AP transmits with power L, where 0 ≤  ≤ 1 is the power control fraction (PCF).
Thus, with  = 0, each UE transmits with constant power, and with  = 1, the path loss is
fully compensated corresponding to channel inversion. From a network point of view,  can be
interpreted as a fairness parameter, where a higher PCF  helps the cell edge users meet their
SINR target but generates higher interference [6]–[11]. Since the association strategy influences
the statistics of path loss in HCNs, the aggressiveness of power control should be correlated
with the association strategy. Therefore, it is important to develop an analytical model to capture
the interplay between load balancing and power control on the uplink performance. This is one
of the goals of this paper.
Uplink analysis. The use of spatial point processes, particularly the homogeneous Poisson
point process (PPP), for modeling HCNs and derivation of the corresponding downlink coverage
and rate under various association and interference coordination strategies has been extensively
explored as of late (see [3] and references therein). The homogeneous PPP assumption for AP
location not only greatly simplifies the downlink interference characterization, but also comes
with empirical and theoretical support [12]–[15]. However, analysis of the uplink in such a setting
is highly non-trivial, as the uplink interference does not originate from Poisson distributed nodes
(UEs here). This is because in orthogonal multiple access schemes, like OFDMA, there is one
UE per AP located randomly in the AP’s association area that transmits on a given resource
block. As a result, the uplink interference can be viewed as stemming from a Voronoi perturbed
lattice process (see [16] for more discussion), for which an exact interference characterization is
not available. Moreover, due to the uplink power control, the transmit power of an interfering UE
is correlated with its path loss to the AP under consideration. Consequently, various generative
models [10], [17], [18] have been proposed to approximate uplink performance in OFDMA
Poisson cellular networks. Most of these models, however, only apply to certain special cases
such as (macro-only) for single tier networks [10] or full channel inversion with truncation
4and nearest AP association [17]. They do not extend naturally to HCNs with flexible power
control and association. The recent work in [18], however, adopts a similar approach to the one
proposed in this paper for approximating the interfering UE process to derive the uplink SIR
distribution in a two tier network with a (simpler) linear power control and biased association.
All these generative models, however, ignore the aforementioned conditioning, which may yield
unreliable performance estimates. Also, none of these prior works characterizes the impact of
load balancing on the uplink rate distribution or the joint uplink-downlink rate coverage.
Joint uplink-downlink coverage. When UEs employ different association policies for uplink
and downlink, called decoupled association [19]–[21]), it results in possibly different APs serving
the user in the uplink and downlink. Characterizing the correlation between the respective
uplink and downlink path losses is then vital for the joint coverage analysis. Such a correlation
analysis was addressed in the recent work [20] for the special case of a two-tier scenario with
max-received power association for downlink and nearest AP association for uplink. However,
the uplink coverage in [20], [21] was derived assuming the interfering user process follows a
homogeneous PPP, which is not accurate for uplink analysis (as discussed above). The analysis
in this paper also addresses the joint uplink-downlink rate and SINR in greater generality with
an arbitrary association and number of tiers. Traditional coupled association is a special case of
this general setting.
B. Contributions and outcomes
A novel generative model is proposed to analyze uplink performance, where the APs of
each tier are assumed to be distributed as an independent homogeneous Poisson point process
(PPP) and all UEs employ a weighted path loss based association and FPC. The interfering UE
locations are approximated as an inhomogeneous PPP with intensity dependent on the association
parameters. Further, the correlation between the uplink transmit power of each interfering UE
and its path loss to the AP under consideration is captured. Based on this novel approach, the
contributions of the paper are as follows:
Uplink SINR and rate distribution. The complementary cumulative distribution function (CCDF)
of the uplink SINR and rate are derived for a K-tier HCN as a function of the association (tier
specific) and power control parameters in Sec. III. The general expression is simplified for certain
plausible scenarios. Simpler upper and lower bounds are also derived.
5Joint uplink-downlink rate coverage. The joint rate/SINR coverage is defined as the joint
probability of uplink and downlink rate/SINR exceeding their respective thresholds. The joint
coverage is derived in Sec. IV by combining the derived analysis of uplink coverage with
the characterization of joint distribution of uplink-downlink path losses for arbitrary uplink
and downlink association weights. The uplink and downlink interference is, however, assumed
independent for tractability.
The analysis of Sec. III and IV (and the involved assumptions) are validated by comparing
with simulations in Sec. V for a wide range of parameter settings, which builds confidence in
the following design insights.
Insights. Using the developed model, it is shown, in Sec. VI, that:
• the PCF maximizing uplink SIR coverage is inversely proportional to the SIR threshold.
As a result, edge users prefer a higher PCF as compared to that of cell interior users. A
similar result was shown in [10] for macrocellular networks.
• With increasing disparity in association weights across various tiers, the optimal PCF
increases across all SIR thresholds.
• Minimum path loss association (i.e. same association weights for all tiers) leads to optimal
uplink rate coverage. This is in contrast to the corresponding result for downlink [4], [15],
[22].
• For minimum path loss association and full channel inversion based power control, the
uplink SIR coverage is independent of infrastructure density in multi-tier networks1. This
trend is similar to that in downlink HCNs [23], [24]. However, the corresponding uplink
SIR is shown to be stochastically dominated by that of downlink.
• With a static uplink-downlink resource allocation ratio, the uplink and downlink association
weights that maximize their respective coverage also maximize the uplink-downlink joint
coverage.
• As a result, a decoupled association—employing different association weights for uplink
and downlink—maximizes joint uplink-downlink rate coverage.
1A similar result was shown in [17] under a different deployment model for interfering UEs.
6II. SYSTEM MODEL
A co-channel deployment of a K-tier HCN is considered, where the locations of the APs of
the kth tier are modeled as a 2-D homogeneous PPP Φk ⊂ R2 of density λk. All APs of tier
k are assumed to transmit with power Pk. Further, the UEs in the network are assumed to be
distributed according to an independent homogeneous PPP Φu with density λu. The signals are
assumed to experience path loss with a path loss exponent (PLE) α and the power received from
a node at X ∈ R2 transmitting with power PX at Y ∈ R2 is PXHX,YL(X, Y )−1, where H ∈ R+
is the fast fading power gain and L is the path loss. The random channel gains are assumed to be
Rayleigh distributed with unit average power, i.e., H ∼ exp(1), and L(X, Y ) , SX,Y ‖X−Y ‖α,
where S ∈ R+ denotes the large scale fading (or shadowing) and is assumed i.i.d across all
UE-AP pairs but the same for uplink and downlink. The small scale fading gain H is assumed
i.i.d across all links. WLOG, the analysis in this paper is done for a typical UE located at the
origin O. The AP serving this typical UE is referred to as the tagged AP.
A. Uplink power control
Let BX ∈ Φ denote the AP serving the UE at X ∈ R2 and define LX , L(X,BX) to be
the path loss between the UE and its serving AP. A fractional pathloss-inversion based power
control is assumed for uplink transmission, where a UE at X transmits with a power spectral
density (dBm/Hz) PX = PuLX , where 0 ≤  ≤ 1 is the power control fraction (PCF) and Pu is
the open loop power spectral density [5]. Thus, the total transmit power of a user depends on the
spectral resources allocated to the user and it’s path loss. For tractability, the per user maximum
power constraint is ignored in this paper. However, if the dependence of transmit power on load
(or resources) is ignored, the analysis in this paper can be extended to incorporate a maximum
power constraint similar to [17].
Orthogonal access is assumed in the uplink without multi-user transmission, i.e., there is only
one UE transmitting in any given resource block. Let Φbu be the point process denoting the
location of UEs transmitting on the same resource as the typical UE. Therefore, Φbu is not a PPP
but a Poisson-Voronoi perturbed lattice (per [16]). The uplink SINR of the typical UE (at O) on
a given resource block is
SINR =
HO,BOL
−1
O
SNR−1 +
∑
X∈Φbu L

XHX,BOL(X,BO)−1
, (1)
7where SNR , PuGL0
N0
with N0 being the thermal noise spectral density, G being the antenna gain
at the tagged AP, and L0 is the free space path loss at a reference distance. Henceforth channel
power gain between interfering UEs and the tagged AP {HX,BO} are simply denoted by {HX}.
The index ‘O’ of the typical user is dropped wherever implicitly clear.
B. Weighted path loss association
Every UE is assumed to be using weighted path loss for both uplink and downlink association
in which a UE at X associates to an AP of tier KX in the uplink, where
KX = arg max
k∈{1,...,K}
TkLmin,k(X)
−1, (2)
with Lmin,k(X) = minY ∈Φk L(X, Y ) is the minimum path loss of the UE from k
th tier and Tk
is the uplink association weight for APs in the kth tier. The downlink association is similar with
possibly different per tier weights denoted by {T′k}Kk=1 and the selected tier denoted by K′X .
The presented association encompasses biased cell association, where Tk = PkBk with Pk
and Bk being the transmit power of APs of kth tier and the corresponding bias respectively. Note
that if all the association weights are identical, it results in minimum path loss association. For
ease of notation, we define Tˆk , TkTK , Tˆ
′
k ,
T
′
k
T
′
K′
∀k = 1 . . . K, as the ratio of the association
weight of an arbitrary tier to that of the serving tier of the typical UE (defined in (2)) under
association weights {Tk} and {T′k}.
As a result of the above association model, the uplink association cell of an AP of tier k
located at X is
CX = {Y ∈ R2 : TkL(X, Y )−1 ≥ TjLmin,j(Y )−1, ∀j = 1 . . . K.}
The downlink association cell can be similarly defined. Note that the described association
strategy (both for uplink and downlink) is stationary [25] and hence the resulting association cells
are also stationary. The uplink association cells in a two tier setting with P1
P2
= 20 dB resulting
from downlink max power association and minimum path loss association are contrasted in Fig.
1.
It is assumed that each AP has at least one user in its association region with data to transmit in
uplink. Further, the AP queues for downlink transmission are assumed to be saturated implying
that each AP always has data to transmit in downlink. The fraction of resources reserved for the
8TABLE I: Notation and simulation parameters
Notation Parameter Value (if applicable)
Φk, λk,
Pk
PPP of tier k APs, the corresponding density, and the corresponding
power
Φu, λu user PPP and density λu = 200 per sq. km
α, δ path loss exponent; 2/α
W bandwidth 10 MHz
Tk,T
′
k uplink and downlink association weight for tier k
, Pu power control fraction, open loop power spectral density 0 ≤  ≤ 1, Pu = −80 dBm/Hz
N0 thermal noise spectral density −174 dBm/Hz
H small scale fading gain Exponential with unit mean
∼ exp(1)
S large scale fading Lognormal with 8 dB standard
deviation
KX , K′X uplink and downlink serving tier of user at X
BX serving AP of user at X in uplink
N uplink or downlink load
uplink at each AP is denoted by η. Assuming an equal partitioning of the total uplink (downlink)
resources among the associated uplink (downlink) users (as accomplished by proportional fair
or round robin scheduling), the rate of the typical user is
Rate =
W
N
γ log (1 + SINR) , (3)
where W is the bandwidth, N denotes the total number of uplink or downlink users sharing the
γ fraction of resources, γ = η for uplink and 1−η for downlink. The notation used in this paper
is summarized in Table I.
III. UPLINK SINR AND RATE COVERAGE
This is the main technical section of the paper, where we detail the proposed uplink model
and the corresponding analysis.
A. General case
The uplink SIR CCDF of the typical UE is
P(τ) , P(SIR > τ) =
K∑
k=1
P(K = k)Pk(τ), (4)
9User
(a) Maximum downlink power association
User
(b) Nearest AP association
Fig. 1: Different association strategies and the corresponding association regions with one active UE per AP.
where
Pk(τ) , P(SIR > τ |K = k) = P
(
HL−1∑
X∈Φbu L

XHXL(X,B)−1
> τ |K = k
)
= E
[
exp(−L1−τI)|K = k] = E [LI|K=k(L1−τ)],
where I =
∑
X∈Φbu L

XHXL(X,B)−1 is the uplink interference at the tagged AP B, and LI|K=k
is the Laplace transform of interference conditional on kth tier being the serving tier.
The following Lemma characterizes the path loss distribution of a typical UE in the given
system model.
Lemma 1. Path loss distribution at the desired link. The probability distribution function (PDF)
of the path loss of a typical UE to its serving AP is
fL(l) = δl
δ−1
K∑
j=1
aj exp(−Gjlδ), l ≥ 0,
where δ , 2
α
, ak = λkpiE
[
Sδ
]
, Gk =
∑K
j=1 aj(Tj/Tk)
δ, and the PDF, conditioned on the serving
the tier being k, is
fL|K=k(l) , fL(l|K = k) = δGklδ−1 exp(−Gklδ), l ≥ 0,
where Ak , P(K = k) = akGk is the probability of the typical UE associating with tier k.
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Proof: The proof follows by generalizing the results in [13], [26] to our setting. Define
the propagation process (introduced in [13]) from APs of tier j to the typical user as Nj ,
{L(X, 0)}X∈Φj . The process Nj is also Poisson with intensity Λj(t) = ajtδ, t ∈ R+, with
aj = piλjE
[
Sδ
]
2. Therefore P(Lmin,j > t) = exp(−Λj(t)). Path loss to the tagged AP of tier k
has the CCDF
P(L > l|K = k) = P(Lmin,k > l,K = k)
P(K = k)
=
P
(∩Kj=1,6=kL−1min,kTk > L−1min,jTj ∩ Lmin,k > l)
Ak
=
ELmin,k>l
[∏K
j=1, 6=k exp(−Λj(TˆjLmin,k))
]
Ak
=
δak
Ak
∫ ∞
l
yδ−1 exp
(
−yδ
K∑
j=1
ajTˆ
δ
j
)
dy
Therefore, fL(l|K = k) = δ akAk lδ−1 exp(−Gklδ) and fL(l) =
∑K
j=1AjfL(l|K = j).
The above distribution is not, however, identical to the distribution of the path loss between
an interfering UE and its serving AP, since the latter is the conditional distribution given that
the interfering UE does not associate with the tagged AP. This correlation is formalized in the
corollary below.
Corollary 1. Path loss distribution at an interfering UE. The PDF of the path loss of a UE at
X associated with tier j, conditioned on it not lying in the association cell (CB) of the tagged
AP at B of tier k and the corresponding path loss L(X,B) = y, is
fLX (l|KX = j,K = k,X /∈ CB , L(X,B) = y) =
δGj
1− exp(−Gkyδ) l
δ−1 exp(−Gjlδ), 0 ≤ l ≤ Tj
Tk
y.
Proof: An interfering UE at X cannot associate with the tagged AP of tier k which, given
the association policy, implies that the corresponding path loss is bounded as LX ≤ TjTkL(X,B).
Noting that Gj
(
Tj
Tk
)δ
= Gk results in the above distribution.
Due to uplink orthogonal access within each AP, only one UE per AP transmits on the typical
resource block and hence contributes to interference at the tagged AP. Therefore, Φbu is not a
PPP but a Poisson-Voronoi perturbed lattice (per [16]) and hence the functional form of the
2A tier specific S can be incorporated in the analysis using aj = piλjE
[
Sδj
]
.
11
interference (or the Laplace functional of Φbu) is not tractable. Based on the following remark,
we propose an approximation to characterize the corresponding process as an inhomogeneous
PPP.
Remark 1. Thinning probability. Conditioned on an AP of tier k being located at V ∈ R2, a
UE at U ∈ R2 associates with V with probability P(BU = V ) = exp(−GkL(V, U)δ).
Assumption 1. Proposed interfering UE point process. Conditioned on the tagged AP being
located at B and of tier k, the propagation process of interfering UEs from tier j to B,
Nu,j := {L(X,B)}X∈Φbu,j is assumed to be Poisson with intensity measure function Λu,j(dx) =
δajx
δ−1(1− exp(−Gkxδ))(dx).
The basis of the above assumption is Remark 1 along with the fact that only one UE per AP
can potentially interfere with the typical UE in the uplink. Thus, the maximum density of UEs
that might potentially interfere in the uplink from tier j is λj . Assuming this parent process to
be a PPP with density λj , the propagation process of these UEs to the tagged AP has intensity
measure function δajxδ−1. However, the intensity of this parent process has to be appropriately
thinned as per Remark 1 to account for the fact that these UEs do not associate with the tagged
AP. The resulting process Nu,j has an intensity that increases with increasing path loss from the
tagged AP.
The methodology proposed in [18] for modeling non-uniform intensity of Φu,b was based on a
curve-fitting based approach and hence may not be accurate for more diverse system parameters.
Assumption 2. Tier-wise independence. The point process of interfering UEs from each tier
are assumed to be independent, i.e., the intensity measure of the interfering UEs propagation
process Nu is Λu(x) ,
∑K
j=1 Λu,j(x).
Assumption 3. Independent path loss. The path losses {LX}X∈Φbu are assumed to follow the
Gamma distribution given by Corollary 1, assumed independent (but not identically distributed).
Lemma 2. The Laplace transform of interference at the tagged AP of tier k under the proposed
model is
LIk(s) , LI|K=k(s) = exp
(
− δ
1− δ s
K∑
j=1
Tˆ1−δj ajEL|K=j
[
Lδ−(1−)Cδ
(
sTˆj
L1−
)])
, (5)
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where Cδ(x) , 2F1(1, 1− δ, 2− δ,−x) and 2F1 is the Gauss-Hypergeometric function.
Proof: See Appendix A.
Using the above Lemma and (4), the uplink SINR coverage is given in the following Theorem.
Theorem 1. The uplink SINR coverage probability for the proposed uplink generative model is
K∑
k=1
δak
∫
l>0
lδ−1 exp
−Gklδ − δ
1− δ τ l
1−
K∑
j=1
(
Tj
Tk
)1−δ
ajEL|K=j
[
Lδ−(1−)Cδ
(
τTj l
1−
TkL1−
)]
− τ
SNR
l1−
 dl.
The SIR coverage can be derived by letting SNR→∞ in the above theorem.
Corollary 2. The uplink SIR coverage probability for the proposed uplink generative model is
P(τ) =
K∑
k=1
δak
∫
l>0
lδ−1 exp
−Gklδ − δ
1− δ τ l
1−
K∑
j=1
(
Tj
Tk
)1−δ
ajEL|K=j
[
Lδ−(1−)Cδ
(
τTj l
1−
TkL1−
)] dl.
The coverage expression for the most general case involves two folds of integrals and a
lookup table for the Hypergeometric function. The expression is, however, further simplified for
the special cases in the next section. Useful bounds can hence be obtained in single integral-form
(Corollary 3) and closed-form (Corollary 4) as below:
Corollary 3. The uplink SIR coverage for the proposed generative model is upper bounded by
Pu(τ) =
K∑
k=1
δak
∫
l>0
lδ−1 exp
−Gklδ − δτ l1−
(1− δ)Γ(2 + (1− )/δ)
K∑
j=1
(
Tj
Tk
)1−δ
ajG
(1−)/δ−1
j Cδ
(
τTj l
1−G(1−)/δj
TkΓ(2 + (1− )/δ)
) dl.
Proof: See Appendix B.
Remark 2. It can be noted from the above proof that the coverage upper bound is, in fact, exact
for full channel inversion, i.e.,  = 1.
Corollary 4. The uplink SIR coverage is lower bounded by
P l(τ) = exp
(
−τ δ pi
2δ(1− )
sin(piδ) sin(pi)
(
K∑
k=1
ak
G2−k
)(
K∑
k=1
ak
Gk
))
.
Proof: See Appendix C.
B. Special cases
For the following plausible special cases, the uplink SIR coverage expression is further
simplified.
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Corollary 5. (K = 1) The uplink SIR coverage in a single tier network with density λ1 is
P(τ) = δa1
∫
l>0
lδ−1 exp
(
−a1lδ − δ
1− δ τ l
1−a1EL
[
Lδ−(1−)Cδ
(
τ l1−
L1−
)])
dl,
where a1 = λ1piE
[
Sδ
]
.
The above expression differs from the one in [10] due to the proposed interference charac-
terization. In [10], the distribution of path loss of each interfering UE to its serving AP was
assumed i.i.d.
Corollary 6. (Tj = Tk∀j, k) The uplink SIR coverage in a K-tier network with min-path loss
association is the same as the coverage of a single tier network with density λ =
∑K
k=1 λk.
Corollary 7. ( = 0) Without uplink power control, the uplink SIR coverage is
P(τ) =
K∑
k=1
δak
∫
l>0
lδ−1 exp
(
−Gklδ − a
∫ ∞
0
1− exp(−Gkx)
1 + (τ l)−1x−1/δ
dx
)
dl,
where a =
∑K
j=1 aj .
Corollary 8. ( = 1) With full channel inversion, the coverage is
P(τ) =
K∑
k=1
ak
Gk
exp
(
− δ
δ − 1τ
K∑
j=1
(
Tj
Tk
)1−δ
aj
Gj
Cδ
(
τ
Tj
Tk
))
.
Corollary 9. ( = 0,Tj = Tk∀j, k) Without power control and with min path loss association,
the uplink SIR coverage is
P(τ) = δa
∫
l>0
lδ−1 exp
(
−alδ − a δ
1− δ τ lEL
[
Lδ−1Cδ
(
τ l
L
)])
dl.
Corollary 10. ( = 1,Tj = Tk∀j, k) With full channel inversion based power control and with
min path loss association, the uplink SIR coverage is
P(τ) = exp
(
− δτ
1− δCδ(τ)
)
.
Remark 3. Comparison with downlink. The downlink SIR coverage derived in [23] for max
downlink received power association, when adapted to the current setting, is 1
1+ δτ
1−δCδ(τ)
. Since
1 + x < exp(x), ∀x > 0, downlink SIR stochastically dominates the uplink SIR of Corollary
10.
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Remark 4. Density invariance. Corollary 10 highlights the independence of uplink SIR coverage
on infrastructure density in HCNs with minimum path loss association and full channel inversion.
This trend is similar to the result proved for downlink SIR in macrocellular networks [12] and
HCNs [23], [24].
C. Uplink rate distribution
The rate of a user depends on both the SINR and load at the tagged AP (as per (3)), which in
turn depends on the corresponding association area |CB|. The weighted path loss association and
PPP placement of APs leads to complex association cells (see Fig. 1) whose area distribution
is not known. However, the association policy is stationary [25] and hence the mean uplink
association area of a typical AP of tier k is Ak
λk
. The association area approximation proposed in
[15] is used to quantify the uplink load distribution at the tagged AP as
Kt(λuAk, λk, n) , P(N = n|K = k) = 3.5
3.5
(n− 1)!
Γ(n+ 3.5)
Γ(3.5)
(
λuAk
λk
)n−1(
3.5 +
λuAk
λk
)−(n+3.5)
, n ≥ 1.
Using Corollary 2 and (3), and assuming the independence between SINR and load, the uplink
rate coverage is given in the following Theorem.
Theorem 2. Under the presented system model and assumptions, the uplink rate coverage is
given by
R(ρ) =
K∑
k=1
Ak
∑
n>0
Kt(λuAk, λk, n)Pk(2ρˆn − 1),
where Pk is given in Corollary 2 and ρˆ , ρ(ηW)−1.
Proof: Using the rate expression in (3)
P(Rate > ρ) = P(SINR > 2ρˆN − 1) =
K∑
k=1
AkP(SINR > 2ρˆN − 1|K = k)
=
K∑
k=1
Ak
∑
n>0
Kt(λuAk, λk, n)P
(
SINR > 2ρˆn − 1|K = k,N = n) ,
where ρˆ = ρ(ηW)−1 is the normalized rate threshold. Since APs with larger association regions
have higher load and larger user to AP distance, therefore the load and SINR are correlated. For
tractability, this dependence and thermal noise are ignored, as in [15], to yield
P
(
SINR > 2ρˆn − 1|K = k,N = n) ≈ Pk(2ρˆn − 1).
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Corollary 11. If the load at each AP is approximated by its respective mean, N¯k , E [N |K = k] =
1 + 1.28Akλu
λk
[15], the uplink rate coverage is
R¯(ρ) =
K∑
k=1
AkPk(2ρˆN¯k − 1).
The corollary above simplifies the rate coverage expression of Theorem 2 by eliminating a
sum and sacrificing a bit of accuracy.
IV. JOINT UPLINK-DOWNLINK RATE COVERAGE
The joint uplink-downlink rate coverage is defined formally below.
Definition 1. The uplink-downlink joint rate coverage is the probability that the rate on both
links exceed their respective thresholds, i.e.,
RJ(ρu, ρd) , P(Uplink rate > ρu, Downlink rate > ρd).
It can be equivalently interpreted as the fraction of users in the network whose both uplink
and downlink rate exceed their respective thresholds.
For deriving the joint coverage, the joint path loss distribution needs to be characterized. For
the special case of coupled association, the path losses are identical, however, for the general
case they are correlated. The following Lemma characterizes the joint distribution of path losses
for arbitrary downlink and uplink association weights.
Lemma 3. Joint path loss distribution. The joint PDF of uplink path loss (L) and downlink
path loss (L
′
) for the typical user under the given setting is
fL,L′ (x, y,K = k,K
′
= j)
=

ajakδ
2xδ−1yδ−1 exp
(
−∑Ki=1 ai max(T′iT′j y, TiTkx
)δ)
, k 6= j, Tj
Tk
≤ T
′
j
T
′
k
, x ≥ 0, Tj
Tk
≤ y
x
≤ T
′
j
T
′
k
akδx
δ−1 exp
(
−xδ∑Ki=1 ai max( T′iT′k , TiTk)δ
)
, k = j, x ≥ 0, y = x
0 otherwise.
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Proof: For K = K′ = k,
P(L = L′ > x,K = K′ = k) = P
(
K⋂
i=1,6=k
Lmin,i > Lmin,k max
(
T
′
i
T
′
k
,
Ti
Tk
)⋂
Lmin,k > x
)
= δak
∫ ∞
x
lδ−1 exp
(
−lδ
K∑
i=1
ai max
(
T
′
i
T
′
k
,
Ti
Tk
)δ)
dl.
And for K = k,K′ = j with k 6= j and T
′
j
T
′
k
>
Tj
Tk
P(L > x,L
′
> y,K = k,K′ = j)
= P
 K⋂
i=1,6=k,j
Lmin,i > max
(
T
′
i
T
′
j
Lmin,j ,
Ti
Tk
Lmin,k
)⋂{Tj
Tk
Lmin,k ≤ Lmin,j ≤
T
′
j
T
′
k
Lmin,k
}⋂
{Lmin,k > x},
⋂
{Lmin,j > y}

= δ2ajak
∫ ∞
x
∫ T′j/T′kt
max(Tj/Tkt,y)
tδ−1uδ−1 exp
− K∑
i=1
ai max
(
T
′
i
T
′
j
t,
Ti
Tk
u
)δ dudt
Differentiating the above CCDFs leads to the corresponding PDFs.
The downlink SIR analysis in [23] ignored shadowing. However the analysis can be adapted to
the presented setting to give the Laplace transform of the downlink interference in the following
Lemma (presented without proof).
Lemma 4. The Laplace transform of downlink interference (I ′) when the serving (downlink) AP
belongs to tier j and the corresponding path loss is l, i.e. L
′
= l, is
LI′j(s|L
′
= l) = exp
{
− δ
1− δ sl
δ−1
K∑
i=1
aiPiTˆ
′(δ−1)
i Cδ(sPi/lTˆ
′
i)
}
.
Theorem 3. Using the mean load approximation for uplink and downlink, and assuming the
uplink and downlink interference to be independent, the joint uplink-downlink rate coverage is
RJ(ρu, ρd) =
K∑
k=1
J∑
j=1
∫ ∞
0
∫ ∞
0
LIk
(
x1−v(ρˆuN¯k)
)LI′j (yPjv(ρˆdN¯ ′k)) fL,L′ (x, y,K = k,K′ = j)dxdy,
where N¯k = 1 + 1.28λuλk
ak∑K
j=1 ajTˆ
δ
j
is the average uplink load at the AP serving in the uplink,
N¯
′
k = 1 + 1.28
λu
λk
ak∑K
j=1 ajTˆ
′δ
j
is the average downlink load at the AP serving in the downlink,
ρˆu = ρ(Wη)
−1, ρˆd = ρ(W(1−η))−1, and LIk ,LI′j are as defined in Lemma 2 and 4 respectively.
Proof: The proof follows by noting that the joint rate coverage can be written in terms of
joint SIR coverage as in Theorem 2. Assuming independence of uplink and downlink interference,
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the joint SIR coverage is
P( Uplink SIR > τu,Downlink SIR > τd) =
K∑
k=1
J∑
j=1
E
[
1(K = k)1(K′ = j)LIk
(
L1−τu
)LI′j (L′Pjτd)].
The final expression is then obtained by using the rate model of (3) along with Lemma 3.
V. VALIDATION THROUGH SIMULATIONS
The proposed model and the corresponding analytical results are validated by simulations
(based on the model of Sec. II) in a two tier setting with λ1 = 5 BS per sq. km, α = 3.5, S
assumed Lognormal with 8 dB standard deviation, open loop power spectral density Pu = −80
dBm/Hz, and free space path loss L0 = −40 dB is assumed at reference distance of 1 m at
carrier frequency of 2 GHz (the same parameters are used in the later sections unless otherwise
specified). Fig. 2 shows the uplink SINR distribution obtained from simulations along with the
SIR distribution from analysis (Corollary 2) for different association weights and tier 2 densities.
Two simplifications of the analysis A1, A2 are also shown for the  = 1 case. A1 neglects the
conditioning of the transmit power of an interfering user, i.e. Lemma 1 is used for path loss
distribution of interfering UEs instead of Corollary 1. A2 additionally neglects the proposed
modeling of interfering UE process as per Assumption 1 and instead models interfering UEs
of each tier as an homogeneous PPP with density same as the corresponding tier density. The
plots lead to the following takeaways: 1) the proposed analysis matches the simulations quite
closely for a range of parameters, validating Assumptions 1, 2, and 3; 2) neglecting the proposed
thinning and/or conditioning (as is done prior works) leads to significant diversion from actual
coverage, and 3) thermal noise has a minimal impact on uplink SINR (this could also be due
to the higher BS density). Note that a value of Tˆ2 = −20 dB corresponds to a typical power
difference between small cells and macrocells and hence is equivalent to downlink maximum
power association.
The rate coverage obtained from simulation and analysis (Corollary 11) is compared for a
two-tier setting in Fig. 3a and for a three-tier setting in Fig. 3b. The user density used in these
plots is λu = 200 per sq. km. The joint rate distribution derived from analysis and simulation is
shown in Fig. 4 for an uplink resource fraction η = 0.5. The close match between analysis and
simulations for a wide range of parameters in these plots validates the mean load assumption
and the downlink-uplink interference independence assumption.
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Fig. 2: Comparison of uplink SINR distribution from simulation with SIR distribution from analysis.
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Fig. 3: Comparison of uplink rate distribution from analysis and simulation.
VI. OPTIMAL POWER CONTROL AND ASSOCIATION
The uplink SIR and rate coverage probability expressions of Corollary 2, Theorem 2, and 3
can be used to numerically find the optimal power control and association weights. However, first
we focus on the coverage lower bound P l of Corollary 4 and obtain the following proposition.
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Proposition 1. Minimum path loss association maximizes P l ∀ ∈ [0, 1] ∀τ . Further,  = 0.5
maximizes the coverage lower bound P l.
Proof: Using Corollary 4, P l is maximized with {T∗j} given by
{T∗j}Kj=1 = arg min
K∑
k=1
ak
G2−k
K∑
k=1
ak
Gk
= arg min
(
∑K
k=1 akT
2−
k )(
∑K
k=1 akT

k)
(
∑K
j=1 ajTj)
2
= 1 + arg min
∑
i 6=j aiaj(T
2−
i T

j − TiTj)
(
∑K
j=1 ajTj)
2
,
where the last equation is minimized with Tj = Tk ∀j, k. Moreover, for such a case
P l(τ) = exp
(
−τ δ pi
2δ
sin(piδ) sin(pi)
)
,
which is maximized for  = 0.5.
Remark 5. Since the lower bound overestimates the uplink interference by neglecting the
correlation of the transmit power of an interfering user with its path loss to the tagged AP
(and hence treating it as if originating from an ad-hoc network), the result of optimal PCF of
0.5 is in agreement with results for ad hoc wireless networks [27], [28] (derived under quite
different modeling assumptions, though).
Power control. Since the power control impacts only uplink SIR and not load (unlike asso-
ciation), the optimal PCF is obtained using the SIR coverage of Corollary 2. The SIR threshold
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Fig. 5: Variation of the optimal PCF with SIR threshold (obtained from Corollary 2) for various association weights
and densities. The bottom (0 dB) curve is indistinguishable for all λ2.
plays a vital role in determining the optimal PCF. More channel inversion is more beneficial for
cell edge UEs, as they suffer from higher path loss and as a result the optimal PCF decreases with
SIR threshold, as shown in Fig. 5. This is similar to the insight obtained for single-tier networks
in [10]. It is interesting to note that the result on optimal PCF of Proposition 1 applies only
to moderate SIR thresholds. Further, as can be observed a higher association weight imbalance
leads to a uniform (across all thresholds) increase in the optimal PCF, as the path losses in
the network increase. It can also be observed that the optimal PCF is relatively insensitive to
different densities in the two tier network, with no dependence seen in the case of minimum
path loss association. A similar trend translates to uplink rate distribution too. The variation of
uplink fifth percentile rate (or edge rate, ρ|R(ρ) = 0.95) and median rate (ρ|R(ρ) = 0.50) with
PCF is shown in Fig. 6. A higher PCF maximizes fifth percentile rate than that for median rate,
since former represents users with lower uplink SIR.
Uplink association weights. The variation of uplink SIR coverage with association weights
is shown in Fig. 7 for different PCFs and SIR thresholds. Association weights are seen to affect
the SIR coverage nominally, except for the no power control case (where the variation is in
concurrence with the result of the Proposition 1). An intuitive explanation of this behavior is
as follows: higher weight imbalance may lead a user to associate with a farther macrocell with
a higher path loss, but it would also experience reduced uplink interference due to the larger
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-15 -10 -5 0 5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Normalized association weight (T2/T1) (dB)
S I
R
 
c o
v e
r a
g e
 
 
ε =  0
ε = 1/2
ε = 1 
τ = 0  dB
τ = 5  dB
τ =  -5  dB
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association area of the corresponding AP. So these two contrary effects compensate for each
other leading to the observed phenomenon.
It is worth noting here that minimum path loss association leads to identical load distribution
across all APs and hence balances the load. Moreover due to no adverse effect on uplink SIR,
minimum path loss association is also seen to be optimal from rate perspective too. The trend of
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Fig. 8: Variation of uplink edge and median rate with association weights (obtained from Corollary 11).
uplink edge (fifth percentile) and median rate with association weights is shown in Fig. 8. As can
be seen, irrespective of the PCF and density, minimum path loss association is optimal for uplink
rate. Note that these results and insights for uplink are in contrast with the corresponding result
for downlink, where maximum SIR association (equivalent to maximum downlink received power
association) is optimal for downlink SIR coverage [23], and hence a conservative association
bias3 was shown to be optimal for rate coverage [22], [29].
Uplink-downlink jointly optimal association. Considered separately, as discussed in the
previous section, the association weights T2
T1
= 0 dB, T
′
2
T
′
1
= −14 dB optimize the uplink and
downlink rate respectively. However, what happens if the joint downlink and uplink association is
considered? The variation of joint rate coverage as a function of downlink and uplink association
weights is shown in Fig. 9 for three pairs of (, η) with a rate threshold of ρu = ρd = 128 Kbps
and λ2 = 6λ1. As can be seen from the plots, the uplink and downlink association weights of
T2
T1
= 0 dB, T
′
2
T
′
1
= −14 dB (T1 = T′1 = 1 in these plots) also maximize the joint uplink-downlink
rate coverage irrespective of chosen η and 4. These leads to two key observations: (i) the uplink
3A bias of ∼ 6 dB was shown to maximize edge and median rates in downlink [22], [29] with 20 dB power difference
between macro and small cell, which translates to T
′
2/T
′
1 = −14 dB for the setting of this paper.
4Other pairs of (, η) also led to similar results.
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Fig. 9: Variation of joint rate coverage with uplink and downlink association weights (obtained from Theorem 3)
for different (, η) pairs.
and downlink association weights that maximize the joint rate coverage are the same as the
ones that maximize their individual link coverage, and as a result (ii) decoupled association, i.e.
different association weights for the uplink and downlink, is optimal for joint coverage.
Optimal coupled vs. decoupled association. In Fig. 10, the gains of optimal decoupled
association over that of coupled are analytically assessed for edge rate and median rates for
varying PCFs with λ2 = 6λ1 and η = 0.5. Note that in these plots, the rates corresponds
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the minimum of uplink and downlink, i.e. edge rate = ρ|RJ(ρ, ρ) = 0.95 and median rate
= ρ|RJ(ρ, ρ) = 0.5. As observed, across all PCFs, the decoupled association provides significant
(∼ 1.5x) gain over coupled association. This shows that, in spite requiring certain architectural
changes [20], decoupled association is beneficial for applications requiring similar QoS in both
uplink and downlink.
VII. CONCLUSION
This paper proposes a novel model to analyze uplink SINR and rate coverage in K-tier HCNs
with load balancing. To the best of the authors’ knowledge, this is the first work to derive
and validate the uplink rate distribution in HCNs incorporating offloading and fractional power
control. One of the key takeaways from this work is the contrasting behavior exhibited by the
uplink and downlink rate distributions with respect to load balancing. The derivation of uplink
SINR and rate distribution as a tractable functional form of system parameters opens various
areas to gain further design insights. For example, optimal association weights were derived in
this paper for both uplink and joint uplink-downlink coverage. We assumed parametric but fixed
resource partitioning between uplink and downlink – and this might also be a more practical
assumption – but analyzing the impact of more dynamic (possibly load-aware) partitioning
25
on the presented insights could be considered in the future. The proposed uplink interference
characterization can also be used to analyze systems like massive MIMO, where it plays a crucial
role [30]. Performance analysis for decoupled association incorporating the cost of possible
architectural changes [20] could also be one area of future investigation.
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APPENDIX A
Derivation of Lemma 2: Let LIkj(s) denote the Laplace transform of the interference from
tier j UEs, then LIk =
∏K
j=1 LIkj (from Assumption 2). Now,
LIkj(s) = E
exp
−s ∑
X∈Φbu,j
LXHXL(X,B)−1

(a)
=E
 ∏
X∈Φbu,j
1
1 + sLXL(X,B)−1

=E
 ∏
X∈Nu,j
ELX
[
1
1 + sLXX
−1
]
(b)
= exp
(
−
∫
x>0
(
1− ELx
[
1
1 + sLxx
−1
])
Λu,j(dx)
)
(c)
= exp
(
−
∫
x>0
(
1− EL
[
1
1 + sLx−1
| L < Tˆjx,Kx = j
])
Λu,j(dx)
)
= exp
(
−
∫
x>0
EL
[
1
1 + (sL)−1x
| L < Tˆjx,Kx = j
]
Λu,j(dx)
)
= exp
(
−EL|K=j
[
ajL
δTˆ−δj
∫ ∞
1
dt
1 + (sTˆj)−1L1−t1/δ
])
,
where (a) follows from the i.i.d. nature of {HX}, (b) follows from the Laplace functional
(also known as probability generating functional) of the assumed PPP Nu,j , (c) follows from
Corollary 1, and the last equality follows with change of variables t = (xTˆj/L)δ and algebraic
manipulation. The final result is then obtained by using the definition of Gauss-Hypergeometric
function, yielding∫ ∞
1
dt
1 + t1/δL1−(sTˆj)−1
=
δ
1− δ
sTˆj
L1− 2
F1
(
1, 1− δ, 2− δ,− sTˆj
L1−
)
.
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APPENDIX B
Derivation of Corollary 3: The proof of Lemma 2 gives
LIkj(s) = exp
(
−ajTˆ−δj
∫
l>0
lδ
∫ ∞
1
dt
1 + (sTˆj)−1l1−t1/δ
fL|K=j(l)dl
)
= exp
(
−ajTˆ
−δ
j
Gj
∫ ∞
1
∫
l>0
1
1 + (sTˆj)−1l1−t1/δ
fL′|K=j(l)dldt
)
,
where the inner integral (w.r.t l) can be viewed as an expectation of 1/(1 + t1/δL′1−(sTˆj)−1),
where L′j is a random variable with pdf fL′|K=j(l) = δG
2
j l
2δ−1 exp(−Gjlδ) for l > 0. Since 1/(1+
t1/δx(sTˆj)
−1) is a convex function of x, we can apply Jensen’s inequality (using E
[
L
′(1−)|K = j] =
Γ(2+(1−)/δ)
G
(1−)/δ
j
) and obtain a lower bound on the inner integral, which leads to an upper bound on
the coverage probability in a form similar to the one in Corollary 2.
APPENDIX C
Derivation of Corollary 4: Neglecting the conditioning in (c) of the proof of Lemma 2,
we have
LIk(s) ≥ exp
(
−
K∑
j=1
∫
x>0
EL|K=j
[
1
1 + (sL)−1x
]
Λu,j(dx)
)
≥ exp
(
−
K∑
j=1
EL|K=j
[∫
x>0
1
1 + (sL)−1x
δajx
δ−1dx
])
(a)
= exp
(
−sδ piδ
sin(piδ)
K∑
j=1
ajEL|K=j
[
Lδ
])
,
where (a) follows by the change of variables t = xδ(sL)−2/α and noting that
∫∞
0
dt
1+tα/2
=
2pi
α sin(2pi/α)
. Now using the coverage expression
P(τ) ≥ E
[
exp
(
− piδ
sin(piδ)
τ δLδ(1−)
K∑
j=1
ajEL|K=j
[
Lδ
])]
≥ exp
(
− piδ
sin(piδ)
τ δE
[
Lδ(1−)
] K∑
j=1
ajEL|K=j
[
Lδ
])
,
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where the last inequality follows from Jensen’s inequality. Noting that EL|K=j
[
Lδ
]
= Γ(1+)
Gj
and E
[
Lδ(1−)
]
=
∑K
j=1 aj
Γ(2−)
G2−j
and Γ(1 + )Γ(2− ) = pi(1−)
sin(pi)
leads to the final result.
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