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We present a self-consistent Particle-in-Cell simulation of the resonant interactions between
anisotropic energetic electrons and a population of whistler waves, with parameters relevant to
the Earths radiation belt. By tracking PIC particles, and comparing with test-particle simulations
we emphasize the importance of including nonlinear effects and time evolution in the modeling of
wave-particle interactions, which are excluded in the resonant limit of quasi- linear theory routinely
used in radiation belt studies. In particular we show that pitch angle diffusion is enhanced during
the linear growth phase, and it rapidly saturates well before a single bounce period. This calls into
question the widely used bounce average performed in most radiation belt diffusion calculations.
Furthermore, we discuss how the saturation is related to the fact that the domain in which the
particles pitch angle diffuse is bounded, and to the well-known problem of 90◦ diffusion barrier.
I. INTRODUCTION
Resonant wave-particle interactions represent
one of the most important mechanism that regu-
late the scattering and loss of energetic particles
in the radiation belts [1]. Among the different
waves that can be generated and propagate in
the Earth’s radiation belt, much attention has
been devoted to whistler waves. They are right-
handed polarized electromagnetic waves with
frequencies ranging between the ion and electron
gyrofrequency. Whistler waves are associated
with so-called chorus modes that usually present
two characteristic frequency bands with a gap in
between. An interpretation of such a gap based
on linear theory has recently been presented in
[2]. Whistler waves can be generated by a kinetic
instability driven by a temperature anisotropy
(with the temperature in the perpendicular direc-
tion greater than in the parallel direction). For
instance, equatorial whistler-mode chorus can be
excited by cyclotron resonance with anisotropic
10-100 KeV electrons injected from the plasma
sheet [3, 4]. The generation and propagation of
whistler-mode chorus in the Earth’s radiation belt
has been intensively studied: simulations of rising
tones have been performed in [5–7] for loss-cone
distributions and in [8] for bi-Maxwellian; the
non-linear wave growth mechanism has been
studied, e.g., in [9–12].
The current paradigm for modeling wave-particle
interactions in the radiation belt is based on
kinetic quasi-linear theory. It means that the
particle distribution function follows a diffusive
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scattering in the adiabatic invariants space,
assuming a broadband wave spectrum and low
amplitude fluctuations [13–15]. Although quasi-
linear theory was primarily developed to study
the saturation of a linear instability, due to the
distribution function diffusion in phase space, and
the formation of a plateau, it is customary to em-
ploy the so-called ’resonant limit’ in radiation belt
simulations, that is the limit in which the linear
growth rate tends to zero, and the distribution
reaches a marginally stable state [e.g., 16]. The
underlying assumption of such approach is that
diffusion due to a quasi-stationary wave spectrum
(and the associated longer timescale) is more
relevant than the short-lived diffusion occurring
during the linear phase of the instability. Alter-
natively, one can justify the use of the resonant
limit by assuming that the diffusing particles are
unrelated to the wave, in the sense that they do
not belong to the part of the distribution function
that is responsible for the development of the
kinetic instability. It is important to remind that
the calculation of the diffusion coefficients usually
incorporate the interactions between waves and
resonant particles only, assuming a stationary
wave spectrum with a given amplitude [3, 17, 18].
Not only this is not realistic during the linear
growth phase of the instability, but we note that
the dominance of resonant over non resonant
interactions in a turbulent wave field has been
recently questioned by [19]. It is the goal of this
paper to quantify the effect of a non-stationary
wave spectrum during the linear phase of the
instability, and the corresponding discrepancy
in pitch-angle diffusion rate, with respect to the
widely used resonant limit approximation. This
is achieved by performing Particle-in-Cell (PIC)
2simulations, that is by generating the instability in
a completely self-consistent way, without the need
of further assumptions (contrary to quasi-linear
theory). The PIC simulations results will be
compared with test-particle simulations, where
a stationary whistler wave spectrum is assumed.
Such comparison will emphasize the inadequacy of
employing the resonant limit of quasi-linear theory
for the case studied. Indeed, by tracking resonant
particles, we show that pitch angle scattering is
tremendously enhanced during the linear growth
phase of the instability. The decrease of anisotropy
due to the development of the whistler instability
results in a rapid precipitation in the loss-cone, in
a measure much larger than predicted by quasi-
linear diffusion due to a non-growing wave activity.
Although the distribution function diffusion pro-
ceeds in a three-dimensional space (for instance,
in energy, pitch angle, and radial directions), the
timescale between energy/pitch angle and radial
diffusion is very well separated [20], and hence in
this paper we focus on two-dimensional diffusion
only.
When electron pitch angle undergoes a stochas-
tic quasi-linear diffusion, its mean squared
displacement 〈∆α2〉 is expected to grow linearly in
time. Indeed, for normal diffusion, the quasi-linear
diffusion coefficient D and 〈∆α2〉 are related by
the celebrated Einstein relation 〈∆α2〉 = 2Dt, at
least for a certain time range. In this regime, [21]
have shown that test-particle simulations are an
excellent tool to test the validity of quasi-linear
diffusion, by simply assessing the Einstein relation,
with the pitch angle statistics gathered from the
simulation particles.
Diffusion in pitch angle presents a crucial differ-
ence with standard diffusion in physical space,
which is commonly represented and understood
in statistical terms with the concept of random
walk. The difference is that the pitch angle
coordinate is defined on a bounded domain, that
is α ∈ [0◦, 180◦]. It is well known that diffusion
on bounded domains produce a mean squared
displacement that saturates in time (in the case
of homogeneous diffusion coefficient, to a value
that is proportional to the domain length), [e.g.,
22, 23]. Interestingly, such important feature of
pitch angle scattering has not been emphasized
and analyzed in the radiation belt literature.
Of course, once the distribution in pitch angle
becomes close to a saturated state, the Einstein
relation becomes meaningless, because although
individual particles continue diffusing, the dif-
fusion coefficient cannot be correctly evaluated
by means of the mean squared displacement
(which becomes constant in time). An important
consideration, in a space weather perspective, is
whether such (local) saturation of the pitch angle
distribution can occur on a time scale which is
much shorter than the bounce period, over which
the diffusion equation is usually averaged (in
order to reduce the dimensionality of the problem,
and simplify the calculation of the diffusion
coefficients).
Another important aspect of quasi-linear diffusion
that apparently has been overlooked in radiation
belt studies is the so-called ’90◦ problem’, that,
on the other hand, has been the focus of several
works in cosmic-ray acceleration context (see, e.g.
[24–26]). In such context, it has been shown that
quasi-linear theory underestimates the diffusion
through 90◦ angle, which represents an effective
diffusion barrier in pitch angle space (we do not
mean, by barrier, total reflection, but a very small
diffusion). Diffusion through 90◦ is instead sizable
for some particles (depending on their energy),
and this can be incorporated in a diffusion model
when considering second-order and nonlinear
effects.
The importance of a correct assessment of the
particle diffusion stems from the fact that particle
lifetime is approximately estimated, in the weak
diffusion limit, as the inverse of the diffusion coef-
ficients evaluated at the equatorial loss-cone angle
[27–29], by assuming that the scattering remains
diffusive through multiple bounce periods [30]. As
a reference number, we note that the bounce pe-
riod at L = 4.5 for a 1 MeV electron traveling
with loss-cone equatorial pitch angle is approxi-
mately 0.24 seconds, or 1.4 · 104Ω−1e (Ωe being the
equatorial electron gyrofrequency). An important
open question then is whether pitch angle scatter-
ing retains its diffusive character for several bounce
periods. As we will show, the whistler instabil-
ity (for sufficiently large temperature anisotropy)
saturates within few hundreds electron gyroperi-
ods, and the local distribution reaches a quasi-
stationary equilibrium, by the time the instability
saturates.
II. METHODOLOGY
We present a one-dimensional Particle-in-Cell
simulation performed with the implicit moment-
method code PARSEK2D [31, 32]. We are con-
cerned here with a typical situation in the equa-
torial region of the radiation belt, where whistler
waves can be excited by a tenuous population of
hot anisotropic electrons. The homogeneous back-
ground magnetic field is B0 = 4 · 10
−7T , corre-
3sponding approximately to the Earth’s equatorial
value at L ∼ 4.3, and is aligned with the box. We
neglect the dipolar nature of the Earth’s magnetic
field, and therefore our conclusions are valid only
for small regions close to the equator. On the other
hand, the timescales investigated are much shorter
than the bounce period, and we have estimated
that the most energetic particles in the simulation
would experience, in a dipole field, a change of less
than 5% in magnetic field amplitude.
The electron population has a density of 15
cm−3, and it is composed for 98.5% by a cold
isotropic Maxwellian (1 eV), and for 1.5% by an
anisotropic relativistic bi-Maxwellian distribution
f(v||, v⊥) ∝ exp
[
−α⊥γ − (α|| − α⊥)γ||
]
(with γ =
(1−v2/c2)−1/2, γ|| = (1−v
2
||/c
2)−1/2, c the speed of
light, and parallel and perpendicular refer to the
background magnetic field) [33, 34]. We choose
α|| = 25, and α⊥ = 4. The hot population veloc-
ity distribution function has standard deviations√
〈v2||〉 = 0.175, and
√
〈v2⊥〉 = 0.325 (normalized to
speed of light) corresponding to nominal temper-
atures of 8 KeV and 30 KeV, respectively. Thus,
the initial anisotropy of the suprathermal compo-
nent is T⊥/T|| = 3.75. The ratio between electron
plasma and gyro-frequency is ωp/Ωe ≃ 3.1. The
box length is L = 400c/Ωe. We use 8,000 grid
points, a timestep ∆tΩe = 0.015, and 500 particles
per cell (excluding tracking particles, see later).
Since the hot population drives the instability, we
use 400 and 100 particles per cell for the cold and
for the hot population, respectively, resulting in a
higher resolution in velocity for the latter. The
ions are immobile.
Temperature anisotropy instabilities have a
’self-destructing’ character, in the sense that the
generated electromagnetic fluctuations reduce
the anisotropy that drives the instability, and
therefore a marginal stability condition is usually
rapidly reached [35–39]. Figure 1 shows the
reduction of temperature anisotropy (red line,
right axes) and the increasing magnetic field
amplitude (black line, left axes). The linear
instability saturates around the time TΩe = 900,
and although the anisotropy response to the
magnetic field fluctuations is somewhat delayed,
the correlation is clear. Indeed, in the early linear
phase the instability grows starting from small
values, without affecting the electron distribution
function until δB/B0 ≃ 0.02 is attained.
In Figure 2 we show the numerical dispersion
relation (magnetic field amplitude, top panel),
and the wavepower as function of frequency
(bottom panel), calculated over the entire simu-
lation time TΩe = 2100. The red line in the top
panel represents the whistler dispersion relation
derived from cold plasma theory, which, despite
neglecting the suprathermal component, is still a
good approximation. Note that the wavepower
is peaked around ω/Ωe ∼ 0.2 and it is confined
within ω/Ωe < 0.6. In the bottom panel the black
line denotes results from the PIC simulation (and
therefore are relatively noisy). The red line is a
smoothed fit of the PIC result, and the blue line
is the stationary spectrum that will be used for
the test-particle calculations. It is a Gaussian
centered in 0.2Ωe with width equal to 0.25Ωe.
Although it overestimates the wavepower at small
frequencies, this is a good approximation of the
PIC results in the range [0.2− 0.6]Ωe.
A. Tracking particles
We emphasize that the PIC approach is first-
principle and does not rely on any of the assump-
tions employed for quasi-linear diffusion codes or
test-particle simulations. Moreover, the diagnos-
tics on the particle scattering is readily available.
In the simulations presented in this paper we have
tracked 8 groups composed of 32,000 particles each,
that have been initialized with different pitch angle
and energies. Specifically, the initial pitch angles
range from 10◦ to 80◦, in intervals of 10◦. The ini-
tial velocity is chosen such that the particles satisfy
(at initial time) the resonant condition
ω − kv cosα = Ωe
√
1− v2/c2. (1)
for a chosen value of ω. The wavevector k in Eq.
(1) is derived from the cold plasma dispersion re-
lation for whistlers:
(kc/ω)
2
= 1−
ω2p/Ω
2
e
ω(ω − Ωe)
. (2)
For each value of initial pitch angle the track-
ing particles are initially resonant with ω/Ωe =
0.3. The initial energy for each group of particles
is summarized in Table 1. Note that for parti-
cles with α < 90◦, the resonant wave is counter-
propagating, that is k < 0. The tracked particles
are initially uniformly distributed in the box.
B. Test-particle simulations
Although the main focus of this paper is to
comment results derived from PIC simulations,
we are also interested in comparing the results
against test-particle simulations. The interest for
test-particle methods in the radiation belt stud-
ies stems, on one hand, from their computational
4speed, and on the other hand from the relation-
ship that exists with quasi-linear diffusion codes,
in the resonant limit approximation. Indeed, it
is expected that when the assumptions of quasi-
linear theory are satisfied, the Einstein relation
between quasi-linear diffusion coefficients and test-
particle mean squared displacements 〈∆α2〉 = 2Dt
holds. Ref. [21] have successfully shown that this
is the case for small-amplitude parallel propagat-
ing whistler, and they have later proved the break-
down of quasi-linear theory for larger amplitudes
[40]. See also [41] for a discussion on the departure
time, that is the time at which 〈∆α2〉 departs from
the Einstein relation.
The advantage of test-particle simulations is that
one can specify the electromagnetic field at any
spatial location with any desired accuracy. Of
course, this is in contrast to gridded methods such
as PIC where the field must be interpolated from
the grid to the particle locations. On the other
hand, test-particle codes lack the self-consistency
and conservation properties of PIC (for instance,
particles can be indefinitely accelerated).
In this paper we use the same code described in
[21]. Test particles are moved on a prescribed,
stationary, whistler wave spectrum. The wave
spectrum is approximated with the superposition
of 200 cold plasma modes equally spaced in fre-
quency between ω/Ωe = 0.009 and ω/Ωe = 0.6,
each of them weighted according to the Gaus-
sian curve shown in Figure 2 (bottom panel, blue
curve). For each run the statistics is performed
on 400 particles, advanced in time with a timestep
∆tΩe = 0.01.
III. RESULTS
The main diagnostics that we study is the mean
squared displacements in pitch angle and energy.
Such quantities are denoted as 〈∆α2〉, 〈∆E2〉,
and 〈∆E∆α〉 (the mixed diffusion term), where
∆α = α − 〈α〉, ∆E = E − 〈E〉, and 〈. . .〉 denotes
the average over the whole sample.
Figure 3 shows the development of 〈∆α2〉 in time
for the tracked PIC particles. The different col-
ors are labeled in the legend and correspond to
different initial pitch angles. An important fea-
ture, and one of the main results of the paper,
is that for all angles less than 70◦, the pitch an-
gle mean squared displacement 〈∆α2〉 shows two
distinct phases: a rapid growth for TΩe <∼ 700,
and a much slower growth at later times. This be-
havior is nicely correlated with the linear growth
phase shown in Figure 1. Moreover, for the simula-
tion time presented, the dashed line represents an
asymptotic value for the resonant particles with
initial pitch angle less than 60◦. Such dashed
line corresponds to the pitch angle variance of an
isotropic velocity distribution, but with all the par-
ticles bounded to the α < 90◦ interval. This is sim-
ply calculated by defining the particle distribution
function f(α) = sinα for α ≤ 90◦, and f(α) = 0
for α > 90◦. The mean value of such distribution
is equal to 1 rad = 57.3◦. The variance in degrees
is then calculated as
(
180◦
pi
)2 ∫ pi
2
0
(α− 1)2f(α)dα ≃ 465 (deg2). (3)
In order to understand the behavior shown in
Figure 3, and how the asymptotic value of 465◦
comes about, we look at the evolution of the dis-
tribution in pitch angle at different times. Figures
4, 5, 6, and 7 show the histograms of the number of
tracked PIC particles at different angles for times
TΩe = 500, 1000, 1500, 2000, for initial pitch an-
gles α = 20◦, 60◦, 70◦, 80◦, respectively. We note
that TΩe = 2000 is still much less than the electron
bounce period in the Earth’s dipole field, which is
estimated at 14,000 Ω−1e A common feature of Fig-
ures 4 and 5 (i.e. for initial α = 20◦ and 60◦) is that
90◦ represents a diffusion ’barrier’, in the sense
that diffusion through 90◦ is very limited, although
not exactly null. The same feature appears for par-
ticles with initial pitch angle α = 30◦, 40◦, 50◦ (not
shown). This is consistent with standard quasi-
linear theory which predicts a very small diffusion
coefficient at 90◦. This is shown in Figure 8, where
the Summers coefficient Dαα [3] is plotted as func-
tion of pitch-angle for different energies for a wave
amplitude δB/B0 = 0.01 (note that the coefficient
scales linearly with the square of the wave ampli-
tude). For the range of energies and the timescale
considered here the pitch angle diffusion coefficient
at 90◦ is essentially null. We note however that,
as [3] clarifies, nonlinear effects and phase trapping
are not included in the quasi-linear treatment. The
bottom-right panels of Figures 4 and 5 also show
the analytical isotropic distribution f(α) discussed
previously, as a black line, and they support the ar-
gument that since diffusion tends to fill the left half
of the distribution, the variance approaches in the
time the value of 465 (deg2), as shown in Figure 3.
Figure 6 has the same format of Figures 4 and 5,
but now for initial α = 70◦. The behavior is not
very dissimilar, but one can notice a non-negligible
fraction of particles diffusing through the 90◦ bar-
rier. Finally, in Figure 7, we show the histograms
for initial pitch angle α = 80◦. The behavior is now
qualitatively different, and this was already evi-
dent from the mean squared displacement shown
in Figure 3. There is no sign of a diffusion barrier
5at 90◦, and at the final stage the distribution is al-
most symmetrical around 90◦. This behavior is in
strong contrast with the prediction of quasi-linear
theory. The qualitative difference in pitch angle
diffusion across 90◦ which is found for particles in-
jected with α = 20◦ and α = 70◦–80◦ is due to
the different initial velocity of resonant particles,
which is shown in Table 1 (in terms of energy).
Indeed, in order to keep satisfying the resonance
condition Eq. (1), when α becomes close to 90◦,
a larger particle velocity would be required, or,
equivalently, a larger wave frequency (remember
that k < 0). This is most critical for particles in-
jected with α = 20◦ since the small velocity would
correspond to a frequency where little wave power
is found.
The obtained results are reminiscent of the 90◦
scattering problem found by quasi-linear theory
for the pitch angle diffusion of cosmic rays [e.g.,
42, 43] (and many others). Quasi-linear theory can
be seen as a first order perturbation theory where
the actual particle trajectories are replaced by tra-
jectories in the unperturbed field; this approach
however does not allow to correctly describe pitch
angle diffusion close to 90◦. The development of a
nonlinear theory [42] shows that pitch angle diffu-
sion is indeed very small, but not null, for α = 90◦
and δB/B0 = 0.05–0.1, while for δB/B0 ≃ 0.3
the pitch angle scattering rate at α = 90◦ is com-
parable to that at α = 60◦ (see Figures 1–4 in
[42]). Recently, the scaling of the pitch angle dif-
fusion coefficient with δB/B0 and with the cosmic
ray energy was considered by [43] using both a sec-
ond order theory and test particle simulations, and
they confirmed the smallness of Dαα for small to
moderate levels of δB/B0. Therefore, we can also
interpret our results in terms of the nonlinear the-
ories, considering that from Figure 1 for Ωet > 900
we have δB/B0 ≃ 0.06–0.07, corresponding to the
range where [42] found very small scattering.
For completeness, we show in Figures 9 and 10
the energy mean squared displacement 〈∆E2〉, and
the mixed term 〈∆E∆α〉, respectively. The role of
the mixed diffusion coefficient has been recently
discussed at length in the literature (see, e.g.,
[44, 45]), and Figure 10 confirms that its magni-
tude is comparable to 〈∆α2〉 and 〈∆E2〉.
To conclude this section we present in Figure 11
and 12 a comparison between PIC and test-particle
simulations. We interpret test-particle results as
representative of the quasi-linear paradigm em-
ployed in radiation belt simulations, that is as-
suming a stationary superposition of waves. The
aim of such comparison is to show that not tak-
ing into account the growth rate of a wave due
to an ongoing kinetic instability, in the calcula-
tion of the diffusion coefficients, can lead to an
erroneous prediction of pitch angle scattering. In
comparing PIC and test-particle simulations, it is
important to remind that in the latter the field
amplitude is constant, and thus one would not ex-
pect a good agreement for long times. Hence the
test-particle simulations are run for 300 gyroperi-
ods only. An important consideration, however, is
that the disagreement with PIC is evident since
initial times. Figure 11 shows as a black line the
pitch angle mean squared displacement 〈∆α2〉 for
initial α = 20◦ (same plot as in Figure 3). We
have superposed, with red lines, the results of test-
particle runs. Each run considers the instanta-
neous value of magnetic field perturbation δB/B0,
at that time, to calculate the wave distribution
(which does not change in time). For clarity, the
red lines (test-particle results) starting points are
vertically offset so that they are made coincide
with the PIC result (black line). The six red
lines are for values δB/B0 = 0.01, 0.02, . . . , 0.06.
As expected, larger values of δB/B0 result in a
more rapid growth of the mean squared displace-
ment 〈∆α2〉, for test-particle. Indeed, if we assume
quasi-linear theory to hold, the diffusion coefficient
can be calculated as the time derivative of 〈∆α2〉,
i.e. the slope of the red lines in Figure 11. As we
said, such diffusion coefficient scales quadratically
with δB/B0 (see Eq. 36 in [17]). A very clear
and striking result from Figure 11 is that the test-
particle prediction underestimates the pitch angle
scattering in the linear growth phase (TΩe <∼ 600),
and largely overestimates the scattering in the sat-
uration regime (TΩe >∼ 700). The disagreement,
which occurs already at initial times, is due to the
lack of wave growth, in the test-particle simula-
tions. Notice that the black line in Figure 11 is
generated tracking particles that are exactly colli-
mated around 20◦ only at initial times, while the
test-particle (red lines) always start as exactly col-
limated. This is a slight inconsistency. However,
we have verified that the result does not qualita-
tively change if one would resample the PIC par-
ticles at each time, tracking only the ones that are
close to 20◦ (and with resonant velocity), when the
red lines start. The reason can be understood by
noticing that the mean square displacement is a
weak function of the initial pitch angle (as shown
in Figure 3), at least for α ≤ 60◦.
The same discrepancy shown in Figure 11 oc-
curs for all particles with initial α <∼ 60
◦, that is
particles for which the mean squared displacement
in pitch angle ’saturates’ in time (Figure 3). We
have already commented on the fact that such sat-
uration occurs as the result that the particles see
a strong diffusion barrier at 90◦, and they effec-
tively reach a stationary (or quasi-stationary) dis-
tribution. Of course the diffusion coefficient is very
6small but not exactly null at 90◦, and after a suf-
ficiently long time they will diffuse to α > 90◦.
Such long time evolution is not of interest for ra-
diation belts, since electron precipitation into the
loss cone will modify f(α) much earlier. In differ-
ent contexts, it is important to point out that when
electrons are unable to overcome the 90◦ barrier,
their parallel velocity has a constant sign. This
fact gives rise to very long displacements along
the magnetic field, which are eventually reversed
when α > 90◦. When considering spatial diffu-
sion, these long displacements can be at the ori-
gin of superdiffusive transport in the parallel di-
rection, as observed in the solar wind [e.g., 46] and
as discussed by [47, 48]. Indeed, the 90◦ barrier for
pitch angle scattering creates a persistent statisti-
cal process for v‖. This also highlights the need to
study pitch angle scattering in the nonlinear, self-
consistent regime.
As expected, a different phenomenology occurs for
particles that do not saturate, i.e. for initial pitch
angle α > 60◦. For instance, the case with initial
α = 70◦ is plotted in Figure 12. Here, there seems
to be a much better agreement between PIC and
test-particle. However, it is important to notice
that, for times T <∼ 600 (i.e. linear growth phase),
the test-particle still underestimate the pitch an-
gle scattering. The better agreement from time
T >∼ 600 with respect to the α = 20
◦ case (Figure
11) is due to the fact that the magnetic field per-
turbation becomes close to saturation and hence
the (instantaneous) diffusion coefficient does not
vary. Furthermore, the 70◦ particles are not sub-
ject to the 90◦ diffusion barrier, and hence they
continue diffusing. Their mean squared displace-
ment 〈∆α2〉 does not saturate abruptly as for the
α = 20◦ case and hence there is a more prolonged
time for which PIC and test-particle are in an ap-
proximate agreement. In conclusions, the results
for resonant particles (i.e., particles whose initial
pitch angle and energy satisfy the resonance condi-
tion with a wave with frequency ω/Ωe = 0.3) can
be summarized as follows. A distinguishing feature
that marks a qualitatively different dynamics is
whether the particles diffuse or not through the 90◦
barrier (within a short timescale). Particles that
do not diffuse through the barrier tend to reach
a quasi-stationary isotropic distribution that fills
half domain in pitch angle. The evolution of their
mean squared displacement is strongly correlated
with the linear growth and non-linear saturation
of the magnetic field perturbation. Quasi-linear or
test-particle predictions does not seem to be appli-
cable to such particles, on the basis that the ongo-
ing wave growth makes the instantaneous diffusion
coefficient (if one still wants to interpret the dy-
namics as diffusive) not monotonically correlated
with the wave amplitude. In other words, the time
dependency of the wave power and the pitch an-
gle scattering nonlinearly regulate each other. The
crucial point is that most of the scattering occurs
during the linear phase, contrary to the assump-
tions of the resonant limit of quasi-linear theory
previously discussed.
IV. CONCLUSIONS
We have presented PIC and test-particle simu-
lations of resonant wave-particle interactions be-
tween lower band whistler modes and anisotropic
electrons, with parameters that realistically mimic
the injection of energetic particles at equatorial lat-
itude, for L ∼ 4.3. In PIC simulations, the whistler
waves are generated self-consistently, and as a con-
sequence the initial particle anisotropy is reduced
towards a marginal stable configuration. The focus
has been on analyzing the statistics of PIC par-
ticles, in particular their mean squared displace-
ment in energy and pitch angle, both during the
linear growth phase, and in the nonlinear satura-
tion regime. This approach differs from the quasi-
linear theory and test-particle simulations, which
usually (although not by construction) assume a
constant (non-growing) wave field amplitude. We
have used test-particle simulations to compare and
appreciate the deficiencies of the (resonant limit of
the) quasi-linear treatment. The main results of
the paper can be summarized as follows:
• The evolution of the mean squared displace-
ments is very well correlated with the linear
wave growth and its subsequent saturation.
Enhanced diffusion is observed during the
linear growth phase, in a much larger mea-
sure than after saturation. However, not all
pitch angles saturate equally, indicating the
importance of nonlinear effects;
• For most angles, the distribution in pitch
angle saturates and very rapidly reaches a
quasi-stationary equilibrium, in a few hun-
dreds gyroperiods, that is in a fraction of
the bounce period. This calls into question
the widely used bounce average performed in
most radiation belt diffusion calculations;
• Although the 90◦ barrier is very effective
for most energy/angles, a non-negligible frac-
tion of particles can actually diffuse through
the barrier; whether particles diffuse or not
through 90◦ determine the dynamics and the
saturation (or lack of it) of the mean squared
displacement (within the simulation time:
7because the domain is bounded all particle
will eventually saturate in pitch angle);
• The disagreement with quasi-linear theory
and test-particle simulations can be at-
tributed both on neglecting the rapid growth
rate of the linear wave, and on the lack of 90◦
diffusion [49].
In conclusion, this paper emphasizes the impor-
tance of a self-consistent treatment of pitch angle
and energy diffusion during the growth phase of
whistlers. In a realistic scenario one can envision
that the effect of several injection of anisotropic
energetic particles in a short time can result in
an overall enhanced diffusion that can cumula-
tively affect the dynamics of particle loss, and thus
should be taken into account for realistic estimates.
The inclusion of nonlinear (or higher-order) effect
in the calculation of wave-particle interactions is
recently becoming a topic of interest, following the
discovery of very large amplitude whistler-mode
waves in Earth’s radiation belts by [50] (see also
[51, 52]).
The results discussed in this paper might also be
relevant to other context. For instance, the gener-
ation of suprathermal electrons by resonant wave-
particle interactions has been discussed at length
for the solar wind [e.g. 53–56]. On the other
hand, it is well-known that magnetized plasma
turbulence exhibits features typical of super or
sub-diffusive processes [47, 48]. Also, the role
of whistler wave is been currently investigated
in solar wind turbulence [57–59]. Finally, as al-
ready mentioned, wave-particle interactions has
been a long-time topic well studied in connection
to cosmic-ray acceleration [60].
Although this paper has focused on one-
dimensional simulations, the implicit PIC algo-
rithm will allow in the near future to tackle fully
consistent simulations of wave-particle interaction
on multi-dimensions, possibly including multiscale
dynamics.
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9TABLE I. Initial energy in KeV for the tracked reso-
nant groups of particles
Initial pitch angle Energy
α = 10◦ 28.5
α = 20◦ 31.0
α = 30◦ 36.0
α = 40◦ 44.9
α = 50◦ 61.1
α = 60◦ 92.8
α = 70◦ 163
α = 80◦ 358
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FIG. 1. PIC simulation results. Magnetic field relative
amplitude δB/B0 (black line, left axes in logarithmic
scale), and anisotropy T⊥/T|| (red line, right axes in
linear scale) as a function of time TΩe
10
FIG. 2. Top: spectrogram of magnetic fluctuations
in logarithmic scale (frequency vs wavevector). The
black dots indicate PIC simulation results. The red line
shows the dispersion relation from cold plasma theory.
Bottom: wavepower as function of frequency. Black,
red, and blue line represent the result from PIC sim-
ulations, a smoothed fit, and the Gaussian spectrum
used for test-particle simulations.
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FIG. 3. Evolution of the pitch angle mean squared
displacement 〈∆α2〉 in time for tracked particles. Dif-
ferent colors are for different initial pitch angle. The
black dashed line denotes the saturation value 465 deg2
(see text for discussion).
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FIG. 4. Histograms of pitch angle distribution for
tracked particles with initial pitch angle α = 20◦, at
times TΩe = 500, 1000, 1500, 2000. The solid line
in the right-bottom panel represents the isotropic dis-
tribution f(α) = sinα, and the vertical dashed line
denotes α = 90◦.
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FIG. 5. Histograms of pitch angle distribution for
tracked particles with initial pitch angle α = 60◦, at
times TΩe = 500, 1000, 1500, 2000. The solid line
in the right-bottom panel represents the isotropic dis-
tribution f(α) = sinα, and the vertical dashed line
denotes α = 90◦.
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FIG. 6. Histograms of pitch angle distribution for
tracked particles with initial pitch angle α = 70◦, at
times TΩe = 500, 1000, 1500, 2000. The solid line
in the right-bottom panel represents the isotropic dis-
tribution f(α) = sinα, and the vertical dashed line
denotes α = 90◦.
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FIG. 7. Histograms of pitch angle distribution for
tracked particles with initial pitch angle α = 80◦, at
times TΩe = 500, 1000, 1500, 2000. The solid line
in the right-bottom panel represents the isotropic dis-
tribution f(α) = sinα, and the vertical dashed line
denotes α = 90◦.
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FIG. 8. Diffusion coefficientDαα calculated as function
of α, for δB/B0 = 0.01, for different energies, ranging
from 100 to 500 KeV.
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FIG. 9. Evolution of the energy mean squared displace-
ment 〈∆E2〉 in time for tracked particles. Different
colors are for different initial pitch angle.
18
0 500 1000 1500 2000 2500
0
100
200
300
400
TΩe
<
∆
E
∆
α
>
(d
eg
K
eV
)
 
 
10°
20°
30°
40°
50°
60°
70°
80°
FIG. 10. Evolution of the mean squared displacement
〈∆E∆α〉 (i.e. the mixed diffusion term) in time for
tracked particles. Different colors are for different ini-
tial pitch angle.
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FIG. 11. Comparison of PIC results with test-particle
simulations. The black line denotes 〈∆α2〉 for tracked
particles with initial pitch angle α = 20◦ (same as in
Figure 3). The red lines denotes the results from test-
particle. Different red lines are for different simulations
initialized with increasing values of δB/B0. The lines
are then superposed starting from the time at which
the same value of δB/B0 is reached in the PIC simu-
lation.
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FIG. 12. Same as figure 11, but for initial α = 70◦.
