Abstract. In this paper we obtain a method for the calculation the stability radius of the perturbed family
Introduction
In the solutions of many problems, dynamical linear systems are used as models. Hence, we must take some system as nominal and consider its perturbations. In the applications it is very important to guarantee the asymptotic stability of all the systems: the nominal system and the corresponding perturbated system. We recall that a system is asymptotically stable (a.s.) if all its solutions x(t) converge to the origin of coordinates as t → +∞.
A basic problem of robustness analysis is to determine to which extent the stability of a given system is preserved under parametric perturbations. Consequently, is posed the problem of the determination of the greatest bound r > 0 such that the stability will be preserved under perturbations of norm strictly least of r in the given space of perturbations. Such upper bound is named stability radius (see, for example, [3] ).
In this paper we consider a family of systems of differential equations, namely, let (A, B, C) ∈ L n , l , q (R) := R n×n × R n×l × R q×n , where A is a Hurwitz-stable matrix, i.e. the spectrum of A is contained in the left open complex semiplane. B = 0, C = 0 are given matrices specifying the structure of the perturbation, l, q ∈ Z + . We consider for each matrix Δ ∈ R l×q the system:
and consider, for each positive number r, the differential inclusion:
where · is some norm on the matrix space R l×q . Following [3] , [4] , [2] , we define the real stability radius of the matrix A, for linear time-varying perturbations of structure (B, C), as
An upper bound for the time-varying stability radius (1.2) is the number:
where C + = {λ ∈ C : e (λ) ≥ 0} and σ(M) denotes the spectrum of the matrix M.
Some results have been obtained in order to calculate the stability radii
of the matrix A, when K =C or K =R, and the matrix A is under different type of perturbations (see, for example, [8] , [7] , [2] , [9] , [4] , [10] , [13] , [12] , [5] ). In this paper we obtain a method for the calculation the stability radius (1.2) for the perturbed family (differential inclusion) (1.1), when r ∈ 0 , r − Ê (A, B, C) . The number r − Ê (A, B, C) is calculated by using the formula: [12] . Here the size of the perturbation is measured by the Frobenius norm. The present note is organized as follows. In Section 2 we study the asymptotic stability of the so called auxiliary Barabanov's systems, which determine the stability of the inclusion (1.1). In Section 3 the main results are presented; in Section 4 we calculate the stability radius for some triples A, B, C , with A stable.
Asymptotic stability of the auxiliary Barabanov's systems
In this section we apply a resultad obtained by the authors in the paper [6] . So, the set F r (x), defined in (1.1), has the following properties (see [6] ):
1. F r (x) is a convex, closed and bounded subset of the plane for all
If we now define for each x ∈ R 2 the sets of points in R 2 :
and consider for each x ∈ R 2 the optimization problems:
and
Besides, if in the following we denote by f + r (x) and f − r (x) the solutions of the problems (2.1) and (2.2) respectively, and consider the systems of differential equations:ẋ (2.4) which are defined respectively on the regions:
then, in the work [6] was proved, taking into account the definition of the number r − Ê, t (A, B, C), and the fact that r
In order to find the expressions for the vector functions f + r (x) and f − r (x), the following theorems were proved:
, has the expression:
In the previous notations we have used M i , M i , m i j respectively for the i-th row, the i-th column and the elements of the matrix M. Analogously was obtained the expression for the function f − r (x). Theorem 2. (see [6] 
Now we define the vector functions: (2.9) and consider the systems:ẋ
The systems (2.10) and (2.11) are the so called auxiliary Barabanov's systems. Its asymptotic stability imply the stability of the family (1.1). And so, in the paper [6] was proved that: Thus, we now will investigate the asymptotic stability of the auxiliary Barabanov's systems (2.10) and (2.11). To achieve this goal, we present a theorem, that represents a particular case of a known result of Filippov (see [1] ), which states the necessary and sufficient conditions for the stability of homogeneous second order systems of differential equations. This result will be used in order to investigate the stability of the systems (2.10) and (2.11).
Consider the system:
where the functions g i (x), i = 1, 2; x = ( x 1 , x 2 ) T , are defined and continuous in all the phase-plane R 2 , and g i (λx) = λg i (x) for each λ ≥ 0, i = 1, 2. 
In the next we investigate the conditions of Theorem 3 for the systems (2.10) and (2.11) when the parameter r varies in the interval (0, r − Ê (A, B, C) ). We introduce the functions of the variable k: (2.18) and the functions of the variable r:
T for some Δ ∈ R l× q , Δ F ≤ r, and as we take r in (0, r − Ê (A, B, C) ), the matrix A + BΔC is stable. Thus, the auxiliary system (2.10) satisfies the condition a) of Theorem 3. A similar analysis tells us that the mentioned condition is satisfied also for the second auxiliary system (2.11). (A, B, C) . Therefore, h
Let us assume now that h (A, B, C) , but it contradicts the definition (2.17) of r + 0 (A, B, C) . We consider two differential equations systems:
Let l be the line with slope k 0 across the origin of coordinates and let x 0 ∈ l such that x 0 = 1. From i) we have that the trajectory of the system (2.23) through x 0 coincides with the ray that passes for x 0 and begins at the origin. As g + r (x) = (A + BΔC)x for some Δ ∈ R l× q with Δ F ≤ r < r − Ê (A, B, C), the perturbed matrix A is stable and so the movement on the ray is produced toward the origin of coordinates.
Let x r (t) be the solution of (2.24) that satisfies x r (0) = x 0 . Thus, from condition ii) it is easy to see that there exists a number ζ > 0 such that x r (ζ) ∈ l. We take the minimal ζ for which the inclusion holds.
By continuity of the solutions of the system (2.24) respect to the parameter r > r Proof: The monotone character of the function I + (x) follows at once from the monotone character with respect to r of the function G + r (k) given by (2.21). This is an immediate consequence of the definition (2.19) of I + (r). We have to prove that I + (r) is an increasing function of r, i.e. that
This is a direct consequence from the fact that:
and from the inequalities:
4. Examples
Now we apply Theorem 7 to the calculation of the stability radius r 
Conclusion
We have obtained a method (algorthm) for the calculation the real stability radius for the considered bidimensional time-invariant systems, when they are perturbed in the considered way.
