In this paper, we propose a new method that combine inexact Newton method with a procedure to obtain a feasible inexact projection for solving constrained smooth or nonsmooth equations. The local convergence theorems are established under the assumptions of smooth or semismoothness of the function defining the equation and its regularity at the solution. In particular, we show that a sequence generated by the method converges for the solution with linear, superlinear or quadratic rate, under suitable conditions.
Introduction
Unconstrained nonsmooth equations are of great interest in mathematical programming, considering that it arises from the reformulation of important problems such as nonlinear complementarity problem, the variational inequality problem and the nonlinear programming problem. See [3, 11, 17, 29, 30, 36] and references therein. Owing to the large number of applications where these equations appear, numerical techniques has been proposed to solve them. For instance, in [27] was presented a version of the inexact Newton method for solving the unconstrained equation
where f : Ω → R n is a locally Lipschitz continuous function and Ω ⊆ R n is an open set, which have the following formal formulation: For the current iterate x k ∈ R n , the next iterated is any point x k+1 ∈ R n satisfying the relative residual error criteria
where η k ∈ [0, 1) is the relative residual error tolerance and V k is an element of Clarke generalized jacobian of f at x k (for the definition of Clarke generalized jacobian, see [6] ). More versions of inexact Newton-type method for solving (1) includes, but not limited to [4, 5, 11, 31, 33, 34, 35] .
Our aim in this paper is to study the inexact Newton method (2) with a feasible inexact projection (inexact Newton-InexP method) for solving nonsmooth equations subject to a set of constraint, i.e., to solve the following constrained equation: Find x ∈ R n such that
where f : Ω → R n is a locally Lipschitz continuous function, Ω ⊆ R n is an open set and C ⊂ Ω is a nonempty closed convex set. If C = R n , then the problem (3) reduces to an unconstrained nonsmooth equations (1) . If f is a continuously differentiable function, then the problem (3) reduces to a constrained smooth equations, which can be easily found in literature, see for instance, [1, 2, 14, 26, 28] . Besides its own importance, one of main motivation to study constrained nonsmooth equations (3) is that they appear in applications when we need to solve real-life problems, however, only the solutions belonging to a constraint set have physical meaning. For further details, see [23] . Additionally, important problems in mathematical programming can be reformulated equivalently as a constrained nonsmooth equation (3) . For instance, the inequality feasibility problem, which consists in to find x ∈ R n such that
where g : R n → R n is a locally Lipschitz continuous function and K is a polyhedral set in R n . For rewrite this problem as constrained nonsmooth equation (3), define
where 0 ∈ R n and with the min-operation applied componentwise; see [30] . It is worth mentioning also that the nonlinear complementarity problem, see [10, 18, 24] , system of equations and inequalities and, in particular, the Karush-Kuhn-Tucker systems can be reformulated in an appropriate manner as a constrained nonsmooth equation (3); see [12, 13, 22] . Basically, the essence of the inexact Newton-InexP method is combine the inexact Newton method with a procedure to obtain a feasible inexact projection onto the set C and thus to ensure the viability of iterates. An issue to consider is the inexactly, which has advantage over the exact one, see [7] . This advantage appear more explicitly in practical implementations of the method, since it finds the exact solution of the linear approximation of the equation (1) can be computationally very expensive for large-scale problems. Thus in the present paper we consider that, from the current iterate, the next iterate is any point satisfying the relative residual error criteria (2) . Moreover, we introduce the concept of feasible inexact projection, which we will be adopt in the proposed method. We remark the concept of feasible inexact projection also accepts an exact projection, which can be adopted when it is easily obtained. For instance, the exact projections onto a box constraint or Lorentz cone are very easily obtained, see, respectively, [29, p. 520] and [16, Proposition 3.3] . It is worth mentioning that a feasible inexact projection can be computed by any method that minimize efficiently a quadratic function on closed convex set, by introducing a suitable error criteria. For instance, if the set C is polyhedral, then some iterations of interior point method or active set method can performed for finding the feasible inexact projection, see [21, 29, 37] . If C is a simple convex compact set, then the Frank-Wolfe method has been used recently to find a feasible inexact projection. See, for example, [19, 20, 25] . Finally, when C = R n , the inexact Newton-InexP method becomes the classical inexact Newton method applied to nonsmooth equations, see [27] . From the theoretical viewpoint, i.e., in the convergence analysis presented, for guarantees local efficiency of the proposed method, we assume appropriate assumptions, such as regularity and semismoothness. Under regularity we ensure that locally a sequence generated by the method is well-defined. The semismoothness assumption is of particular interest owing to the key role it plays in the convergence of our method, in particular, this property is essential for fast local convergence. This paper is organized as follows. In Section 2, we present the notations and some technical definitions that are used throughout the paper. In Section 3, we describe the inexact Newton-InexP method and we study its local convergence properties. In Section 4, we present two applications of the main convergence theorems. We finish the paper with some remarks in Section 5.
Notation and definitions
In this section, we present some notations, definitions, and results used throughout the paper. For further details, see [6, 8, 11] , for example.
Let B δ (x) := {y ∈ R n : x − y < δ} be the open ball of radius δ > 0 centred at x. The norm of a linear mapping A : R n → R n is denoted by A := sup { Ax : x ≤ 1}. In the following, we define locally Lipschitz continuous functions, this concept plays an important role in our study.
if there exists δ > 0 such that f is Lipschitz continuous on B δ (x), then f is said to be Lipschitz continuous at x. Moreover, if for all x ∈ Ω, f is Lipschitz continuous at x, then f is said to be locally Lipschitz continuous on Ω. Now, we define the Clarke generalized jacobian of a function, which has appeared in [6] . This jacobian requires only local Lipschitz continuity of the function f and its well-definedness is ensured by Rademacher theorem. Definition 2. The Clarke generalized jacobian of a locally Lipschitz continuous function f at x is a set-valued mapping ∂f : R n ⇒ R m defined as
where " co" represents the convex hull and R m×n is the set consisting of all m × n matrices, and D f denotes the set of points at which f is differentiable. 
Inexact Newton-InexP method
In this section, we present the inexact Newton-InexP method to solve the problem (3) , where the function f is locally Lipschitz continuous but not necessarily continuously differentiable. Basically, the inexact Newton-InexP method combines the inexact version of the Newton method, see for instance [11, 27] , with a procedure to obtain a feasible inexact projection. We begin by presenting the concept of feasible inexact projection.
Definition 3. Let C ⊂ R n be a closed convex set, x ∈ C and θ ≥ 0. The feasible inexact projection mapping relative to x with error tolerance θ, denoted by P C (·, x, θ) : R n ⇒ C is the set-valued mapping defined as follows
Each point w ∈ P C (y, x, θ) is called a feasible inexact projection of y onto C with respect to x and error tolerance θ.
Since C ⊂ R n is a closed convex set, [3, Proposition 2.1.3, p. 201] implies that, for each y ∈ R n and x ∈ C, we have {P C (y)} = P C (y, x, 0) ⊂ P C (y, x, θ), where P C denotes the exact projection mapping. Hence P C (y, x, θ) = ∅, for all y ∈ R n and x ∈ C, and consequently the mapping P C (·, x, θ) : R n ⇒ C is well-defined.
Remark 3. It is worth mentioning that, the conditional gradient procedure (CondG procedure), see for instance, [15, 25] , which is based on conditional gradient method is an example of procedure for obtain a feasible inexact projections onto special compact sets C. For a general overview of this method, see [3] .
The next result plays an important role the remainder of this paper. It presents an important property of the feasible inexact projection. It is worth to noting that it is a generalization of [20, Lemma 4 ] for a general feasible inexact projection. Lemma 1. Let y,ỹ ∈ R n , x,x ∈ C and θ ≥ 0. Then, for any w ∈ P C (y, x, θ) we have
Proof. To simplify the notation we setw = P C (ỹ,x, 0), and take w ∈ P C (y, x, θ). First, note that
Becausew = P C (ỹ,x, 0) and w ∈ P C (y, x, θ), by using Definition 3 and the fact thatw, w ∈ C, we can conclude that y − w,w − w ≤ θ y − x 2 and ỹ −w, w −w ≤ 0. Thus, the combination of these three previous inequalities yields w −w 2 ≤ y −ỹ 2 + 2θ y − x 2 , and then w −w ≤ y −ỹ + √ 2θ y − x , giving the desired inequality.
In this section, we assume that f : Ω → R n is a locally Lipschitz continuous function. Now, we formally describe the inexact Newton-InexP algorithm for solving the problem (3).
Algorithm 1. Inexact Newton-InexP method
Step 0. Let θ > 0, η > 0, x 0 ∈ C, {θ k } ⊂ [0, θ) and {η k } ⊂ [0, η) be given and set k = 0.
Step 1. If f (x k ) = 0, then stop; otherwise, choose an element V k ∈ ∂f (x k ) and compute
Step 2. If y k ∈ C, set x k+1 = y k ; otherwise, use a procedure to obtain P C (y k , x k , θ k ) ∈ C a feasible inexact projection of y k onto C relative to x k with relative error tolerance θ k ; and set
Step 3. Set k ← k + 1, and go to Step 1.
Below, we describe the main features of the inexact Newton-InexP method.
Remark 4. In inexact Newton-InexP method, firstly we check if the current iterate x k is a solution of the problem (3), otherwise, we compute y k satisfying the residual condition (4). The forcing sequence {η k } is used to control the level of accuracy. In particular, as we will see, the specific choice of this sequence is essential to establish the local convergence of the inexact NewtonInexP method. It is worth point out that, if η k = 0 for all k = 0, 1, . . ., i.e., the version exact of the Newton-InexP method, then y k is obtained solving the system f (
Note that, to ensure the well-definedness of y k the Clarke generalized jacobian must be nonempty, see [6, Proposition 2.6.2, p. 70], and all V k ∈ ∂f (x k ) must be non-singular, for any k = 0, 1, . . ., we will discuss this condition below. Since the point y k can be infeasible for the constraint set C, the inexact Newton-InexP method uses a procedure to obtain a feasible inexact projection and consequently the new iterate x k+1 belongs to C. The choice of the tolerance θ k is also important to obtain the local convergence of the inexact Newton-InexP method. Finally, we remark that if f is continuously differentiable, η k = 0 for all k = 0, 1, . . ., and the procedure to obtain P C (y k , x k , θ k ) is the CondG procedure, then our method amount to method proposed in [20] . On the other hand, if C = R n and η k = θ k = 0 for all k = 0, 1, . . ., our method reduces to Newton method proposed in [32] .
In the following, we state and prove our first local convergence result for a sequence generated by the inexact Newton-InexP method.
Theorem 2.
Let Ω ⊆ R n be an open set, C ⊂ Ω be closed convex set and f : Ω → R n be a locally Lipschitz continuous function. Suppose thatx ∈ C and f (x) = 0. Let Γ > 0 and 0 < r ≤r := sup {t ∈ R : B t (x) ⊂ Ω} such that
Assume that each Vx ∈ ∂f (x) is non-singular and let λx ≥ max{ V
−1 x
: Vx ∈ ∂f (x)}. Moreover, there exist ǫ > 0 and 0 < δ ≤ min{r, 1} such that, for all x ∈ B δ (x), V x ∈ ∂f (x) is non-singular and there hold
Let 0 < θ < 1/2. Furthermore, assume that η > 0 and ǫ > 0 satisfy the following conditions
Then, every sequence {x k } generated by Algorithm 1 starting in x 0 ∈ C ∩ B δ (x)\{x}, with 0 ≤ η k < η and 0 ≤ θ k < θ, for all k = 0, 1, . . ., belongs to B δ (x) ∩ C, satisfies
and converges Q-linearly tox. As a consequence, if lim k→+∞ θ k = 0 and lim k→+∞ η k = 0, then {x k } converges Q-superlinearly tox. Furthermore, letting η k < min{η f (x k ) µ , η} and θ k < min{θ f (x k ) 2µ , θ}, the convergence of {x k } tox is of order 1 + µ.
Proof. We will show by induction on k that if x 0 ∈ C ∩ B δ (x)\{x}, then every sequence {x k } generated by Algorithm 1 belongs to B δ (x) ∩ C and satisfies (9) . Indeed, set k = 0, and take θ 0 ≥ 0, η 0 ≥ 0, x 0 ∈ C ∩ B δ (x)\{x} and V x 0 ∈ ∂f (x 0 ). Owing to x 0 −x < δ we have V x 0 is non-singular and then y 0 in (4) is well-defined, for k = 0. Since f (x) = 0 we have
Taking norm in both side of the last inequality and using triangular inequality we conclude that
Thus, using (4) with k = 0, and the assumptions (6) and (7) with x = x 0 we obtain that
Since f (x) = 0, from (5) we have f (x 0 ) ≤ Γ x 0 −x . Hence, the last inequality becomes
Taking any x 1 ∈ P C (y 0 , x 0 , θ 0 ) and applying Lemma 1 withỹ =x andx =x, we have
Combining (10) with the last inequality we obtain that
which it is equivalent to (9) with k = 0. Since δ ≤ 1, η 0 < η and θ 0 < θ, by using (8) we obtain
Thus, since x 0 ∈ B δ (x) we obtain, from (9) with k = 0, that x 1 −x < x 0 −x < δ. Because, P C (y 0 , x 0 , θ 0 ) belong to C and x 1 ∈ P C (y 0 , x 0 , θ 0 ), we conclude that x 1 belongs to B δ (x) ∩ C, which completes the induction step for k = 0. The general induction step is completely analogous. Therefore, every sequence {x k } generated by Algorithm 1 is contained in B δ (x) ∩ C and satisfies (9) . We proceed to prove that the sequence {x k } converges tox. Since δ ≤ 1, 0 ≤ θ k < θ and 0 ≤ η k < η, for all k = 0, 1, . . ., it follows from (9) and (8) that
for all k = 0, 1, . . . . This implies that the sequence { x k −x } converges. Let us say that t := lim k→+∞ x k −x ≤ δ. Thus, taking limit in (11) as k goes to +∞, we havē (8) implies thatt <t, which is an absurd. Hence,t = 0 and {x k } converges Q-linearly tox. Now, we assume that lim k→+∞ θ k = 0 and lim k→+∞ η k = 0. Thus, for µ = 0, it follows from (9) that
and, by taking into account that ǫ > 0 is any number satisfying (8), we conclude that {x k } converges Q-superlinearly tox. For 0 < µ ≤ 1 it follows straight from (9) that {x k } converges Qsuperlinearly tox. Finally, we assume that η k < min{η f (x k ) µ , η} and θ k < min{θ f (x k ) 2µ , θ}.
Considering that {x k } belongs to B δ (x) and δ ≤ r, it follows from (5) that
implies
Therefore, {x k } converges tox with order 1 + µ, and the proof of theorem is complete.
In the next remark, we present a particular case of Theorem 2, i.e., when the projection and Newton method are exact.
Remark 5. If θ k ≡ 0 and η k ≡ 0 in Theorem 2, then for 0 < µ ≤ 1, the convergence rate is 1 + µ as follows
Next, we state and prove our second local convergence result for a sequence generated by the inexact Newton-InexP method. In this case, we assume that f : Ω → R n is a continuously differentiable function.
Theorem 3.
Let Ω ⊂ R n be an open set, C ⊂ Ω be closed convex set and f : Ω → R n be a continuously differentiable function. Suppose thatx ∈ C and f (x) = 0. Let Γ > 0 and 0 < r ≤r := sup {t ∈ R : B t (x) ⊂ Ω} such that
Assume that f ′ (x) is non-singular and there exist 0 < µ ≤ 1, L > 0 and 0 <δ ≤ r such that, for all x ∈ Bδ(x), f ′ (x) is non-singular and there hold
Furthermore, let 0 < θ < 1/2, η > 0 and δ > 0 satisfying the following conditions
Then, every sequence {x k } generated by Algorithm 1 starting in x 0 ∈ C ∩ B δ (x)\{x}, with 0 ≤ η k < η and 0 ≤ θ k < θ, for all k = 0, 1, . . ., is contained in B δ (x) ∩ C, satisfies
for all k = 0, 1, . . ., and converges Q-linearly tox. As a consequence, if lim k→+∞ θ k = 0 and lim k→+∞ η k = 0, then {x k } converges Q-superlinearly tox. Furthermore, letting η k < min{η f (x k ) µ , η} and θ k < min{θ f (x k ) 2µ , θ}, the convergence of {x k } tox is of order 1 + µ.
Proof. First, note that f being continuously differentiable at x we have ∂f (x) = {f ′ (x)}. We will show by induction on k that if x 0 ∈ C ∩ B δ (x)\{x}, then every sequence {x k } generated by Algorithm 1 is contained in B δ (x) ∩ C and satisfies (17) . To this end, take θ 0 ≥ 0, η 0 ≥ 0, x 0 ∈ C ∩ B δ (x)\{x} and set k = 0. Owing to x 0 −x < δ, we obtain that f ′ (x 0 ) is non-singular. Consequently, (4) with k = 0 and V x 0 = f ′ (x 0 ), implies that y 0 is well-defined. Because f (x) = 0, after some algebraic manipulations, we have
Using (4) with k = 0 and V x 0 = f ′ (x 0 ), and the assumptions (13), (14) with x = x 0 we obtain
Due to f (x) = 0, from (12) we conclude that f (x 0 ) ≤ Γ x 0 −x . Hence, (18) becomes
On the other hand, letting x 1 ∈ P C (y 0 , x 0 , θ 0 ), Lemma 1 withỹ =x andx =x, implies that
Thus, combining the inequality (19) with the last inequality we conclude that
which it is equivalent to (17) for k = 0. Since η 0 < η and θ 0 < θ, by using (15) and (16) we have
Then, because x 0 ∈ B δ (x) we obtain, from (17) with k = 0, that x 1 −x < x 0 −x < δ. Since P C (y 0 , x 0 , θ 0 ) belong to C and x 1 ∈ P C (y 0 , x 0 , θ 0 ), we conclude that x 1 belongs to B δ (x) ∩ C, which completes the induction step for k = 0. The general induction step is completely analogous. Therefore, every sequence {x k } generated by Algorithm 1 is contained in B δ (x) ∩ C and satisfies (17) . Now, we proceed to prove that the sequence {x k } converges tox. Since 0 ≤ θ k < θ and 0 ≤ η k < η, for all k = 0, 1, . . ., it follows from (17) and (16) that
for all k = 0, 1, . . .. This implies that the sequence { x k −x } converges. Let us say that t := lim k→+∞ x k −x ≤ δ. Thus, taking limit in the last inequality as k goes to +∞, we obtain (15) and (16) implies thatt <t, which is an absurd. Hence,t = 0 and consequently {x k } converges Q-linearly tox. Assuming that lim k→+∞ θ k = 0 and lim k→+∞ η k = 0, it follows from (17) that
Hence {x k } converges Q-superlinearly tox. Now, we assume that η k < min{η f (x k ) µ , η} and θ k < min{θ f (x k ) 2µ , θ}. Considering that {x k } belongs to B δ (x) and δ < r, it follows from (12)
for all k = 0, 1, . . .. Therefore, {x k } converges tox with order 1+µ, which complete the proof.
In the next remark, we present a particular case of Theorem 3, where the projection and Newton method are exact.
Remark 6. In Theorem 3 if we take θ k ≡ 0 and η k ≡ 0, then for 0 < µ ≤ 1, the convergence rate is 1 + µ as follows
Special cases
In this section, we present two special cases, one of Theorem 2 and the another one of Theorem 3. We begin by presenting the special case of Theorem 2.
Under semismooth condition
In this section, we will present a local convergence theorem for the inexact Newton-InexP method for solving constrained semismooth equations. The semismoothness plays an important role, although the mapping is in general nonsmooth, the Newton method is still applicable and converges locally with superlinear rate to a regular solution. Let us first to present the concept of regularity.
Definition 4.
Let Ω ⊆ R n be an open set. A locally Lipschitz continuous function f : Ω → R n is said to be regular atx ∈ Ω if every Vx ∈ ∂f (x) is non-singular. If f is regular at all points of Ω, the function f is say to be regular on Ω.
In the following, our first task is to prove that locally Lipschitz continuous functions satisfies (6) near a regular point for every 0 < ǫ < 1/λx. First, we remind that ∂f (x) is a nonempty and compact set, for all x ∈ Ω. See : Vx ∈ ∂f (x)}, there exists δ > 0 such that f is regular in B δ (x) and there holds
Proof. Since f is regular atx ∈ Ω and ∂f (x) is a nonempty and compact set, λx > 0 is welldefined. On the other hand, it follows from [6, Proposition 2.6.2, p. 70] that ∂f is upper semicontinuous atx. Thus, for every ǫ > 0 there exists δ > 0 such that
Hence, for each V x ∈ ∂f (x) and 0 < ǫ < 1/λx, there exists Vx ∈ ∂f (x) non-singular such that V −1 x V x − Vx < λxǫ < 1. Thus, applying Banach Lemma, see [8, Lemma 5A .4], we conclude that V x is non-singular and
Therefore, considering that V
−1 x
≤ λx the inequality (20) follows, and the proof is complete.
In the following, we present a class of functions satisfying the inequality (7), namely, the semismooth functions. There are several equivalents definitions for semismooth functions, here we will use the one given in [8, p. 411] . For an extensive study on semismooth functions see, for example, [11] .
Definition 5.
Let Ω ⊆ R n be an open. A function f : Ω → R n locally Lipschitz continuous on Ω and directionally differentiable in every direction is said to be semismooth atx ∈ Ω when for every ǫ > 0 there exists δ > 0 such that
and is said to be µ-order semismooth atx ∈ Ω, for 0 < µ ≤ 1, when there exist ǫ > 0 and δ > 0 such that
Next, we state and prove the local convergence result of the inexact Newton-InexP method for solving constrained semismooth equations.
Theorem 5.
Let Ω ⊆ R n be an open set, C ⊂ Ω be a closed convex set and f : Ω → R n be semismooth and regular atx ∈ Ω. Let Γ > 0 and 0 < r ≤r := sup {t ∈ R :
Take θ > 0 and η > 0 such that
Assume thatx ∈ C and f (x) = 0. Then, there exists 0 < δ ≤ r such that every sequence {x k } generated by Algorithm 1 starting in x 0 ∈ C ∩ B δ (x)\{x}, with 0 ≤ θ k < θ and 0 ≤ η k < η, for all k = 0, 1, . . ., belongs B δ (x) ∩ C and converges Q-linearly tox. If lim k→+∞ θ k = 0 and lim k→+∞ η k = 0, then {x k } converges Q-superlinearly tox. Additionally, if f is µ-order semismooth atx, η k < min{η f (x k ) µ , η} and θ k < min{θ f (x k ) 2µ , θ}, then the convergence of {x k } tox is of order 1 + µ.
Proof. Since f is semismooth and regular atx ∈ Ω, we can take λx ≥ max{ V
−1 x
: Vx ∈ ∂f (x)}. Take 0 < ǫ < 1/λx. Then, from Lemma 4 and Definition 5 there exists 0 < δ ≤ min{r, 1} satisfying (6) and (7) for µ = 0. Additionally, if f is µ-order semismooth. Then, we conclude also, from Lemma 4 and Definition 5, that there exists 0 < δ ≤ min{r, 1} satisfying (6) and (7) for 0 < µ ≤ 1. Then, f satisfies all conditions of Theorem 2 and, by reducing ǫ > 0 so that satisfying second inequality in (8), the result follows.
In the following remark, we show that with some adjustments Theorem 5 reduces to some well known results.
Remark 7.
It is worth mentioning that, if C = R n and θ k = 0, for all k = 0, 1, . . . then with some adjustments Theorem 5 reduces to [27, Theorem 3] , see also [11, Theorem 7.5.5] . If C = R n , η k = θ k = 0, for all k = 0, 1, . . ., then Theorem 5 reduces to [32, Theorem 3.2] , see also [11, Theorem 7.5.3] . Finally, if C = R n , f is a continuously differentiable function, f ′ (x) is nonsingular, and θ k = η k = 0, for all k = 0, 1, . . ., then the theorem above reduces to the first part of [3, Proposition 1.4.1, p. 90].
Under radial Hölder condition on the derivative
In this section, we will present a local convergence theorem on inexact Newton-InexP method under radial Hölder condition on the derivative. We begin by presenting the definition of radial Hölder condition.
Definition 6.
Let Ω ⊆ R n be an open set and f : Ω → R n be a continuously differentiable function. The derivative f ′ satisfies the radial Hölder condition atx ∈ Ω if there exist L > 0 and 0 < µ ≤ 1 such that
for all x ∈ Ω and τ ∈ [0, 1] such thatx + τ (x −x) ∈ Ω.
Our first task is to prove that, continuously differentiable functions with derivative radially Hölder satisfies (13) around regular points.
Lemma 6.
Let Ω ⊆ R n be an open set and f : Ω → R n be a continuously differentiable function. Assume that f ′ is non-singular and radially Hölder atx ∈ Ω, with constants L > 0 and 0 < µ ≤ 1.
Then, f ′ (x) is non-singular, for all x ∈ Br(x), and there holds
Proof. Using that f ′ is non-singular and radially Hölder atx ∈ Ω, with constants L > 0 and 0 < µ ≤ 1, and taking into account (21) we have
Thus, the lemma follows by applying the Banach lemma [8, Lemma 5A.4].
The next lemma establishes that continuously differentiable functions with derivative radially Hölder satisfies (14) , its proof follows the same idea of [3, Proposition 1.4.1, p. 90] and will be omitted here.
Lemma 7.
Let Ω ⊆ R n be an open set,x ∈ Ω,r := sup{t ∈ R : B t (x) ⊂ Ω} and f : Ω → R n be a continuously differentiable function. Assume that f ′ is radially Hölder atx, with constants L > 0 and 0 < µ ≤ 1. Then it holds that f (x) − f (x) − f ′ (x)(x − x) ≤ µL 1 + µ x −x 1+µ , ∀ x ∈ Br(x). Now, we are ready to present a local convergence theorem on inexact Newton-InexP method for a continuously differentiable function f such that f ′ is radially Hölder. The statement of the result is as follows.
Theorem 8.
Let Ω ⊆ R n be an open set, C ⊂ Ω be a closed convex set and f : Ω → R n be a continuously differentiable function such that f ′ is non-singular and radially Hölder atx ∈ Ω, with constants L > 0 and 0 < µ ≤ 1. Let Γ > 0 and 0 < r ≤r := sup {t ∈ R : B t (x) ⊂ Ω} such that f (x) − f (x) ≤ Γ x −x , ∀ x ∈ B r (x).
Let θ > 0 and η > 0 such that
Assume thatx ∈ C and f (x) = 0. Then, there exists 0 < δ ≤ r such that every sequence {x k } generated by Algorithm 1 starting in x 0 ∈ C ∩ B δ (x)\{x}, with 0 ≤ θ k < θ and 0 ≤ η k < η, for all k = 0, 1, . . ., belongs B δ (x) ∩ C and converges Q-linearly tox. As a consequence, if lim k→+∞ θ k = 0 and lim k→+∞ η k = 0, then {x k } converges Q-superlinearly tox. Additionally, if η k < min{η f (x k ) µ , η} and θ k < min{θ f (x k ) 2µ , θ}, then the convergence of {x k } tox is of order 1 + µ.
Proof. Let 0 <r < 1/[(L f ′ (x) −1 ) 1/µ ] and 0 <δ ≤ min{r, r}. Then, from Lemma 6 and Lemma 7, we conclude that f satisfies (13) and (14) in Bδ(x). Then, f satisfies all conditions of Theorem 3 and, by taking δ > 0 satisfying (16) , the result follows.
In the following remark, we show that with some adjustments Theorem 8 has as particular instance some well known results.
Remark 8. It is worth mentioning that, if C = R n and η k = θ k = 0, for all k = 0, 1, . . ., then Theorem 8 reduces to second part of [3, Proposition 1.4.1, p. 90]. If the procedure to obtain the feasible inexact projection is the CondG procedure and η k = 0, for all k = 0, 1, . . ., then Theorem 8 reduces to [20, Theorem 7] . Finally, if the procedure to obtain the feasible inexact projection is the CondG procedure, then with some adjustments Theorem 8 reduce to [19, Corollary 2] .
