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(57) ABSTRACT 
An exemplary embodiment of the present invention provides 
an incremental lattice reduction method comprising: receiv-
ing an input signal at a plurality of input terminals; evaluating 
a reliability assessment condition using a primary symbol 
vector estimate of at least a portion of the input signal; termi-
nating the incremental lattice reduction method if the reliabil-
ity assessment condition is satisfied; and if the reliability 
assessment condition is not satisfied, performing at least one 
iteration of a lattice reduction detection sub-method to obtain 
a secondary symbol vector estimate. 
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INCREMENTAL LATTICE REDUCTION 
SYSTEMS AND METHODS 
CROSS-REFERENCE TO RELATED 
APPLICATIONS 
This application claims the benefit of U.S. Provisional 
Application Ser. No. 61/422,871, filed on 14 Dec. 2010, 
which is incorporated herein by reference in its entirety as if 
fully set forth below. 
FEDERALLY SPONSORED RESEARCH 
STATEMENT 
This invention was made with Govermnent support under 
Agreement/Contract number W911NF-10-l-0469, awarded 
by the U.S. Army Research Lab. The Government has certain 
rights in the invention. 
TECHNICAL FIELD OF THE INVENTION 
Embodiments of the present invention relate generally to 
signal processing systems and methods and, more particu-
larly, to systems, devices, and methods for multiple-input 
multiple-output signal transmission detection. 
BACKGROUND OF THE INVENTION 
Multiple-Input Multiple-Output ("MIMO") communica-
tion systems are becoming increasingly popular as a solution 
to increasing demands for higher data-rates and more reliable 
wireless communication systems. These systems comprise 
multiple antennas at a transmitter side of the communication 
system and multiple antennas at the receiver side of the com-
munication system. Each transmitter antenna can transmit a 
different signal at a common frequency through a different 
channel of the communication system. Each receiver antenna 
may receive each signal from the multiple transmitter-anten-
nas. During transit, the transmitted signals may encounter 
different obstacles such that the frequency response of each 
channel is different. Thus, a common goal of conventional 
systems is to attempt to efficiently detect the transmitted 
symbols by determining the frequency response of each chan-
nel in the communication system. 
Although the optimal solution to the MIMO symbol detec-
tion problem, Maximum Likelihood ("ML") detection, is 
known, a brute-force ML detector implementation involves 
an exhaustive search over all possible transmitted symbol 
vectors. This approach is infeasible for hardware implemen-
tations when either a large signal constellation or a large 
number of transmit and receive antennas are employed. 
Hence, a goal of conventional systems is to design hardware 
for MIMO symbol detection that achieves comparable Bit-
Error-Rate ("BER") performance to the ML detector while 
having low hardware complexity andmeeting throughput and 
latency requirements. 
2 
("SNR") curve) as ML detection. As a result, these methods 
exhibit greatly reduced system performance compared to ML 
detectors 
Other conventional symbol detection systems employ 
5 Sphere Decoding ("SD") algorithms. Hardware implementa-
tions of SD algorithms can achieve ML or near-ML perfor-
mance. Unfortunately, these methods exhibit greatly 
increased symbol-rate processing complexity compared to 
linear or SIC detectors. The complexity of SD methods can 
10 also vary widely with changing channel conditions. 
The maximum packet-rate of 802.1 ln is considerably less 
than the symbol-rate. Therefore, it is desirable to obtain 
detection systems and methods that achieve ML or near-ML 
performance at the cost of increased preprocessing complex-
15 ity as opposed to increased symbol-rate processing complex-
ity. Systems having these desired characteristics include Lat-
tice Reduction ("LR") aided detectors, which, unlike SD 
methods, incorporate LR algorithms into the preprocessing 
part oflinear or SIC detectors and only increase the symbol-
20 rate processing complexity slightly. Specifically, LR systems 
and methods only require lattice reduction once per received 
packet (per subcarrier). LR-aided detectors also exhibit the 
desirable property of having a complexity that is independent 
of both the channel SNR and signal constellation (assuming 
25 individual arithmetic operations have 0(1) complexity). 
A variety of hardware realizations of LR-aided detectors 
have been explored to exploit these properties and to achieve 
near-ML performance. Various explorations have included a 
VLSI implementation of a simplified Brun's LR algorithm 
30 and a software implementation ofSeysen's LR algorithm on 
a reconfigurable baseband processor. Frequently explored 
variants, however, employ the Complex Lenstra-Lenstra-
Lovasz ("CLLL") LR algorithm. 
The CLLL algorithm has the desirable properties of requir-
35 ing sorted QR-decomposition preprocessing instead of Direct 
Matrix Inversion ("DMI") preprocessing. Further, the CLLL 
algorithm has superior performance to the conventional 
MIMO detection systems and does not suffer from the scal-
ability issues in some of the conventional systems. The CLLL 
40 algorithm can also be used to significantly reduce the com-
plexity of SD algorithms. The conventional CLLL algorithm, 
however, is unable to be feasibly implemented in fixed-point 
hardware architecture. Thus, given the desirable properties of 
the CLLL algorithm, the focus of the majority of LR-aided 
45 detection research has been on either improving BER perfor-
mance or decreasing the complexity of CLLL-aided algo-
rithms. Accordingly, the inventors of the present invention set 
forth a novel LR-aided detection process-a CLLL-Mini-
mum Mean Square Error ("MMSE")-SIC method-in U.S. 
50 patent application Ser. No. 12/943,824 entitled "Systems and 
Methods for Lattice Reduction," which is incorporated herein 
by reference in its entirety as if fully set forth below. 
A problem with conventional LR-aided detection pro-
cesses arises from the iterative steps they employ. These 
55 processes often continually iterate through complex compu-
tational algorithms creating high costs in processing power 
and time. Therefore, there is a desire for more efficient and 
less complex LR-aided detection systems and methods. Vari-
ous embodiments of the present invention address these 
Some conventional MIMO symbol detections systems 
employ methods of linear detection and Successive Interfer-
ence Cancelation ("SIC"). Because most of the required pro-
cessing for these detectors need only occur at the maximum 
packet-rate (preprocessing) and the required symbol-rate pro-
cessing has relatively low-complexity, the throughput 
requirements for certain wireless standards, such as 802.1 ln, 
can be achieved in these systems. These methods, however, 65 
do not collect the same diversity (negative logarithmic 
asymptotic slope of the BER versus Signal-to-Noise-Ratio 
60 desires. 
BRIEF SUMMARY OF THE INVENTION 
The present invention relates to incremental lattice reduc-
tion systems and methods. An exemplary embodiment of the 
present invention provides an incremental lattice reduction 
method for MIMO communication systems. The method 
US 8,948,318 B2 
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comprises: receiving an input signal at a plurality of input 
terminals; performing a first detection sub-method on at least 
a portion of the input signal to obtain a primary symbol vector 
estimate; evaluating a reliability assessment condition using 
the primary symbol vector estimate; terminating the incre-
mental lattice reduction method if the reliability assessment 
condition is satisfied; and ifthe reliability assessment condi-
tion is not satisfied, performing at least one iteration of a 
second lattice reduction detection sub-method to obtain a 
secondary symbol vector estimate. 
The second lattice reduction detection sub-method can be 
many lattice reduction detection methods or sub-methods 
known in the art. In an exemplary embodiment of the present 
invention, the second lattice reduction detection sub-method 
comprises a CLLL-MMSE-SIC process. 
ment of the present invention provides an incremental lattice 
reduction system comprising a plurality of input terminals, a 
symbol detection estimate module, a reliability assessment 
("RA") evaluating module, a terminating module, and a lat-
tice reduction detection module. The plurality of input termi-
nals can be configured to receive an input signal. The symbol 
detection estimate module can be configured to implement a 
primary detection sub-method to obtain a primary symbol 
vector estimate from at least a portion of the input signal. The 
10 RA evaluating module can be configured to evaluate a reli-
ability assessment condition using the primary symbol vector 
estimate. The terminating module can be configured to ter-
minate an incremental lattice reduction method if the reliabil-
15 ity assessment condition is satisfied. The lattice reduction 
detection module can be configured to implement at least one 
iteration of a lattice reduction sub-method to obtain a second-
ary symbol vector estimate ifthe reliability assessment con-
dition is not satisfied. 
In another exemplary embodiment of the present invention, 
the method further comprises reevaluating the reliability 
assessment condition using the secondary symbol vector esti-
mate after performing the at least one iteration of the second 
lattice reduction detection sub-method. In yet another exem- 20 
plary embodiment of the present invention, the second lattice 
reduction detection sub-method comprises an SIC process, 
wherein the SIC process is performed concurrently with 
reevaluating the reliability assessment condition. In still 
another exemplary embodiment of the present invention, the 25 
method further comprises: early terminating the SIC process 
to obtain a partial symbol vector estimate; and early termi-
nating evaluating the reliability assessment condition to 
obtain a partial reliability assessment computation. In still yet 
another exemplary embodiment of the present invention, the 30 
method further comprises: restarting the SIC process using 
the partial symbol vector estimate; and restarting evaluating 
the reliability assessment condition using the partial reliabil-
In another exemplary embodiment of the present invention, 
the RA evaluating module is further configured to evaluate 
the reliability assessment condition using the secondary sym-
bol vector estimate. In various embodiments of the present 
invention, the lattice reduction detection module can be con-
figured to implement at least one iteration of many lattice 
reduction detection sub-methods known in the art. In an 
exemplary embodiment of the present invention, the lattice 
reduction detection sub-method comprises a CLLL-MMSE-
SIC process. 
These and other aspects of the present invention are 
described in the Detailed Description of the Invention below 
and the accompanying figures. Other aspects and features of 
embodiments of the present invention will become apparent ity assessment computation. 
35 to those of ordinary skill in the art upon reviewing the follow-
ing description of specific, exemplary embodiments of the 
present invention in concert with the figures. While features 
of the present invention may be discussed relative to certain 
embodiments and figures, all embodiments of the present 
In some exemplary embodiments of the present invention, 
the incremental lattice reduction method further comprises 
reevaluating the reliability assessment condition using the 
secondary symbol vector estimate after performing a prede-
termined number of iterations of the second lattice reduction 
detection sub-method. In other exemplary embodiments of 
the present invention, the method further comprises reevalu-
ating the reliability assessment condition using the secondary 
symbol vector estimate after performing a random number of 
iterations of the second lattice reduction detection sub-
method. In still other exemplary embodiments of the present 45 
invention, the method further comprises reevaluating the reli-
ability assessment condition using the secondary symbol vec-
40 invention can include one or more of the features discussed 
tor estimate only if a basis update occurs during performing 
the at least one iteration of the second lattice reduction detec-
tion sub-method. 
In some embodiments of the present invention, the reliabil-
50 
ity assessment condition is evaluated in a z-domain. In some 
embodiments of the present invention, the reliability assess-
ment condition is evaluated in an s-domain. In an exemplary 
embodiment of the present invention, the second lattice 55 
reduction detection sub-method comprises an SIC process 
and a basis update process, wherein the SIC process and 
evaluating the reliability assessment condition are decoupled 
from the basis update process. In some exemplary embodi-
ments of the present invention, evaluating the reliability 60 
assessment condition comprises choosing a value for a 
threshold parameter. In some embodiments of the present 
invention, the threshold parameter corresponds to a reliability 
herein. While one or more embodiments may be discussed as 
having certain advantageous features, one or more of such 
features may also be used with the various embodiments of 
the invention discussed herein. In similar fashion, while 
exemplary embodiments may be discussed below as system 
or method embodiments, it is to be understood that such 
exemplary embodiments can be implemented in various 
devices, systems, and methods of the present invention. 
BRIEF DESCRIPTION OF THE DRAWINGS 
The following Detailed Description of the Invention is 
better understood when read in conjunction with the 
appended drawings. For the purposes of illustration, there is 
shown in the drawings exemplary embodiments, but the sub-
ject matter is not limited to the specific elements and instru-
mentalities disclosed. 
FIG. 1 provides pseudo code for implementing a lattice 
reduction sub-method, in accordance with an exemplary 
embodiment of the present invention. 
FIG. 2 provides a plot of the effect of spatial correlation on 
the complexity of the CLLL algorithm, in accordance with an 
exemplary embodiment of the present invention. 
of the incremental lattice reduction method. 
In addition to incremental lattice reduction methods, vari-
ous embodiments of the present invention are directed to 
incremental lattice reduction systems. An exemplary embodi-
FIG. 3 provides a plot of the average number of basis 
65 updates performed when performing a lattice reduction 
detection sub-method, in accordance with an exemplary 
embodiment of the present invention. 
US 8,948,318 B2 
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FIG. 4 provides pseudo code for implementing an incre-
mental lattice reduction method, in accordance with an exem-
plary embodiment of the present invention. 
FIG. 5 provides a plot illustrating the effects of adjusting a 
reliability assessment threshold parameter, in accordance 
with an exemplary embodiment of the present invention. 
6 
embodiments of the present invention allow the relaxation of 
the latency and throughput specifications of LR algorithm 
hardware realizations. 
The following paragraph describes the notation used 
herein. Superscript H denotes Hermitian, * conjugate, and r 
transpose. The real and imaginary parts are denoted as 9t [•] 
and :S[•], respectively.j is used to representv'T. lal is reserved 
for the absolute value of scalar a or cardinality of a if a is a set, 
llall forthe 2-norm of vector a, E[•] for expectation, and det(A) 
FIG. 6 provides plots illustrating performance of exem-
plary incremental lattice reduction systems and methods of 
the present invention as compared to conventional systems 
and methods. 10 forthe determinant of A. IN denotes the NxN identity matrix. 
FIG. 7A provides plots of the average number of basis 
updates performed when using exemplary embodiments of 
the present invention. 
FIG. 7B provides a plot of SNR penalty for a variety of 
correlation cases when using exemplary embodiments of the 15 
present invention. 
Unless explicitly stated otherwise, then-th element of a vec-
tor xis denoted by xm and the (m,n)-th element of a matrix X 
is denoted by xm n· Lastly, OMxN and 1 MxN are used to denote 
an MxN matrix ~fall zeros or ones, respectively. 
Various embodiments of the present invention can be 
implemented in MIMO communication systems. For 
example, consider a flat-fading MIMO communication sys-
tem with N, transmit-antennas and Nr receive-antennas. The 
data stream in these embodiments can be divided into N, 
FIG. 8 provides a plot illustrating the average number of 
basis updates performed by an exemplary embodiment of the 
present invention as a fraction of the number of basis updates 
performed by conventional systems and methods. 
FIG. 9 provides a plot of the average number of basis 
updates performed for each received vector by an exemplary 
embodiment of the present invention. 
20 sub-streams and transmitted through N, antennas. s=[s1 , 
s2 , ... , sN]rE SN, can represent the N,xl transmitted data 
vector at on~ time slot where S can be the constellation set of 
each element ins. H can be the NrxN, channel matrix corre-
FIG.10 provides a plot of the average numberof arithmetic 
operations performed by an exemplary embodiment of the 25 
present invention normalized by the average number of arith-
metic operations performed by a conventional method. 
DETAILED DESCRIPTION OF THE INVENTION 
30 
To facilitate an understanding of the principles and features 
of the invention, various illustrative embodiments are 
explained below. In particular, the invention is described in 
the context ofbeing systems and methods for lattice reduction 
for MIMO communication systems. Embodiments of the 35 
present invention may be applied to many wireless MIMO 
communication system standards known in the art, including, 
but not limited to, IEEE 802.11 (Wi-Fi), 4G, 3GPP, Long 
Term Evolution, Wi-MAX, HSPA+, and the like. Embodi-
ments of the invention, however, are not limited to use in 40 
wireless MIMO communication systems. Rather, embodi-
ments of the invention can be used for processing other 
MIMO communication systems, including, but not limited to, 
optical MIMO systems or other transmission systems having 
an architecture incorporating multiple transmitters and/or 45 
multiple transceivers. 
sponding to a channel in the exemplary MIMO communica-
tion system. y=[y1 , y2 , ... , YN]r can denote the received 
signal at one time slot from Nr r~ceive-antennas. The input-
output relationship for the exemplary MIMO communication 
system can be represented by Equation 1. 
In Equation 1, 
1)=) E[SHS] 
N, 
Equation 1: 
and w=[ w1 , w2 , ... , wN]r can be the white Gaussian noise 
vector observed at the l'•t receive-antennas with zero mean 
and covariance matrix E[wwH]=a,,,2IN. In some embodi-
ments of the present invention, the el~ments of H can be 
independent identically distributed ("i.i.d.") complex Gauss-
ian distributed coefficients with zero mean and unit variance. 
Additionally, in some embodiments of the present invention, 
The components described hereinafter as making up vari-
ous elements of the invention are intended to be illustrative 
and not restrictive. Many suitable components or steps that 
would perform the same or similar functions as the compo-
nents or steps described herein are intended to be embraced 
within the scope of the invention. Such other components or 
steps not described herein can include, but are not limited to, 
for example, similar components or steps that are developed 
after development of the invention. 
a noise variance a} is known at the receiver, and His known 
at the receiver but unknown at the transmitter. The per-an-
tenna SNR under this exemplary system model can be repre-
sented by lla,,,2 Given this model system, symbol detection 
can be the process of determining an estimate § of the symbol 
vectors that was sent based on knowledge ofH, y, and aw2 . 
50 It has been shown that the complexity of SD increases 
rapidly with increasing spatial correlation at the receiver or 
transmitter. Similar to SD algorithms, the complexity ofLR-
aided detection algorithms also varies with changing channel 
conditions. Consequently, this spatial correlation channel 
55 
matrix model is more appropriate than the often adopted 
canonical channel matrix model for evaluating the lattice 
reduction methods described herein. 
In some embodiments of the present invention, BER per-
formance is maintained when LR is selectively applied. For 
example, this selective application can be based on an early 
termination criteria that is based on symbol detection esti-
mates computed during LR processing. This selective appli- 60 
cation of LR based on early termination can be referred to as 
Incremental Lattice Reduction ("ILR") because LR process-
ing may execute gradually over the duration of a received 
packet. Conveniently, in some embodiments of the present 
invention, the additional operations employed by some 65 
embodiments of the present invention can be executed in 
parallel with the original LR processing. Therefore, some 
The effects of spatial correlation at the transmitter and 
receiver can be modeled by incorporating positive definite 
square correlation matrices into the channel matrix model. By 
letting ~rx and ~tx be the receive and transmit correlation 
matrices with dimensions N rxN rand N ,xN ,, respectively, the 
channel matrix can be modeled using Equation 2. 
Equation 2: 
In Equation 2, H' is an NrxN, complex matrix having i.i.d. 
complex Gaussian distributed elements with zero mean and 
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unit variance. These matrices can be generated by using code 
available as part of the IST-2000-30148 I-METRA project. 
In conventional LR-aided detection schemes, the channel 
matrix can be first preprocessed, and then, this result can be 
used in symbol detection. The CLLL-MMSE-SIC detection 
algorithm has been considered for hardware implementation. 
Under this method, the CLLL algorithm is applied to the 
augmented channel matrix H, which is defined in Equation 3. 
Equation 3 
The output of the CLLL algorithm is then the factorization 
HT=QR, where T is an N,xN, unimodular matrix, Q is an 
10 
8 
p= be the adjacent-antenna correlation coefficients at the 
transmitter and receiver, respectively. Additionally, N,=N r =4, 
and the worst-case aw=O choice for the augmented channel 
matrix in Equation 3 can be used. This worst-case can be 
chosen such that none or little benefit is obtained from the 
complexity reduction normally achieved by incorporating a 
noise estimate into the detection algorithm. For simplicity, it 
can be assumed that the spatial correlation at the transmitter 
and receiver is identical. 
Using known software implementations, 4x4 H matrices 
can be generated for various spatial correlations between 
adjacent antennas (achieved by varying the relative antenna 
spacing) and the CLLL algorithm can be executed for each 
15 channel matrix realization. The average complexity for each 
spatial correlation case in the exemplary setup is provided in 
FIG. 2. In addition to the average numberof CLLL algorithm 
iterations, the average number of basis updates (represented 
in lines 10-12 of FIG. 1) is also considered as a relevant 
(N r + N ,)xN, matrix having orthonormal colunms, and R is an 
N,xN, upper-triangular matrix with real-valued diagonal ele-
ments. As described in U.S. patent application Ser. No. 
12/943,824, in some embodiments of the present invention, 
the Siegel condition variant of the CLLL algorithm is 
employed because the complexity ofthis variant is lower than 
the original CLLL algorithm, which was based on the Lovasz 
condition. Pseudo code for an exemplary embodiment of the 
Siegel condition variant of the CLLL algorithm is provided in 25 
FIG.1. If the Siegel condition variant of the CLLL algorithm 
20 measure of complexity. From FIG. 2, it is clear that the aver-
age complexity of the CLLL algorithm increases rapidly as 
the spatial correlation increases. This result is logical given 
that the condition number of the channel matrix increases as 
the spatial correlation at the receiver and/or transmitter 
mcreases. 
Given these complexity characteristics, some embodi-
ments of the present invention provide lattice reduction meth-
ods that do not perform all of the CLLL iterations and basis 
updates as conventional methods. The advantages of this 
is run to completion, R satisfies the complex size reduction 
condition represented by Equation 4 and the Siegel condition 
represented by Equation 5, where c; is an algorithm parameter 
chosen from the interval [2,4]. 
Equation 4 
30 feature can be shown by considering a hypothetical experi-
ment. For example, suppose that for a given Handy the CLLL 
algorithm is first run to completion, obtaining an estimate§ of 
the transmitted symbol vector. This estimate can be referred 
Equation 5 35 
to as the actual §. Now consider rerunning the CLLL algo-
rithm again on H. At the end of each iterations, however, a 
CLLL-MMSE-SIC detection process can be completed (us-
For M-ary Quadrature Amplitude Modulation ("QAM") 
transmissions, a shifting and scaling step can be performed 
before the factorization in symbol detection. After consider-
ing this step and partitioning Q into an NrxN,matrix (>Cll and 
N,xN,matrix (>C2l such that 
Equation 6 can be obtained for the SIC detection process. 
- 1 ( -(1) H - l ) Rz = 2 (Q ) y +RT- (1 + j)lN,xl Equation 6 
Letting z be the SIC "solution" to Equation 6, a symbol 
vector estimate can be found by computing §=Q,[2Tz-(l+j) 
lN,xil, where the quantization function Qs quantizes each 
vector element to the closest symbol in S. 
ing the intermediate Q, R, and T) to obtain a symbol vector 
estimate for each iteration. In an exemplary embodiment of 
the present invention, the CLLL detection process can be 
40 terminated early when the symbol vector estimate at the end 
of an iteration exactly matches the actual §. This hypothetical 
experiment, therefore, provides information about a number 
of CLLL basis updates necessary to reach the actual §. 
This experiment can be run under the same assumptions as 
45 the previously discussed experiment except with varying 
l/aw2 (SNR values). For each spatial correlation and SNR 
case, the average number of basis updates can be recorded for 
both the CLLL algorithm (with no early termination) and the 
CLLL algorithm with early termination (required basis 
50 updates). FIG. 3 contains the results of this experiment for 
64-QAM transmissions. The average number of required 
basis updates can be reported as a fraction of average number 
of CLLL algorithm basis updates. Even when the spatial 
correlation is high, i.e. lp,)=lp=l=0.7, on average most 
55 CLLL algorithm basis updates are unnecessary for reason-
able SNR values. Thus, an LR-aided detection method 
capable of early termination is desirable in the context of 
MIMO detection. 
Based on an understanding of the channel model and 
CLLL-MMSE-SIC detection process discussed above, a 60 
determination can be made as to how spatial correlation at the 
receiver and transmitter affects the complexity of LR process-
ing. For example, and not limitation, if it is assumed that the 
carrier frequency is 5 GHz, the angle of arrival ("AoA") is 45 
degrees, the angular spread ("AS") is 40 degrees, and the 65 
antennas at the receiver and transmitter are spaced uniformly 
Accordingly, various exemplary embodiments of the 
present invention provide incremental lattice reduction sys-
tems and methods which terminate early if a reliability 
assessment condition is satisfied. In some embodiments of the 
present invention, the reliability assessment condition is 
repeatedly evaluated during execution of a lattice reduction 
detection sub-method. Moreover, in some embodiments of 
the present invention, the reliability assessment condition is 
in a linear array. Under this exemplary configuration, Ptx and evaluated prior to the first iteration of a lattice reduction 
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detection sub-method and after one or more iterations of the 
lattice reduction detection sub-method. 
In an exemplary embodiment of the present invention, an 
input signal is received at a plurality of input terminals. The 
input terminals can be many input terminals known in the art. 
In an exemplary embodiment of the present invention, the 
input terminals comprise antennas. Thus, some embodiments 
10 
methods, MMSE methods, SIC, methods, ML methods, full-
diversity detection methods, and the like. As used herein, a 
method is a full-diversity detection method if it yields an 
asymptotic negative logarithmic slope of the bit-error-rate 
(BER) versus signal-to-noise-ratio (SNR) curve of the detec-
tor that is substantially equal to that of the ML detector. In an 
exemplary embodiment, the second lattice reduction detec-
tion sub-method has a complexity less than the complexity of 
the first symbol detection sub-method. In an exemplary 
of the present invention can be applied to MIMO communi-
cation systems comprising multiple transmit antennas and 
multiple receive antennas. The present invention is not lim-
ited to only antennas. Instead, the various embodiments of the 
present invention can comprise many types of input terminals 
capable of receiving an input signal, including, but not limited 
10 embodiment of the present invention, the second lattice 
reduction detection sub-method comprises a CLLL-MMSE-
SIC process, as described in U.S. patent application Ser. No. 
12/943,824, which is incorporated herein by reference in its 
entirety as if fully set forth below. 
It can be beneficial from a complexity and/or hardware 
perspective to modify and to integrate the reliability assess-
ment calculation with the matrices involved in the lattice 
reduction detection sub-method. Towards this goal, the reli-
ability assessment condition can be represented by Equation 
20 7. 
to, radio-frequency signals, electromagnetic signals, optical 
signals, and the like. After the input signal has been received 15 
by the input terminals, in an exemplary embodiment of the 
present invention, a first symbol detection sub-method is 
performed to obtain a primary symbol vector estimate. In 
another exemplary embodiment of the present invention, a 
reliability assessment condition is evaluated using the pri-
mary symbol vector estimate. If the reliability assessment 
condition is satisfied, the incremental lattice reduction 
method can terminate. Termination of the method is accept-
able because the satisfaction of the reliability assessment 
condition ensures the symbol vector estimate is reliable 25 
enough to ensure adequate BER. 
llY-Hs;n;,ll,;Aow Equation 7: 
In Equation 7, y=[yr,01xNY and A is a positive, fixed 
threshold parameter. A can be described as a reliability 
threshold that corresponds to the reliability of the incremental 
lattice reduction method. For example, as A increases, the 
reliability assessment condition becomes easier to satisfy, 
such that the incremental lattice reduction detection system is 
less reliable. Similarly, as A decreases, the reliability assess-
If the reliability assessment condition is not satisfied, then 
the incremental lattice reduction method performs at least one 
iteration of a second lattice reduction detection sub-method to 
obtain a secondary symbol vector estimate. In an exemplary 
embodiment of the present invention, the second lattice 
reduction detection sub-method is run to completion to obtain 
the secondary symbol vector estimate. In this embodiment, 
the incremental lattice reduction method is still more efficient 
30 ment condition becomes more difficult to satisfy, such that the 
incremental lattice reduction method is more reliable, i.e. the 
symbol vector estimate is more accurate. Further, by starting 
with the left-hand side of Equation 7, it can be shown that 
than conventional methods because the second lattice reduc- 35 
tion detection sub-method is not performed ifthe reliability 
assessment condition is satisfied with the primary symbol 
vector estimate. In another exemplary embodiment of the 
present invention, a first predetermined number of iterations 
Equation 8 is true, which demonstrates that the reliability 
assessment condition in Equation 7 is sufficient to ensure 
full-diversity detection. 
Equation 8: 
Additionally, in some embodiments of the present inven-
tion, since §,nit only changes when a basis update occurs, the 
incremental lattice reduction method only reevaluates the 
reliability assessment condition with the secondary symbol 
vector estimate if a basis update occurs during the perfor-
mance of the at least one iteration of the second lattice reduc-
45 tion detection sub-method. 
of the second lattice reduction detection sub-method are per- 40 
formed to obtain a secondary symbol vector estimate. The 
reliability assessment condition is reevaluated using the sec-
ondary symbol vector estimate. If the reliability assessment 
condition is then satisfied, the incremental lattice reduction 
method terminates. In an exemplary embodiment of the 
present invention, ifthe reliability assessment condition is not 
satisfied using the secondary symbol vector estimate, the 
incremental lattice reduction method performs a second pre-
determined number of iterations of the second lattice reduc-
tion detection sub-method to obtain another secondary sym- 50 
bol vector estimate that will be used to reevaluate the 
reliability assessment condition. The first and second prede-
termined numbers ofiterations can be different or the same. In 
some embodiments of the present invention, these steps of 
performing a predetermined number of iterations of the sec- 55 
ond lattice reduction detection sub-method and reevaluating 
the reliability assessment condition using a secondary symbol 
vector estimate obtained from those iterations are repeated 
until with the reliability assessment condition is satisfied or 
the second lattice reduction sub-method is run to completion. 60 
The first symbol detection sub-method can be many sym-
bol detection methods or sub-methods known in the art, 
including but non-limited to, SIC methods, MMSE-SIC 
methods, zero-forcing methods, MMSE methods, latency-
constrained SD methods, and the like. The second lattice 65 
reduction detection sub-method can be many lattice reduction 
methods known in the art, including but not limited to, CLLL 
Assuming that no symbol quantization error occurs during 
the application of the Qs function in an exemplary CLLL-
MMSE-SIC process, e.g. §=2TZ-(1 +j)l N,xu the factorization 
returned by a CLLL algorithm can be used to express the 
relation in Equation 7 with Equation 9. 
Equation 9 
Therefore, in some embodiments of the present invention, 
the reliability assessment condition can be evaluated in the 
z-domain. Additionally, in some embodiments of the present 
invention, the reliability assessment condition can be evalu-
ated in the s-domain. Moreover, in some embodiments of the 
present invention, the evaluation of the reliability assessment 
condition can be integrated with an SIC computation that can 
be used to find z in Equation 6. 
In some embodiments of the present invention, the fully-
populated z is only needed from the final computation of§. 
Therefore, the complexity of both the intermediate SIC and 
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reliability assessment condition computation can be reduced 
12 
Lines 15-23. To enable early termination of this computation, 
the current required starting index of the SIC computation in 
the 1 variable and the partial computation of the left-hand side 
of Equation 9 in the a vector can be tracked. In some embodi-
ments of the present invention, this integration is enabled by 
incorporating the Siegel condition reevaluation in Lines 7-14. 
In addition to incremental lattice reduction methods, exem-
plary embodiments of the present invention provide incre-
mental lattice reduction detection systems. An exemplary 
by terminating the SIC detection in the z-domain when the 
reliability assessment condition is not satisfied. This termi-
nation can then be implemented efficiently by evaluating the 
reliability assessment condition as the SIC detection pro-
ceeds. It can also be noticed that when a basis update occurs 
during an iteration of the CLLL algorithm for a particular kin 
FIG. 1, the subsequent SIC detection result is unaffected in 
dimensions higher thank (compared to SIC detection before 
the basis update). Therefore, the partially computed z and 
partially computed left-hand side of Equation 9 can be stored 
and reused. This modification allows the incremental lattice 
reduction method to start a joint SIC/reliability assessment 
evaluation after each basis update at a z element having an 
index that is possibly less than N. 
1 o embodiments of the present invention provides an incremen-
tal lattice reduction system comprising a plurality of input 
terminals, a symbol detection estimate module, an RA evalu-
ating module, a terminating module, and a lattice reduction 
detection module. The input terminals can be many input 
In some embodiments of the present invention, the N,xl 
vector in the right-hand side of Equation 6 can be computed 
before any SIC computation proceeds. Additionally, in some 
embodiments of the present invention, after a basis update, 
this vector can be recomputed before the updated R can be 
used on the left-hand side of Equation 6 in the SIC and 
reliability assessment computation. Examination of Equation 
15 terminals known in the art for receiving signals. In an exem-
plary embodiment of the present invention, the input termi-
nals are antennas. The plurality of input terminals can be 
configured to receive an input signal. The symbol detection 
estimate module can be configured to implement a primary 
6 reveals that during an iteration of a CLLL algorithm for a 
particular k, only the (k-1)-th andk-throws of this vector are 
affected by a basis update. These two elements can be treated 
as a 2xl vector. It is then apparent that the updated row 
elements can be found by pre-multiplying this 2xl vector by 
the 8 matrix computed in Line 10 in FIG. 1. 
20 detection sub-method to obtain a primary symbol vector esti-
mate from at least a portion of the input signal. The RA 
evaluating module can be configured to evaluate a reliability 
assessment condition using the primary symbol vector esti-
mate. The terminating module can be configured to terminate 
25 an incremental lattice reduction method if the reliability 
assessment condition is satisfied. The lattice reduction detec-
tion module can be configured to implement at least one 
iteration of a lattice reduction sub-method to obtain a second-
In some embodiments of the present invention, this modi-
fication can be utilized such that basis updates on Q are 
completely eliminated. In some embodiments of the present 
invention, however, the basis updates on Q (and updates on g 
ary symbol vector estimate ifthe reliability assessment con-
30 dition is not satisfied. 
in Line 7 of FIG. 1) are not removed because then the right-
hand side of Equation 6 can be computed efficiently using Q 
for subsequent received vectors in a packet. The Q generated 35 
during CLLL processing of a received vector may not be 
required until the next received vector in the packet. As a 
result, in some embodiments of the present invention, this 
modification essentially decouples the SIC and reliability 
assessment condition evaluation computations from the bases 40 
updates on Q. 
In another exemplary embodiment of the present invention, 
the RA evaluating module is further configured to evaluate 
the reliability assessment condition using the secondary sym-
bol vector estimate. In various embodiments of the present 
invention, the lattice reduction detection module can be con-
figured to implement at least one iteration of many lattice 
reduction detection sub-methods known in the art. In an 
exemplary embodiment of the present invention, the lattice 
reduction detection sub-method comprises a CLLL-MMSE-
SIC process. 
In various exemplary embodiments of the present inven-
tion, the various modules described above can be imple-
mented with hardware and/or software. In some embodi-
ments of the present invention, the various modules can 
comprise logic instructions stored on memory that can be 
executed by a processor. The instructions can be configured to 
cause the system to perform the various steps of the various 
incremental lattice reduction methods described herein. 
FIGS. 5-10 provide experimental results achieved by vari-
ous embodiments of the present invention. FIG. 5 provides a 
plot of reliability threshold values for a variety of spatial 
correlation cases in accordance with exemplary embodiments 
of the present invention. These values were obtained based on 
assumptions, including a 4x4 MIMO system, 64-QAM signal 
The synthesis of the above described ideas leads to a joint 
lattice-reduction and symbol detection method for an exem-
plary embodiment of the present invention, for which the 
pseudo code is provided in FIG. 4. The code is partitioned into 45 
initialization operations that occur once per packet (Lines 
1-2) and operations that occur for each received vector y 
(Lines 3-33). For the first received vector in a packet, the Q, R, 
and T from the packet initialization are used in Lines 3-4. For 
subsequent received vectors in the packet, the Q, R, T, and g 50 
that are computed during the processing of the previously 
received vector in the packet are used in Lines 3-4. More 
generally, the partially-reduced lattice is used to initialize the 
received vector processing after the first received vector in the 
packet is processed. 
In the exemplary embodiment of the present invention 
illustrated in FIG. 4, the received vector processing comprises 
repeatedly executing the CLLL_JTER function in Line 29, 
which computes one iteration of a CLLL algorithm (Lines 
3-18 in FIG. 1) given the current k and partially-reduced 60 
lattice. This function outputs the updated k and updated input 
matrices. It also outputs the update variable, indicating if a 
basis update occurs during that iteration, and the 2x2 matrix 
55 constellation, AoA of 45 degrees, AS of 40 degrees, and a 
linear array of antennas at both the receiver and transmitter. 
FIG. 6 provides a plot of the 4x4 64-QAM performance of an 
exemplary embodiment of the present invention with the 
8 for a possible basis update. This matrix can be used to 
update the o vector, which stores the right-hand side ofEqua- 65 
tion 6. Theo vector can be used in the partial SIC and reli-
ability assessment condition evaluation computations in 
reliability threshold set to 18.2 compared to the performance 
ofa CLLL-MMSE-SIC method. FIG. 7A provides an average 
number of basis updates performed by an exemplary embodi-
ment of the present invention, and FIG. 7B provides corre-
sponding SNR penalty for a variety of correlation cases. FIG. 
8 provides a plot of the average number of basis updates 
performed by an exemplary embodiment of the present inven-
tion as a fraction of the number basis updates performed by a 
conventional CLLL method for a variety of AoA and AS 
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cases. FIG. 9 provides a plot of the average number of basis 
updates executed by an exemplary embodiment of the present 
invention for each received vector, wherein the reliability 
assessment threshold is 18.2 and the packet size is 20. FIG.10 
provides a plot of the average number of arithmetic opera-
tions performed by an exemplary embodiment of the present 
invention normalized by the average number of arithmetic 
operations performed by a CLLL-MMSE-SIC method where 
the reliability assessment threshold is 18.2. 
It is to be understood that the embodiments and claims 10 
disclosed herein are not limited in their application to the 
details of construction and arrangement of the components 
set forth in the description and illustrated in the drawings. 
Rather, the description and the drawings provide examples of 15 
the embodiments envisioned. The embodiments and claims 
14 
successive interference cancellation process is performed 
concurrently with reevaluating the reliability assessment con-
dition. 
5. The incremental lattice reduction method of claim 4, 
further comprising: 
early terminating the successive interference cancellation 
process to obtain a partial symbol vector estimate; and 
early terminating evaluating the reliability assessment con-
dition to obtain a partial reliability assessment compu-
tation. 
6. The incremental lattice reduction method of claim 5, 
further comprising: 
restarting the successive interference cancellation process 
using the partial symbol vector estimate; and 
restarting evaluating the reliability assessment condition 
using the partial reliability assessment computation. disclosed herein are further capable of other embodiments 
and of being practiced and carried out in various ways. Also, 
it is to be understood that the phraseology and terminology 
employed herein are for the purposes of description and 
should not be regarded as limiting the claims. 
7. The incremental lattice reduction method of claim 1, 
further comprising reevaluating the reliability assessment 
20 condition using the secondary symbol vector estimate after 
performing a predetermined number of iterations of the sec-
ond lattice reduction detection sub-method. Accordingly, those skilled in the art will appreciate that the 
conception upon which the application and claims are based 
may be readily utilized as a basis for the design of other 
structures, methods, and systems for carrying out the several 25 
purposes of the embodiments and claims presented in this 
application. It is important, therefore, that the claims be 
regarded as including such equivalent constructions. 
Furthermore, the purpose of the foregoing Abstract is to 
enable the United States Patent and Trademark Office and the 30 
8. The incremental lattice reduction method of claim 1, 
further comprising reevaluating the reliability assessment 
condition using the secondary symbol vector estimate after 
performing a random number of iterations of the second 
lattice reduction detection sub-method. 
9. The incremental lattice reduction method of claim 1, 
further comprising reevaluating the reliability assessment 
condition using the secondary symbol vector estimate only if 
a basis update occurs during performing the at least one 
iteration of the second lattice reduction detection sub-
method. 
public generally, and especially including the practitioners in 
the art who are not familiar with patent and legal terms or 
phraseology, to determine quickly from a cursory inspection 
the nature and essence of the technical disclosure of the 
application. The Abstract is neither intended to define the 
claims of the application, nor is it intended to be limiting to 
the scope of the claims in any way. It is intended that the 
application is defined by the claims appended hereto. 
10. The incremental lattice reduction method of claim 1, 
35 wherein the reliability assessment condition is evaluated in a 
z-domain. 
What is claimed is: 40 
1. An incremental lattice reduction method for a multiple-
input multiple-output communication system, comprising: 
receiving an input signal at a plurality of input terminals; 
performing a first detection sub-method on at least a por-
tion of the input signal to obtain a primary symbol vector 45 
estimate; 
evaluating a reliability assessment condition using the pri-
mary symbol vector estimate; 
terminating the incremental lattice reduction method if the 
reliability assessment condition is satisfied; and 
ifthe reliability assessment condition is not satisfied, per-
forming at least one iteration of a second lattice reduc-
tion detection sub-method to obtain a secondary symbol 
vector estimate. 
50 
2. The incremental lattice reduction method of claim 1, 55 
wherein the second lattice reduction detection sub-method 
comprises a Complex-Lenstra-Lenstra-Lovasz-Minimum-
Mean-Square-Error-Successive-Interference-Cancellation 
process. 
11. The incremental lattice reduction method of claim 1, 
wherein the reliability assessment condition is evaluated in an 
s-domain. 
12. The incremental lattice reduction method of claim 1, 
wherein the second lattice reduction detection sub-method 
comprises a successive interference cancellation process and 
a basis update process, and wherein the successive interfer-
ence cancellation process and evaluating the reliability 
assessment condition are decoupled from the basis update 
process. 
13. The incremental lattice reduction method of claim 1, 
wherein evaluating the reliability assessment condition com-
prises choosing a value for a threshold parameter. 
14. The incremental lattice reduction method of claim 13, 
wherein the threshold parameter corresponds to a reliability 
of the incremental lattice reduction method. 
15. An incremental lattice reduction method comprising: 
receiving an input signal at a plurality of input terminals; 
evaluating a reliability assessment condition using a pri-
mary symbol vector estimate of at least a portion of the 
input signal; 
terminating the incremental lattice reduction method ifthe 
reliability assessment condition is satisfied; and 
ifthe reliability assessment condition is not satisfied, per-
forming at least one iteration of a lattice reduction detec-
tion sub-method to obtain a secondary symbol vector 
estimate. 
3. The incremental lattice reduction method of claim 1, 60 
further comprising reevaluating the reliability assessment 
condition using the secondary symbol vector estimate after 
performing the at least one iteration of the second lattice 
reduction detection sub-method. 16. The incremental lattice reduction method of claim 15, 
65 wherein the lattice reduction detection sub-method comprises 
a Complex-Lenstra-Lenstra-Lovasz-Minimum-Mean-
Square-Error-Successive-Interference-Cancellation process. 
4. The incremental lattice reduction method of claim 3, 
wherein the second lattice reduction sub-method comprises a 
successive interference cancellation process, and wherein the 
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17. The incremental lattice reduction method of claim 15, 
further comprising reevaluating the reliability assessment 
condition using the secondary symbol vector estimate after 
performing the at least one iteration of the lattice reduction 
detection sub-method. 
18. An incremental lattice reduction system comprising, a 
plurality of input terminals configured to receive an input 
signal; 
a symbol detection estimate module configured to imple-
ment a primary detection sub-method to obtain a pri- 10 
mary symbol vector estimate from at least a portion of 
the input signal; 
a reliability assessment evaluating module configured to 
evaluate a reliability assessment condition using the pri-
mary symbol vector estimate; 15 
a terminating module configured to terminate an incremen-
tal lattice reduction method if the reliability assessment 
condition is satisfied; and 
a lattice reduction detection module configured to imple-
ment at least one iteration of a lattice reduction detection 20 
sub-method to obtain a secondary symbol vector esti-
mate ifthe reliability assessment condition is not satis-
fied. 
19. The incremental lattice reduction system of claim 18, 
wherein the RA evaluating module is further configured to 25 
evaluate the reliability assessment condition using the sec-
ondary symbol vector estimate. 
20. The incremental lattice reduction system of claim 18, 
wherein the lattice reduction detection sub-method comprises 
a Complex-Lenstra-Lenstra-Lovasz-Minimum-Mean- 30 
Square-Error-Successive-Interference-Cancellation process. 
* * * * * 
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