Abstract. A minimal blocker in a bipartite graph G is a minimal set of edges the removal of which leaves no perfect matching in G. We give a polynomial delay algorithm for finding all minimal blockers of a given bipartite graph. Equivalently, this gives a polynomial delay algorithm for listing the anti-vertices of the perfect matching polytope P (G) = {x ∈ R E | Hx = e, x ≥ 0}, where H is the incidence matrix of G. We also give similar generation algorithms for other related problems, including d-factors in bipartite graphs, and perfect 2-matchings in general graphs.
In such generation problems the output size may be exponential in the input size, therefore the efficiency of an algorithm is evaluated by measuring the time it needs to find a next element, see e.g., [14] . More precisely, we say that the elements of a set S represented in some implicit way by the input I are generated with polynomial delay, if the generation algorithm produces all elements of S in some order such that the computational time between any two outputs is limited by a polynomial expression of the input size. The generation is said to be incrementally polynomial, if the time needed to find the k + 1st element, after the generation of the first k elements, depends polynomially not only on the input size but also on k.
The problems of generating perfect matchings and minimal blockers are special cases of the more general open problems of generating vertices and anti-vertices of a polytope given by its linear description. Indeed, let H be the vertex-edge incidence matrix of G = (A, B, E), and consider the polytope P (G) = {x ∈ R E | Hx = e, x ≥ 0}, where e ∈ R |A|+|B| is the vector of all ones. Then the perfect matchings of G are in one-to-one correspondence with the vertices of P (G), which in turn, are in one-to-one correspondence with the minimal collections of columns of H containing the vector e in their conic hull. On the other hand, the minimal blockers of G are in one-to-one correspondence with the anti-vertices of P (G), i.e. the maximal collections of columns of H, not containing e in their conic hull. Both corresponding generating problems are open in general, see [2] for details. In the special case, when H is the incidence matrix of a bipartite graph G, the problem of generating the vertices of P (G) can be solved with polynomial delay [9, 20] . In this note, we obtain an analogous result for anti-vertices of P (G).
Theorem 1. Problem GEN(B(G)) can be solved with polynomial delay.
For non-bipartite graphs G, it is well-know that the vertices of P (G) are half-integral [16] (i.e. the components of each vertex are in {0, 1, 1/2}), and that they correspond to the basic 2-matchings of G, i.e. subsets of edges that cover the vertices with vertex-disjoint edges and vertex-disjoint odd cycles. Polynomial delay algorithms exist for listing the vertices of 0/1-polytopes, simple and simplicial polytopes [1, 5] , but the status of the problem for general polytopes is still open. We show here that for the special case of the polytope P (G) of a graph G, the problem can be solved in incremental polynomial time.
Theorem 2. All basic perfect 2-matchings of a graph G can be generated in incremental polynomial time.
The proof of Theorem 1 is based on a nice characterization of minimal blockers, which may be of independent interest. The method used for enumeration is the supergraph method which will be outlined in Section 3.1. A special case of this method, when applicable, can provide enumeration algorithms with stronger properties, such as enumeration in lexicographic ordering, or enumeration with polynomial space. This special case will be described in Section 3.2 and will be used in Section 5 to solve two other related problems of enumerating d-factors in bipartite graphs, and enumerating perfect 2-matchings in general graphs. The latter result will be used to prove Theorem 2.
Properties of Minimal Blockers

The neighborhood function
Let G = (A, B, E) be a bipartite graph. For a subset X ⊆ A ∪ B, denote by Γ (X) = Γ G (X) = {v ∈ (A ∪ B) \ X | {v, x} ∈ E for some x ∈ X} the set of neighbors of X. It is known (see, e.g., [15] ), and also easy to verify, that set-
A simple but useful observation about submodular set-functions is the following (see, e.g., [17] ): Proposition 1. Let V be a finite set and f : 2 V → R be a submodular setfunction. Then the family of sets X minimizing f (X) forms a sub-lattice of the Boolean lattice 2 V . If f (X) is polynomial-time computable for every X ⊆ V , then the unique minimum and maximum of this sub-lattice can be computed in polynomial time.
Matchable graphs
Matchable graphs, a special class of bipartite graphs with a positive surplus (see Section 1.3 in [16] for definitions and properties), were introduced in [12] . They play an important role in the characterization of minimal blockers.
Definition 1 ([12]).
A bipartite graph G = (A, B, E) with |A| = |B| + 1 is said to be matchable if the graph G \ v has a perfect matching for every vertex v ∈ A.
The smallest matchable graph is one in which |A| = 1 and |B| = 0. The following is a useful equivalent characterization of matchable graphs.
Proposition 2 ([12]
). For a bipartite graph G = (A, B, E) with |A| = |B| + 1, the following statements are equivalent:
(M1) G is matchable; (M2) G has a matchable spanning tree, that is, a spanning tree T in which every node v ∈ B has degree 2.
It can be shown that for bipartite graphs G = (A, B, E) with |A| = |B| + 1 these properties are further equivalent with (M3) G contains a unique independent set of size |A|, namely the set A.
Given a bipartite graph G, let us say that a matchable subgraph of G is maximal, if it is not properly contained in any other matchable subgraph of G. The following property can be derived from a result by Dulmage and Mendelsohn, or more generally from the Gallai-Edmonds Structure Theorem (see Section 3.2 in [16] for details and references).
Proposition 3. Let G = (A, B, E) be a matchable graph with |A| = |B| + 1, and let a ∈ A and b ∈ B be given vertices. Then the graph G = G − {a, b} is the union of a maximal matchable subgraph G 1 = (A 1 , B 1 ) of G and a (possibly empty) subgraph G 2 = (A 2 , B 2 ) which has a perfect matching, such that the graph (A 1 , B 2 ) is empty. Furthermore, this decomposition of G into G 1 and G 2 is unique, and can be found in polynomial time.
The next proposition acts, in a sense, as the opposite to Proposition 3, and can be derived in a similar way: Given a decomposition of a matchable graph into a matchable subgraph and a subgraph with a perfect matching, we can reconstruct in a unique way the original matchable graph.
Proposition 4. Let G = (A, B, E) be a bipartite graph and G 1 = (A 1 , B 1 ) and G 2 = (A 2 , B 2 ) be two vertex-disjoint subgraphs of G such that G 1 is matchable, G 2 has a perfect matching, and A = A 1 ∪ A 2 and B = B 1 ∪ B 2 . Then there is a unique extension of G 1 into a maximal matchable subgraph
) has a perfect matching. Such an extension is the unique possible decomposition of G into a maximal matchable graph plus a graph with a perfect matching, and can be computed in polynomial time.
As a simple application of Proposition 4, we obtain the following corollary. Corollary 1. Let G = (A, B, E) be a bipartite graph and G = (A , B ) be a matchable subgraph of G. Given two vertices a ∈ A \ A and b ∈ B \ B such that there is an edge {b, a } for some a ∈ A , there exists a unique decomposition of G = (A ∪ {a}, B ∪ {b}) into a maximal matchable graph plus a graph with a perfect matching.
The next property, which can be derived analogously to Proposition 3, implies that matchable graphs are "continuous" in the sense that we can reach from a given matchable graph to any matchable graph containing it by repeatedly appending pairs of vertices, one at a time, always remaining within the class of matchable graphs. 
The above properties readily imply the following corollary. 
To arrive to a useful characterization of minimal blockers, we need one more definition.
Definition 2. Let G = (A, B, E) be a bipartite graph having a perfect matching.
) has a perfect matching, and (B5) the graphs (A 1 , B 3 ) and (A 3 , B 2 ) are empty.
Denote by S(G) the family of all matchable splits of G. We are now ready to state our characterization for minimal blockers in bipartite graphs. Lemma 1. Let G = (A, B, E) be a bipartite graph in which there exists a perfect matching. Then a subset of edges X ⊆ E is a minimal blocker if and only if there is a matchable split
} is the set of all edges between A 1 and B 2 in G. This correspondence between minimal blockers and matchable splits is oneto-one. Given one representation we can compute the other in polynomial time.
Enumeration Algorithms
Given a (bipartite) graph G = (V, E), consider the problem of listing all subgraphs of G, or correspondingly, the family F π ⊆ 2 E of all minimal subsets of E, satisfying some monotone property π : 2 E → {0, 1}. For instance, if π(X) is the property that the subgraph with edge set X ⊆ E has a perfect matching, then F π is the family of perfect matchings of G. Enumeration algorithms for listing subgraphs satisfying a number of monotone properties are well known. For instance, it is known [19] that the problems of listing all minimal cuts or all spanning trees of an undirected graph G = (V, E) can be solved with delay O(|E|) per generated cut or spanning tree. It is also known (see e.g., [7, 10, 18] ) that all minimal (s, t)-cuts or (s, t)-paths, can be listed with delay O(|E|) per cut or path. Furthermore, polynomial delay algorithms also exist for listing perfect matchings, maximal matchings, maximum matchings in bipartite graphs, and maximal matchings in general graphs, see e.g. [9, 20, 21] .
In the next subsections we give an overview of two commonly used techniques for solving such enumeration problems.
The supergraph approach
This technique works by building and traversing a directed graph G = (F π , E), defined somehow on the set of elements of the family to be generated F π ⊆ 2 E . The arcs of G are defined by a polynomial-time computable neighborhood function N :
Fπ that defines, for any X ∈ F π the set of its outgoing neighbors N (X) in G. A special vertex X 0 ∈ F π is identified from which all other vertices of G are reachable. The method works by performing a (breadth-or depth-first search) traversal on the nodes of G, starting from X 0 . The following is a basic fact about this approach:
(S1) If G is strongly connected and |N (X)| ≤ p(|π|) for every X ∈ F π , where p(|π|) is a polynomial that depends only on the size of the description of π, then the supergraph approach gives us a polynomial delay algorithm for enumerating F π , starting from an arbitrary set X 0 ∈ F π .
Let us consider as an example the generation of minima of submodular functions: Let f : 2 V → R be a submodular function, α = min{f (X) : X ⊆ V }, and π(X) be the property that X ⊆ V contains a minimizer of f . By Proposition 1, the set F π forms a sub-lattice L of 2 V , and the smallest element X 0 of this lattice can be computed in polynomial time. For X ∈ F π , define N (X) to be the set of subsets Y ∈ L that immediately succeed X in the lattice order. The elements of N (X) can be computed by finding, for each v ∈ V \ X, the smallest cardinality minimizer X = argmin{f (Y ) : Y ⊇ X ∪ {v}} and checking if f (X ) = α. Then |N (X)| ≤ |V |, for all X ∈ F π . Note also that the definition of N (·) implies that the supergraph is strongly connected. Thus (S1) implies that all the elements of F π can be enumerated with polynomial delay.
The flashlight approach
This can be regarded as an important special case of the supergraph method. Assume that we have fixed some order on the elements of E. Let X 0 be the lexicographically smallest element in F π . For any X ∈ F π , let N (X) consist of a single element, namely, the element next to X in lexicographic ordering. Thus the supergraph G in this case is a Hamiltonian path on the elements of F π (see [19] for general background on backtracking algorithms). The following is a sufficient condition for the operator N (·) (and also for the element X 0 ) to be computable in polynomial time:
(F1) For any two disjoint subsets S 1 , S 2 of E, we can check in polynomial time p(|π|) if there is an element X ∈ F π , such that X ⊇ S 1 and X ∩ S 2 = ∅.
The traversal of G, in this case, can be organized in a backtracking tree of depth |E|, whose leaves are the elements of F π , as follows. Each node of the tree is identified with two disjoint subsets S 1 , S 2 ⊆ E, and have at most two children. At the root of the tree, we have S 1 = S 2 = ∅. The left child of any node (S 1 , S 2 ) of the tree at level i is (S 1 ∪ {i}, S 2 ) provided that there is an X ∈ F π , such that X ⊇ S 1 ∪ {i} and X ∩ S 2 = ∅. The right child of any node (S 1 , S 2 ) of the tree at level i is (S 1 , S 2 ∪ {i}) provided that there is an X ∈ F π , such that X ⊇ S 1 and X ∩ (S 2 ∪ {i}) = ∅. Furthermore, we may restrict our attention to subsets S 1 satisfying certain properties. More precisely, let F π ⊆ 2 E be a family of sets, containing F π , such that we can test in polynomial time if a set X belongs to it, and such that for every X ∈ F π , there is a set S ∈ F π contained in X. Then the following is a weaker requirement than that of (F1):
(F2) For any two disjoint subsets S 1 ∈ F π and S 2 ⊆ E, and given element i ∈ E \ (S 1 ∪ S 2 ) such that S 1 ∪ {i} ∈ F π , we can check in polynomial time p(|π|) if there is an element X ∈ F π , such that X ⊇ S 1 ∪ {i} and X ∩ S 2 = ∅.
This way, under assumption (F2), we get a polynomial delay, polynomial space algorithm for enumerating the elements of F π in lexicographic order.
As an example, let us consider the generation of maximal matchable subgraphs: Let G = (A, B, E) be a bipartite graph. For subsets A ⊆ A and B ⊆ B, let π(A , B ) be the property that the graph (A , B ) contains a maximal matchable subgraph. To generate the family of maximal matchable graphs F π , we introduce an artificial element * , and consider the ground set E = {(a, b) : a ∈ A, b ∈ B ∪ { * }}. Any X ⊆ E represents an induced subgraph G(X) = (A , B ) of G where A = {a : (a, b) ∈ X} and B = {b : (a, b) ∈ X, b = * }. Furthermore, let us say that the elements of X ⊆ E are disjoint if for every pair of elements (a, b), (a , b ) ∈ X, we have a = a and b = b . Let F π = {X ⊆ E : the elements of X are disjoint, one of them contains *, and G(X) is matchable}. Given two disjoint sets of pairs S 1 , S 2 ⊆ E , such that S 1 ∈ F π , and a pair (a, b) ∈ E \ (S 1 ∪ S 2 ), the check in (F2) can be performed in polynomial time. Indeed, by Corollary 2, all what we need to check is that the graph on S 1 ∪ {a, b} is matchable.
Polynomial Delay Generation of Minimal Blockers
In this section, we use the supergraph approach to show that minimal blockers can be enumerated with polynomial delay. Using Lemma 1, we may equivalently consider the generation of matchable splits. We start by defining the neighborhood function used for constructing the supergraph G S of matchable splits.
The supergraph
Let G = (A, B, E) be a bipartite graph that has a perfect matching. Given a matchable split X = [G 1 = (A 1 , B 1 ), G 2 = (A 2 , B 2 ), G 3 = (A 3 , B 3 ) ] ∈ S(G), the set of out-going neighbors of X in G S are defined as follows. For each edge {a, b} ∈ E connecting a vertex a ∈ A 2 to a vertex b ∈ B 2 , such that b is also connected to some vertex a ∈ A 1 , there is a unique neighbor X = N (X, a, b) of X, obtained by the following procedure:
Because of the edges {a, b}, {a , b} ∈ E, the graph G 1 is matchable, see Corollary 1. 2. Delete the vertices a, b from G 2 . This splits the graph G 2 − {a, b} in a unique way into a matchable graph G 2 = (A 2 , B 2 ) and a graph with a perfect matching G 2 = (A 2 , B 2 ) such that there are no edges in E between A 2 and B 2 , see Proposition 3. 3. Let G 3 = G 3 ∪ G 2 . Then the graph G 3 has a perfect matching. Using Proposition 4, extend G 1 in the union G 1 ∪ G 3 = (A 3 , B 3 ) into a maximal matchable graph G 1 = (A 1 , B 1 ) such that the graph (A 3 , B 3 )], and note that X ∈ S(G).
Similarly, for each edge {a, b} ∈ E connecting a vertex a ∈ A 1 to a vertex b ∈ B 1 , such that a is also connected to some vertex b ∈ B 2 , there is a unique neighbor X of X, obtained by a procedure similar to the above.
Strong connectivity
For the purpose of generating minimal blockers in a bipartite graph G = (A, B, E), we may assume without loss of generality that (A1) The graph G is connected. (A2) Every edge in G appears in a perfect matching.
It is easy to see that both properties can be checked in polynomial time (see elementary bipartite graphs in [16] ). Indeed, if G has a number of connected components, then the set of minimal blockers of G is the union of the sets of minimal blockers in the different components, computed individually for each component. Furthermore, all the edges in G that do not appear in any perfect matching can be removed (in polynomial time), since they do not appear in any minimal blocker. In this section, we prove the following.
Lemma 2.
Under the assumptions (A1) and (A2), the supergraph G S is strongly connected.
Clearly Lemma 2 implies Theorem 1, according to (S1). Call the set of edges connected to a given vertex v ∈ A ∪ B a v-star, and it by denote by v * . We start with the following lemma. The strong connectivity of G S is a consequence of the following fact.
Lemma 4.
There is a path in G S between any pair of perfectly nested matchable splits.
be two matchable splits, satisfying (N1), (N2) and (N3) above. We Show that there is a path in G S from X to X . A path in the opposite direction can be found similarly. Fix a matching M in the graph (A 1 ∩ A 2 , B 1 ∩ B 2 ). By Proposition 5, there is a vertex b ∈ B 1 \ B 1 , such that b is connected by an edge {a, b} to some vertex a ∈ A 1 . Note that b ∈ B 3 ∩ B 1 since the graph (A 1 , B 3 ) is empty.
We claim that X is perfectly nested with respect to X . To see this observe, by Proposition 2, that the graph (A 2 , B 2 ) − {a , b} is decomposed, in a unique way, into a matchable graph G 2 = (A 2 , B 2 ) and a graph with a perfect matching G 2 = (A 2 , B 2 ). On the other hand, the graph (A 2 , B 2 ) is matchable, while the graph (
) has a perfect matching, and therefore by Proposition 3, the union of these two graphs (which is (A 2 , B 2 ) − {a , b}) decomposes in a unique way into a matchable graph F 1 containing (A 2 , B 2 ) and a graph with a perfect matching F 2 . The uniqueness of the decomposition implies that F 1 = G 2 and F 2 = G 2 , i.e. A 2 ⊇ A 2 and B 2 ⊇ B 2 . Note that the graph (A 2 ∩ A 1 , B 2 ∩ B 1 ) still has a perfect matching. Note also that the graph (A 1 , B 1 ) is obtained by extending the matchable graph (A 1 ∪ {a }, B 1 ∪ {b}) with pairs from the graph (
, which has a perfect matching. Such an extension must stay within the graph (A 1 , B 1 ), i.e. A 1 ⊆ A 1 and B 1 ⊆ B 1 , since there are no edges between A 1 and B 2 ∩ B 3 . Finally, since the extension leaves a perfect matching in the graph
, we conclude that X and X are perfectly nested. This way, we obtained a neighbor X of X that is closer to X in the sense that |A 1 | > |A 1 |. This implies that there is a path in G S from X to X of length at most
] be a matchable split. Let a be any vertex in A 1 , then the matchability of A 1 implies that the graph (A 1 \ {a}, B 1 ) has a perfect matching. Thus, with respect to a * and X, the conditions (N1)-(N3) hold, implying that they are perfectly nested. Lemma 4 hence implies that there are paths in G S from a * to X and from X to a * . Similarly we can argue that there are paths in G S between X and b * for any b ∈ B 2 . In particular, there are paths in G S between a * and b * for any a ∈ A and b ∈ B. The lemma follows.
Some Generalizations and Related Problems
d-factors
Let G = (A, B, E) be a bipartite graph, and d : A ∪ B → {0, 1 . . . , |A| + |B|} be a non-negative function assigning integer weights to the vertices of G. We shall assume in what follows that, for each vertex v ∈ A ∪ B, the degree of v in G is at least d(v). A d-factor of G is a subgraph (A, B, X) of G in which each vertex v ∈ A ∪ B has degree d(v) (see Section 10 in [16] ), i.e., perfect matchings are the 1-factors. Note that d-factors of G are in one-to-one correspondence with the vertices of the polytope P (G) = {x ∈ R E | Hx = d, 0 ≤ x ≤ 1}, where H is the incidence matrix of G. In particular, checking if a bipartite graph has a d-factor can be done in polynomial time by solving a capacitated transportation problem with edge capacities equal to 1, see, e.g., [6] .
Since the d-factors are the vertices of a 0/1-polytope, they can be computed with polynomial delay [5] . We present below a more efficient procedure. A more efficient procedure can be obtained as a straightforward generalization of the one in [9] . It is a slight modification of the flashlight method that avoids checking the existence of a d-factor at each node in the backtracking tree. Given a d-factor X in G, it is possible to find another one, if it exists, by the following procedure. Orient all the edges in X from A to B and all the other edges in E \ X from B to A. Then it is not difficult to see that the resulting directed graph G has a directed cycle if and only if G contains another d-factor X ∈ M d (G). Such an X can be found by finding a directed cycle C in G , and taking the symmetric difference between the edges of C and X. Now, the backtracking algorithm proceeds as follows. Each node w of the backtracking tree is identified with a weight function d w , a d w -factor X w , and a bipartite graph G w = (A, B, E w ). At the root r of the tree, we compute a d-factor X in G, and let d w ≡ d and G w = G. At any node w of the tree, we check if there is another d w -factor X w using the above procedure, and if there is none, we define w to be a leaf. Otherwise, we let e w be an arbitrary edge in X w \ X w . This defines the two children u and z of w by:
and finally, G z = G w − e w . The d-factors computed at the nodes of the backtracking tree are distinct and they form the complete set of d-factors of G.
2-Matchings in General Graphs
Let G = (V, E) be an undirected graph with vertex set V and edge set E. Let H be the incidence matrix of G. As stated in the introduction, if G is a bipartite graph then the perfect matchings of G correspond to the vertices of the polytope P (G) = {x ∈ R E | Hx = e, x ≥ 0}. In general graphs the vertices of P (G) are in one-to-one correspondence with the basic perfect 2-matchings of G, i.e. subsets of edges that form a cover of the vertices with vertex-disjoint edges and vertexdisjoint odd cycles (see [16] ). A (not necessarily basic) perfect 2-matching of G is a subset of edges that covers the vertices of G with vertex-disjoint edges and vertex-disjoint (even or odd) cycles. Denote respectively by M 2 (G) and M 2 (G) the families of perfect 2-matchings and basic perfect 2-matchings of a graph G. We show below that, the family M 2 (G) can be enumerated with polynomial delay, and the family M 2 (G) can be enumerated in incremental polynomial time. Theorem 2 will follow from the following two lemmas.
Lemma 5. All perfect 2-matchings of a graph G can be generated with polynomial delay.
Proof. We use the flashlight method with a slight modification. For X ⊆ E, let π(X) be the property that the graph (V, X) has a perfect 2-matching. Then F π = M 2 (G). Define F π = {X ⊆ E : the graph (V, X) is a vertex-disjoint union of some cycles, some disjoint edges, and possibly one path which maybe of length one}. Clearly, any X ∈ M 2 (G) contains some set X ∈ F π . Given S 1 ⊆ F π , S 2 ⊆ E, we modify the basic approach described in Section 3.2 in two ways. First, when we consider a new edge e ∈ E \ (S 1 ∪ S 2 ) to be added to S 1 , we first try an edge incident to the path in S 1 , if one exists. If no such path exits, then any edge e ∈ E \ (S 1 ∪ S 2 ) can be chosen and defined to be a path of length one in S 1 ∪ {e}. Second, when we backtrack, for the first time, on an edge e defining a path of length one in S 1 , we redefine S 1 by considering e as a single edge rather than a path of length one. Now it remains to check that (F2) is satisfied. Given S 1 ⊆ F π , S 2 ⊆ E, and an edge e ∈ E \ (S 1 ∪ S 2 ), chosen as above, such that S 1 ∪ {e} ∈ F π , we can check in polynomial time whether there is an X ∈ M 2 (G) such that X ⊇ S 1 ∪ {e} and X ∩ S 2 = ∅ in the following way. First, we delete all edges in S 2 from G. Second, we construct an auxiliary bipartite graph G b as follows (see [16] ). For every vertex v of G we define two vertices v and v in G b , and for every edge {u, v} in G we define two edges {u v } and {u , v } in G b . Third, we orient all the edges in S 1 ∪ {e} in such a way that all cycles and the path (if it exists) become directed. Single edges in S 1 ∪ {e} get double orientations. Finally, we mark edges in G b corresponding to the oriented arcs in X: for an arc (u, v) in X, we mark the corresponding edge {u , v } in G b . It is easy to see that there is an X ∈ M 2 (G) such that X ⊇ S 1 ∪ {e} and X ∩ S 2 = ∅ if and only if there is a perfect matching in G b extending the marked edges.
Lemma 6. Let M 2 (G) and M 2 (G) be respectively the families of perfect 2-matchings and basic perfect 2-matchings of a graph G = (V, E). Then
Proof of Theorem 2. By generating all perfect 2-matchings of G and discarding the non-basic ones, we can get generate all basic perfect 2-matchings. By Lemma 6, the total time for this generation is polynomial in |V |, |E|, and |M 2 (G)|. Since the problem is self-reducible, we can convert this output polynomial generation algorithm to an incremental one, see [3, 4, 8] for more details.
