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CHAPTER I 
INTRODUCTION 
Various phenomena of the natural sciences may be described by 
mathematical models which consist of countably infinite systems of 
ordinary differential equations with constant coefficients and some set 
of specified initial conditions [5,6,8,9,14,16,17,19,20,21,24,25]. The 
purpose of this dissertation is to investigate several such mathematical 
models and to describe a procedure for constructing solutions of the 
denumerably infinite initial-value problems. 
Associated with any problem in differential equations are the 
questions of existence and uniqueness of solutions, properties of solu­
tions , and the explicit representation of solutions when possible. 
Theorems on existence, uniqueness, and general properties of solutions 
of denumerable systems of differential equations are known in many cases 
[10,18,22,26], and such matters are not the primary objective of this 
investigation. The major goal here is the explicit representation of 
solutions—that is, the construction of a denumerable sequence of suf­
ficiently differentiable functions which reduce each of the differential 
equations to an identity and satisfy the prescribed initial conditions. 
Clearly whenever this goal is achieved, the question of existence is 
answered in the affirmative, and many properties of the solution can 
be deduced directly from the explicit representation. 
2 
The systems of differential equations considered are associated 
with both one- and two-dimensional physical models—for example, 
infinite chains of coupled linear oscillators or planar arrays of fric­
tion ally coupled masses located at lattice points. For the one-
dimensional problems the differential equations are of the form x = Ax 
or x = Ax + Bx, where x is an infinite column vector, A is an infinite 
tridiagonal matrix of real constants, and B is an infinite scalar 
matrix. The elements of the infinite matrix A are used to construct a 
three-term recurrence relation which generates a sequence of orthogonal 
polynomials. The recurrence property of these polynomials is used in a 
separation-of-variables technique in which the only differential equa­
tion to be solved is a scalar ordinary differential equation containing 
the argument of the polynomials as a parameter. The orthogonality 
property is utilized to satisfy the prescribed initial conditions by 
superposing continuously over the interval of orthogonality. Thus an 
integral representation is obtained for individual component functions 
x of the solution x = {x } of the denumerable one-dimensional initial-
n n 
value problem. The two-dimensional problems considered are essentially 
Cartesian products of two identifiable one-dimensional problems. The 
coefficients in the differential equations of the corresponding one-
dimensional problems are used to construct two three-term recurrences 
each of which determines a sequence of orthogonal polynomials of one 
A 
variable—say {P^Cx)} and {Q (y)K The biorthogonal sequence 
A sequence of functions "t^ ij} defined on a region R of the plane 
is a biorthogonal sequence with respect to the inner product < , > if 
< f i i » f D a > * 0 o n l y i f i = P a n d J=q-
3 
{f..(x,y)} (where f..(x,y) = P.(x)Q.(y)) is used to obtain a double 
ID ID I D 
integral representation of the component functions x^ . of the solution 
of the two-dimensional denumerable initial-value problem. 
As might be inferred from the preceding paragraph, the solution 
of the problems considered depends on the use of polynomials generated 
by a recurrence of the form P ,(x) = (A x+B )P (x) - C P .(x) (n>0) 
J
 n+1 n n n n n-1 
with P ^(x) = 0 and PQ(X) = 1* Jayne [12] has determined necessary and 
sufficient conditions on the recurrence coefficients A^ (n>0), B^ (n>0), 
and C (n>l) for the recursively generated polynomials to be Sturm-
Liouville polynomial sequences associated with a second-order differen­
tial equation. Whenever these conditions are satisfied, the determina­
tion of the interval of orthogonality and the weight function is easy. 
C 
The condition -— > 0 (n>l) has been shown by Favard [7] and Law 
A A . 
n n-1 
[15] to be both a necessary and sufficient condition on the recurrence 
coefficients for the recursively generated polynomials to be orthogonal 
on some interval I of the real line with respect to some integrator a 
(a bounded, real-valued, non-decreasing function which assumes infinitely 
many different values on I). However, when Jayne's conditions are not 
satisfied, determining the interval and integrator may be difficult. 
For several such cases , the interval and the integrator are displayed 
in Chapter IV, although a practicable general method of determining 
them in terms of the recurrence coefficients cannot yet be given. 
The discussion in Chapter I is primarily for orientation. 
Chapter II deals with the treatment of one-dimensional initial-value 
problems. In preparation for that work, those aspects of the theory of 
4 
orthogonal polynomials needed in the remainder of the chapter are 
introduced. The first initial-value problem considered is an extension 
of the problems treated by Law [15] and has the form x = Ax + Bx, where 
oo 
x = {x } ^ s A i s a tridiagonal matrix, and B is a scalar matrix (in 
n n=0 ' 
Law's work the first-derivative terms are absent). Due largely to the 
appearance of corresponding physical systems, this problem is referred 
to as a half-infinite initial-value problem; and its solution is given 
in Theorem 2. The remainder of Chapter II is devoted to the solution of 
a class of pth-order infinite initial-value problems of the form 
x ^ = Ax + B nx + B 0x + ... + B n x ^ P _ 1 \ where x = {x }°° , A is tri-1 2 p-1 ' n -°° 
diagonal matrix with real elements that satisfy the symmetry require­
ment a. . = a . . (i^l, j^l) , and Bn,B^,...,B . are infinite scalar 
i] 1 2 p-1 
matrices. The symmetry restrictions imposed on A are equivalent to 
physical symmetry (about a point designated the middle) of the corre­
sponding physical systems. Solutions of the infinite problem are 
obtained by decomposing it into two half-infinite problems. 
A considerable portion of Chapter III is devoted to a description 
of two-dimensional problems and some corresponding physical systems. 
Finite truncations obtained from the infinite systems by simply delet­
ing all but a finite number of the differential equations of the 
infinite systems are also introduced. It is shown that the exact solu­
tions of these finite systems are obtained by a suitable quadrature 
approximation of the double-integral representations of the solutions 
of the corresponding infinite systems. Error estimates are furnished 
for the difference between any component of the solution of a finite 
5 
truncation and its counterpart in the solution of the infinite system. 
It is of some interest that the solution of a finite system requires 
the a priori knowledge of the zeros of the associated polynomials, 
whereas the solution of the infinite system does not require that the 
zeros be known. Thus the solution of the infinite system is an attrac­
tive approximation to the more cumbersome solution of a large finite 
system. 
Chapter IV contains a detailed analysis of two sequences of non-
classical orthogonal polynomials, { M ^ 9 ^ } and {A^ 0^}, each of which is 
generated by a three-term recurrence relation in which the recurrence 
coefficients depend on the parameters a and 3 . Representations are 
given for a 9 ^ and A^°^ for all values of a>0 , 3 > 0 . Possibly the to
 n n 
most interesting part of Chapter IV is the dependence of the interval 
of orthogonality and weight function (or integrator) on the parameters 
( 1 3 ) 
a and 3 . It is shown that for a=l and 3 > 1 the polynomials {M 9 } are 
n 
orthogonal on [0,4] with respect to a weight function; but if a=l and 
with respect ( 1 3 ) 3 < 1 , the polynomials {M^ 9 } are orthogonal on 
4 
° * 3 ( 2 - 3 ) 
4 
to an integrator with a ]ump at
 a ( \ . The transition from the exist-P\2-&) 
ence of a weight function to the requirement of an integrator occurs at 
a=l, 3 = 1 . With the aid of [ 1 1 ] it is shown that the polynomials {M^ 9"^} 
are classical polynomials. Similar results are shown for 3 = 2 : for 
2_ „ 
a 
with respect to a 
a+l> 
0. 2(21i) with 
a<l, {M^01,9 ^ } are orthogonal on [ 0 , 2 ] u 
n 
weight function; for a>l, {M^ 0 , 9^} are orthogonal on 
respect to an integrator with a jump at (~~) j a n d in the transitional 
( 1 2 ) 
case where a=l, the {M^ 9 } are again classical polynomials. The 
6 
polynomials {A^ } are shown always to be orthogonal with respect to a 
weight function. 
Three examples which are presented in Chapter V are mathematical 
models associated with infinite linear chains with isotopic impurities. 
The non-classical polynomials described in Chapter IV are used in con­
junction with the results of Chapter II to construct solutions of these 
models. An interesting relationship between the frequency spectrum of 
the physical system and the qualitative properties of the integrator is 
pointed out. 
Appendix A contains a development of the quadrature formula for 
double integrals used in Chapter III, and Appendix B contains a cata­
logue of several physical systems with their corresponding solutions. 
7 
CHAPTER II 
SOLUTIONS OF THE DIFFERENTIAL EQUATIONS OF 
SOME INFINITE LINEAR CHAINS 
This chapter contains three major sections. The first is devoted 
to a summary of some ideas about orthogonal polynomials which are used 
in solving the initial-value problems considered in the remainder of 
this chapter and in Chapter III. In the second section a procedure is 
described for constructing a solution of the half-infinite initial-value 
problem 
x = Ax + Bx, 
x(0) = x Q, x(0) = x , 
where A = (a^.), i>l, j^l, is an infinite tridiagonal matrix of real 
constants and B = (3<5. . ) , i^l, j^l, is an infinite scalar matrix of 
real constants. The half-infinite initial-value problem x = Ax + Bx, 
x(0) = XQ , x(0) = XQ may be construed as a mathematical model for sev­
eral conceivable physical systems. One such system (see Figure 1) is 
a half-infinite chain of coupled linear oscillators in which each mass 
is subjected to viscous damping proportional to its mass. The final 
section of the chapter details the construction of a solution of a 
class of infinite initial-value problems in which the operator in each 
8 
of the equations is of pth order and the infinite coefficient matrix has 
certain symmetry properties to be described. 
xl x 2 x3 
mo 
ml 
k 2 
m2 
Figure 1. A Half-Infinite System of Damped 
P n 
Oscillators with — = 3, n>0 
m 
n 
Two problems of this class receive special attention because of their 
importance as mathematical models of physical phenomena. In particular 
in Theorems 4 and 5 solutions are given for the systems 
v = Cv, 
v(0) = v 
and 
0 
x = Cx + Dx, 
x(0) = x Q 9 X(0) = x Q, 
where C = (c..), -°°<i,i<°°, is an infinite tridiagonal matrix of real 
constants with c. . = c . . (i>l, j>l) and D = (36..), -°°<i,i<°°, is a 
real scalar matrix. The infinite initial-value problem v = Cv, 
9 
v(0) = VQ may be viewed as a mathematical model of an infinite stack of 
sliding plates extending indefinitely above and below some point of 
physical symmetry in the stack (see Figure 2). 
m 
-1 
-1 
V0 * m. 
m. 
Figure 2. A Physically Symmetric Infinite 
Stack of Sliding Plates 
The infinite initial-value problem x = Cx + Dx, x(0) = x^, x(0) = x^ 
may be viewed as a mathematical model of an infinite chain of coupled 
linear oscillators extending indefinitely to the left and right from 
some point of physical symmetry in the chain, each mass subjected to 
viscous damping proportional to its mass (see Figure 3). 
-2 
-JJUUULrl m. 
J = ^ k. 
ITU 
r n 
m. 
1 0 
7 f 
1 
Figure 3. A Physically Symmetric Infinite System of 
Damped Oscillators with p /m = 3 , n>0 
^ n n 
10 
Recursively Generated Polynomials 
A three-term recurrence 
p o = 1 
P l (x) = A Qx + B Q 
P n + l ( x ) = ( V + B n ) P n ( x ) " C n P „ - l ( s t ) ' M ' 
where A^ (n>0), B n (n>0), C n (n>l) are real constants and A n * 0 (n>0), 
generates a sequence of polynomials i?n} in which P^ is of degree 
exactly n. Some of the properties of such recursively generated poly­
nomial sequences are stated here for convenient reference. 
Definition 1. An integrator a is a bounded, non-decreasing, real-valued 
function which is defined on an interval [a,b] of the real line and 
assumes infinitely many different values on [a,b]. 
Definition 2. A sequence of polynomials {?n} is said to be orthogonal 
on {_a>b~\ with resipeot to an integrator a if 
b 
/ P. (x)PJ.(x)da(x) = 0 , i*j , 
where the integral is a Stieltjes integral. 
11 
The following theorem [7,15] is of fundamental importance in deciding 
whether the polynomials generated by (l) are orthogonal with respect to 
some integrator a on some interval [a,b] of the real line. 
Theorem 1. The polynomials generated by (1) are orthogonal on some 
interval [a,b] of the real line with respect to some integrator a if 
and only if the recurrence coefficients satisfy the condition 
C 
n
 • > 0 (n>l). ( 2 ) 
A A
 n 
n n-1 
It is easily seen that if {P } is a sequence of polynomials and 
b 
a is an integrator such that / P.(x)P.(x)da(x) = 0, i*j, then 
b a 1 : 
/ P^(x)P.(x)d[c^a(x)+C2] = 0, i*j, for any real constants c^, c^. For 
a 3 
the sake of standardization the following convention is adopted in the 
sequel. 
Definition 3. A normalized integrator a is an integrator which satis-
b 
fies the conditions j da(x) = 1 and a(a) = 0. 
a 
For many sequences of polynomials which are generated by (1) and for 
which ( 2 ) holds, the corresponding integrator a is absolutely continuous 
on (a,b) and da(x) = p(x)dx. 
Definition 4. A normalized weight function p is a non-negative real-
valued function defined on an interval (a,b) of the real line, integra-
b 
ble on [a,b] (at least improperly), and such that / p(x)dx = 1. 
a 
12 
Definition 5. A sequence of polynomials {P n) is said to be orthogonal 
on \_a3b~\ with respeot to the normalized weight function p if the 
b 
Riemann integral / P.(x)P.(x)p(x)dx = 0, i*j. 
a -1 
If a sequence of polynomials is generated by (l) and if the 
condition (2) holds, the square of the L^Cot) norm of the polynomial P^ 
may be calculated directly from the recurrence coefficients [15]. 
Lemma 1. If {P } is a sequence of polynomials generated by (1) and 
c n 
-7—7 > 0 for n>l, then 
A A ., 
n n-1 
A b A 
Y = / P (x)da(x) =-^CC n...C for n>0, n ; n A 0 1 n 
a n 
A 
where = 1 for convenience. 
Proof. For each integer n>0, 
b b 
Y , i = / P ^ (x)da(x) = / P .(x)[A xP (x)+B P (x)-C P _(x)]da(x) 
n+1 ; n+1 ; n+1 n n n n n n-1 
a a 
b 
= A / xP
 n(x)P (x)da(x). n ; n+1 n 
a 
From (1), 
P o U ) B
 n C n / \ n+2 n+1 „ , s n+1 ^  , . 
xP Ax) = —7 P
 n(x) + P (x) n+1 A
 n A . n+1 A . n n+1 n+1 n+1 
Thus 
13 
n+1 n J 
a 
P n + 2 ( x ) 
n+1 
jHiip
 + 1(x> + ^ 2iip (x) 
A . , n+1 A , n n+1 n+1 
P (x)da(x) 
n 
A C A C 
SJili /V(x)da(x) = 
n+1 a n+1 
From the relation y n n+1 
n+1 A 
n+1 
Y n (n>0) and C Q = y Q = 1, a straight­
forward induction proof yields the result. 
Solution of the Half-Infinite 
System x = Ax + Bx 
In this section a procedure is described for constructing a 
sequence of functions which provide a solution of the half-infinite 
initial-value problem consisting of the differential equations 
A x + 3 A x - B x + x = 0 
0 0 0 0 0 0 1 
(3) 
C x
 n + A x + 3 A x -
n n-1 n n n n 
) x + x = 0 (n>l) 
n n n+1 
together with the initial conditions 
x k(0) = a k, ^(0) = bj (3.1) 
x(0) = 0 . x ( 0 ) = 0 s n*k, n>0. 
n ' n 
d n 
Here • ~ -r— : A * 0 (n>0): — - > 0 (n>l); and k is a fixed non-dt n A A 
n n-1 
negative integer. 
14 
The method originally used to solve this problem, while correct, 
was inelegant. A separation technique used by S. Karlin and J. L. 
McGregor [14], and extended to more general systems by W. G. Christian 
[4] during a current investigation of countably infinite systems, yields 
a solution in a more skillful way. This technique is employed in what 
follows. 
Associated with the differential equations (3), consider the 
three-term recurrence relation 
P = 1 
0 
p i ( x ) = V + Bo 
P
 n(x) = (A x+B ) P (x) - C P n(x), n>l. 
n+1 n n n n n-1 ' 
Lemma 2. The differential equations (3) have a solution {x (t)} of the 
n 
form 
x (t) = P (x)u(x,t) (n>0) (4) 
n n 
if and only if 
3 2u . 3u - / r- \ 
—TT + 3 ^ r - + x u = 0 (5) 
3t 2 3 t 
for each x. 
15 
Proof. If (4) is substituted into the differential equations (3) and 
the recurrence (1) is used to replace Pn+j_» "the (n+l)th equation of (3) 
becomes 
A P (x) 
n n 
9 u 
3t' 
9u_ 
3t + xu 
= 0, n>0 (6) 
Since A * 0, (6) clearly holds for n=0 if and only if (5) is satisfied. 
0
 C 
For n>l, A * 0 and -r— > 0 ; so the polynomials {P } are orthogonal 
n A A , n 
n n-1 
on some interval [a,b] with respect to some integrator a. Thus there 
exists no x such that P (x) = 0 for all n>l. It follows that (6) holds 
n 
for all n^O and each x if and only if u(x,t) satisfies (5). 
Lemma 3. The general solution of (5) is 
u(x,t) 
r I 2^ 
<^  c1(x,k)cos^ x — t + 
sin 
c2(x,k) 
i K - — t 
X -
> e2 
?> x ^ x ' 
= < 
e <J c^(x,k)cosh / £ - X t + 
sinh 
c2(x,k) 
F ~ t 
> x < 
- x 
(7) 
4 ' 
It is easily shown that the zeros of the nth polynomial P n(x) 
are real and simple and that they all lie in the open interval (a,b). 
Furthermore the zeros of Pn+j_(x) interlace the zeros of P n(x), and no 
zero of P n(x) is a zero of P ,(x). 
16 
where c^(x,k), c^Cxjk) are arbitrary functions of x,k but independent 
of n,t. 
Proof. This conclusion follows immediately from (5) with x treated as 
a parameter. 
The results of Lemmas 2 and 3 show that x (t) = P (x)u(x.t) pro-
n n 
vide a solution of the system of differential equations (3) for any 
choice of c^(x,k) and C2(x,k) in (7). Thus to obtain a solution of the 
initial-value problem (3)-(3.1), it is only necessary to choose c^(x,k) 
and c^Cxjk) so as to satisfy the initial conditions (3.1). It is in 
this choice of c^(x,k) and C2(x,k) that the orthogonality of the poly­
nomials is used. 
C 
Theorem 2. Suppose that, in system (3), — - > 0 for n=l,2,3,... . 
— — — — — A A ., 
n n-1 
Let the sequence of polynomials {Pn)» generated by (l), be orthogonal 
on the interval [a,b] with respect to the normalized integrator a. For 
each non-negative integer n let 
y n = / p2 (x )do (x ) = C r . . C n ; 
a n 
and define 
b 
X (t) = / P (x)K(x,t)da(x), (8) 
a 
where 
17 
3t 
2 
P, (x) 
k cos / x - -— t + b, + 
k 2 
J x ~ ~LT T 
/ & 
x>^  
K(x,t) = <^  
2 
P k(x) 
a k ° O S h - / 4 - x t + b k + 2 
- x 
x<-
Suppose that for each t>0, 
2 9 K 
x n(t) = / P n(x) |£ (x,t)da(x), x n(t) = / P n(x) (x,t)da(x) (9) 
9t 
(that is, differentiation under the integral sign is permissible). Then 
the sequence {x } defined by (8) is a solution of the half-infinite 
n 
initial-value problem (3)-(3.1). 
Proof. That x^(t), as defined by (8), satisfies the differential equa­
tions (3) follows immediately from Lemmas 2 and 3. From the orthogo­
nality of the polynomials P^ and the first of hypotheses (9) it is 
easily seen that 
b P (x) 
X n ( 0 ) = / P n ( x ) - V — a k d a ( x ) = ak 6nk' 
a k 
x (0) = / P (x) — 
n J n y 
P K ( K ) 
1 \ + da(x) = b, 6 . k nk 
18 
and the initial conditions (3.1) are satisfied. This completes the 
proof. 
Solutions of Infinite Initial-Value Problems 
A seemingly natural extension of the half-infinite initial-value 
problems considered in the previous section and in [15] is the infinite 
initial-value problem. First, two such problems are described; then 
they are framed in a more general setting, and a procedure is given for 
constructing solutions. 
Let k be a prescribed non-negative integer, and {A^}, -°°<n<°°, 
{B^}, - o o < n < o o s {C^}, - o o < n < o o s sequences of real numbers with the proper­
ties 
A = A (n>0) , A * 0 (n>0) , 
n -n n 
J = B (n>0), 
n -n 
C = C (n>0), C > 0 (n>l), 0 = 1 
n -n n 0 
C 
n
 • > 0 (n>l). 
(10) 
A A . 
n n-1 
Now consider the first-order infinite initial-value problem 
x , + A. x - B x + C x = 0 (n>l) 
-n-1 -n -n -n -n -n -n+1 
x
- i + V o " V o + x i = 0 
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C x
 n + A x - B x + x = 0 (n>l) n n-1 n n n n n+1 
with the initial conditions 
x k(0) = a k * 0 
x (0) = 0. n * k , - o o < n < o o 
n 
(11.1) 
and the second-order infinite initial-value problem 
x
 n + A x + A 3 x - B x + C x n = 0 (n>l) 
-n-1 -n -n -n -n -n -n -n -n+1 
x
-i + V o + V x o " V o + xi = 0 ( 1 2 ) 
C x
 n + A x + A Sx - B x + x = 0 (n>l) 
n n-1 n n n n n n n+1 
(where 3 is a real constant) with the initial conditions 
K k(0) = a k, x k(0) = b k 
x (0) = 0, x n(°) = 0, n*k, - o o < n < o o . 
(12.1) 
The infinite initial-value problems (ll)-(ll.l) and (12)-(12.1) will be 
solved as special cases of the procedure developed below. 
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For any positive integer p, let 
L = D P + 3nDp 1 + 30Dp 2 + ... + 3 ,D, D ~ ~ , (13) l l p-1 at 
be a pth-order linear differential operator with constant coefficients 
OO , _ 00 
3, . .6 ,-v.. . . . ,3 -, • Let {A } . {B } , {C } be real sequences which 1 2' p-1 n -00 n -°° n -00 
00 
satisfy (10). Define the sequence of linear operators {L 1 ^ by 
L [x(t)] = A L[x(t)] - B x(t), -°°<n<°°. (14) 
n n n 
Definition 6. A symetvicaZZy coupled infinite initial-value problem is 
a system of differential equations of the form 
x
 n + L [x ] + C x , = 0 (n>l) 
-n-1 -n -n -n -n+1 
x_ 1 + L 0[x Q] + x± = 0 (15) 
C x , + L [ x ] + x = 0 (n>l) 
n n-1 n n n+1 
with the initial conditions 
x]<(0) = a Q, x k(0) = c^,..., x£ P 1 }(0) = a (k fixed) 
(15.1) 
x (0) = 0, x (0) = 0 x^ P 1 \ o ) = 0, n*k, - o o < n < o o . 
n n n 
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I t s h o u l d be n o t e d t h a t t h e i n i t i a l - v a l u e problems ( 1 1 ) - ( 1 1 . 1 ) and 
( 1 2 ) - ( 1 2 . 1 ) are s y m m e t r i c a l l y coupled i n f i n i t e i n i t i a l - v a l u e problems 
i n which the a s s o c i a t e d o p e r a t o r s L are o f o r d e r p = l and p = 2 , r e s p e c ­
t i v e l y . 
A s o l u t i o n o f t h e s y m m e t r i c a l l y coup led i n f i n i t e i n i t i a l - v a l u e 
problem ( 1 5 ) - ( 1 5 . 1 ) may be o b t a i n e d by decomposing the d i f f e r e n t i a l 
e q u a t i o n s ( 1 5 ) and the i n i t i a l c o n d i t i o n s ( 1 5 . 1 ) i n t o two h a l f - i n f i n i t e 
sys tems as f o l l o w s . 
D e f i n i t i o n 7 . Le t "txnK - ° o < n < o o 9 be any sequence o f f u n c t i o n s . The 
symmetric part of the sequence {%n} i s t h e sequence i™n} g i v e n by 
x ( t ) + x_ ( t ) 
w ( t ) = — = — , n > 0 ,
 ( 1 6 ) 
n ^ 
and t h e antisymmetric part of the sequence i^n} i s the sequence i z n ^ 
g i v e n by 
x ( t ) - x_ ( t ) 
z ( t ) = — - , n > 0 . ( 1 7 ) 
n 2 
A d d i t i o n o f the e q u a t i o n s in ( 1 5 ) which c o n t a i n L [ x ] and L [ x ] 
^ n n -n -n 
( n > l ) and use o f ( 1 6 ) y i e l d s the h a l f - i n f i n i t e sys tem 
i W + wi= 0 
( 1 8 ) 
C w
 n + L [w ] + w = 0 , n > l , 
n n - 1 n n n+1 ' 
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with the initial conditions 
a
 i 
Ok 7 2 
(18.1) 
w (0) = 0, w (0) = 0,..., w^ P "^(0) = 0, n*k, n>0. 
n n n 
Similarly, subtracting the equations in (15) which contain LnCxn^l a n ^ 
L [x ] (n>l) and using (17) yields the half-infinite system 
-n -n 
Z 0 = ° 
L 1[z 1] + z 2 = 0 (19) 
C z
 n + L [z ] + z = 0 , n>2, 
n n-1 n n n+1 
with the initial conditions 
=
 ( 1
-
6 o k > V • 
z (0) = 0, z (0) = 0,..., z^ P 1^(0) = 0, n*k, n>0. 
n n n 
(19.1) 
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Lemma 4. A necessary and sufficient condition for a sequence of func­
tions { x n } > - o o < n < o o s to be a solution of the symmetrically coupled infi­
nite initial-value problem (15)-(15.1) is that there exist sequences 
{w } (n>0) and {z } (n^O) which are solutions of the half-infinite 
n n 
initial-value problems (18)-(18.1) and (19)-(19.1), respectively. 
Proof. This result follows from the linearity of L^ and the relations 
(16) and (17). 
The coefficients A (n>0), B (n>0), C (n>l), from the differen-
n n n 
tial equations (15) are used to define two sequences {R } (n^O) and 
{Q^} (n^O) of polynomials generated by the recurrence relations 
and 
R Q = 1 
A B 
R 1(x) = -g- x + -± (20) 
R A x ) = (A x+B )R (x) - C R (x), n>l, 
n+1 n n n n n-1 
Q0 = o, Q l = i 
Q 2(x) = A^x + B (21) 
Q .(x) = (A x+B )Q (x) - C Q
 n(x), n>2. xn+l n n xn n xn-l ' 
Note that R (x) has degree exactly n. and Q (x) (n>l) has degree 
n n 
24 
exactly (n-1). The polynomials {R } and {QR} are now used in a separa­
tion technique for solving the differential equations of the half-
infinite systems (18) and (19). 
Lemma 5. The half-infinite systems (18) and (19) have solutions {w } 
and {z } s respectively, of the form 
w (t) = R (x)u(x,t), n>0 
n n 
(22) 
and 
z n(t) = Qn(x)u(x,t), n>0, (23) 
if and only if 
L[u(x,t)] + xu(x,t) = 0 (24) 
for each x, where L is given by (13). 
Proof. By substituting (22) into the equations (18) and using the 
recurrence (20), the (n+l)th equation of (18) becomes A R (x){L[u(x,t)] + 
n n 
xu(x.t)} = 0, n>0, for each x. Since A *0, and since there exists no x 
n 
so that R (x) = 0 for all n>l„the assertion for w (t) follows. The 
n ' n 
assertion for zn("t) c a n be verified similarly by using recurrence (21). 
Conditions (2) are satisfied for each of the recurrences (20) and 
(21). Hence by Theorem 1 the polynomials { R n) a r e orthogonal on some 
interval [a,b] with respect to some normalized integrator a, and the 
polynomials {Q } are orthogonal on some interval [c,d] with respect to 
25 
some normalized integrator OJ. These orthogonality properties are used 
to satisfy the initial conditions (18.1) and (19.1). 
C 
Theorem 3. Suppose that in (18) - r — — > 0 for n=l,2,3,... . Let {R } 
_ _ _ _ _ _ _ _ A A . n 
n n-1 
be the polynomials generated by (20), which are orthogonal on [a,b] with 
respect to a, and let {Q n} be "the polynomials generated by (21), which 
are orthogonal on [c,d] with respect to OJ. For L given by (13), let 
u(x,t) be the solution of L[u(x,t)] + xu(x,t) = 0 which satisfies the 
initial conditions 
u(x,0) = (l+6 0 k) \ , ~ (x,0) = (l+« 0 k) °Y (x,0) 
3t 
= (l+6rtl.) 
a
 i 
Ok' 2 
and let v(x,t) be the solution of L[v(x,t)] + xv(x,t) = 0 which satis­
fies the initial conditions 
v(x .O) = (l-6Qk) ^ , |f ( x , 0 ) = (l-6 Q k) ^  £A ( x , 0 ) 
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a
 i 
P" 1 
Let 
Ok' 2 
b
 9 An 
Y 0 = 1, Y n = / Rn(x)da(x) = ^ - C l C 2 . . . C n (n>l), 
a n 
?0 = h - 5n = / = i r C 2 C 3 - " C n ( n 2 2 ) 
c n 
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For each non-negative integer n define, 
b M x ) 
W n ( t ) = / R n ( x ) u(x,t)da(x), (25) 
a Yk 
d Q v(x) 
Z n ( t ) = / Q n ( x ) "T v(x,t)dco(x). (26) 
c 
Suppose that for each t>0 and j=l,2,...,p 
d ]w (t) b R (x) j 
n r _ , . k 3 Ju 
= / R (x) — - 1 4 (x,t)da(x) (27.1) 
d t D a n Yk a t 3 
and 
d Dz (t) d Q (x) j 
V - = / <1>HF -2-4 (x,t)du)(x). 
dt ] c n ^k
 a t 3 
Then 
(27.2) 
(a) {w (t)} is a solution of the initial-value problem (18)-
(18.1); 
(b) {z (t)} is a solution of the initial-value problem (19)-
n 
(19.1). 
Proof. From hypothesis (27.1) and the orthogonality of the polynomials 
{R }, a straightforward calculation shows that 
n 
dD'w (0) 
dt 3 a n \ 
R k ( x ) 3^ 'u 
3t 
. (x,0)da(x) = (l+VlKk 
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and the {w } satisfy the initial conditions (18.1). That the {w } 
n J n 
satisfy the differential equations (18) follows from Lemma 5, the choice 
of u(x,t) and the linearity of the integral. This proves assertion (a). 
For conclusion (b), note that ZQ(t) = 0, and for each n>l the hypothe-
sis (27.2) and orthogonality of {Q n} yield the result 
d Dz d Q (x) j a. 
" ( 0 ) = / Q (x ) - \ ^ (x 90)da3(x) = (1-6 ) -J-6 . 
dt? c n ?k a t 3 0 k 2 n k 
Thus the } satisfy the initial conditions (19.1). By Lemma 5 and 
the choice of v(x,t), the {z^} clearly satisfy the differential equa­
tions (19). This completes the proof. 
Theorem 3 may now be utilized to solve the first-order symmet­
rically coupled initial-value problem (ll)-(ll.l) and the second-order 
symetrically coupled initial-value problem (12)-(12.1). For the first-
order system (11) the appropriate linear operator L is L[y] = , and 
the required initial conditions are ^(O) = a^, x n(0) = 0» n^k, 
_ o o < n < o o . i n accordance with Theorem 3, a routine calculation shows that 
- xt 
if k=0, then u(x,t) = a ne and v(x,t) = 0; and if k*0, then u(x,t) = 
^k - xt 
v(x,t) = -7J- e . These remarks may be summarized to yield the follow­
ing result. 
C 
Theorem 4. Suppose that in (11) — > 0 for n=l ,2,3,..., and that 
__________ A A ., 
n n-1 
the hypotheses (27.1) and (27.2) are satisfied. Then 
(a) if k=0, 
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c (t) = x (t) = a n / R (x)e X tda(x), n> 
n -n 0 J n n>0 (28.1) 
is a solution of the initial-value problem (ll)-(ll.l) 
(b) If k*0 
> VX) -xt / R (X) _± e X Tda(x) 
a n
 Yk 
,
d Q k ( x ) -xt 
/ Q (x) - j e Xtdw(x) 
c k^ 
, n>l, 
(28.2) 
rb R k U ) -xt 
/ R ( x) e X Tda(x) 
a n Y k 
r d
 Q k ( x ) -xt + / Q (x) -| e cKx) 
c n k^ 
, n>0, 
is a solution of the initial-value problem (ll)-(ll.l). 
Proof. For any non-negative integer k, Theorem 3 prescribes the form of 
w (t) (n>0) and z (t) (n>0). From relations (16) and (17), for each 
n n 
n>0, x (t) = w (t) + z (t) and x ( t ) = w ( t ) - z ( t ) : and Lemma 4 en-
n n n -n n n ' 
sures that {x }, -oo<n«x> i s a solution of (ll)-(ll.l). 
n 
For the second-order system (12) the appropriate linear operator L is 
29 
at 
and the required initial conditions are x^O) = a k » x ] ^ ^ = ^k' 
x (0) = 0, x (0) = 0, n*k, - o o < n < o o t A straightforward calculation 
n n 
shows that if k=0 one should choose 
u(x,t) = e 
et 
2 a cos /x 
0 V t + 2 0 
sin / x - — t 
and v(x,t) = 0, and if k*0 one should choose 
u(x,t) = v(x,t) = e 2 cos J X t + 
a k 6 , 
—
+ b k 
sinv x - — t 
From these remarks follows 
Theorem 5. Suppose that in (12) 
C 
A A
 n 
n n-1 
> 0 for n=l,2,3,... and that the 
hypotheses (27.1) and (27.2) are satisfied. Then 
(a) if k=0. 
(t) = x (t) = / R^(x)Fn(x,t)da(x), n>0, 
n ' 0 
(29.1) 
is a solution of the initial-value problem (12)-(12.1). 
(b) If k*0, 
30 
R N ( K ) F (x,t)dct(x) 
d Q,(x) 
/ Q (x) ~ F (x,t)da)(x) 
c n Ck k 
, n>l, 
(29 .2) 
b 
/ R 
a 
(x) F (x,t)da(x) 
d Q (x) 
+ / Qn(x) ~ F (x9t)dw(x) 
c 
n>0 
is a solution of the initial-value problem (12)-(12.1), where 
Fk(x,t) = 
St 
2 
a, cos x/ x 
k 
sin 
+ b 
x -
x - Li 
k>0 
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CHAPTER III 
TWO-DIMENSIONAL ARRAYS 
The first section of this chapter contains a quadrature formula 
for numerical evaluation of double integrals. The development of the 
basic formula is contained in Appendix A, and Theorem 6 of the first 
section is a restatement of the result in terms of recurrence coeffi­
cients of two sets of orthogonal polynomials. The remainder of the 
chapter deals with the solution of initial-value problems associated 
with two-dimensional planar arrays. For each infinite system of differ­
ential equations considered, a brief description of an associated 
physical system is given. Solutions are given for both first- and 
second-order systems which correspond to arrays which cover a quarter-
plane, a half-plane and the entire plane. Since large finite systems 
are also of some interest, it is shown that solutions of finite systems 
which are truncations of the infinite systems may be obtained by apply­
ing the quadrature formula of Theorem 6 to the components of the solu­
tions of the infinite systems. Error estimates are given for the com­
parison of components of the corresponding infinite and finite systems. 
The Quadrature Formula 
Associated with an interval [a,b] and a normalized integrator a 
on [a,b], there exists a sequence of orthogonal polynomials i^n} which 
satisfy a three-term recurrence having the form (1). An easy induction 
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PROOF SHOWS THAT THE POLYNOMIALS ^ = P , 
P 
• » N > L , 
N A A , . . . A . 
0 1 N - 1 
ARE MONIC POLYNOMIALS WHICH S A T I S F Y THE RECURRENCE 
WHERE 
> = 1 
0 
)j(x) = X + B Q 
> (x) = ( X T B N ) ^ ( X ) - C N V L ( X ) S N > L , 
B C 
B = , N > 0 , C = — - — , N > L . 
N A 9 9 N A A 9 
N N N - 1 
CLEARLY THE POLYNOMIALS } ARE ALSO ORTHOGONAL ON [ A , B ] WITH RESPECT 
TO a AND THE ZEROS OF <b AND P AGREE. 
R N N TO 
L E T A ( X ) AND U>(Y) BE NORMALIZED INTEGRATORS DEFINED ON THE I N T E R ­
VALS A < X < B AND C < Y < D , R E S P E C T I V E L Y , AND LET { P ^ C X ) } AND ( Q N ( Y ) } B E , 
R E S P E C T I V E L Y , THE SEQUENCES OF POLYNOMIALS ORTHOGONAL ON [ A , B ] WITH 
RESPECT TO a AND ON [ C , D ] WITH RESPECT TO CO. THEN S A T I S F Y A 
RECURRENCE 
P = 1 
0 
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p i ( x ) = A o x + B o ( 3 0 ) 
P _(x) = (A x+B )P (x) - C P ,(x), n>l, 
n+1 n n n n n-1 
and {Q } satisfy a recurrence 
n J 
%- 1 
Q_(y) = V + E Q (3D 
Q-_n<y) = ( D y + E j Q j y ) - F o
 n ( y ) , n>i. 
p 
The polynomials <J> = 1, <j> = •—-—^—r , n>l, and ip = 1, = 
Q O n A 0A 1...A n_ 1 0 n 
T--g g , n-1, are, respectively, the monic polynomials associated 
0 1'*' n-1 
with a on [a,b] and w on [c,d]. 
Let N and M be any two positive integers; x ^ j X ^ , . . . , ^ the N 
zeros of ? N(x); and y ^ y ^ . . .,y the M zeros of Q M(y). For i=l,2,...,N 
let {A^} denote the Christoffel numbers associated with the zeros of 
P^(x); i.e., in terms of the monic polynomials $
 9 
c c . . c 
0 1 N-l 
where CQ=1 by definition. 
For j=l,2,...,M let {K.} denote the Christoffel numbers associated with 
the zeros of Q„(y): i.e., 
M 
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f o F R-- f M-i 1 < - < M 
F 
where f = 7—— , n>l, and f =1 by definition. 
n D D _ ' 0 J 
n n-1 
Let 
T
N = / cf)N(x)da(x) 
a 
and 
aM = I V Y ) D A ) ( Y ) ' 
c 
Note that in terms of the coefficients in the recurrence relation (30) 
^ 2 
T M = / <hj(x)da(x) = 
•
A N - I ] ' 
PN(x)da(x) 
A 
0 
C V R • , A N - I ] ' 
—- c c . c U
0
U 1 * * U N 
N 
C C 
ERR 
.c. 
A o A R • A N - l \ 
similarly from recurrence (31) 
a.. = 
F F . . .F 
0 1 M 
2N 2M 
9 f 9 f 
Suppose that f(x,y), — — (x»y)» a n <i —2M (x'v) a r e continuous 
9x 9y 
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on [a,b] x [c,d]; then by Theorem A.l, Appendix A, 
b d N M 
/ / f(x,y)du>(y)da(x) = £ £ X. K .f (x. ,y .) 
a c i=l j=l 1 : 1 : 
(32) 
+ (2N)I 
1 
( x i ' y i ) T N (2M): 
1 
( X 2 > V 2 ) G M 
for some x^ sx 2e[a sb] and y jy^eCcjd]. The reformulation of (32) in 
terms of the recurrence coefficients for the polynomials leads to 
Theorem 6 (The Quadrature Formula). Suppose that condition (2) holds 
for each of the recurrences (30) and (31), so that {P } are orthogonal 
n 
on [a,b] with respect to a normalized integrator a(x) and {Q^} are orthog 
onal on [c,d] with respect to a normalized integrator co(y). Let N and 
M be any two positive integers, and let x^,x2,...,x^ and y^ ,y2,... ,y 
be, respectively, the zeros of P>T(x) and Q (y). For i=l,2,...,N let 
X. I 
PN-1(VPN(V 
and for j=l,2,...,M let 
A 
F = 1. 
0 
Q (v.)Q'(v.) 3 
2N 2M 
8 f d f 
Let f(x,y), — — (x,y), and — — (x,y) be continuous on [a,b] x [c,d]. 
dx dy 
Then there exist x ,x e[a,b] and y-, ,y9€[ c, d] such that 
3 6 
b d N M 
/ / f ( x , y ) d a ) ( y ) d a ( x ) = 1 1 A . ic .f(x.
 9 y . ) + E , ( 3 3 ) 
a c i = l j = l 1 ] 1 : 
w h e r e 
E = 
C C 
. a 2 N 
3 f 
( 2 N ) ! 
A A 2 
, A N - 1 A N 
3 x 
2 N 
F F . 
1 2 
. F , 2 M 
3 f 
( 2 M ) ! 
•
D M - 1 D M 
3 y 
2 M 
(x, ) . 
Q u a r t e r - P l a n a r A r r a y s 
T h i s s e c t i o n d e a l s w i t h t h e f o r m u l a t i o n a n d s o l u t i o n o f t w o 
p a i r s o f c o u n t a b l e s y s t e m s o f d i f f e r e n t i a l e q u a t i o n s a s s o c i a t e d w i t h 
q u a r t e r - p l a n a r a r r a y s . T h e f i r s t p a i r i s a n i n f i n i t e f i r s t - o r d e r s y s t e m 
a n d i t s f i n i t e t r u n c a t i o n ; t h e s e c o n d i s a n i n f i n i t e s e c o n d - o r d e r s y s t e m 
a n d i t s f i n i t e t r u n c a t i o n . 
L e t { p . } ( i > 0 ) a n d { y . } ( i ^ O ) b e s e q u e n c e s o f r e a l c o n s t a n t s s u c h 
t h a t P Q - 0 > P ^ O , i ^ l j a n d U Q - O J ^ J ^ J J > 1 « F o r a n y t w o p o s i t i v e 
s e q u e n c e s { a . } ( i ^ O ) a n d { b . } ( j ^ O ) a n d a n y p o s i t i v e c o n s t a n t m d e f i n e 
m . m a . b . 
1
 3 
i > 0 , j > 0 , 
p . b . i > 0 , j > 0 , ( 3 4 ) 
u „ = a i y j S i > 0 , j > 0 . 
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For any two integers N>2 and M^2, let p and q be non-negative 
integers which are, respectively, less than N and M, and let a be a 
specified constant. Using the coefficients (34), construct the infinite 
first-order system 
m. .y. . = u..(y. . , -y. .) + u. .^-.(y. .,-,-y..) (35.1) 
+ p..(y.
 1 . -y. .) + p._, .(y._, .-y..) (i^O, j>0) 
and its finite N-by-M truncation 
m..y.. = p..(y. . ,-y . .) + y. ..-.Cy. • ••i-y-') (35.2) i] Ji,]-1 Ji] i,]+l Ji»_ + 1 i] 
+ p..(y.
 1 .-y..) + p. , , .(y..n .-y..), 
0<i<N-l, 0<j<M-l, 
both subject to the initial conditions 
y (0) = a , (36) 
pq pq 
y i - ( o ) = 0, i*p, j*q. 
For the sake of notational brevity, the conventions y .(t) = 0 (j^O) 
— » H 
and y. At) = 0 (i>0) are to be used in (35.1) and (35.2), and the 
i,-l 
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conventions y.
 M(t) = 0 (0<i<N-l) and y,T . (t) = 0 (0<j<M-l) are to be l ,M N ,j 
used in ( 3 5 . 2 ) . The initial-value problem ( 3 5 . 1 ) , ( 36) may be inter­
preted as the equations of motion, in terms of velocities, of a quarter-
infinite array of sliding plates arranged in rows and columns. Each 
inertial element of the array is coupled by viscous friction to each of 
its nearest neighbors, and velocities are normal to the plane of the 
array (see Figure M-) . 
P 0 0 p 0 1 P 0 2 P 0 3 
y o o 
m o o 
y o i m o i y 0 2 m 0 2 y 0 3 m 0 3 y 0 4 
• . . oo 
P 1 0 p l l P 1 2 p 1 3 
y i o m i o y l l m l l y 1 2 m ! 2 y ! 3 m i 3 
y 1 4 
• • • oo 
P 2 0 p 2 1 p 2 2 p 2 3 
y 2 0 m 2 0 m 2 1 y 2 2 
m 2 2 y 2 3 m 2 3 y 2 4 
• • • CO 
P 3 0 p 3 1 p 3 2 P 3 3 
y 3 0 m 3 0 y 3 1 m 3 1 y 3 2 m 3 2 y 3 3 m 3 3 ^34 
• • • CO 
p40 
• 
p 4 2 p 4 3 
• 
4-
oo 
4-
oo 
4-
oo oo 
Figure 4. An Infinite Quarter-Planar 
Array of Sliding Plates 
The initial-value problem ( 3 5 . 2 ) , ( 3 6 ) may be interpreted as the equa­
tions of motion of a finite system obtained by deleting all but the 
first N rows and first M columns of inertial elements of the above 
infinite system. Note that in the finite truncation, the Nth row and 
39 
Mth column of inertial elements are to be thought of as coupled to a 
fixed wall. Also in both the infinite system and its finite truncation 
a free edge condition may be accommodated at the top edge by choosing 
PQ = 0 and at the left edge by choosing = 0. 
For any two integers N>2 and M>2, let p and q be non-negative 
integers which are, respectively, less than N and M; let a and b be 
pq pq 
two constants; and let 3^0 be a constant. Using the coefficients (34), 
consider the infinite second-order system 
m. .(y. ,+Sy. .) = y..(y. .
 n-y..) + y. . x l(y. . x 1-y-.) (37.1) 
i ] Jij J i j i] J i , ] - 1 J i ] i,]+l 7 i ] 
+ p..(y. , .-y..) + p.., .(y..n .-y..) 
K i ] J i - 1 9 : J i ] i+l,] J i + 1 , ] J i ] 
(i>0, j>0) 
and its finite N-by-M truncation 
m. .(y. .+3y. .) = y..(y. .
 n-y..) + y. -.-.(y. ..n-y..) (37.2) 
i ] J i ] J i ] p i ] J i , ] - 1 Jij i,]+l J i 9 ] + 1 J i ] 
+
 Pij (yi-i 9j-y ij ) + Pi +i,j (yi +i, j-yij ) 
0<i<N-l, 0<j<M-l 
both subject to the initial conditions 
y (0) = a , y (0) = b , (38) 
pq pq pq pq 
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y (0) = 0, y..(0) = 0, i*p, j*q. 
1 ] X J 
The notational conventions y . (t) = 0 (j^O) and y. -,(t) = 0 (i^O) are 
- I s ] 1 )"^-
to be used in (37.1) and (37.2), and the conventions y .(t) (0<j<M-l) , 
y.
 M(t) = 0 (0<i<N-l) are to be used in (37.2). J
 i,M 
The differential equations (37.1) may be viewed as the linearized equa­
tions of motion, in terms of displacements, of an infinite array of 
damped oscillators. Each inertial element is coupled by a linear 
restoring force to each of its nearest neighbors and is subjected to a 
damping force proportional to its mass (see Figure 5). 
00 
00 
01 02 
yoi y02 
moo moi m02 
^03 
P 1 0 3m, Pll 3 m02 '12 
r-
6m 
vll y12 
mio mll mi2 
13 
io eK2o 11 p21 e m!2 22 
20 y21 y 2 2 
m20 m21 -vJLJLflJL/- m22 
B m20 | p30 
'23 
B M 22 32 
• • -> CO 
* • -> oo 
Figure 5. An Infinite Quarter-Planar 
Array of Damped Oscillators 
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Motion is normal to the plane of the array. The differential equations 
(37.2) may be interpreted as the equations of motion of the finite 
system obtained by deleting all but N rows and M columns from the above 
infinite system. 
The coefficients (34) are used to generate two sequences of 
orthogonal polynomials which in turn are used to construct a solution of 
the infinite initial-value problems (35.1), (36) and (37.1), (38). By 
use of the quadrature formula (33), the corresponding solutions of the 
finite initial-value problems (35.2), (36) and (37.2), (38) are 
obtained. 
From the coefficients (34), define 
m . ma 
A = - — — - = 2- (n>0), 
pn+l,j pn+l 
P . + P , . P 
H-i-i = 1 + — ( n > 0 ) , (39.1) 
pn+l,j pn+l 
P • P 
C = SJ_ = _ S _ ( „ > ! ) , 
n pn+l 
and 
m. mb 
D = i2_ = - — 2 - (n>0), 
i,n+l n+1 
u. + u. y 
E = _±2 rL_EL_ , i + _____ (n>o), (39.2) 
yi,n +l y n + l 
y. y 
F = — - H _ (n>l). 
n yi,n+l yn +l 
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Let {P n) be the polynomials generated by (30) with the coefficients 
(39.1) and {Q n) the polynomials generated by (31) with the coefficients 
(39.2). 
Lemma 6. The differential equations (35.1) have a solution of the form 
y i j ( t ) = V x ) Q j ( y ) u ( x , y , t ) ' i>o, j>o, 
if and only if 
— + (x+y)u = 0. 
Proof. By substituting the assumed form for y^ _. into (35.1) and usinj 
recurrences (30) and (31) and the expressions (39.1) and (39.2), one 
finds that the differential equations (35.1) reduce to 
ma.b.P.(x)Q.(y) J|£ + (x+y)uf> = 0 , i>0, j>0. l 3 l 3 Idt 
Since this equality must hold for all i>0, j>0 and all x, y, the con­
clusion follows at once. 
Lemma 6 shows that a solution of the differential equations 
(35.1) may be found by the separation technique indicated. It remains 
to satisfy the initial conditions (36). 
For each integer n>0, define 
43 
b
 9 d 9 
Y n = / P*(x)da(x), = / Q^(y)da)(y), 
a c 
and for each pair of integers i>0 , j>0 define 
where 
f (x,y9t) = P1(x)Q.(y)F(x,y,t), (40) 
P (x) Q (y) , _
 w 
F ( X 9 V 9 t ) = a — a — e -
( x + y } t 
Theorem 7. Suppose that the coefficients in (39.1) and (39.2) satisfy 
condition (2)—that is, the P n (n>0) given by (30) are orthogonal on 
[a,b] with respect to ct(x), and the Q n (n>0) given by (31) are orthog­
onal on [c,d] with respect to w(y). For each i>0, j>0 let 
b d 
V .(t) = / / fi.(x,y,t)da)(y)da(x), (41) 
1
-' a c 1 3 
and for 0<i<N, 0<j<M let 
N M 
v, (t) = Y y A K f. .(x ,y ,t). (42) 11 u
 n r s in r~ s 
r=l s=l 
Suppose that for i>0, j>0 and each t>0 
b d 8f.. 
V i.(t) = / / — ^ (x9y9t)d_(y)da(x). (43) 
1
-
1
 a c 
Then 
44 
(a) for i>0, D'-° the sequence {V^ _.} defined by (41) is a 
solution of the infinite initial-value problem (35.1), 
(36); 
(b) for i=0 ,1,2 ,. . . ,N-1, j=0 ,1,. . . ,M-1 the sequence (v^} 
defined by (42) is a solution of the finite initial-value 
problem (35.2), (36); 
(c) for i=0 ,1,... ,N-1, j=0 ,1,... ,M-1 and for each t>0 there 
exist X, ,x9e[a,b] and y, ,y9e[c,d] such that 
where 
V..(t) = v..(t) + E , 
ID ID V 
E = 
1 
C(2N)I] 
C C C 
2 2 
A0 A1'" AN-1 AN 
2N 
3 f. . 
1 2 
3 X 
2N 
(x x ,y 1 9t) 
1 
C(2M)I] 
F F 1 2 . F , 
2M 
3 f. . 
ID 
•
D M-1 D M 
3Y 
2M 
(x 0 ,y0 ,t). 
Proof. It is evident from the orthogonality of the polynomials a n d 
{Q }, that (V..(0)} satisfies the initial conditions (36). Since 
n i] 
3F 
-r—- (x,y,t) = -(x+y)F(x,y ,t), an application of Lemma 6 shows that 
a t 
{V^.(t)} satisfies the differential equations (35.1), which proves 
assertion (a). To prove assertion (b), note that f..(x,y,0) = 
P (x) Q (y) 1 3 
a P.(x) Q.(y) 3* — is a polynomial of degree <(2N-2) in x and 
PQ i Y p D KQ 
of degree <(2M-2) in y. By the quadrature formula it follows that 
4 5 
b d 
V i.(0) = / / fi.(x,y,0)dco(y)da(x) 
a c 
N M 
= I y X K f..(x ,y ,0) = v..(0). 
L
^
 L
 ^  r s in r 9 J s' in 
r=l s=l 
Thus {v..} satisfy the same initial conditions (36) as do {V..}. Note 
13 J 13 
that v i M(t) = 0, i = 0 ,1,...,N-1, and v «(t) = 0, j = 0 ,1,...,M-1; then 
another application of Lemma 6 shows that {v^.} satisfy the system of 
differential equations (35.2). This proves assertion (b). Clearly, 
assertion (c) is simply a restatement of the quadrature formula (33) 
applied to f^_.(x,y,t). This completes the proof. 
The next theorem is the analog of Theorem 7 for the second-order 
initial-value problems (37.1), (38) and (37.2), (38). The proof of this 
theorem parallels the proof of Theorem 7 and the details are omitted. 
Lemma 7. The differential equations (37.1) have a solution of the form 
X i j ( t ) = Pi(x)Q^(y)u(x,y,t), i>0, j>0, 
if and only if 
6 ~ + (x+y)u = 0 
3t 2 3 t 
Proof. If the assumed form for . is substituted into (37.1) and the 
recurrences (30) and (31) are used, the differential equations reduce to 
4 6 
. 2 
| £ + ( X + Y ) U , B > = 0 
W H I C H M U S T H O L D F O R I > 0 , J > 0 A N D A L L X , Y . T H E R E S U L T F O L L O W S F R O M T H I S 
E Q U A L I T Y . 
F O R E A C H P A I R O F I N T E G E R S I > 0 , J > 0 D E F I N E 
G I J ( X , Y , T ) = P I ( X ) Q J ( Y ) G ( X , Y , T ) , ( 4 4 ) 
where 
G(x,y,t) = e 
f Pp(x) Q (y) 
YP 5< 
A C O S / X + V - —— T 
P Q N J 4 
1 
^ + b 
2 P Q 
S I N J X + y - — T 
X + Y -
T H E O R E M 8 . S U P P O S E T H A T T H E C O E F F I C I E N T S I N ( 3 9 . 1 ) A N D ( 3 9 . 2 ) S A T I S F Y 
C O N D I T I O N ( 2 ) — T H A T I S , T H E P ^ ( N > 0 ) A R E O R T H O G O N A L O N [ A , B ] W I T H 
R E S P E C T T O A ( X ) , A N D T H E ( N > 0 ) A R E O R T H O G O N A L O N [ C , D ] W I T H R E S P E C T 
T O C O ( Y ) . 
F O R E A C H I > 0 , J > 0 L E T 
B D 
X I J ( T ) = / / G . . ( X , Y , T ) D A ) ( Y ) D A ( X ) , ( 4 5 ) 
A C 1 3 
ma.b.P.(x)Q.(y) + 
47 
and for 0<1<N-1, 0<j<M-l let 
N M 
. .(t) = I [ U g . . ( x ,y ,t). (46) in L n ^ r s in r s J
 r=l s=l 
Suppose that for i>0, j>0 and each t_0 
Then 
where 
b d 3g.. 
X..(t) = / / — - - (x,y,t)doo(y)da(x), 
9 (47) 
b d 9 g. . 
X f.(t) = / / i- (x,y,t)doo(y)da(x). 
1 3
 a c 9t 
(a) for i>0 , j>0 the sequence defined by (45) is a 
solution of the infinite initial-value problem (37.1), 
(38); 
(b) for i=0 ,1,. . . ,N-1, j=0 ,1,. . . ,M-1 the sequence ^xj_j^ 
defined by (46) is a solution of the finite initial-
value problem (37.2), (38); 
(c) for i=0,1,... ,N-1, j=0,1,...,M-1 and for each t>0 there 
exist x^JX^eLajb] and y^jy^eCcjd] such that X_^.(t) = 
x. .(t) + E , 
1 ] x' 
2N 
C H ...CXT 3 g. . 
F _ 1 1 2 N _i3
 r - , v 
x " C(2N)!] . ,2 ,2 " T ^ T U l , y l ' ] 
2M 
n F_ F_ . . . F,, 3 g. . 1 1 2 M &i] , - - . 
+
 [(2M)!] _2 2 2M ^ 2 ' y 2 ' t ; ' D„Dn . . .D„ _ D„ 3y 0 1 M-l M J 
4 8 
Half-Planar Arrays 
The separation technique of the preceding section may be com­
bined with the decomposition procedure used in Chapter II for the one-
dimensional infinite initial-value problem to obtain solutions for 
initial-value problems associated with two-dimensional arrays which 
cover a half-plane and have physical symmetry about a selected column of 
inertial elements. 
Let {p^} (i^O) and {y.} (j^l) be sequences of real constants such 
that P q - 0 J P J ^ O J i-ls and U ^ O , For any two positive sequences 
{a.} (i>0) and {b .} (j^O) and any positive constant m define 
m. . = ma.b,.,, i>0, - ° o < j < « > 
i ] 1 | ] | 
p. . = p.b., i>l, j>0, 
ID i ] 
( 4 8 ) 
u.. = a.y,.,, i>0, -°°<j<«>9 j*0 
ID i hi 
For any two integers N>2 and M>2, let p and q be non-negative 
integers which are, respectively, less than N and M, and let a be a 
given constant. Using the coefficients (48), construct the infinite 
initial-value problem 
The separation method refers to the uncoupling of the differen­
tial equations by assuming a solution of the form y^tt) = 
Pi(x)Qj(y)u(x,y,t). 
The decomposition procedure refers to the resolution of the 
sequence {y n} , -°°<n<°°, into its symmetric part w n = (yn+y-n)/2> n>0, 
and antisymmetric part z = (y n-y_ n)/2, n^O. 
49 
m. . y . . = y . . ( y . . . . , - y . . ) + y . . , ( y . .
 n - y . . ) 
+
 p i 5 - j ^ i - i , - r y i , - j ) + p i + i , - j ( y i + i , - j - y i , - j ) 
( i > 0 , j > l ) , 
m . n y . n = y . ( y . , - y . „ ) + y . n ( y . - y . n ) ( 4 9 . 1 ) 
l C r i O 1 , - 1 1 0 i l i l i O 
+ p i o ( y i - i > 0 - y i o ) + p i + i , o ( y i + i , o " y i o ) ( i - 0 ) ' 
m. . y . . = y . . ( y . . - y . . ) + y . . . n ( y . . . - , - y . . ) 
l ^ i ] 13 J i , 3 - 1 J i 3 1 , 3 + 1 1 , 3 + 1 13 
+ p . . ( y .
 n . - y . . ) + p . . , . ( y . . n . - y . . ) 
K i ] • ' l - i , : 13 1 + 1 , 3 1 + 1 , 3 13 
( i > 0 , j > l ) 
a n d i t s f i n i t e t r u n c a t i o n 
m. . y . . = y . . ( y . . . . , - y . . ) + y . . , ( y . . , - y . . ) 
i , - 3 i , - 3 i , - 3 J i , - 3 + l i , - 3 i , - 3 - l J i , - 3 - l i , - 3 
1 , - 3 1 - 1 , - 3 1 , - 3 i + l , _ 3 1 , 3 
( 0 < i < N - l , l < j < M - l ) , 
50 
m i o y i o = ^ i i ( y i i - y i o ) + ^ i , - i ( y i , - i - y i 0 ) ( 4 9 - 2 ) 
+ p i o ( y i - i , o - y i o ) + p i + i 9 o ( y i + i , o - y i o ) 
(0<i<N - l ) s 
m..y.. = y..(y. . -y..) + u. . ,(y. . ,-y..) 
+ p . . ( y . -j . - y . . ) + p . . , - ( y - _ T . - y . . ) 
(0<i<N-l, l<j<M-l), 
both subject to the initial conditions 
y (0) = a , 
pq pq 
y^-Co) = o s i*p, j*q. 
(50) 
In the systems (49.1) and (49.2) the convention y_. .(t) = 0 (-«><j<co) 
is to be used, and in the system (49.2) the conventions y^ . . j^t) E 0 
(0<i<N-l), y. „(t) 5 0 (0<i<N-l), and y1T .(t) = 0 (-M+l<j<M-l) are to J
 l ,M N ,3 
be used. A physical system which may be associated with the initial-
value problem (49.1), (50) is the half-planar array of sliding plates 
shown in Figure 6. 
51 
p0,-2 p0,-l p00 p01 p02 
0 ,-3 
X-2 
U0,-2 mo ?-i 
uo,-i moo U01 moi U02 m02 
pl ?-2 Pl,-1 P10 Pll 
P12 
1,-3 mi ?-2 Ul,-2 mi,-l Ul,-1 mio 
mil U12 ml2 
P2,-2 P2,-l P20 P21 p22 
2,-3 m2,-2 U2,-2 "2,-1 
U2,-l m20 U21 m21 u 2 2 m22 
p3,-2 P3,-l P30 P31 p32 
03 
^13 
'23 
F i g u r e 6. A n I n f i n i t e H a l f - P l a n a r A r r a y o f S l i d i n g P l a t e s 
E a c h m a s s i s c o u p l e d b y v i s c o u s f r i c t i o n t o e a c h o f i t s n e a r e s t n e i g h ­
b o r s , a n d y ^ j ( t ) ( i ^ O , - o o < j < o o ) i s t o b e i n t e r p r e t e d a s t h e v e l o c i t y o f 
m a s s n u _ . n o r m a l t o t h e p l a n e o f t h e a r r a y . A p h y s i c a l s y s t e m a s s o c i a t e d 
w i t h t h e f i n i t e i n i t i a l - v a l u e p r o b l e m ( 4 9 . 2 ) , (50) i s t h e a r r a y o b t a i n e d 
f r o m t h e a b o v e s y s t e m b y d e l e t i n g a l l b u t t h e f i r s t N r o w s a n d a l l 
c o l u m n s e x c e p t t h e (2M-1) c o l u m n s c e n t e r e d o n c o l u m n z e r o . 
T h e t w o s y s t e m s ( 4 9 . 1 ) a n d ( 4 9 . 2 ) m a y b e d e c o m p o s e d i n t o t w o 
e q u i v a l e n t s y s t e m s o f t h e t y p e c o n s i d e r e d i n t h e p r e c e d i n g s e c t i o n . 
R e c a l l t h a t a s e q u e n c e o f f u n c t i o n s { y _ ^ } ( i ^ O , - o o < j < o o )
 m a v b e d e c o m ­
p o s e d i n t o a s y m m e t r i c p a r t { w ^ _ . } a n d a n a n t i s y m m e t r i c p a r t { z ^ _ . } , 
w h e r e 
y . . ( t ) + y . . ( t ) 
w . . ( t ) = i ± a — 
i : 2 
, i>0, j>0, (51) 
a n d 
52 
y. .(t) - y. _.(t) 
z..(t) =
 2
 1 9 3
 , i>0, j>0. (52) 
Addition of the equations which contain m. .y. . and m..y.. (i^O, i^l) 
I s " ] 1 ] 1 ] 
in (49.1) and (49.2) and use of (51) yields the infinite system 
m w. n = 2y..(w.,-w._) + p.n(w. «-w.«) (53.1) 
i0 i0 il ii 1 O lO 1-1,0 1 O 
+ P I + I , O ( W I + I , C T W I O ) ' I A 0 > 
m..w.. = u..(w. . -w..) + u. .
 n(w. . -w..) + p..(w. , .-w..) 
1 3 1 3 1 3 1 , 3 - 1 1 3 I,D+l I,D + l ID ID I"l,D ID 
+ p. -(w.., .-w..), i>0, j>l, 
1+1,3 -+1,_ ID 
with its finite truncation 
- 2u..(w..,-w..) + p.„(w. , -w. ) + p. ., , -w.„), 
i 0 i 0 Hil il 1 O H i 0 1 - 1 , 0 1 0 H i + l , 0 v i+l,0 1 O ' 9 
0<i<N-l, 
m..w. . = u..(w. . ,-w..) + u. .
 n(w. . -w. .) (53.2) 1 3 1 3 1 3 1 , 3 - 1 1 3 I , 3+l I,D+l ID 
+ p..(w. .-w..) + p. .(w. .-w..), 
^ 1 3 1 - 1 , 3 ID I+l ,3 I+l,_ ID 
0<i<N-l, l<j<M-l, 
53 
both subject to the initial conditions 
a 
w (0) = (1+5. ) 
pq 0q 2 
(54) 
wj,j(0) = 0, i*p, j*q. 
Similarly, subtracting the equations which contain m. .y. _. and 
1S-] 15_] 
m^ ,_.y^ _. in (4-9.1) and (49.2) and using (52) yields the infinite system 
Zi0 = 
m. .z. . = y..(z. . -z..) + y. (z. . -z..) (55.1) 
i: i_ i: i_ i,]+i i,]+i i] 
+ p..(z. . .-z..) + p. . .(z. . .-z..), i>0, j>l, 
Hin i-i,] i] Mi+i s] i+i s] i] 
with its finite truncation 
z i o = 0 
m..z.. = y..(z. . ,-z..) + u. ._,(z. -z..) (55.2) 
i] i] i] i,]-l l] i,]+l i,]+l i] 
+ p..(z. , .-z..) + p . . .(z. .-z . ) , 
Ki] i-l,] i] l+l,] i+l,] i] 
0<i<N-l, l<j<M-l, 
54 
both subject t o the i n i t i a l conditions 
z (o) = ( 1 - 6 ) i a , 
pq 0q 2 
z „ ( 0 ) = 0 , i*p , j*q . 
(56 ) 
Lemma 8. A necessary and s u f f i c i e n t condition for a sequence of func­
t ions {y —} "to be a so lut ion of the i n i t i a l - v a l u e problem ( 4 9 . 1 ) , ( 5 0 ) 
for ( 4 9 . 2 ) , ( 5 0 ) ) i s t h a t there e x i s t sequences { w . . } and { z . . } which 
are so lut ions of the i n i t i a l - v a l u e problems ( 5 3 . 1 ) , ( 54 ) (or ( 5 3 . 2 ) , 
( 54 ) } and ( 5 5 . 1 ) , ( 5 6 ) (or ( 5 5 . 2 ) , ( 5 6 ) ) , r e s p e c t i v e l y . 
Proof. This conclusion follows from the l i n e a r i t y of the d i f f e r e n t i a l 
equations and the def in i t ions ( 5 1 ) and ( 5 2 ) . 
The c o e f f i c i e n t s in the d i f f e r e n t i a l equations ( 5 3 . 1 ) and ( 5 5 . 1 ) 
are used t o generate three sequences of orthogonal polynomials which 
are subsequently used t o cons truct solut ions of the i n i t i a l - v a l u e prob­
lems ( 5 3 . 1 ) , ( 5 4 ) and ( 5 5 . 1 ) , ( 5 6 ) . These solut ions are u t i l i z e d to 
produce a so lut ion of the i n f i n i t e i n i t i a l - v a l u e problem ( 4 9 . 1 ) , ( 5 0 ) . 
By use of the quadrature formula the corresponding solut ions of the 
f i n i t e i n i t i a l - v a l u e problems ( 5 3 . 2 ) , ( 54 ) and ( 5 5 . 2 ) , ( 5 6 ) are 
obtained. These solut ions are used to y i e ld a solut ion of the f i n i t e 
i n i t i a l - v a l u e problem ( 4 9 . 2 ) , ( 5 0 ) . 
Using the c o e f f i c i e n t s ( 4 8 ) , define 
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and 
m . ma 
A = H__ = - — 2 - , n>0, 
pn+l,j pn+l 
P • + P .n • P 
B = - 2 _ 2 _ _ _ _ = i + _ _ - ,
 n > 0 , (57.1) 
pn+l,j pn+l 
P • P 
C = _ _ _ = _ _ ,
 n>l, 
n Pn+l,j pn +l 
m.A mb„ m. mb 
il 1 i ,n+l n+1 
u. + u. . y 
_
 =
_ n L__±i
 = x + _____ , n > l s (5 7. 2) 
O n u. u
 n i,n+l Hn+1 
F = _ J _ - = -JL. ,
 n>i. 
n Vi,n+1 yn+l 
Let {P (x)} (n>0), {R (y)} (n>0) and {S (y)} (n>0) be the 
n n n 
sequences of polynomials generated, respectively, by the three-term 
recurrences 
P o = 1 
P 1(x) = A Qx + B Q (58.1) 
P _(x) = (A x+B )P (x) - C P
 n(x), n>l, 
n+1 n n n n n-1 
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R l = D O y + E 0 ^ 5 8-2) 
R n + l ( y ) = ( V + E n ) R n ( y ) " F n V l ( y ) ' ^ 
S 2(y) = D xy + E 1 (58.3) 
S _(y) = (D y+E )S (y) - F S _(y), n>2. 
n+1 J rr n n J n n-1 
The coefficients of each of the three recurrences (58.1), (58.2) 
and (58.3) satisfy condition (2); hence associated with each sequence 
of polynomials {P } (n>0), {R } (n>0) and {S } (n>0) there exists a 
n n n 
normalized integrator and an interval of orthogonality. Denote the 
corresponding polynomial sequences, normalized integrators, and inter­
vals of orthogonality by {P n ,a ,[a,b ]} , {Rn,UJ ,[c^9d^]} , {S^ ,co2 ,[c2 ,d2]} 
Denote the zeros of P^( x) by x^,x2,...,x^, the zeros of R^(y) by 
y i sy 2>- • • >yM> a n d t h e z e r o s o f s M(y) b y y l 9y 2>- • • ^ M - I 9 a n d l e t { A i * 9 
l<i<N, ^KjK l - j- Ms and ^ v j ^ s l - j - M - l s be the corresponding sets of 
Christoffel numbers. 
Let 
b
 2 
Y = / P (x)da(x), n>0, 
n J n 
a 
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5 n = / R / y J d u ^ y ) , n>0, 
c l 
? = 1 , Zn = / S n ( y ) d u i 2 ( y ) , n > l ; 
°2 
and for each pair of integers i>0 , j>0 define 
a P (x) R (y) ,
 w 
h..(x,y,t) = (l+6 Q q) 1 P . ( x ) R j ( y ) e " U + y n (59.1) 
and 
a P (x) S (y) , 
k (x,y,t) = (1-6 ) - ^ L - i L _ _ - J L _ P . ( x ) S ( y ) e - ( x + y ) t . (59.2) 
p q 
Theorem 7 may be applied to obtain a solution of the infinite 
initial-value problem (53.1), (54) and its finite truncation (53.2), 
(54-). One finds that {W^.} given by 
b di 
W..(t) = / / h. .(x,y,t)da3 (y)da(x) , i>0, j>0, 
a
 °1 
is a solution of (53.1), (54); that given by 
N M 
w (t) = T y X K h..(x ,y ,t), 0<i<N-l, 0<j<M-l, in L, L n r s in r"s J J
 r=l s=l 
is a solution of (53.2), (54); and that for each i=0 ,1,...,N-1, 
j=0,1,...,M-1, and each t^O there exist x^jX^eCajb], y^y^^e [c^ ,d^] 
such that 
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W. .(t) = w.. + E , 
13 13 w 
where 
E = 
2N 
1 C1 C2--- CN 5 hij -
 + , 
w " C(2N)I] 2
 A 2 2N ^ 1 ' ^ 
0 1* * N-l N 9 X 
2M 
. F,F0...F . 3 h.. 
, 1 1 2 M _3_ - v 
C(2M)r] _
 n2 2 2M ^ x 2 ' y 2 s t ; D AD n . . .D„ , D„ dy 0 1 M-l M J 
Note that the initial-value problem (55.1), (56) may also be 
solved by applying Theorem 7 if one shifts the second subscript j in the 
equations (55.1). One finds that ^2^.} given by 
b d2 
Z..(t) = / / k .(x,y,t)doo (y)da(x), i>0, j>0, 
D
 a c 0
 1 3 
is a solution of (55.1), (56): that {z..} given by 
13 
N M-l 
z, M = I I X v k..(x .y.t), 0<i<N-l, 0<j<M-l 11 - ., u . v s 13 r J s J
 r=l s=l 
is a solution of (55.1), (56); and that for each i=0 ,1,...,N-1, 
j = 0,1,...,M-1, and each t>0 there exist x^,x 0e[a,b], Y^Y E\.c^^D.^] 
such that 
Z. .(t) = z..(t) + E , 
13 13 z' 
where 
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2N 
p _(2M-2), 
n F _ F 0 . . . F . , d k. . .,.
 A 1 2 3 M 2 j _ , « " . 
[(2M-2)!] 2
 n2 _ , (2M-2) ^ x 2 ' y 2 ' t ; -
D1 D2-- DM-1 DM S y 
Note that if q=0 , then k..(x,y,t) = 0 and hence Z..(t) = 0 and 
I D i ] 
z„(t) = 0. Summarizing the preceding remarks and using equations (51) 
and (52) yields 
Theorem 9. Suppose that the coefficients in (58.1), (58.2) and (58.3) 
satisfy condition (2)—that is, the P^ (n>0) given by (5 8.1) are orthog­
onal on [a,b] with respect to a(x), the (n>0) given by (58.2) are 
orthogonal on [c^,d^] with respect to co^(y), and the S^ (n^l) given by 
(58.3) are orthogonal on [c^jd^] with respect to b)^(y) . Then 
[i] if q = 0: 
(a) for i>0 , -oo<j<oo the sequence given by V_^ _.(t) = 
W.- . ,(t) is a solution of the infinite initial-value 
problem (49.1) , (50); 
(b) for 0<i<N-l, -M+l<j<M-l the sequence ^V^_A given by 
v..(t) = w. i.,(t) is a solution of the finite initial-
value problem (49.2), (50); 
(c) for each 0<i<N-l, -M+l<j<M-l and each t>0 
V. .(t) = v..(t) + E 
1 ] 1 ] w 
1 CnC_...C.T A A 
2
 "
 C ( 2 N ) ! ]
 A A 2 A 2 A 9x 2 N C X l ' y l ' t ; 
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[ii] if q*0: 
(a) for i>0 , --°°<j<oo the sequence — } given by 
V. .(t) = W..(t) - Z. .(t), i>0, j>0, 
I,-] in i_ 
V..(t) = W..(t) + Z..(t), i>0, j>0, 
i_ i_ i_ 
is a solution of the infinite initial-value problem (49.1), 
(50); 
(b) for 0<i<N-l, -M+l<j<M-l the sequence {v^.} given by 
v. .(t) = w..(t) - z..(t), i_0, ]>0, 
I,-] in i_ 
v..(t) = w..(t) + z..(t), i>0, j>0, in 13 1 : 
is a solution of the finite initial-value problem (49.2) 
(50); 
(c) for each 0<i<N-l, -M+l<j<M-l and each t>0 
V..(t) = v..(t) + E - E , 0<i<N-l, -M+l<j<M-l. lj in, w z 
V..(t) = v..(t) + E + E , 0<i<N-l, 0<j<M-l. i_ IJ w z 9 9 J 
Using the coefficients (48), one can construct a system of 
second-order differential equations corresponding to the linearized 
61 
equations of motion of a half-planar array of coupled oscillators each 
subjected to viscous damping proportional to its mass. Such a system 
is 
m. .(y. .+3y. .) = y. .(y. . ,-y. .) + y. . ,(y. . ,-y. .) 
+ P . - ( y . n _ . - y . • ) + P . + 1 ^ y , - + 1 _ ^ - y n - _ - ; ) 
1 , - 3 1 - 1 , - 3 1 , - 3 1 + 1 , - 3 l + l , 3 1 J 3 
(i>0, j>l) 
T n i o ( y i o + ^ i o ) = ^ i , - i ( y i , - i - y i o ) + y i i ( y i i - y i o ) ( 6 0 - 1 } 
+ p i o ( y i - i , o - y i o } + p i + i , o ( y i + i , o - y i o ) ( i - 0 ) 
m. .(y. .+3y. .) = y..(y. . - , - y . . ) + y. • ( y - - . n - y ' - ) 
1 3 J i 3 J i 3 K i 3 J i , 3 " l 1 3 1 , 3 + 1 1 , 3 + 1 1 3 
+ p . . ( y . , . - y . . ) + p. , . ( y . A l . - y . . ) (i^O, j>l) 
1 3 i-l ,3 1 3 1 + 1 , 3 1 + 1 , 3 1 3 
with its finite truncation 
m. . ( y . . + S y . •) = y. . ( y . - ^ - y . .) + y. . , ( y . . , - y . 
1 , - 3 1 , - 3 1 , - 3 i s - 3 1 , - 3 + 1 i , -3 i , -3-l i , -3-l 1 , - 3 
+ pi,-j ( yi-i !- j- yi,-j ) + pi +i,-j ( yi +i,- j- yi !-j ) 
(0< i<N - l , l<j<M-l), 
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m i o ( y i o + B y i o ) = ^i 9-i ( y i,-i - y i o ) + ^ i ^ u - y ^ ( 6 0 - 2 ) 
+ p i o ( y i - i , o - y i o ) + p i + i , o ( y i + i , o - y i o ) 
(0<i<N-l), 
m. .(y. .+3y. .) = y..(y. . ,-y..) + y. ._-,(y. -_.n-y--) 
1 3 J i : J i 3 " 1 3 J 1 , 3 - 1 J i 3 1 , 3+1 i » 3 + l 1 3 
+ p..(y. , .-y..) + p.,, •(y^.n .-y..) 
^ 1 3 J 1 - 1 , 3 J i 3 1+1 , 3 -+1 ,3 1 3 
(0<i<N-l, l<j<M-l), 
both §i_ject to the initial conditions 
y (0) = a , y (0) = b , 
pq pq pq pq 
y^-Co) = 0, y - C o ) = 0, i*p, j*q. 
(61) 
It is clear that the procedure used to solve the infinite first-
order initial-value problem (49.1), (50) and its finite truncation 
(49.2), (50) can be used to solve the infinite second-order initial-
value problem (60.1), (61) and its finite truncation (60.2), (61). The 
modification required is in the definition of the expressions analogous 
to (59.1) and (59.2). One easily finds that the appropriate expressions 
are 
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P (x) R (y) 
Hi;].(x,y,t) = (l+6 0 q)P.(x) - J e _ R j ( y ) -| K(x,y,t), (62.1) 
i>0, j>0, 
and 
P (x) S (y) 
K..(x sy st) = (1-6 )P.(x) S (y) -3 K(x sy st) s (62.2) 
p q 
i > o , j > o , 
where 
K(x sy st) = e 2 < a cos 
pq 
x + y - V * 
o 2 
sin Vx + y - — t 
3 2 
* + y - — 
Theorem 10. Suppose that the coefficients in (58.1), (58.2) and 
(58.3) satisfy condition (2)—that is, the ?^ (n>0) given by (58.1) are 
orthogonal on [a,b_ with respect to a(x), the R n (n^O) given by (58.2) 
are orthogonal on [c^,d^] with respect to co^(y), and the S^ (n^l) given 
by (58.3) are orthogonal on [c^id^j with respect to ^ ( y ) . For q = 0 
and any i_0, - ° ° < j « » define 
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b d l 
X i i ( t ) = / / H i ( . i(x9y9t)do)1(y)da(x) (63.1) 
a c 1 3 
and 
N M 
x. . = I y X K H.•.|(x ,y ,t). (63.2) 
1 :
 r=l s=l r S 1 , D ' r 
For q*0 and any i>0 , -°o<j<oo define 
b d ! 
and 
X..(t) = / / H. .(x,y,t)du1(y)da(x) (64.1) 
1 ]
 a c ^ 
b d 2 
- / / K. .(x,yst)dw (y)da(x), i>0, j<-l 9 
a c 2 
b dl 
X..(t) = / / H (x,y,t)du1(y)da(x) 
a c ^ 
b d2 
+ / / K. .(x9y9t)du)2(y)da(x)9 i>0, j>0, 
a c 2 
N M 
x..(t) = y y X K H. .(x
 9y ,t) (64.2) il L n L n r s l ,-i r'Js 
r=l s=l 
N M-l 
r-1 s=l 
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N M N M-l 
x..(t) = I A K H..(x ,y ,t) + y y A V K . . ( X ,y ,t), 
in L . L n r s in r J s L^ L n r s ii r J s 
r=l s=l r=l s=l 
i>0, j>0. 
Suppose that X..(t) and X.. are given by differentiation with respect 
to t under the integral sign. 
Then: 
(a) for i_0, -°°<i"<°° the sequence is a solution of the 
infinite initial-value problem (60.1), (61); 
(b) for 0<i<N-l, -M+l<j<M-l the sequence —J" is a solution 
of the finite initial-value problem (60.2), (61); 
(c) for each 0<i<N-l, -M+l<j<M-l and each t>0 there exist 
x
_»
x
2,
x
1,x 2£[a,b] and y 1,y 2£[c 1,d 1], y±,y2£[_29_2_ such 
that 
X i j(t) = x±At) + E H - E K , i>0, j<-l, 
X..(t) =
 X j L j(t) + E R + E K , i>0, j>0, 
where 
E T T = 
2N 
n C. C 0 . . . C1.T 3 H. , . • i L i _ _JLLL ( x v t ) 
H C(2N)I] 2 2 2N ^ xl' yi> t ; 
A 0 A 1 * ' * A N - 1 A N d X 
2M 
1 1 2 M 11 3 1 ,*> ~ v 
+
 C(2M)! ] 2 2 2M KX2
IY
 2* 9 
0 1 M-l M J 
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E 
K " [ (2N)!] 
1 (x ,y ,t) 
CC2M-2)!] 
1 
One might note that the rather lengthy expressions used to give 
solutions in Theorem 10 may be written in the following more compact, 
though less lucid, form 
where sgn(0) = 0. 
This form has the advantage of obviating the supposition that q be non-
negative, which is a convenience if one wishes to superpose two solu­
tions for which q has opposite signs. Because of the physical symmetry 
of the array, the supposition that q>0 can always be satisfied by suit­
ably matching the nomenclature to the array so long as non-zero initial 
conditions are specified on only one inertial element. 
By using the previously described decomposition technique and 
separation procedure, one may also obtain solutions of first- and 
+ sgn(jq) / / . , (x,y ,t)da32(y)da(x) , 
A 
Planar Arrays 
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second-order infinite initial-value problems corresponding to arrays 
which cover the entire plane and have physical symmetry about both a 
row and a column of inertial elements. This procedure will be described 
in detail for first-order systems and the analogous result simply stated 
for second-order systems. The signum notation introduced at the end of 
the preceding section will be used here for the sake of economy. 
Let {p^} (i^l) and {y.} (j^l) be two positive sequences; let 
{a_^ } (i>0) and {b_.} (j^O) be two positive sequences and m a positive 
constant. Define 
m. . = ma, . ,b , . , , -oo<i<co _oo<j<c 
13 Ul b I 
p.. = pi.|b,.|, _oo<i<oo _oo<-j<oo i*0, (65) 
y.. = a,.,y,.,, - o o < 1 < 0 o _oo<j<oo -wo. 
Let p and q be integers, and let a be a given constant. Using the 
Pq 
coefficients (65), construct the first-order infinite system 
m • y . . = y . .(y . -y . .) + y . . , (y . . n-y . .) 
- 1,-3 - 1,-3 "1,-3 J-i,-3+l "1,-3 -i,-3-l "1,-3-1 -i,-3 
+ p . .(y . . .-y . .) + p . , .(y . , .-y . .) 
-j.,-: J-i+i,-] - 1 , - 3 - I - I , - : - 1 , - 3 
•y. • = y. .(y. -.-.-y- .) + y. . ,(y. . ,-y. .) 
i>l, j>l, 
ijy-ij = ^-ij^-i^-i-y-ij) + M . j + i ^ - i . j + i - y - i : ^ 
i>i, j>i 
m..y.. = y..(y. . -,-y..) + y. .^n(y- •_1-y-») (66) 
+ p..(y. -, .-y..) + p.^ -, .(y..n .-y.-) 
i>l, j>l, 
m i O y i 0 = ^i s-i ( yi s-i- yio ) + ^ Jii ( yii- yio ) 
+ pio ( yi-i,o- yio ) + P i + L o ^ i + L O - y i o ^ ^ 
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m 
m 
. i o ^ - i o = M - i , - i ( y - i , - i " y - i o ) + p - i i ( y - i i - y - i o ) 
+ p
- i o ( y - i + i ) 0 - y - i o ) + p - i - i , o ( y - i - i , o " y - i o 
m o j y 0 j = , J o j ( y o , j - i - y o j ) + , J o ) j + i ( y o , j t i - y o j ) 
+ p
- i j ( y - i j - y o j ) + p i j < y i j - y o j ) ' 
o , - : y o , - j = ^ o , - j ( y o ) - j + r y o > - j ) + 1 J o , - j - i ( y o , - j - i - y o , - J ) 
+ p
- i , - j ( y - i ) - j - y 0 , - j ) + pi )-j ( yi,-r y o,-j ) > i-1' 
m 
o 0 y 0 o = y o s - i ( y 0 j - i - y o o ) + y o i ( y o r y o o ) 
+ p
- i o ( y - i o - y o o } + p i o ( y i o - y o o ) 
subject to the initial conditions 
y (0) = a 
pq pq 
(67) 
y i ;j (0 ) = 0, i*p, j*q. 
7 0 
The differential equations (66) may be interpreted as the equa­
tions of motion, in terms of velocity, of an infinite array of masses 
each coupled to its nearest neighbor by viscous friction. The y_^_. are 
to be interpreted as velocities normal to the plane of the array (see 
Figure 7). 
oo 
f 
P 3 2 p 3 1 P 3 0 p 3 1 P 3 2 
U 2 3 m 2 2 
y 2 2 
m 2 1 U 2 1 m 2 0 y 2 1 m 2 1 
y 2 2 
m 2 2 y 2 3 
P 2 2 
p 2 1 P 2 0 p 2 1 p 2 2 
m ! 2 y i 2 m i l y i l m i o y i l m i l y ! 2 
m 1 2 
y ! 3 
p 1 2 p l l p 1 0 p l l p 1 2 
y 0 3 m 0 2 y 0 2 m o i y o i m o o y o i m o i y 0 2 m 0 2 y 0 3 
p 1 2 p l l p 1 0 p l l p 1 2 
y i 3 m i 2 y l 2 m i l y i l m i o y i l m i l U 1 2 m ! 2 y i 3 
P 2 2 
P 2 1 P 2 0 p 2 1 
P 2 2 
y 2 3 m 2 2 y 2 2 m 2 1 y 2 1 m 2 0 y 2 1 m 2 1 y 2 2 m 2 2 y 2 3 
p 3 2 p 3 1 P 3 0 p 3 1 p 3 2 
Figure 7. An Infinite Planar Array of Sliding Plates 
A solution of the initial-value problem will be obtained by 
decomposing the differential equations and initial conditions into four 
equivalent systems corresponding to quarter-planar arrays. Given any 
sequence of functions ^y^j^j -oo<i<oo s _oo<j< 0o j define the four sequences 
of functions {w_._.}, {z_._.}, {un. } and {v_._.}, i > 0 , j > 0 , by 
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y. . + y .. + y. . + y . 
w. . 
z. . = 
1 ] 
u. . 
1D 
4 S 
y. . + y . . 
"
 yi,-j - y-i,-j 
4 S 
yij " y-ij + y. - y-i,-j 
4 S 
yij " y-i: " yi,-j + y . . 
4 
it follows that 
(68) 
v.. = --J
 j r-±_- ±J__. i> 0, j>0 
y•. = wi•ii•i + sS n(J) zi-ii-i +sgn(i)u (. M.| +sgn(ij)V|. M.,; (69) 
IN U L I: I U L H I L I L B L U L H I 
that z. _ E 0 and v.„ = 0, i>0; and that u n. = 0 and v n. = 0. j>0. The 
lO lO 0] 0] J 
differential equations (66) may be expressed entirely in terms of w^ _. , 
z . u . . , v.. and then combined to obtain the following four systems of 
ID i_ i_ 
differential equations and initial conditions which are equivalent to 
(66), (67). The {w..} (i>0, j>0) must satisfy the differential equa-
I D 
tions 
M O O " O O = 2 Y O I ( W O R W O O ) + 2 P I O ( W I O - W O O } ' 
m .w. . = y-.(w. . ,-w..) + y n ...(w. ., -w .) (70) 0] 0] K0j 0,]-l 0] 0,1+1 0,]+l 0] 
+
 ^ i j ^ i f V ' i*1* 
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m.nw.n = 2y.n(w. -w.^) + p.^(w. . „-w.rt) + p. n „(w. n - w . ^ ) , i>l. 
lO lO il il iO iO i-l,0 I O i+l,0 i+l,0 iO 9 
m..w.. = y..(w. . ,-w. .) + y. . , (w. . ..-w . .) 
i] i] i] i,]-l l] 1,11+1 i] 
+ p..(w. .-w..) + p - ( w - , n .-w..) 9 i^l, j^l, i] i-l,] i] i+l,] i+l,] i] 
subject to the initial conditions 
a 
/ ^ \ / -i rv \ / -i . r- \ 
W 
, , , ,(0) = (1+6. )(l+6. ) -E^ 9 (70.1) 
lpI IqI Op Oq 4 
w^.CO) = 0 , i*lpl , j * l q | . 
Similarly the { z — } (i -0 , j^0) must satisfy the differential equations 
z.„ = 0 , i > 0 , 
m o j z 0 j = " o j ^ o . j - r V + " o . j + i ( z o . j + i - z o ] ) ( 7 1 ) 
m..z. . = y. .(z. . ,-z. .) + y. .,,(z. . -z..) 
i] i] i] 1 , 3 - 1 1 3 i ,3+l i ,3 + l 1 3 
+ p..(z. . .-z..) + p. . .(z.,. .-z..), i>l, j>l 
Ki] l-l,] l] i+l,] i+l,] i] 
subject to the initial conditions 
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z|P||q|(0) = V > 
(71.1) 
z (0) = 0, i*|p| , j*|ql ; 
the ^ u^-j^ m u s"t satisfy the differential equations 
u o j = O , J > O , 
m u. n = 2u..(u. -u..) + p. n(u. . n-u. n) (72) iO iO il il iO iO 1-1,0 iO 
+
 " I + I . O ^ I + I / F V ' I £ 1 > 
m..u._ = u..(u. . ,-u..) + u. .,,(u. . -u..) 
i] iO i] i,]-l i] i,]+l i] 
+ p..(u. , .-u..) + p. . .(u. . .-u..) s i>0, j>0, i] i-l,] i] i+l,] i+l,] i] 
subject to the initial conditions 
a 
u, , , ,(0) = (1+6. )sgn(p) 
P q Oq 4 I IQI 
u_(0) = 0, i*|p| , j*|q| ; 
and the {v^j} must satisfy the differential equations 
(72.1) 
v i Q = 0, i>0, v Q j E O , j>0, (73) 
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m. .v. . = y..(v. . -,-v. .) + y. (v. ._,-v. .) (73) 
i] i] i] i] i,]+i i,]+i i] 
+ p..(v. .-v..) + p .(v..1 .-v..), i>l, j>l 
i] i+i,: i+i,: i: 
subject to the initial conditions 
v | p | | q |(0) = sgn(pq) -gi 
v i j(0) = 0, i*|p| , j*|q|. 
(73.1) 
The coefficients in the differential equations (70), (71), (72) 
and (73) are used to generate four sequences of orthogonal polynomials 
which are subsequently used to construct solutions of the four initial-
value problems (70), (70.1) through (73), (73.1). 
Define 
H L . ma„ m . ma 
A n = - ^ -21 = - 3-2- . A = - - _ — = - — 5 - , n_i, 
0 2 plj 2 p l n pn +l,j pn +l 
,
= 1 , B .
p
° J + p ° t i . 3 . 1 + _ _ , n £ 1 , 
0 n pn+l.j Pn+1 
C = - - — . = _ _ . ,
 n>l, 
n pn +l,j Pn +1 
and 
m. n mb m. mb 
1 0 _ 0
 n _ in _ _ n . 
0 " 2y.n " 2y. 9 n ~ y. _ " 2y > n- L» 
11 1 i,n+l n+1 
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E = 1, E = ^ £ ^ 2 ± i
= 1 + _ 2 _ ) n > l 5 ( 7 4. 2) 
0 n
 V n + 1 V l 
u. u 
F = — ^ _ = —— , n>l. 
n y. .. y _, i,n+l n+1 
Let {P (x)} (n>0), {Q (x)} (n>0), {R (y)} (n>0) and {S (y)} 
n n n n J 
(n>0) be the sequences of polynomials generated by the four three-term 
recurrences 
P Q(x) = 1 
P x(x) = A Qx + B Q (75.1) 
P _(x) = (A x+B )P (x) - C P
 n(x), n>l, 
n+1 n n n n n-1 
Q 0 = o , Q l - i 
Q 2(x) = A±x + B± (75.2) 
Q n + l U ) = (V+Bn)Qn(x) " Cn Qn-l ( x )> n * 2 > 
R« = 1 
R x(y) = D 0y + E Q (75.3) 
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R _ , ( y ) = (D y+E )R ( y ) - F R _ ( y ) s n > l , 
n+1 rr n n J n n - 1 J 
and 
s 0 = o 5 s l = 1 
S 2(y) = D^y + E 1 ( 7 5 . 4 ) 
S Ay) = (D y+E )S ( y ) - F S Ay), n > 2 . 
n+1 7 ny n n 7 n n - 1 7 ' 
The c o e f f i c i e n t s o f each o f t h e r e c u r r e n c e s ( 7 5 . 1 ) through ( 7 5 . 4 ) 
s a t i s f y c o n d i t i o n ( 2 ) ; hence a s s o c i a t e d wi th each r e c u r r e n c e i s a n o r ­
m a l i z e d i n t e g r a t o r and an i n t e r v a l o f o r t h o g o n a l i t y . Denote the 
r e s p e c t i v e p o l y n o m i a l s e q u e n c e s , n o r m a l i z e d i n t e g r a t o r s , and i n t e r v a l s 
by { P n ( x ) , a 1 ( x ) , [ a 1 , b 1 ] } 3 { Q R ( x) , a 0 ( x ) , [ a 0 , b 0 ] } , ( R n ( y ) ^ ( y ) , [ 0 . ^ ] } 
and ( S n ( y ) , co 0 (y ) , [ c 0 , d 0 ] } . 
Lemma 9 . The sys tems o f d i f f e r e n t i a l e q u a t i o n s ( 7 0 ) , ( 7 1 ) , ( 7 2 ) , ( 7 3 ) 
have s o l u t i o n s g i v e n , r e s p e c t i v e l y , by 
w. . ( t ) P i ( x ) R . ( y ) u ( x , y , t ) , i > 0 , j > 0 , 
z . . ( t ) P.(x ) S . ( y ) u(x , y , t ) , i > 0 , j > 0 , 
u. . ( t ) Q . ( x ) R . ( y ) u ( x , y , t ) , i > 0 , j > 0 , 
7 7 
V I J ( T ) = Q I ( X ) S J ( Y ) U ( X , Y , T ) , I>0 , J>0, 
I F A N D O N L Y I F 
| ^ + ( X + Y ) U = 0. 
Proof. B Y S U B S T I T U T I N G T H E A S S U M E D F O R M F O R I N T O T H E D I F F E R E N T I A L 
E Q U A T I O N S ( 7 0 ) A N D U S I N G R E C U R R E N C E S ( 7 5 . 1 ) A N D ( 7 5 . 3 ) , O N E F I N D S T H A T 
( 3 U 
T H E D I F F E R E N T I A L E Q U A T I O N S ( 7 0 ) R E D U C E T O M A . B . P . ( X ) R . ( Y ) < - — + ( X + Y ) U 
0 . S I N C E T H I S E Q U A L I T Y M U S T H O L D F O R A L L I > 0 , J > 0 A N D A L L X , Y 3 T H E C O N ­
C L U S I O N F O L L O W S A T O N C E . T H E C O N C L U S I O N S R E G A R D I N G Z . . , U . . A N D V . . M A Y 
B E S H O W N S I M I L A R L Y . 
L E T 
B L 9 
Y = / P ( X ) D A 1 ( X ) , N > 0 , N J N 1 
n = 1, 1 = / Q N ( X ) D A 2 ( X ) , N>l, 
A 2 
K = / R ( Y ) D W ( Y ) , N > 0 , 
C L 
D 2 
C Q = 1 , C N = / S 2 ( Y ) D W 2 ( Y ) , N > L , 
C 2 
A N D for E A C H I>0, j>0 D E F I N E 
P . . ( X ) R , , ( Y ) 
F . . ( X , Y , T ) - ( 1 + 6 0 P ) ( L + 6 0 Q ) P I ( X ) - ^ F — R J C Y ) 4 ^ - U ( X , Y , T ) , 
I P L J S L Q L 
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P, iU) S (y) 
J..(x9y9t) = (1+5 )P (x) S (y) -i^J u(x,y,t), 
3 P Y|pl D C|ql 
Qi i(x) R, ,(y) 
h (x,y,t) = (1+5 )Q (x) -LEJ R (y) u(x, y , t ) , 
] q n|p] ] *|q| 
Qi i(x) S (y) 
k (x,y,t) - Q (x) -JJ- S (y) -l J^ u(x,y,t), 
3 n|pl ] ?lql 
where u(x ,y,t) = e ^ x + ^ ^ # 
Lemma 10. For each i>0 , j^ O define 
w i i ( t ) = / / f..(x,y,t)du,(y)da (x), 
b l d 2 
z i (t) = sgn(q) / / g (x,y,t)du2(y)da (x), 
al °2 
b 2 dl 
^ (t) = sgn(p) / / h..(x,y,t)dw (y)da (x), 
a2 cl 
b 2 d2 
V
ij(t) = sgn(pq) / / ki.(xsyst)dco2(y)da2(x) 
a2 C2 
Suppose that w.., z. . , u.. and v.. are each given by differentiation 
13 13 13 13 
with respect to t under the integral. 
Then: 
(a) {w. .} is a solution of the initial-value problem (70), 
(70.1); 
(b) {z..} is a solution of the initial-value problem (71), 
13 
(71.1); 
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(c) {u..} is a solution of the initial-value problem (72), 
(72.1); 
(d) {v..} is a solution of the initial-value problem (73), 
(73.1). 
Proof. Lemma 9 and the linearity of the integral imply that all the 
differential equations are satisfied. By using the orthogonality 
properties of the polynomial sequences, a direct calculation shows that 
the appropriate initial conditions are satisfied; e.g., 
b 2 d2 Q (x) S, ,(y) a 
v..(0) = sgn(pq) / / Q.(x) S.(y) -E3- dw 0(y)da 0(x) 
A
2
 C2 IPI Iql 
= sgn(pq) 6. , .6 
a 
I 
4 "ilpTjIql* 
The result of Lemma 10 may be combined with equation (69) to 
yield 
Theorem 11. For all ~co<j_<co 3 _o><j<co the sequence {y^} defined by 
bi di 
y (t) = / / f , i M ,(x,y,t)du1(y)da1(x) 
31 Cl 
b l d2 
+ sgn(jq) / / g|. ||.|(x,y,t)dw 2(y)da 1(x) 
al °2 
b 2 dl 
+ sgn(ip) / / h ^ ,,.|(x,y,t)dw1(y)da2(x) 
a 2 C l 
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B 2 D 2 
+ S G N ( I J P Q ) / / K | _^, | . | ( X , Y
 9 T ) D W 0 ( Y ) D A 0 ( X ) 
A 2 C 2 
I S A SOLUTION OF THE I N F I N I T E I N I T I A L - V A L U E PROBLEM ( 6 6 ) , ( 6 7 ) . 
UPON R E P L A C I N G THE E X P R E S S I O N S NU _.Y_^. I N EQUATIONS ( 6 6 ) BY 
M . . ( Y . . + $ Y . . ) AND THE NON-ZERO I N I T I A L CONDITIONS ( 6 7 ) BY Y (0) = A 
I ] I ] I ] PQ PQ 
Y ( 0 ) = B , ONE OBTAINS A SECOND-ORDER SYSTEM A S S O C I A T E D WITH AN 
PQ PQ 
I N F I N I T E PLANAR ARRAY OF DAMPED O S C I L L A T O R S . TO O B T A I N A SOLUTION OF 
T H I S SECOND-ORDER SYSTEM ONE NEED ONLY REPLACE U ( X , Y , T ) , WHICH APPEARS 
I N THE E X P R E S S I O N S F_^ _. , G^_. , TU_. , K^_. ( C F . P P . 7 7 F F . ) , B Y 
- 3 T 
2 
V ( X , Y , T ) = - <J A COS J X+Y - — - T 
PQ Y J 4 
2 PQ 
S I N y X+Y - -—• T 
AND THE SOLUTION { Y . . } I S GIVEN BY THEOREM 1 1 . 
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CHAPTER IV 
GENERALIZED WEIGHT FUNCTIONS FOR THE ORTHOGONAL 
POLYNOMIALS GENERATED BY SOME PERTURBED 
THREE-TERM RECURRENCE RELATIONS 
The i n v e s t i g a t i o n i n t h i s c h a p t e r d e a l s wi th two sequences o f 
p o l y n o m i a l s which a r i s e in the s o l u t i o n o f the e q u a t i o n s o f motion 
a s s o c i a t e d wi th i n f i n i t e l i n e a r chains wi th an i s o t o p i c i m p u r i t y . The 
f i r s t sequence o f p o l y n o m i a l s { M ^ a ' ^ } c o n s i d e r e d i s g e n e r a t e d by a 
t h r e e - t e r m r e c u r r e n c e r e l a t i o n which depends on two p a r a m e t e r s . I t w i l l 
be shown t h a t f o r c e r t a i n v a l u e s o f the parameters the n o r m a l i z e d i n t e ­
g r a t o r i s no t a b s o l u t e l y cont inuous (hence t h e r e e x i s t s no we ight f u n c ­
t i o n ) b u t i s a S t i e l t j e s i n t e g r a t o r wi th a jump d i s c o n t i n u i t y . For a* l 
t h e p o l y n o m i a l s { M ^ a ' ^ ^ } e x h i b i t some o f the same p r o p e r t i e s as the 
Z o l o t a r e f f e l l i p t i c p o l y n o m i a l s d e s c r i b e d by Achyeser [ 1 ] . The p r o c e ­
dure used t o determine the i n t e r v a l o f o r t h o g o n a l i t y and c o r r e s p o n d i n g 
d i s t r i b u t i o n ( o r we ight f u n c t i o n ) has proved u s e f u l in s e v e r a l i n v e s t i ­
g a t i o n s o f i m p u r i t y p r o b l e m s . The second sequence o f p o l y n o m i a l s 
( a ) 
{A } c o n s i d e r e d i s g e n e r a t e d by a t h r e e - t e r m r e c u r r e n c e in which the 
n 
c o e f f i c i e n t s depend on t h e parameter a. I t i s shown t h a t f o r a l l a>0 
t h e r e always e x i s t s a we ight f u n c t i o n and t h a t t h e i n t e r v a l o f o r t h o g ­
o n a l i t y depends on t h e va lue o f a. For a = l t h e p o l y n o m i a l s are 
c l a s s i c a l p o l y n o m i a l s . 
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The Non-Classical Polynomials M ^ ' ^ 1
 n 
Let a>0 and 3>0 be real numbers, and let M^ a'^ (n>0) be the 
n 
polynomials given by 
M(oa'&)(x) - 1 
M ( a , 3 ) ( x ) = _ &x+ x 
(76) 
M< a' 3 )(x) = (-axt2)M^'^ ( x ) - M ^ ' ^ x ) , n>l, 
2n 2n-l 2n-2 
M2nflix) = (-^2)M<«'6)(x) - H^:f(x) , n i l . 
The only values of a and 3 for which the polynomials M^ a'^ are 
n 
classical polynomials are a=l and either 3=1 or 3=2. To establish this 
result let 
A = (2b 2-b 1-b ( ))[(b 1-b 0) 2+4(c 1+c 2)] + 9c 2(b 0-b 2), 
^(n) = [(n+l)b n + 1+(l-n)b n-b 1-b 0][(b 1-b 0) 2+4(c 1+c 2)]/3c 2 
+ [(-2n-l)b ,+(2n-3)b +b1 + 3b n], n>l, 
n+1 n 1 0 
and 
,(n) = [ ( n + l ) b n b n + 1 - n b 2 - b 0 b 1 + C l - (2ntl)c n + 1 + (2n-3)cn] 
[(b^bg) 2 + 4( C ltc 2)]/3c 2 
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+ [ ( - 2 n - l ) b b + ( 2 n - l ) b 2 + b n b n + b 2 + 4nc , 
n n+1 n 0 1 0 n+1 
+ ( - 4 n + 8 ) c ] ,
 n > l , 
n 
where b Q = - f , - -2 (n,l), b 2 n + 1 = - § (n,l), ^ = ± , 
c = — ( n ^ 2 ) are t h e r e c u r r e n c e c o e f f i c i e n t s o b t a i n e d by e x p r e s s i n g ( 7 6 ) 
n a 
i n monic form. A r e s u l t due t o Jayne [ 1 2 ] shows t h a t t h e p o l y n o m i a l s 
^ a , 3 ) c l a s s i c a l i f and on ly i f A = 0 , g^(n) = 0 and g^(n) = 0 f o r 
each n > l . A d i r e c t c a l c u l a t i o n shows t h a t 
g ( 2 n ) = — \ - r r [ 2 n 3 ( a - l ) ( 4 a 2 - 2 a e 2 + 4 3 2 ) + a ( l - S ) ( 4 a 2 - 5 a 3 2 + 4 3 2 ) ] , 
1
 3a V 
n > l . 
Hence a n e c e s s a r y c o n d i t i o n t h a t g^(2n) = 0 , n > l , i s t h a t 
3 ( a - l ) ( 4 a 2 - 2 a 3 2 + 4 3 2 ) = 0 and a ( 1 - 3 ) ( 4 a 2 - 5 a 3 2 + i + 3 2 ) = 0 
2 2 2 
From t h e f i r s t e q u a t i o n e i t h e r 4a - 2a3 + 4 3 = 0 o r a = 1 . I f 
2 2 2 2 
4a - 2a3 + 4 3 = 0 t h e second e q u a t i o n becomes a ( l - 3 ) ( - 3 a 3 ) = 0 , and 
2 
hence 3 = 1 ; b u t then t h e r e e x i s t s no r e a l a such t h a t 4a - 2a + 4 = 0 . 
Thus a = 1 i s n e c e s s a r y f o r g ^ ( 2 n ) = 0 , n > l . With a = 1 the second 
e q u a t i o n reduces t o ( l - 3 ) ( 4 - 3 2 ) = ( 1 - 3 ) ( 2 - 3 ) ( 2 + 3 ) = 0 . Consequent ly 
one f i n d s t h a t a = 1 and e i t h e r 3 = 1 o r 3 = 2 are n e c e s s a r y c o n d i t i o n s 
f o r M ^ a ' ^ t o be c l a s s i c a l p o l y n o m i a l s . A d i r e c t computat ion o f A , 
g^(n) and g 0 ( n ) wi th a = 1 and 3 = 1 o r 3 = 2 shows t h a t t h e p o l y n o m i a l s 
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,,(1,1) -\ ,,(1,2) M and M are classical polynomials, 
n n ^ J 
The polynomials M can be most conveniently represented in 
trigonometric form for all a>0, 6>0. Let T be the contour in the com­
plex plane consisting of C from °°i to 0 , C along the real axis from 
2 T  7T 7 t 1 —1/(1+1 
0 to 77 + Oi, C0 from - + Oi to T + =- Cosh hV^ 1 
l 6 1 1 1 Z d tj Cosh -1r^2+i \ 
i , C^  from — + 
a z l 
2a 
7T • T  
i back to — + Oi, C,_ along the real axis from — to tt, 
and Cg from tt + Oi to it + °°i (see Figure 8). 
v 1 n v - l 
- + - Cosh r a
2 +l 
2a 
t c. 
( 0 , 0 ) 
i t Oi T  + Oi 
Figure 8. The Contour T 
Let z be a complex variable restricted to the contour T and define the 
mapping 
1 -1 
z = — cos ax - x(l+a) + 1 (77) 
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where the cos is chosen so that x=0 maps onto z=0 and x = 2 
onto Z=TT. It is easily shown that this mapping maps the real line 
_ o o < x < o o onto the contour Y. The mapping defined by 
fct+1 
maps 
1 
x = — 
a 
(1+a) - /l+a2+2acos2z (78) 
TT 1 -lfa2+l'1 
on the complex plane cut from — + — Cosh — — i to — - 0 0i (the prin­
cipal square root chosen so that z=0 maps onto x=0) is the inverse map­
ping and maps T onto the real line. By use of (78) the recurrence (76) 
becomes 
K< a' 3 )(z) = 1 
KJa'3)(z) 2a 
(1+a) - /l+a2+2acos2z + 1 
(79) 
K< a' 3 )(z) 
2n 
(1-a) + /l+a2+2acos2z (a,3)/ \ K2n-2 ( z ) > 
I A\ [(a-i) + /l+a2+2acos2z , . , 
4a'f(z) = dK'a'B)(z) - & ' * \ z ) , n>l, 
2n+l a 2n 2n-l 
where K ( a ' 3 ) ( z ) = M ( a> 3 }(x(z)), n>0. 
n n v J 
Lemma 11. Let {G^ a' 3^} be the trigonometric polynomials determined by 
G< a' B>(z) = 1 
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[(1-a) + /IT az+2acos2z G. ( a' 3 )(z) = 3 cos z + (1-3) 1 2cosz 
G ( a ' S ) ( 2 ) = 2(co Sz)G ( a' e )( z ) - G ( a ' B ) ( z ) , n>l. 
n+1 n n-1 
Then the polynomials K^ a'^\z) are given by 
K ( a , 6 ) ( Z ) = G ( a , B ) ( z ) ^ 
2n 2n 
,
 D^ (a-1) + /l+a2+2acos2z , n. 
&fhz)=- -0 i G a ' » ( z ) , n 2 o 
2n+l 2acosz 2n+l 
Proof. This result will be established by induction. For each integer 
k>l let T, be the statement 
K 
TTJR - i O I v( as3)/ N
 p(a,3)/ s J 
"for p=l s2,... sk K _ 2 (z) = G 2 p _ 2 ^ a n 
,
 o N (a-1) + /l+a2+2acos2z / n, 
4a'ns)(z) = - - - £ 4 ^ B ) ( 2 ) . " 
2p-l 2acosz 2p-l 
n i v(a s3) _(a 9 3) •, 
Clearly ^ = 0 5 a 
(a-1) + /l+a2+2acos2z 
1
— —
1
 I M . N I . . RS I ) W 
(a-1) + /l+a2+2acos2z G <
a
'
B ) ( z ) = f 
2acosz 1 2a 
+ (1-3) 2aU+cos2z) 
2 
4acos z 
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_3_ 
2a 
(1+a) - /l+a2+2acos2z , , .,(a,3), \ + 1 = K (z); 
hence is true. Suppose that is true for some k>l. Using recur­
rence (79) and the induction hypothesis, one finds that 
4a'6)(Z) 
2n 
2a(l+cos2z)
 O(ot,3), ^
 P(a,3)/ ^ 
— G ' (z) - G 0 ' (z) 
2acosz 2n-l 2n-2 
and 
_ (a,3)/ x
 n(a,3)/ % ~(a,3)/ % 2coszG. 5 (z) - G_ ' (z) = G_ (z) 2n-l 2n-2 2n 
( „ = 
Ja-l) + /l+a2+2acos2z_ 
[(a-1) + /l+a2+2acos2z] 
2acosz 
[(a-1) + /l+a2+2acos2z] 
2acosz {2coszG^
a
'
3 )(z) 2n 
- G< a' B )(z)} 
2n-l 
(a-1) + /l+a2+2acos2z 
2acosz 
3 
G2n+1 ( Z ) -
Thus T, implies T,
 n , and the induction is completed, k k+1 
Using a standard technique for solving difference equations, one 
easily finds that 
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~(a,3)
 ( v Q \ S I N N Z G (z) = cos nz+(l-BJ — : — 7 7 -
n sm2z {/l+a
2+2acos2z - (a+cos2z)}, n>0 . 
Lemma 11 then yields the representation 
K ( a , 6 ) ( x ) = c o s 2 n z + d_g) s ^ n ^ n z {/l+a2+2acos2z - (a+cos2z)}, n>0 
2n sm2z 
and 
_(a-l) + /l+a2+2acos2z_ 
2acosz 
cos(2n+l)z (80) 
+ (1-3) S l n ^ 2 " + 1 ) z {/l+a2+2acos2z - (a+cos2z)} 
sm2z n>0 
As previously indicated, the values a=l and 3=1 or 3=2 are the 
only choices for a and 3 for which the polynomials M^ a'^ are classical, 
For a=l, Lemma 11 shows that 
..(1,3), \
 P(l,3)/ n _ q n • sin(z/2) 
K (z) = G (z) = cos nz + (l-B)sinnz — — r - , n>0 
n n cos(z/2) 
Thus with a=l, 3=1 one finds that '"^  (z) = cosnz, n>0: but from [23 
n 
p. 60], it follows that 
n (2n)! n 
1 _ 1 
2 9 2 
* - 1 
2 
n>0 
where P 2
9
 2 
is a Jacobi polynomial. Similarly, with a=l, 3=2 one 
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finds that 
(1 2) C O S | n + 2 
K (z) = \ 
n cos(z/2) n>0, 
and it follows [23, p.60] that 
o ,1 ll 
n,.nr .-,2 hr 
i ( 1- 2 )(z) = (-\™] Pi2' 2> 
n (2n)! n I-1 n>0 
Orthogonality Properties of M^ a ? 3^ 
This section deals with the determination of the interval of 
orthogonality and the corresponding weight function (or integrator) for 
the polynomials MT^ a'^. The case a=l is treated in detail to illustrate 
the procedure used. It will be shown that if 3^1 the polynomials 
(1 3) 
M 9 (x) are orthogonal on [0,4-] with respect to a weight function, 
whereas if 3<1 the polynomials are orthogonal on o , 4 3(2-3). 
respect to a Stieltjes integrator which is constant on 
with 
4 . . . . 4 
4, g("2_'g")'I a n <^ ^ a s a J u mP discontinuity at x = g("2_g") * Similar 
results are stated for the case 3 = 2 and a>0. For the case 3=1, OL>0 
there always exists a weight function. 
Location of the Zeros of M ^ ' ^ 
n 
As a preliminary to determination of a weight function (or Inte-
(1 3) grator), the location of the zeros of M ' (x) is investigated. In 
n 
this undertaking the corresponding trigonometric representation 
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..(1,3)/ \ , / ,
 0 S . sm z/2 K (z)=cosnz+ ( H ) s m n z ; '
 N n cos(z/2) 
is used. It will be shown that if 3^1, then K ^ ' 3 \ z ) has n zeros on 
n 
0<Z < T T, that if 3<1 and n < 2(1-3) 5 t n e n K^"'^(z) has n zeros on 
0<Z<TT; and that if 3<1 and n > -1 „. , then K^ ' ^ C z ) has (n-1) zeros 
2(1-3) n 
on 0<z<7T and one zero on = { Z : Z = T T + iu , u>0}. To this end, note 
that for 0<Z<TT 
1/ (15 3) / ^ 
K (z) = s m nz 
n 
cot nz + (l-3)tan — 
(1 3) 
and the zeros of K ' (z) coincide with the zeros of 
n 
H (z) = cot nz + (l-3)tan j , n>l. 
Let z k = ~- , k=0,l,...,n, and consider H^(z) on ( z k > z k + 1 ) , k<(n-l). As 
r z z* , H (z) +°°: furthermore H k n 5 n = <l-B)tan|-£ + £ , which 
has the sign of (1-3). Thus if 3>1 H (z) changes sign between z, and 
n K 
z, + 7 7 - ; so H (z), and hence K ^ , 3 \ z ) , has a zero on each sub interval 
•K ZTI n n 
(z^z^ ), k=0,1,... ,n-l. This enumeration accounts for the n zeros of 
K^ l s e )(z) on (0,TT). For 3<1 it can be shown similarly that K^ 1 , 3 )(z) 
has a zero on each subinterval (z, ,z ), k=0,1,...,n-2. A direct 
K K T I (2 a) (19,) 
calculation shows that Kv , p y ( z ,)KV , p y ( z ) = 2n(l-3) - 1. It follows 
n n-l n n 
for 3<1 and 1 < n < . 1 , that K / 1 , 3 \ Z ) also has a zero on (z ,z ), 
^ vl-p J n n-l n 
thus accounting for the n zeros of 9^\z) on (0,TT). For 3<1 and 
n >
 o/ ^
 n \ s K^' ^ ( z ) has the same sign at z . and z . Thus if 2(1-3) n 0 n-1 n 
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n >
 ^/V o\' i then K^'^(z) either has no zero on (z . ,z ) or has an 2(1-3) n n-1 n 
even number of zeros on (z . ,z ) . Since K^'^(z) has only n zeros, 
n-1 n n J 
and (n-1) of them are accounted for, there is no zero on (z -, ,z ) for 
n-1 n 
n > 
1 
2(1-3) ' 
It will now be shown that if 3<1 and n > 1 
2(1-3) the nth zero of 
(1 3) 
' (z) lies on = {z:z=tt + iy, y>0}. For z = tt + iy the represen­
tation 
K ( l , 3 ) ( z ) = (-l)ncosh(ny)coth 
n 
M |cs|
S 
tanh j - (1-3)tanh ny y>0 
holds. Let G (y) = tanh ^ - (1-3) tanh ny. Since G (0) = 0, G'(0) = 77 
n 2 n n 2 
(1-3)n < 0, and lim G (y) = 3>0, it follows that G (y) has a zero for 
n n 
y>0 and consequently that K 9 (z) has its nth zero on C n . 
^
 J
 n o 
(l 3) 
If for each n x is the largest zero of M 9 (x), then lim x 
n to n n 
proves to be of considerable significance in the determination of the 
interval of orthogonality and, when 3<1» the location of the point at 
wh 1 ich the jump in the integrator occurs. For any 3<1 and n > 2(''i" "g'y » 
let y denote the zero of G (y). From the equation G (y) = 0 it follows 
n n n 
that {y n} is an increasing sequence bounded above by y where tanh -
~ 4 
(1-3). For z = tt + iy, equation (78) (with a=l) yields x = ,
 D. . 
pv z-p; 
(1 3) Thus if x , n^l, denotes the largest zero of M 9 (x), then {x } is an 
n to n n 
increasing sequence and 
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x = lim x = s 
n 
8 ( 2 - 3 ) 
3>1 
, 3<1. 
(1 3) 
Determination of a Weight Function for for 3>1 
(1 3 ) 
For 3>1 it has been shown that all the zeros of M ' (x) lie in 
n 
the interval (0,4) and that (0,4) is the shortest interval of which this 
statement can be made. Since it is well known that all the zeros of 
each polynomial in any sequence of orthogonal polynomials lie in the 
interior of the interval of orthogonality, one is led to seek a weight 
function (if one exists) which is defined on 0<x<4. 
A sequence of polynomials given by (l) is known to be a complete 
set of functions on a finite interval of orthogonality [23, p.40]. The 
(1 3 ) 
supposition that 5 (x) are orthogonal on [0,4] with respect to a 
weight function might lead one to try to determine the unknown weight 
function as a Fourier series in the polynomials M ^ ' 3 ^ ( x ) . For the 
n 
(1 3 ) 
polynomials M 5 (x), a more judicious choice of a Fourier series is 
possible. It may easily be shown that M ( 1 > S ) ( x ) n 
(-l) n4 n[n!] 2 
(2n)! 
3_ P12 5 2 
2 n I-1 
2-3 2n-l 
1 _ 1 
2' 2 
n-1 ^ - 1 2 
n>l, 
(81) 
The polynomials P n 
1 _ 1 
2' 2 
are the Jacobi polynomials described 
in [23, p.58ff.l with a = 1/2, 3 = -1/2. 
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Furthermore the polynomials P 
1 _ 1 
2 9 2 
n 
* - i 
2 
, n>0, are orthogonal on 
[0,4] with respect to the normalized weight function co(x) 
and the sequence <^  
1 _1 
2' 2 
- 1 
2TT V 
4-x 
f is a complete set of functions on 
(1 3) 
[0,4], Hence one conjectures that the polynomials M^ 9 (x), n>0, are 
orthogonal on [0,4] with respect to a normalized weight function which 
may be represented in the form 
p ( x ) = u ) ( x ) T a q P 
1 _1 
2 9 2 
n=0 n "n n 
* _ i 
2 
(82) 
•
 n Nn, n r , -.2 (-1) 4 [n!] 
where q = —r-— , n>0, and a , n>0 , are generalized Fourier 
•^n (2n)I n to 
coefficients to be determined by imposing the orthogonality conditions 
which the M ^ , 3 \ x ) must satisfy; i.e., 
n J 
4 4 
/ p(x)dx = 1, / M ( 1' 3 )(x)p(x)dx = 0, p>l. 
0 0 P 
(83) 
Multiplication of (82) by M ^ , 3 ^ ( x ) , followed by integration over [0,4] 
and use of (83), yields the infinite system of algebraic equations 
I a / q p 
n=0 n 0 n n 
1 _ 1 
2 9 2 
£ - 1 i(x)dx = 1, 
I a / q P ^ 
n=0 U 0 n U 
1 _ 1 
2 9 2 
^-1 
2 
2^p p 
I _i 
2 9 2 
-1 + 
2-3 
1 _1 
2 9 2 q i p i 
^ P - I p-i 2 
w(x)dx = 0, 
p>l. 
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The integrals on the left may be evaluated by using the known orthog 
onality properties of P 
1 1 
2 '~2 
n 
satisfy the equations 
- 1 One finds that {a } (n>0) must 
n 
a o = 1 
(84) 
2-6 Vi+ it a = 0 P p>l, 
The unique solution of (84) is 
a = (-1)' 
n 
2-3 n>0 (85) 
and since 2-3 
3 
< 1 for all 3>1, lim a = 0 for $>1. Note that this 
n -x» 
result should have been expected from the Riemann-Lebesgue lemma, since 
the a (n>0) are Fourier coefficients. Note also that if 3<1, then 
n 
la I +°° as n-*». 1
 n 1 
Substitution of the coefficients (85) into (82) yields 
p(x) = .(x) I (-l)n 
n=0 
r2-3^ n q P 
^n n 
1 _ 1 
2 s 2 
- 1 
With the substitution 1 - TJ = cos6 and use of the identity 
q P 
^n n 
2 s 2 cos (-cose) = 
cos 6/2 
-, it follows that 
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p(x) = UJ(X) I (-l)n n=0 f2-3ln C°Sln + 2) 
cos 0/2 
= OJ(X) 28 4-48+28 + 23(2-8)cos( 
8 /4-x x 4 - 3(2-8): 0<x<4. (86) 
(1 8) 
So if the polynomials 9 (x) are orthogonal on [0,4] with respect to 
a weight function p(x) of the form (82), then p(x) is given by (86). 
(1 3) 
Verification of the Orthogonality of {M^ 9 } for 3>1 
The procedure used to determine the proposed weight function (86) 
is a formal one and hence the result requires direct verification. It 
should be observed that (for all 8>0) p satisfies the non-negativity and 
integrability requirements to be imposed on any proposed weight function 
on [0,4]. 
(1 8) 
Lemma 12. For 8>1 the polynomials 5 determined by (76) (with a=l) 
are orthogonal on [0,4] with respect to the normalized weight function 4-x 1 x 4 - 8(2-8)x ' 
Proof. The proof of this result is by direct verification and makes use 
of the residue theorem. The details are tedious and only a summary of 
results is given. To evaluate the integrals F M (x)M (x)p(x)dx, 
i n m 
0 
make the change of variable cos6 = 1 - and then change the resulting 
trigonometric integrals to contour integrals around |z| = 1. Use of the 
residue theorem yields 
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R
 M(l,3)/ w(l,3), x F x , / M (x)M (x)p(x)dx = i n m 
4(3-2) 
Res <} 
z|<l 2, 2n.nW 2m 
2n+2m 
(l+z)A(z +l)(z +1) + (l-3)(z -l)(z^ -1) n+m+1 z - 1-2 z - S 2 
(l-3)2(z-l)2(z2n-l)(z2m-l) 
n+m+1 P 3-2~l f"~ 3~ 
n>0, m>0 
The meromorphic function on the right has a pole of order (n+m+1) at 
- 2 
z=0 and simple poles at z^ = 
3 - 2 
and Zr> - For 3>1 the simple 
pole z^ 
and z = 
- 2* 
lies inside Izl = 1 . Evaluation of the residues at z=0 
shows that 
/ M ( l' S )(x)M ( l' 3 )(x)p(x)dx = J i n m 
1, n=m=0, 
-, n=m*0, 
(0 , n*m, 
which completes the proof. 
(1 3) 
Determination of an Integrator for M ' for 3<1 £
 n 
Recall that for 3<1 and n > - r y ^ — r - r - the largest zero x of 
2(1-3) n 
M^ 1 , 3^(x) lies in the open interval 4, ^R^R^RS \ n ^ ( 3(2-3)J and lim x = 
F 4 ) " n " > ° 0 
Hence 0, v 0 >. is the smallest open interval which, for every n^l, 
^ 3C2-3;J 
(1 3) 
contains all the zeros of M ' (x). Consequently it is known that the 
n 3(2-3) ' 
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interval of orthogonality contains the open interval 0, ,
 a. 
I p\z-p) 
f 4 1 
might also note that 4, ^  ^  ^I is the only open subinterval I of 
r \ ^ ' 
One 
0 3(2-6) of which it is true that for each n^l I contains at most 
(1 8) 
one zero of M 5 (x). This property is known to be characteristic of 
any open subinterval of the interval of orthogonality on which the 
integrator is constant [23, p.50]. 
, 0<x<4, cannot be a Even though p(x) = — \^—^-
4 - 8(2-8)x 
(1 8) 
weight function for {M ' } for 8 <1, one can evaluate 
4 n 
/ M^ 1'^(x)M^ 1'^(x)p(x)dx by the residue theorem for 8<1. The result 
» T-i -rn r - y 
m 0 
of these calculations is 
/ M(1'3)(x)M(l'e)(x)p(x)dx = \ 
I n m 
f. 2(1-3) 
(2-8) 
3 2(1-8) 
, n=m=0, 
2m 
2 " (2-8) {2-$} 
- (-1) n+m 2(1-3) 
n=m*0, 
(2-8) 2-6 
(87) 
n*m. 
As previously indicated the limit point x of the errant zero of M^' 3^(x) 
n 
has a direct bearing on the location of the jump in the integrator. 
Lemma 13. The value of the polynomial M^' 3^ at x = g(2^  3) 
( 1 , 6 ) , _ , , N n f _ 3 _ ) n
 n > n 
2-3 ' 
is 
M 
(x) = (-1)J 
Proof. With a=l and x=x the recurrence (76) becomes 
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M ( x) - -
1 K J 2 - 3 
M ' (x) = 
n+1 
3
 + 2-3 
2-3 3 
M ( 1 ' 3 ) ( x ) - M ( 1 ! 3 ) ( x ) , n>l, 
n n-1 
The assertion M^ 1 , 6^(x) = (-1)1 
n 2 - B J 
n^O, may be established by a 
straightforward induction proof. 
Combination of the result (87) with Lemma (13) yields 
Lemma 14. For 0<3<1 let p be defined on 0, 
3(2-3) by 
p(x) = <^  
4-x 1 
TT v x 4 — 3(2-3)x , 0<x<4, 
, 4<x< 
3(2-3) 
and let a be the integrator defined on 
3(2-3) by 
i(x) = <^  
i 
/ p(t)dt, 0<x< g ( 2_ g ), 
6(2-3)
 9 n R, 
I p(t)dt + x (2-3) ' 3(2-3) 
(1 3) 
Then the polynomials {M 5 } (n>0) are orthogonal on °' 3(2-3) with 
respect to the normalized integrator a. 
Proof. Evaluation of the Stieltjes integral shows that 
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6(2-3) 
M ( 1' 6 )(x)M ( 1' e )(x)da(x) = 
n m 
f M ( 1' 3 )(x)M ( 1' B )(x)p(x)dx + 2(1-3) (l,B)f * ( l , B ) f 4 ] 8(2-3) 
Use of (8 7) and Lemma 13 yields 
n>0, m>0 
4 
8(2-8) 
M ( 1 , S )(x)M ( 1 , 3 )(x)da(x) = 
n m 
1, n=m=0 
TJ9 n=m*0 
[0, n*m. 
which completes the proof. 
Orthogonality of the Polynomials M (a,2) 
n-
of M 
A procedure not dissimilar to that used in the preceding analysis 
^
, 3
^ may be used to determine the interval of orthogonality and 
reight function (or integrator) for the polynomials M^ a' 2^ (i.e., a>0, 
>=2 in recurrence (76)]. It will be shown that for 0<a<l the poly­
nomials M^ a , z^ (n^O) are orthogonal on 0, 2 a+l with respect to a 
weight function which is identically zero on [2, 2/a]. For a>l the 
polynomials M^ a'^ are orthogonal on with respect to a 
The major Stieltjes integrator with a jump located at x = 
aspects of this analysis are summarized here. 
The location of the zeros of M^ a , z^(x) may be determined by usin 
100 
the corresponding trigonometric representation K^ a' 2^(z) obtained from 
(80) with 3=2. One finds that 
v(ot,2), V _ sin(2n+l)z 
K ^ Z J - : + 
2n sin z 
(a-1) - /l+a2+2acos 2z sin 2nz 
sin 2z n>0, 
sin(2n+l)z 
s m z 
(a-1) + /l+a2+2acos 2z sin(2n+2)z 
a sin 2z : n>0 
It can be shown that for 0<a<l M ^ a ' 2 \ x ) has 
n 
zeros in the open 
™
 K
 a
 J ; that interval (0,2) and |—77—| zeros in the open interval 
if a>l and n < J~^ry, then M^ a , 2^(x) has zeros in the open interval 
and '^ j z e r o s -*-n "t^le ° P e n interval ^2,2 (—~) 
and n > 7 — - T T , then MN"'*"(x) has I T I zeros in the open interval 
a 
( Y X ,
( a , 2 ) ( x(a-1) n 
, and that if a>l 
2 
[Bjli-I zeros in the open interval 2,2 (a+^) 
, a+1 J „ „ interval 
0, 
and one zero in the open 
Furthermore if x . denotes the (n+l)th zero of 
n+1 
bounded below and 
M ^ " " 9 " ' (x) for of M / * ' (x)l , then (x J is a decreasing sequence 2n ^ 2n+l ; n+1 ^ 
a: 
lim x , = < 
n+1 1+a 
0<a<l, 
a>l. 
The location of the zeros of M^ a , 2^(x) and the fact that for a<l 
n 
the open interval 2, 
a 
(a,2) 
is the only sub interval of which 
contains no zero of M * (x) suggest that one should seek a weight 
n 
function (if one exists) which may be represented in the form 
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co(x) = J a M(a'2)(x) 
n=0 
on (0,2] u 2,
 2(2ti and whic  is identicaly zero on . With this suppositon it is found that imposing the orthogonality conditons 
2 ( — ) rq+l> a / o(x)dx = 1, J 
0 0 -a+l> M
(a
'
2)(x)a)(x)dx P 
= 0, P^l> 
leads to an infinite system of algebraic equations for the generalized Fourie  coeficients a^  (n^O). The resulting system of algebraic equa­tions can be shown to have a unique bounded solution [13, pp. 20f f.] whic  
may be obtained by using the method of sucesive truncations. The use 
of these coeficients results in the proposed normalized weight function 
oo(x) = < 
. 7^ -x)(2-x) 2p+i) - x 1 V J [ K a J 
27 
/x~ a+l 
- x 
0<x<2, i<x<2plt) 
™ ^ a 
(88) 
2<x<: a A direct but lengthy evaluation using contour integrals proves that for 0<a<l 
1 0 2 
2 ( — ) 
1, n=m=2k, k>0 
n=m=2k+l, k > 0 
a 
[ 0 , n*m, 
and hence {M^a'2^} are orthogonal on 
n to 
0 , 2 p ± i ) 
^ a ^ 
with respect to a). 
For a>l the residue theorem yields the results 
2 ( — ) 
a y / 0 N / „ v f - i W ^n+m+1 
..(a,2), x (a 92), >. , ,A a-1 M 0 (x)M0 ' (x)uj(x)dx = -zn zm+1 
i 
J 
2
^ 
/ M^' 2 )(x)M^' 2 )(x)a)(x)dx = 6 
0 
2n 2m mn a 
a-1 
, n > 0 , m > 0 , 
>l m+n 
, n > 0 , m > 0 , 
' O t + 1 
a 
/ M 
0 
(a,2), v M ( a , 2 ) , \ r \A ^ fa_1l 
_ ' (x)M- ' (x)a)(x)dx = 
2n+l 2m+l a [ a J 
r ^ m+n+2 
, n > 0 , m > 0 
By a straightforward calculation using recurrence (76) (with 8=2) it is 
found that 
(a,2)|a+l 
2n [ a n>0 
M 
(a,2)Ja+l 
2n+l [ a 
n+1 
, n > 0 
The preceding remarks may be summarized to yield 
t .,(a92), u.(a,2), >. , * 
M (x)M (x)to(x)dx = 
» n m 
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Lemma 15. For a>l let to be defined on by 
. 7^-x](2-x)f2(^i]- X 
1 V J \ K a J 
2TT a+1 
- x 
0<x<^, 2<x<2[^-l , 
™
 v
 a J 
, -<x<2, 
a 
and let a be defined on 
^ a J 
by 
/ co(t)dt, 0 < x < (— 
n I a J a(x) = <^  
/ co(t)dt + 
0 
a-1 fa+1 
I a J I a 
< x < 2 
Then M^ a' 2^ are orthogonal on 
n ° 
integrator a. 
Orthogonality of the Polynomials M. 
0, 2(^i) 
^ a J 
(a,l) 
with respect to the normalized 
The trigonometric representation (80) (with 3=1) and the change 
of variable (77) may be used to obtain the representation [23, p.60] 
M(a,l)/ s M 0 (x) 2n 
4 n(n!) 2 
(2n)! rn 
1 _1 
2' 2 ax 
- (a+l)x+l n>0, (89) 
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M ^ > ( K ) 
4 (n!) 
(2n)l 
1 1 
2'2 ax 
-(a+l)x+l n>0 
With the representation (89) one can prove 
Lemma 16. The polynomials {M^a'"^} (n>0) are orthogonal on the interval 
n 
0 , 2 P ± I ) 
^ a ; 
with respect to the normalized weight function 
w(x) = <,0, 
2 
x 
a 
0<x< 
(2-x) - -x 
a 
FA+LL 
a+1 1 -
a-1 
a+1 
a-1 
a+1 <x< 
FA+LL 1 + a-1 
a+1 
2 
x - — 
a a+1 
o R A +L"I x | 2 [ J- x (x-2) x - -
a 
1 + a-1 
a+1 
<x<2 a+1 
Proof. Because of the different representations of M^n'"^ a n d ^n+l^ 
the proof falls naturally into three cases to show 
a+1 
M ( a , 1 )(x)M 1 ( a , 1 )(x)w(x)dx = p k 
1, p=k=0, 
0, p*k, 
7^-, p=k (both odd) 
2a 
—, p=k (both even) 
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The proof for p and k both even will be given in detail, the other two 
. . 4 n(n!) 2 
cases being similar. For notational convenience let q = , n , .— : 
n (2n)! 
, , r; . ax - (a+l) _^  
make the change of variable s = — t - t : and let Y -(a+l) ,a+l, . Then 
a+l 
M^ a s l )(x)M^ a s l )(x)w(x)dx = 
2n 2m 
^ m / Pn-
-1 
1 _1 
2' 2 (r(s)lP^ 
^
 J
 m 
1 _1 
2' 2 
/(l-s 2)(s 2- Y 2) 
1 
+ Q Q / P 
n m \ , n 
I Y I 
1 _1 
'2' 2 
1 _1 
( r t s ) ^ 2 ' 2 j (r(s)] 
/(l-S 2)(s 2- Y 2) 
ds 
= Q Q / P^ 
•^n^ m \ . n 
1 _1 
'2' 2 
1 _1 
"2' 2 (r(s)jP^ ^ (r(s)) (2s) ds 
/(l-s 2)(s 2- Y z) 
2 2 
where r(s) = — — — s - ——- a- • . In this last integral make the sub-
2a 2a 
t \ (1+a) 2 2 1 + a' , . 
stitution t = r(s) = — s - — to obtain 
2a 2a 
Q Q / P 
1 _1 
"2' 2 (r(s)]pj; 
^
 J
 m 
1 _1 
'2' 2 (r,s) 2s ds 
/(l-s 2)(s 2- Y 2) 
= Q Q / P 
M TIL
 J
 N 
1 1 
f 1 21 1 
2' 2 
j (t)P 
2' 2 
V J (t)(l+t) 2(l-t) 
0, n*m, 
= <j 1, n=m=0 , 
7J, n=m*0. 
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The other two cases may be shown similarly, which completes the proof, 
(a) 
The Non-Classical Polynomials A 
,—d
 n — 
(a) 
For any a>0 let A^ (n>l) be the polynomials generated by the 
recurrence relation 
A^ a )(x) = 1 
(90) 
A^ a )(x) = (-ax+2) 
A 2 n + l ( x ) = (" x + 2) A2n ) ( x ) " A 2 n - l ( x ) ' n " 1 
A 2 n + 2 ( X ) = (-«x+2)A^ 1(x) - A ^ } ( x ) , n>l. 
(a) 
The only value of a for which the polynomials A^ are classical poly­
nomials is a=l. This result may be established in much the same way as 
for the polynomials M ^ a ' 3 \ One finds that 
^
 J
 n 
( n 8n(a-l)(2q2-3a+2) , 8(a2+l)(a-l) 
g1(2n+l) = ^ + 2 ' 
3a 3a 
Thus the condition that g^(n) = 0, n>0, implies that a=l is a necessary 
(a) 
condition for A^ (n>l) to be classical polynomials. That a=l is also 
a sufficient condition follows from [11]. 
Use of the transformation (78) changes the recurrence (90) to the 
corresponding trigonometric recurrence 
(a) 
Note that the polynomial A^ (n>l) has degree (n-1). 
10 7 
4a)(z) = 1 
H^ a )(z) = [(l-a) + /l+a2+2 acos 2z] 
(a) 
2n+2 
(91) 
[(a-1) + /l+a2+2acos 2z]
 T I(a), x 
H (z) 
a 2n 
H; u' (Z) = [(l-a) + /l+a2+2acos 2z]H; u%(z) (a) 
2n+l 
H 2 n (z), n>l, 
where H (z) = A fx(z)l . A straightforward induction proof in which 
n n ^ ' 
(91) is used establishes the representation 
H^ a )(z) = [(l-a) + /l+a2+2acos 2z] S ^ n 2 n Z , n>l, 
2n sin 2z 
H(a) ( z ) = sin(2n+l)z 
2n+l sm z 
This trigonometric representation and the change of variable (77) may be 
used to obtain the representation [23, p.60] 
(a) _ An!)2 
A 2 n + l W (2n)! n 
1 _I 
2' 2 ax x(l+a) + 1 n>0 
(a) 
^2n+2 
2-4 n[(n+l)!] 2 
1 1 
2'2 r 2 ' ax 
-x(l+a) + 1 
(92) 
, n>0\ 
Use of the representation (92) and a proof analogous to the proof 
of Lemma 16 establish 
10 8 
(a) 
Lemma 17. The polynomials {A^ } (n^l) are orthogonal on 
with respect to the normalized weight function 
^ a J 
r(x) = <^  0 
2 ( — ) " * 
^ a J 
2 ^ (2-x)|- - x 
a 
, 0<x< 1+a 
r 
1 - a-1 
a+l 
1+a 1 - a-1 
a+l <x< 
1+a 1 + 
2 ( — ) -
JL (x-2) /-i-li 
a-1 
a+l 
(x-2) x - -
a 
1+a 1 + a-1 
a+l 
<x<2 a+l 
(a) 
The location of the zeros of A can be determined from (92) as fol-
n 
(1/2 -1/2) 
lows. The Jacob! polynomial ' (t) is known to have exactly n 
(a) 
zeros on the open interval -l<t<l. It follows that A^
 n(x) has r
 2 2n+l 
a x 
exactly n zeros for -1 < — r — - x(l+a) + 1 < 1 or equivalently for 
2 
0 < — x(l+a) + 2 < 2. From this inequality it follows that 
(a) 
A^
 n(x) has n zeros on the open interval (0,A) and n zeros on the open 2n+l c 
interval 
(a) 
A 2n+2 
2 
B, 2{-—) where A = min{2, -} and B = max{2, - } . Similarly 
06 J 06 06 
v
 ( +i > 
(x) has n zeros on (0,A), n zeros on B, 2 (——) , and a zero at 
x = 
a 
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CHAPTER V 
APPLICATIONS OF GENERALIZED WEIGHT FUNCTIONS TO THE 
SOLUTION OF SOME ISOTOPIC IMPURITY PROBLEMS 
The analysis of linear chains with various types of impurities 
has been the subject of considerable investigation in recent years 
[6,8,9,17,19,20,24,25], The general problem of random impurities 
randomly distributed throughout the chain remains unsolved yet promises 
to be a rewarding area for future investigations. The purpose of this 
chapter is to present solutions of the equations of motion for three 
examples of infinite linear chains with isotopic impurities. The first 
of these examples (the infinite diatomic chain) is analyzed in detail 
and illustrates the techniques developed in Chapter II. The remaining 
two examples are accompanied by a complete summary of the components 
required to construct the solution. 
An Infinite Diatomic Chain 
Consider the physical system consisting of masses m and am 
alternately arranged to form an infinite chain in which each mass is 
coupled to each of its nearest neighbors by a linear restoring force 
with proportionality constant k (see Figure 9a). Without loss of gen­
erality one may suppose that a>l and may designate a mass m as the mid­
dle of the infinite chain. Let x^ (-oo< n<oo) denote the displacement 
(measured from equilibrium) of the mass located |n| positions from the 
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middle of the chain (to the right if n>0 and to the left if n<0), and 
suppose that the mass in the kth position (k^O) is given an initial 
displacement a and an initial velocity b and that all other masses are 
initially stationary in their respective equilibrium positions. 
'-2 -1 
Figure 9a. An Infinite Diatomic Chain 
The equations of motion of the system are 
m X 2 n = k ( x 2 n - r X 2 n ) + k ( x2n+l- 5 t2n )' n S _ 1 
amx. = k(x 0 -x 0 ) + k(x 0 -x 0 ), n<0 2n-l 2n-2 2n-l 2n 2n-l 
k k k k k k k 
am m am m am m am 
mx Q = k(x_1-x ) + k(x -x Q) (93) 
amx^ ., = k(x^ -x^
 n ) + k(x^ ^-x^ ., ) , n>0 2n+l 2n 2n+l 2n+2 2n+l ' 
rax. = k(x 0 -x 0 ) + k(x 0 -x n ), n^l 2n 2n-l 2n 2n+l 2n 
subject to the initial conditions 
Xj^CO) = a, \(°) = b 
(93.1) 
x (0) = 0, x (0) = 0, n*k 
n n 
Ill 
When the system (9 3) is written in the notation of (12) and the coeffi­
cients are identified, one finds that 
A2n = - k ( n M ) ' A2n +1 
(n>0), 
k 
B = 2 , n>0, 
n 
C = 1 , n>l. 
n 
Thus from equation (18) the symmetric part {w^} of the solution satis­
fies the system 
m •• 
2k VW0 
+ w 1 = 0 
am ••
 n 
w - — w +2w + w - 0. n>0. 
2n 1 k 2n+l 2n+l 2n+2 9 ' (94) 
w 2n-l 
m •• 
— w +2w k 2n 2n + w2n +l = °' n- X> 
subject to the initial conditions 
w k ( 0 ) = ( 1 + 6 0 k } I' " k ( 0 ) = (1+V l> 
w (0) = 0, w (0) = 0, n*k. 
n n 
(94.1) 
From equation (19) the antisymmetric part (z^} of the solution satisfies 
the system 
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Z Q = 0 
am •• 
—
 z i + 2 z i 
Z2n-1 - £ z 2 n + 2 z 2 n 
+ z 2 = 0 
+ Z2n +1 = °' n £ 1 
(95) 
am •• _ 
2n k z2ntl z2n+l + z2n +2 = °» n i l ' 
subject to the initial conditions 
z k ( 0 ) = ( 1 - 5 o k } I- z k ( 0 ) = I 
z (0) = 0, z (0) = 0, n*k. 
n n ' 
Since both differential systems (94) and (9 5) are indexed for 
n>0, each of these systems may be interpreted as mathematical models for 
half-infinite systems. A physical system corresponding to (94) may be 
visualized as obtained from the infinite system (Figure 9a) by using 
one-half the middle mass (unconstrained on the left) and the remainder 
of the right side of the infinite system. This half-infinite physical 
system will be referred to as the symmetric part of the infinite system 
(see Figure 9b). A physical system corresponding to (95) may be 
realized by holding the mass in the middle position fixed and consider­
ing that part of the infinite chain to the right of the middle mass. 
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ir;wi J.K. w. w, 
k k k k 
m 
"2 
am m am m 
Figure 9b. The Symmetric Part of the Infinite Diatomic Chain 
This half-infinite physical system will be referred to as the antisym­
metric part of the infinite system (see Figure 9c). 
k 
kMJH am 
Jl 
k 
J: 
m 
k 
am 
k 
m 
Figure 9c. The Antisymmetric Part of the 
Infinite Diatomic Chain 
Theorem 4 shows that the solution of the infinite system (93), (93.1) is 
obtained by superposing the symmetric and antisymmetric solutions from 
(94), (94.1) and (95), (95.1), respectively. 
The solutions of (94), (94.1) and (95), (95.1) can be deduced by 
identifying the appropriate polynomials and corresponding weight func­
tions. The polynomials associated with the symmetric mode a r e 
given by 
R Q(x) 
R x(x) 
= 1 (96) 
m 
2k 
x+1 
114 
R 2 n(x) = am x+2 R2n-l ( x ) " R2n-2 ( X )' n S 1 > 
Wx) = m x+2 R 2 n ( x ) " R2n-l ( x )» n S 1< 
Comparison of recurrence (96) with (76) shows that Rn(x) = ^ na'^ |^ ~xJ> 
and from (89) it follows that 
R 0 (x) 2n 
4 n(n!) 2 f
 i r 
'2s 2 
(2n)! n 
2 2 
am x mx 
2k 2 k 
(a+1) + 1 n>0, 
R 2 n + l U ) 
4 n(n!) 2 r 
(2n)! 
mx 
2k n 
1 1 
'2'2 ( 2 2 am x 
2k' 
mx /
 n \ 
— (a+1) + 1 k n>0 
The corresponding weight function is given in Lemma 16 as 
l ( x ) = M x ) . 
dx 
x -
2k_ 
am 
2k rl+a 
m ^ a
 ; 
2k_ 
am x -
2k 
m 
2k 2k 2k 0<x<—, —<x<— 
am m m 
2k < x <2k 
am~ ~ m 9 
and the normalizing factors, as determined by Lemma 1, are found to be 
Y0 = 2» Y2n = V NS1' 
Y2n +1 = 2^' n - ° ' 
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For the antisymmetric mode {z^} the appropriate polynomials are given 
by 
Q Q = 0, Q 1(x) = 1 
Q 2(x) = - - x+2 am 
Q 2 n + l ( x ) = 
m x+2 Q 2 n ( x ) " Q2n-l ( x )> n £ 1 > 
(97) 
Q 2 n + 2 ( x ) = 
am x+2 
Comparison of (97) with (90) shows that Q (x) = A ^ f e x ^ 
n n 
it follows that 
and from (92) 
An!)2 
(2n)I 
1 _1 
2' 2 
n 
2 2 
am x 
2k' 
^ (a+1) + 1 
k 
n>0 
Q 2 n + 2 ( X ) 
4 n + 1[(n+l)!] 2 
(2n+2)! 
am 
2k J n 
x P 
11] 
,2>2J 2 2 am x mx (1+a) + 1 
2k' 
n>l, 
Lemma 17 gives the corresponding weight function 
p(x) = dcj( x) dx 
2 
m a 
2-rrk' 
x -
2k 2k 2k 0<x<—, — < x < — 
am m m 
1+a 
2k 2k 
— < x < — 
am m 
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and Lemma 1 yields the normalizing factors 
5 2 n + 1 = l , n>0. 
Theorem 5 yields the solution of the infinite system (93), 
(93.1): 
2k,ra+l 
x (t) 
n 
( 1 + 6 0 k } , m l a 
2
 0 
^(x) 
R (x) 
n
 Yi 
2k[a+l] 
acos/xt + b sin/xt da( x) 
sgn(kn)(1-6
 k ) m [ a J 
+
 ~
2
 0 
Q,(x) 
acos/xt + b sin/xt 
(98) 
dw(x), 
-°°<n<00. 
Note that the symmetric part of the solution 
(l+6n, ) 2 -
, . _ Ok r m 
W n ( t ) 2 / 
W l 1 
R (x) 
R k(x) 
n
 Yi 
acos/xt + b sin/xt 
/x" 
da(x), 
can in itself be interpreted as the solution of the half-infinite dia­
tomic chain with an initial half-mass and free end (Figure 9b). Simi­
larly the antisymmetric part of the solution, 
(1-6., ) 2 ^ / , \ Ok , m 
Z N =
 —
2
 0 
a+l Q k(x) 
j Q (x) - r acos/xt + b 
sin/xt 
/x" 
dw(x), 
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Weight Function 
Figure 9d. Weight Function and Integrator for Symmetric 
Mode of an Infinite Diatomic Chain 
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Figure 9e. Weight Function and Integrator for the Antisymmetric 
Mode of an Infinite Diatomic Chain 
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yields a solution of the half-infinite diatomic chain with constrained 
left end (Figure 9c). 
It is well known that finite truncations (consisting of 2N+1 
masses symmetrically located about the middle mass) of the infinite 
system have solutions which are superpositions of (2N+1) normal modes. 
The squares of the natural frequencies of these normal modes are pre­
cisely the zeros of the polynomials RVT n(x) and QVT n(x), and these 
-> N+l N+l 
zeros lie in those subintervals of the interval of orthogonality on 
which the weight function is not zero. This observation illustrates 
the fact that the qualitative properties of the weight functions in the 
symmetric and antisymmetric parts of the solution (98) are determined 
by the frequency spectrum of the infinite diatomic chain. For conveni­
ent reference these weight functions and the corresponding integrators 
are displayed graphically (see Figures 9d and 9e). 
An Infinite Uniform Chain 
with a Single Isotopic Impurity 
Consider the infinite uniform chain of masses m with an isotopic 
impurity 3m in the middle position and each mass linearly coupled to 
each of its nearest neighbors (see Figure 10a). 
kiSHH 3m 
Figure 10a. An Infinite Uniform Chain with 
a Single Isotopic Impurity 
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The corresponding symmetric part of this infinite chain is the 
half-infinite uniform chain with initial impurity and free end shown in 
Figure 10b. 
6m k 
KUftJLH m 
k 
2 
k 
m 
Figure 10b. A Half-Infinite Uniform Chain 
with Initial Isotopic Impurity 
The corresponding polynomials are easily found to be R n( x) = ^ n^'^ (k~ X 
hence from (81) 
R n(x) (-l)V(n!)2 (2n) - P 2 n 
1 _1 
2' 2 m 
2k x " 1 
2-6 2n-l 
1 _1 
2' 2 
n-1 
m 
2k x " 
and the corresponding normalizing factors are 
Y 0 = l s Yn = 2 ' n"1' 
For 8>1 Lemma 12 yields the weight function 
n>l, 
p(x) = da(x) dx 
=
 6m / 4k-mx 1
 <4k_ 
mx 4k - 6(2-6)mx ' ~ X _ m 5 
which is sketched in Figure 10c. 
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4k 
m 
Weight Function (3>1) 
x 
T 
4k 
m 
Integrator (8>1) 
Figure 10c. Weight Function and Integrator for the 
Symmetric Mode of an Infinite Uniform 
Chain with a Single Isotopic Impurity 
For 3<1 the weight function is a generalized function. Lemma 12 shows 
that the corresponding integrator is given by 
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where 
a(x) = <^  4k 
m3(2-3) 
p(t)dt + 2(1-3) (2-8) x = 
4k 
m&(2-8) ' 
P(t) = < 
8m / 4k-mx 1
 < <4k 
i J mx 4k - 8(2-8)mx 5 ~ m 9 
0, 
4m ^ 4k 
k m8(2-8)' 
2-6 
—i 2(1-6) 
(2-6) 
4k 4k 
m m8(2-3) 
Figure lOd. Integrator for the Symmetric Mode of an Infinite 
Uniform Chain with a Single Isotopic Impurity (8<D 
The antisymmetric part of this infinite chain is the half-
infinite uniform chain with end constrained (see Figure lOe). 
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k k 
m m m ' bMSUb 
Figure lOe. A Half-Infinite Uniform Chain 
With the use of [11] it is easily shown that the polynomials are 
classical, in fact 
Q n(x) n-1 An!)2 2'2J 
^
 ± }
 2(2n)! n-1 
1 1 
m 
2k X _ 1 
, n>l, 
The (n>l) are orthogonal on 
tion 
m 
with respect to the weight func-
, ( X ) = ^ 0 0 = m M m x _ m 2 x 2 
d x
 2„k2 
and the normalizing factors are ^ = 1 , n>0 . 
An Infinite Diatomic Chain with a Heavy Middle Mass 
This example presents the constituents needed for the solution 
of the infinite diatomic chain of alternate masses m and am in which one 
mass originally m has been replaced by 2m (see Figure 11a). 
k 
h X-3 h X-2 h X-l 1—xo h Xl X2 h 
k k k k k k 
am m am 2m am m am 
'3 
k 
Figure 11a. An Infinite Diatomic Chain with a Heavy Middle Mass 
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The corresponding symmetric part of this system is the half-
infinite diatomic chain with free end (see Figure lib). 
w 
1 L."2 U"3 
w, 
m 
k 
am 
k 
-vftjifljb- m 
k 
-V9.0Bftr am 
k 
Figure lib . A Half-Infinite Diatomic Chain with Free End 
The symmetric mode polynomials are given by R R( X) = ^ '^^ l^ ""* 
the use of (80) and (78) shows that 
hence 
R0 = R 2 n ( x ) 
,n, . N 2 4 (n!) 
(2n)! 
2' 2 2 2 am x 
2k' 
1 1 
,am
 n]„I 2 9 2 
+ !2k x - x K - l 
2 2 
am x 
2k' 
mx / _ \ 
— (a+l) + 1 k 
mx / _ \ 
— (a+l) + 1 k n>l, 
R 2 n + ! ( X ) = 
4 n(n!) 2 
(2n)! I f 
2 9 2 
2 2 
am x 
2k' 
mx / _. \
 n 
— (a+l) + 1 k 
1 1 
mx _ | 2n+2 [2'2 
2k 2n+l n 
2 2 
am x 
2k' 
m X y \ 
-TT (a+l) + 1 k 
n>0 
For a<l the weight function (88) is given by (see Figure 11c) 
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Figure 11c. Weight Function and Integrator for the Symmetric Mode 
of an Infinite Diatomic Chain with a Heavy Middle Mass 
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p(x) = da(x) dx 
m 
2k 
am - x 
2k 
- x 
2k 
m ^ a ^  
27Tk 
/x~ k fa+ll 
— 
- X 
m [a J 
2k 2k 2k F 1+A 
-, 0<x<—, — < x < — 
m am m ^ a
 J 
^ < x < — 
m ~ "am 
and the normalizing factors are 
y 2 n = 1 („*», y 2 n + 1 - (n>0) a 
For a>l the weight function is a generalized function and the corre­
sponding integrator (see Figure lid), given by Lemma 15, is 
/Xp(t)dt, 0,x<|(H±i) 
a(x) = \ 
F p(t)dt + 
0 
k fa+1 
I a J 
' m { a J <x< 
2k (a+1 
m [ a 
fa-1 
1 
2k_ 
am 
k/a+ll 
m 
2k 
m 
2k 
m 
a+1 
Figure lid. The Integrator for the Symmetric Mode of an Infinite 
Diatomic Chain with a Heavy Middle Mass (a>l) 
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The antisymmetric mode of this infinite chain is precisely the same as 
the antisymmetric mode of the infinite diatomic chain of the first 
example. 
By using the procedures developed in Chapter III, the solutions 
for the equations of motion of planar arrays with isotopic impurities 
may be given. The presentation of such an example is omitted here 
because of its excessive length. 
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APPENDIX A 
THE QUADRATURE FORMULA FOR DOUBLE INTEGRALS 
This appendix contains a development of the quadrature formula 
used in Chapter III to obtain solutions of finite truncations of infi­
nite two-dimensional initial-value problems. Several lemmas are first 
proved and the main result, the quadrature formula for double integrals, 
is stated as Theorem A.l. 
Lemma A.l. Let N be a positive integer and f a function of one real 
variable defined on [a,b] and having a continuous derivative of order 
2N on (a,b). Let x^<X2<...<x^ be N points of [a,b]. Then there exists 
a unique polynomial H^^ ^  of degree <(2N-1) such that 
"zH-^V = f(V' "il-l'V = f'(V' r=l,2,...,N. 
Furthermore for every xe[a,b], 
f(2N)m N
 2 
f U ) = H 2 N - 1 ( X ) + ~j2Wl 77 ( X " X r } 
r=l 
(A.l) 
for some £e(a,b). 
x-x 
Proof. For each i=l,2,...,N, define the polynomial &.(x) = TT 
1
 P=l 
P*i 
It is easily seen that degree I. = (N-l), and l.(x ) = 6. for each J 0
 1 1 r ir 
x. -x 
I 1 PJ 
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i=l,2,...,N, r=l,2,...,N. Let be the polynomial defined by 
N
 9 
H 2 N - 1 U ) = E C^U)] (f(x.) + (x-x.)[f'(x.) - 2£!(x.)f(x.)]}. 
i=l Clearly degree ^N-l ^ (2N-1), and a straightforward calculation shows 
that 
N 
H. M _(x ) = I 6. {f(x.) + (x - x.)[f ' ( x . ) - 2£. f (x.)f (x . ) ] = f(x ) 2N-1 R . ^ . I R I R I L I L I R I=l 
and 
^
H2N-l(V = J 2«. rt '(x r >){f(x i) +( Vx.)[f ,(x i)-»;(x i)f(x i)]} i=l 
+ J 6. [f'(x.) - 2& ! ( x . ) F ( x . ) ] = f'(x ). 
L
 I R I I I I r 
Thus existence is established. To show uniqueness, suppose P is a poly­
nomial of degree <(2N-1) satisfying 
P ( x r ) = f(x r), P ' ( x r ) = f'(x r), r=l,2,...,N. 
Then D(x) = H^ T n(x) - P(x) is either the identically zero polynomial or 2N-1 
a polynomial of degree <(2N-1) with D(x ) = 0, D ' ( x ) = 0 for 
r=l,2,...,N. If D(x) = 0 , the uniqueness of ^ is established. 
Otherwise, by Rolle's theorem, the polynomial D' has a zero £^ on each 
of the open intervals (x^» x^ +^) 9 i=l,2,...,N. Thus D T is a polynomial 
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of degree <(2N-2) and has (2N-1) distinct zeros at x J _ < ^ J_ < X2 <^2 < * * * 
< XN_i <^N-l < XN• follows that D(x) = 0, and hence ^N-l is unique, 
To establish ( A . l ) , for xe[a,b] and x*x p, r=l,2,...,N, define R(x) = 
f(x) - H2N-1^ X^' a n d ^ ^ e d e f i n e d o n t a»b] by 
N ft-x ^ 2 
ip(t) = f(t) - H 2 N - 1 ( t ) - R(x) TT 
r=l r 
Then 
and 
iKx r) = f(x r) - H 2 N_ 1(x p) = 0, r=l,2,...,N, 
ip(x) = f(x) - H 2 N_ 1(x) - R(x) = 0. 
Hence ^ has (N+l) zeros at x,x^,x2,...,x^. By Rolle's theorem, ^' has 
a zero at each of N points E, , E , ^ , . . . , E , ^ each of which is distinct from 
x^,x2,...,x^. A direct calculation shows that 
i^(xp) = f (x r) - H 2 N_ 1(x p) = 0, for r=l,2,...,N| ' - ^ 
Thus ip1 has 2N distinct zeros at £ ,£ 2, . . . and x^,x2 ,. . . ,x^. It is 
easily shown that i|/2^(C) = 0 for some E, in the open interval (a,b). 
But 
(2N) ( ? ) = f ( 2 N ) u ) _ R(x)(2N)! 
N
 2 
TT ( X - X ) 
r=l 
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Consequently 
f(2N), . N f ( 2 N )(E) N 2 
R ( X ) =
 (2H) ' ( x " V m d f U ) = H2N-1 ( X ) + (2N)I " ( x " V 
r=l r=l 
This completes the proof. 
Definition A.l. Let {<J>n) be a sequence of monic polynomials orthogonal 
on an interval [a,b] with respect to a normalized integrator a. For 
N^l, let x 1,x 2,...,x N be the N distinct zeros of <j> . The Christoffel 
numbers associated with the zeros of <j> are given by 
Ai = { (x-x.)^(x.) d a ( x ) ^ i=1.2.....1f. 
Several equivalent definitions of Christoffel numbers are given in the 
following lemma. For a proof of their equivalence see [23, p.48]. 
Lemma A. 2. Let a be a normalized integrator on [a,b] and let {<J> } 
(n>0) be the sequence of monic polynomials orthogonal on [a,b] with 
respect to a which satisfy the three-term recurrence 
'o = 1 
b (x) = x + b Q 
) _(x) = (x+b )<f> (x) - c (j) ,(x) 9 n>l, 
n+1 n n n n-1 
For each N>1, let x ^ j X ^ , . . . , ^ denote the N real zeros of <j>^. Then the 
following definitions are equivalent to Definition A.l. 
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(i) A, = / 
* N ( x ) -i2 
(x-x.)^(x.) dct(x), i=l,2,...,N 
c c . . . c / • • \ , 0 I N . . _ 1 1 A . = - T Y777 V" » 1 = 1»2,...,N, c =1 
c c c 
/ . • • \ , 0 1* * * N-l . . . 
( m ) A. =
 T — ? r- , i=l,2,...,N, c =1 
1
 *N-l ( xi )*N ( xi ) ° 
Lemma A. 3. Let a be a normalized integrator on [a,b] and {<J> } (n>0) 
° n 
the monic polynomials which are orthogonal on [a,b] with respect to a. 
For any integer N>1, let x ^ j X ^ , . . . , ^ denote the zeros of <j>^ 5 and let 
A ^ J A ^ J . - . J A ^ be the corresponding Christoffel numbers. Then if P is any 
polynomial of degree <(2N-1), 
b N 
/ P(X)dct(X) = Y A . P ( X . ) . 
J
 .
L
, I I i=l 
Proof. By Lemma A.l it follows that 
P(x) = I [£.(x)]2{P(xi) + (x-x.)[P'(x.) - 2£!(x.)P(x.)]}, 
i=l 
where 
2 N 
1
 P = l 
P*i 
( 1 
x-x 
P 
2 
X . - X 
I 1 PJ 
Vx) 
(x-x.)^(x.) 
Thus 
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b N b 
/ P(x)da(x) = I P(x.) / [£i(x)]^da(x) 
a i=l a 
S b 9 
+ I [P T(xJ-2£ 1(x i)P(x i)] / [£ i(x)] Z(x-x i)da(x). 
i=l a 
2 
By conclusion (i) of Lemma A.2, / [£^(x)] da(x) = A^. Note that 
[£i(x)]z(x-x.) = <|)N(x)<i 
* N ( x ) 
(x-xi)[(f)1J(x1)]' 
and 
degree 
• N ( x ) 
(x-x.)[^(x.)]' 
> = N - 1, for each i=l 92 9... 5N, 
Since cj> is orthogonal to all polynomials of degree <(N-1), it 
follows that / [^(x)] (x-xi)da(x) = 0, for i=l52,...9N. Hence 
b a N 
I P(x)da(x) = ][ A.P(x.). This completes the proof, 
a i=l 
Lemma A.4. Let a be a normalized integrator and H } t n e monic poly­
nomials which are orthogonal on [a,b] with respect to a. For any posi­
tive integer N let A.,
 9A^,. . . ,A.T denote the Christoffel numbers associated 
&
 l 5 2 N 
N 
with the N zeros of d>.T. Then ; A. = 1. 
i=l 
Proof. Apply Lemma A. 3 to P (x) = 1 on [a,b]. Then since a is normal­
ized , 
b N 
1=1 lda(x) = I A.. 
J
 .
L
, i i=l 
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The preceding lemmas may be applied to obtain the quadrature 
formula for double integrals over a rectangle R = [a,b] x [c,d]. 
Theorem A.l. Let a be a normalized integrator on [a,b] and {6 } (n>0) 
°
 Tn 
the associated monic polynomials orthogonal on [a,b] with respect to a. 
Let co be a normalized integrator on [c,d] and {\B } (n>0) the associated 
monic polynomials orthogonal on [c,d] with respect to co. For each pos­
itive integer N let x^x^ 3 ^ denote the N zeros of cf>^  and X ,X^9.... 
X^ the associated Christoffel numbers. For each positive integer M let 
y l , y 2 9 ' * ' , yM d e n o~ t : e " t 1 n e ^  zeros of and , j • • • s ^  the associated 
rb 2 rd 2 
Christoffel numbers. Let = J c(> (x)da(x) and = J ^(y)dco(y). Let 
d C
 2N 2N f be defined on R = [a,b] x [c,d], and suppose that d f/3x and 
2M 2M 8 f/3y are continuous on R. 
Then 
b d N M 
/ / f(x,y)dco(y)da(x) = Y Y A.K.f(x.,y.) 
a c i=l j=i 1 3 
, 1 9 £
 r r v , 1 8 f ,„ , 
(2N)! . 2N U 1 9 V T N + (2M)! ~~2M U 2 ' V C T M 
o X 9y 
for some E,^9E,^ELAIB2 and some n^ ,n2eCc»d]. 
Proof. For any fixed xe[a,b] Lemma A.l may be applied to f(x to 
obtain 
1 3 2 Mf M 2 
f ( x
'
y ) = H2M-l ( x' y ) + T2M)T~^M ( X s n ) 71 ( y " y s } 9 
8y s =1 
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where H2M-1^ X'"^ a P°ly n o mi al °f degree <(2M-1), 
H 2 M_ 1(x,y ) = f(x,y.) for j=l 92 9...,N 9 and ne(c,d). 
It follows from Lemma A.3 that 
1 , d 8 2 Mf / f(x9y)da)(y) = £ K.f(x 9y.) + ( 2 M ) , / (x9n )i\> (y)da)(y) 
c i=l c 9y 
and hence that 
b d M b 
/ / f(x9y)dco(y)da(x) = I K. f f(x,y.)da(x) 
a c j=l : a : 
1 b d 3 2 Mf 2 +
 TZMlT jf ^ 2M (xSn)^M(y)dw(y)da(x) 
a c 8y 
For each j=l,2,...,M, apply Lemma A.l to f(*,y_.) to obtain 
2N N 
f ( x
'V = H2N-l(x'>'j) + T2ITT72I U j ' y j ) \iK'xr)2' 
3x r=l 
where ^ ( • ,y_.) is a polynomial of degree <(2N-l), 
H 2 N - l ( x i , y j ) = f ( x i ' y j ) f o r i = 1> 2>•••> N> a n d Sj€(a 9b). 
It follows by Lemma A.3 that 
b N b 2N 
/ f(x9y )da(x) = I A.f(x.9y ) + j^yr j — U. 9 y )^(x)da(x) 
a J i=l a 8x J J 
136 
and hence that 
b d N M 
/ / f(x,y)dw(y)da(x) = 1 1 A. K .f(x.
 9y .) 
a c i=l j=l 1 ] 1 ] 
1 r b 8 2 Nf 2 
+
 (2N)T I K j / —2N U.,y.)*N(x)du)(y)da(x) 
j = l a 8x 
1 b d d2Mf 2 
+
 ( 2 M ) I / / (x,nHM(y)da)(y)da(x). 
a c 8y 
Let U and L denote, respectively, the maximum and minimum values of 
2M 
3 f 
71M O N 
8y 
Then 
b d b d 2M 
L M ° M = L M I f yy)da)(y)da(x) < / / ° — (x,n)^(y)da)(y)da(x) 
a c a c 8y 
b d 
"
 U M i i ^M(y)do)(y)da(x) = U ^ . 
a c 
2M 8 f 
Since a„, — ? r r r is continuous on R , it assumes every value between its 
M . 2M J 8y 
maximum and minimum values; in particular 
8 2 Mf b d 8 2 Mf 2 
° M ~m ^ 2 ' V = / / —(x , n)* M(y)dw(y)da(x) 
8y a c 8y 
for some E, e[a,b] and some ri9e[c,d]. Let U and L denote, respective-
2N 8 f ly, the maximum and minimum values of — - ^ - r on R . 
3x 2 N 
Then 
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M M b M b 2N 
E K i L N T N = I Ki LN / Vx)da(x) *lv<f -2S-(5vy.)yx)da(x) 
j = l j=l a j=l J a 3x J J 
M b M 
- I K - U M / 4>M(x)da(x) = T K.U MT- T. 
]=1 a ]=1 J 
M 
But by Lemma 4, £ K. = 1; hence 
j=l ] 
M b 2N 
3=1 J a 3x J J 
2N 8 f 
By continuity of T — — on R, there exist £^e[a,b] and ri^e[c,d] such 
dx 
that 
3 2 Nf M b 3 2 Nf 2 
TN ~ 2 N U l » n l ) = I K n ! — 2 N ^ i » y i ) * N ( x ) d 0 t ( x ) 
dx j=l J a 3x J J 
Consequently 
b d N M 
/ / f(x9y)dcj(y)da(x) = I I A.K.f(x.,y.) 
a c i=l j=l 1 : 1 : 
N 3 f , v M 3 f , v 
+
 (2N)! „ 2N ^ 1 > V + (2M)! „ 2M U 2 ' V ' 
3x 3y 
which completes the proof. 
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APPENDIX B 
TABULATION OF SOLUTIONS 
For convenient reference the following pages contain a tabula­
tion of physical parameters and the required polynomials, intervals of 
orthogonality, and weight functions for solutions of various physical 
systems of the type treated in Chapters II and III. The following 
notation is used throughout this section: 
[i] P. (a,3) are the Jacobi polynomials described in Szego [23] ; 
n 
[ii] L (a) are the Laguerre polynomials described in Szego [23] ; 
n 
[iii] M (a,3) are the non-classleal polynomials described In 
n 
Chapter IV. 
TABLE LA. SYMMETRIC SOLUTION FOR INFINITE CHAINS 
M 
N 
K 
N 
YN 
R (NIO) N [A,B] 
DA(X) 
DX 
1. M =M, NIO 
N 
K =K, NIL 
N 
Yo = 1 
Y N=|. NIL 
R P(-L/2,-L/2) 
N N 
<-l)V[n 
R N " C(2N)!] 
2K ^ 
M 
Tr/4KMX-M2X^ 
2. 
M Q=2M 
M =M, NIO 
N 
K =K, NIL 
N 
1 
RP ( l / 2'- 1 / 2 )fe-LL 
N N [2K J (-l)V[n!]2 
RN " C(2N)!] 
M /HK-MX 
2IRK y MX 
3. 
M Q=2M 
2 
M =(N+L) M, NIL 
N 
KN=N(N+L)K, NIL 
1 
(1/2 ,1/2) (MX } 
N N [2K J 
„ _ (-IAVI] 
RN " [(2N+L)!] 
E-13 M /—; m—B-(N+1) 2 /4KMX-MZX'' 2RRK 
4. 
M Q=2M 
2 
M =(2N+L) M, NIL 
N 
KN=(4N-L)2, NIL 
1 
R P(-L/2,L/2) 
N N 221-L] 
2K J 
M / MX 
(2N+L)2 _ _ (-l)V[n!] 
RN " [(2N+L)U 
2RRK / I+K-MX 
5. 
M0=6M, (GIL) 
M =M, NIL 
N 
K =K, NIL 
N 
6 
2 
(L,6)FMX 
N [2K " 1 
GM /4K-MX 1 
tJ MX I+K-B(2-B)MX 
6. 
M0=6M,(8<L) 
M =M, NIL 
N * 
K =K, NIL 
N 
B 
2 
(L.B)FMX } 
MN [2K ~
 XJ [:» M6(2-6)J PM /4K-MX 1 2(L-B)FI( »+K 1 Try/ MX J+K-B(2-B)MX 1 (2-S) [ X MS(2-6)J 
M K K 
A = - 7 - N - ( N I O ) , B = L + —2- ( N>0). C = t - 2 - (NIL). 
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T a b l e l b . A n t i s y m m e t r i c S o l u t i o n f o r I n f i n i t e C h a i n s 
m 
n 
k 
n * n Qn (nil) [ c , d ] d o j ( x ) d x 
1 . m = m , n i O 
n 
k = k , nil 
n 
1 
( 1 / 2 , 1 / 2 ) fmx 1 
q n n - 1 [2k _JJ 
(_l)n-V[ni:2 
q n - 2 [ ( 2 n ) ! ] 
—^—^ / 4 k m x - m 2 x 2 
2TTk 
2 . 
=2m 
m = m , nil 
n 
k = k , nil 
n 
1 
p(l/2,l/2)(mx ] qn Pn-l [ 2 k " 1 ] (-l)n"V[n!]2 
q n " 2 [ ( 2 n ) ! ] 
— ^ — / 4 k m x - m 2 x 2 
2TTk 
3 . 
nig = 2m 
2 
mn=(n+l) m , nil 
k =n(n+l)k, nil 
n p
( 1 / 2 ,1/2)fmx 1 (-l)n-VCn!]2 
q n " ( n + l ) [ ( 2 n ) ! ] 
m rrr. n—5-
( n + 1 ) 2 
^ / U k m x - m ^ x ^ 
2rrk 
4 . 
nig=2m 
o 
mn=(2n+l) m , nil 
k n = ( 4 n 2 - l ) k , nil 9 
( 1 / 2 , 1 / 2 ) f m x ) 
V n - 1 [2k J 
.(-D ^ S.^Cn!] 2 
q n " 2 [ ( 2 n + l ) ! ] 
E-] m r~ 5—7-
(2n+l)2 
^ / U k m x - m ^ x ^ 
2TTk 
5 . m0=6m, (Sil) 
m = m , nil 
n 
k = k , nil 
n 
1 
( 1 / 2 , 1 / 2 ) f m x ) 
% n - 1 [2k J (-l)n-V[n!32 
q n ~ 2 [ ( 2 n ) I ] 
E^ ] —2— / 4 k m x - m 2 x 2 2irk 
6. 
m0=em, (6<1) 
m =m, nil 
n 
k = k , nil 
n 
1 
( 1 / 2 , 1 / 2 ) f m x | 
% n - 1 [2k " J 
(-l)n_V[n!]2 
q n " 2 [ ( 2 n ) ! ] 
[••3 —2—• Akmx-m 2 x 2 2irk 
n+1 n+1 n+1 
T a b l e 2 . S o l u t i o n s f o r Q u a r t e r - P l a n a r A r r a y s 
m . . 
I D P i j 
Y n 
P ( x ) 
n 
[ a , b ] d c t ( x ) d x 5 n Q n ( y ) [ c , d ] 
d u ( y ) 
d y 
1. y 1 n [k J [ o , » ) 
m 
- — X 
m p 
— e 
P 
n+1 L ( 1 ) f-y| 
n [\i J J 
Co,- ) 
2 
m 
2 ~~2 7 
m p 
y — e 
y 
2 . (2 i+l )m ip ( 2 i + l ) j u 1 
2n+l (-1)V°'0)[^  x-l] m 2p 1 -J0,(H [o,~) m — y m p — e y 
3 . (# (2 i + l )p 1 2n+l ( _ 1 ) n p ( 0 , 0 ) | H x _ 1 j m 2p~ n+1 [o,«) 
2 
m 
2 2 7 
m p 
y — e 
y 
4 . m p V 1 
( 1 / 2 , 1 / 2 ) f™ ] 
* n n [2p J ' 
( - l )V + 1 [ (n+l) ! ] 2 E-3 1 . ( • l A n , 1 [ ( n t l ) ! ] 2 E-^  —^-z- A p m x - m 2 x 2 2tt P — ^ - t - / 4 p m y - m 2 y 2 2 u p 
P n 2 [ ( 2 n + 2 ) ! ] ^ 2 [ ( 2 n t 2 ) ! ] 
5 . m ( 1 - « 0 1 ) P y 1 P n
P n 1 / 2 ' - 1 / 2 ) ( f - 4 
( - l )V[n! ] 2 E-f 1 ^n
1/2
'
1/2)(^H' 
( - l A n + 1 [ ( n + l ) ! ] 2 
m / 4 p - m x 
2p tt y m x 
m
 2 / 4 p r r r y - m 2 y 2 
2iry 
V [ ( 2 n ) ! ] 
q n " 2 [ ( 2 n + 2 ) ! ] 
6 . m ( 1 - « 0 1 ) P ( l - « o j ) M 1 
( 1 / 2 , - 1 / 2 ) , , 
( - l A n [ n ! ] 2 E^ ] 1 ^
1/2
--
1/2)(H-
( - l A % ! ] 2 E-^  m / 4 p - m x 2pTiy mx m / U p - m y 2pTry my 
V [ ( 2 n ) ! ] V [ ( 2 n ) ! ] 
7 . ( 2 i+ l ) (2 j+ l )m i(2j+l)p j ( 2 i + l ) p 1 2n+l (-1)V°'0)[^  x-l] E-f] m 2p 1 2n+l (-l)V°»0)(2y-lj [•IB m 2 y 
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