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Abstract 
This paper describes a low-cost interactive active 
monocular range finder and illustrates the effect of intro- 
ducing interactivity to the range acquisition process. The 
rangefinder consists of only one camera and a laser pointel; 
to which three LEDs are attached. When a user scans the 
laser along s u ~ a c e s  ofobjects, the camera captures the im- 
age of spots (one from the lasel; and the others from LEDs), 
and triangulation is carried out using the camera's viewing 
direction and the optical ax is  of the laser. The user interac- 
tion allows the rangefinder to acquire range data in which 
the sampling rate varies across the object depending on the 
underlying surface structures, Moreovel; the processes of 
separating objects from the background ador f ind ing  parts 
in the object can be achieved using the operator's knowl- 
edge of the objects. 
1 .  A user can select surfaces or even contours which need 
to be measured. Unwanted surfaces are simply not 
scanned. This means that the environment does not 
need to be controlled. 
2. The sampling rate can be changed depending on the 
complexity of surface structures. Highly structured 
surfaces are represented by very dense 3-D points, and 
simple surfaces are described with a small number of 
points. 
3. Some segmentation processes can be carried out by 
measuring each surface segment separately. This fea- 
ture is especially useful when prior knowledge of sur- 
faces or objects is available. 
In the next section, we review some range finding sys- 
tems closely related to the one described in this paper. The 
method of the interactive active monocular range finding 
system is then described, followed by experimental results. 
1. Introduction 2. Survey of Related Work 
Since range finders were introduced into the field of 
computer vision, researchers have gained access to infor- 
mation that is vital to analyze the three-dimensional (3-D) 
world. There are many types of range finders, but the ones 
more often used in computer vision are non-contact sys- 
tems, which measure the shape andor position of an object 
in the 3-D world using optical technologies. Over the past 
few decades an enormous amount of effort has been directed 
into the development of fast and accurate range finders and 
the history and descriptions of several range finding tech- 
niques can be found in extensive surveys (Jarvis [4,5]). 
The main objective of this project is to build a low-cost, 
relatively accurate, and interactive range finder. The key 
issue here is the interactivity. In this system, a user inten- 
tionally selects surfaces of objects that need to be measured. 
Making the system interactive provides the following bene- 
fits: 
Bouguet and Perona [2] recently developed a low-cost 
active lighting range finder. In their system, a shadow of 
a stick is used instead of a stripe of light. An operator 
sweeps the stick between the light source and the scene 
of objects, projecting a series of shadows onto the objects. 
This is effectively the same as the structured stripe lighting 
range finder. It is an interactive system and the operator can 
choose the sampling rate in the sweeping direction. How- 
ever, regions of surfaces cannot be selectively measured be- 
cause the shadow of the stick has to be projected onto the 
scene such that it falls across the image from one end to the 
other. Further, the system has to carry out object extraction 
and segmentation. 
Digibot from Digibotics' uses a single laser beam to il- 
luminate a point on the surface of the object. This device 
I http://www.digibotics.com 
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is designed to measure an object, which fits in a cylinder of 
45 cm diameter x 45 cm high at the distance of 45 cm, and 
to produce a very dense range image. They integrate the 
single beam range finder with a 4-axis scanning platform in 
order to obtain full 3-D data. Therefore, the whole platform 
is very bulky and no user interaction is allowed. 
The ModelMaker by 3D Scanners2 is an interactive 
range finding system. The system integrates the single 
stripe range finder with a very accurate localizer. The lo- 
calizer is just like a robot arm, and it produces a precise 
3-D position of the arm. The single stripe range finder is 
mounted on it. This system offers very fast and accurate 
range data acquisition. However, it is still expensive and 
bulky, and its measurable volume is limited to the one de- 
fined by the length of the localizer’s arm. Moreover, due 
to the laser stripe, a surface region with an arbitrary shape 
cannot be selected to be measured. 
3. Interactive Active Monocular Range Finders 
The principle of our range finders is the same as beam 
scanning range sensing [6]. This method is one of the most 
simple active range finding techniques [ 11. The basic sys- 
tem can be built using a single camera and a beam of light 
mounted on the sweeping platform. The position of a 3-D 
point can easily be recovered using a simple triangulation 
technique, if the position and orientation of the camera, the 
displacement between the camera and the light source, im- 
age coordinates of the spot of the beam, and the swept angle 
of the beam are known. 
In our range finder, the user plays the role of the beam 
sweeping platform. By introducing this interactivity, the 
user can specify any surface, which is visible from a cam- 
era, to be measured. The range finding is achieved by sim- 
ple triangulation that requires at least two optical rays. In 
our system, the optical axis of the laser is used as one of op- 
tical rays for triangulation. The system utilizes three LEDs, 
that lie on the optical axis of the laser, to compute the op- 
tical axis of the laser. At least three LEDs are necessary to 
determine the optical axis of the laser in the 3-D space. 
3.1. Overview of the System 
The range finder consists of only one color CCD cam- 
era. It, however, requires three LEDs, which lie on the op- 
tical axis of the laser, as shown in Fig. 1 .  The locations of 
the laser spot and LEDs are initially estimated by extract- 
ing bright circular image segments and finding the centroids 
of them. The system distinguishes a red spot from green 
spots by analysing intensity distributions of red and green 
color components within the spot images. The estimated 
positions are further adjusted based on the collinearity con- 
straint. During range finding, three LEDs have to be visible 
2http://www.3dscanners.com 
Green LEDs 
Figure 1. The system configuration of the in- 
teractive active monocular range finder. 
Camrra Coordinate S y d m  ( C )  
Figure 2. Geometry of the triangulation us- 
ing one camera and a laser pointer with three 
LEDs. Three LEDs have to lie on the optical 
axis of the laser. 
from the camera that is rigidly attached to a tripod. The 
three LEDs are aligned with the optical axis of the laser. 
Hence, given the camera parameters, the 3-D coordinates 
of these three points can be computed from their 2-D co- 
ordinates in the camera image. This determines the optical 
axis of the laser. Thus, the 3-D coordinates of the point can 
be estimated as an intersection of the viewing direction of 
the camera and the optical axis of the laser as illustrated in 
Fig. 2. 
3.2. Camera Model and Calibration 
In order to compute the 3-D coordinates of the point on 
the surface, intrinsic and extrinsic camera parameters need 
to be known. The extrinsic parameters represent an ori- 
entation (both rotation and translation) of the camera with 
respect to the 3-D world coordinate system. The intrinsic 
parameters are the focal length of the lens, scale and trans- 
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lation between the camera's retinal plane and image plane. 
These parameters can be described by a perspective trans- 
formation matrix. There have been several camera models 
and calibration methods proposed [8, 31. In this project we 
employ a very simple pinhole camera model. 
A point p, = [x,, y, z,] in a 3-D world coordinate 
system (W),  is projected onto a point in the camera image 
p, = [U,, V I ]  by a 3-D affine transformation AI,  a perspec- 
tive transformation A z ,  and a 2-D affine transformation A 3 :  
where 
su 0 110 1 0 0 0  
A 3 = [ :  2 U ; ] ,  : ] ,  and 
(2) 
Ai= [ 
In the above, s, and s, are scaling factors along the cam- 
era image coordinate system U , V ,  uo and WO are the co- 
ordinates of the U,V  coordinate system's origin, f is the 
focal length, and { ( T ~ ~ , T ~ , , T ~ ~ )  : i = 1 ,2 ,3}  are the unit 
vectors of each axis in the camera coordinate system, and 
( t z ,  t,, t Z )  is the camera center in the world 3-D coordinate 
system. Let C be a 3 x4 matrix. The above transformation 
can be re-written as 
ar [ t: 1 = c 2 1  c 2 2  c 2 3  c z 4  1 [ z: ] . (3) 
The matrix C is often called a camera parameter matrix, 
which includes information about both extrinsic and intrin- 
sic parameters of the pinhole camera. If camera image co- 
ordinates and 3-D coordinates of at least twelve points are 
given, the camera parameter (all the elements of the matrix 
C )  can be estimated using a least squares method. 
3.3. Blob Extraction 
rgX ~3~ r3, t ,  ' 
rl, f l y  TIr tx 
rzx 1 - 2 ~  rzZ ty 
0 0 0 1  1 
XUJ 
c 1 1  cl2 c 1 3  c14 
c31 c 3 2  c 3 3  c 3 4  
In the IAMRF, the x, y and z coordinates of a point on 
a surface of an object are calculated based on the image co- 
ordinates of the red laser spot and three green LEDs. A 
typical image is shown in Fig. 3. Firstly, four circular seg- 
ments are extracted by simple thresholding and segmenta- 
tion. Secondly, a red spot is detected by examining the ratio 
of the red and green components in each circular segments. 
Lastly, the three others representing the three LEDs are or- 
dered based on the distance from the image of the red spot. 
Once four segments are extracted the U,  V image coor- 
dinates of the laser spot and three LEDs are obtained to sub- 
pixel accuracy by calculating the centroid of each segment. 
These coordinates, however, may contain errors introduced 
during the thresholding and the computation of the centroid. 
Figure 3. An image of the three LEDs and the 
laser spot. 
The extracted four segments are projected images of the 
three LEDs and the laser spot that are aligned with the opti- 
cal axis of the laser. Hence, the projected images also have 
to lie on a line. The centroids of the four spots, therefore, 
are re-calculated by finding the closest point on the line that 
is obtained by a line fitting (finding) method such as a least 
square method, the 1 st eigenvector of a moment matrix[7], 
and the Hough transform. 
3.4. Triangulation 
When the camera parameter matrix C and the relative 
distances between the three LEDs are available, the loca- 
tions (pA, pB, pc and pD) of the three LEDs and the laser 
spot in the 3-D space can be calculated as follows, using 
their corresponding 2-D coordinates (pa, pb, p, and p,) in 
the camera image. 
The points PA = [xA,YA,ZA], PB = [xB7YB,zB], 
pc = [2c,yc,Zc] and p~ = [ZD,YD,ZD] in 3-D world 
coordinates, are projected to the 2-D points pa = [ua, va], 
spective y on the cameras' image plane. By represent- 
ing the camera parameter matrix C with three row vec- 
tors c1 = [CII, CIZ, c13, ~141, c2 = [CZl? CZZ, C 2 3 ,  CZ~], and 
c3 = [ C Q ~  , ~ 3 2 ,  c33, c ~ ~ ] ,  The perspective projections are de- 
scribed as: 
Pb = pb7Vb], P, = ['&,.vc] and pd = ['&l,vd] re- 
These four sets of equations represent four lines, which 
intersect at the origin of the camera coordinates in the 3-D 
world. Shifting the camera coordinate system so that its ori- 
gin matches that of the 3-D world coordinate system yields: 
P I A  = 
P'B = pB-t7 
( 5 )  P:" = pc-t, 
P D  = pD-t. 
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where 
0 
Figure 4. Geometrical arrangement of four 
points, which are collinear, after the transla- 
tion. 
The geometrical arrangement of the nine points ( p A ,  p A ,  
p c ,  p,, p a ,  p b ,  p c ,  pd and t )  will not be affected by this 
translation as illustrated in Fig. 4. Four points p ' ~ ,  p lB ,  
pIc and p tD are aligned on the line 1'. The line 1' cor- 
responds to the optical axis of the laser. This line can be 
represented as: 
I!' p,! = P'D + k l ,  (6) 
where p,,  is a point on the line Z', k(-00 5 IC 5 00) is a 
constant and 1 is the unit vector parallel to the line 1'. Hence 
points p t A ,  pIB, plc and pIc can be represented as: 
p'A = P'D +6317 
pfB = p'D+6417 
p:C 
= P'D + 6 5 1 ,  
P D  = P'D, 
(7) 
where 63, 64 and d5 are the relative distances between p A  
and p D ,  p B  and p D ,  and pc  and p,.  If distances between 
p A  and p c ,  and p B  and pc  are given as &,62 respectively, 
the constants 63, 64 and 65 are represented as: 
6 4  = 63 -61 + 6 2 ,  
65 = 63 -61, (8) 
where R(a,  b; c, d )  is a cross ratio of the projected points 
P ' ~ ,  p t b ,  p', and p'd. Three LEDs are attached to the laser 
pointer, therefore the relative distances between them can 
be measured prior to range finding. Moreover, the cross 
ratio of four collinear points is preserved by the perspective 
transformation. Hence, the cross ratio R(A', B'; C', D') of 
the points p t A ,  pIB, p f c  and p t D ,  equals the cross ratio 
R(a', b'; c', d') of projected points p t a ,  p'b, p', and p t d :  
R(A, B;  C, D) = R(a,  b; c, d ) ,  (9) 
Thus, the distance 63 can be computed from 61, 62 and the 
cross ratio R(a, b; c ,  d ) .  From equations 4, 5 and 7, we ob- 
tain: 
where 
D =  
and 
E =  
Dp'g + ElT = 0,  
Two vectors p f D  and 1 are vectors that define the stationary 
points of IIDp'g + ElT112 subject to the constraint that 
111112 = 1 (the vector 1 is a unit vector). This is equivalent to 
the finding stationary points of the Lagrangian: 
L(p'D,l ,  A) = IlDp'g + ElT1I2 + X ( 1 -  lllT112), (14) 
where X is the Lagrange multiplier. When partial derivatives 
of L with respect to the vectors p', and 1 equal zero, then: 
P'D = - ( D ~ D ) - ~ D ~ E z ~ ,  (15) 
and 
( E ~ E  - E ~ D ( D ~ D ) - ~ D ~ E ) I ~  = X Z ~ .  (16) 
Thus the vector 1 is the eigenvector that corresponds to the 
smallest eigenvalue of the matrix 
E ~ E  - E ~ D ( D ~ D ) - ~ D ~ E .  
This can be easily solved by Jacobi or QR methods. Once 
the vector 1 is obtained, the point p', can be computedfrom 
Equation 15. Since the point p t D  is translated by the vector 
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t ,  the original point p D  that is a point on the surface of the 
object can be obtained by 
The vector t ,  which is the origin of the camera, can be 
obtained through the camera parameter matrix. Unfortu- 
nately, there will be two combinations ( p D l ,  ZI) and (p,,,  
1 2 )  which define the stationary points of Equation 14. This 
ambiguity can be solved by taking the point p ,  that is close 
to a surface of an object - for the following reason. At the 
time of camera calibration, the calibration frame is placed 
so that the image plane of the camera is between the camera 
and the calibration frame. The calibration frame defines the 
3-D world coordinate system and its origin. Therefore, the 
point p D  that is on a surface of an object is closer to the 
origin of the 3-D world coordinate system. 
4. Experimental Results 
In this section, the results from several accuracy tests 
and 3-D surface reconstructions using the IAMRF are re- 
ported. The accuracy tests evaluate comparisons of range 
data against a fitted planar surface. The 3-D surface recon- 
struction demonstrates the interactivity of range finders. 
4.1. Planar Surface Fitting 
The aim of this experiment is to evaluate the accuracy 
with which the system can retrieve basic geometric shape 
features. The object consists of two flat surfaces which 
form a right angle. The range data of those two surfaces 
were obtained by placing the object in 10 different posi- 
tions where the approximate distance from the camera to 
the object was kept around 1.5 m. We then fitted a plane 
to the cloud of points that were supposed to be lying on the 
planar surface. The root mean square (RMS) residual error 
of this surface fitting was estimated and is summarized in 
Table 1. The main source of the error comes from the inac- 
curate position estimation of the three LEDs and the laser 
spot. This is mainly due to the size of spots and the align- 
ment of the LEDs. In order to evaluate the global accuracy 
Table 1. RMS residual error of the plane fitting. 
Average RMS residual error [mm] 11 0.744 
Maximum RMS residual error [mm] 11 1.303 
of the range data representing two planar surfaces, the an- 
gle between them was calculated from surface normals of 
corresponding parts on each surface. The average estimate 
of the angle was 1.567 radians, whereas the true angle is 
$( 1.5708) radians. The relative error of the estimated angle 
over ten pairs of planes was 0.24 % even though the range 
data was obtained by freehand scanning. The results show 
that there are no noticeable errors in recovering simple ge- 
ometric features. 
4.2.3-D Surface Reconstruction 1 
The first reconstruction was carried out to demonstrate: 
(1) the environment does not need to be controlled, and (2) 
the sampling rate can be changed at any region in the scene. 
A target object (a step object) was placed in a scene with 
several other objects. The step object was measured as a set 
of planar surfaces. The user measured each planar surface 
separately. Figure 5 shows each step of range data acqui- 
sition. Each surface is approximated by a set of triangle 
patches. As shown in Figure 5, there are three other objects 
(a cup, a pair of pliers, and a CD case) in addition to the 
step object. If ordinary range finders were used, they would 
measured all visible points that belong to all these objects. 
Moreover, points belonging to the background would also 
have been picked up (note some range finders would not 
measure black colored surfaces). In this system, however, 
the operator can choose the surfaces that they wish to mea- 
sure. 
(b) 
(a) The image of the 
scene 
Figure 5. Results of interactive range finding. 
4.3.3-D Surface Reconstruction 2 
In the second experiment, surface reconstruction was 
carried out using the polyethene foam model of the head 
as used previously. Figure 6(a) shows a snapshot of range 
acquisition. The process of incremental measurement is 
shown in Figure 6(b)-(e). A small number of data were ini- 
tially acquired by sparsely sweeping the laser. More range 
data were later measured aound surfaces which are highly 
structured. 
There are conspicuous errors around regions of a cheek 
and the lips, where surfaces are highly structured. These er- 
rors were mostly due to the errors in locating the centroids 
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of the spot images of the LEDs. While sweeping the laser 
along the highly structured surface, the user has to vary the 
orientation of the laser pointer significantly. When the LED 
is not properly facing the camera, the CCDs register an in- 
correct spot image, which is caused by interaction of light 
and the encapsulation of the LEDs. This is due to the small 
viewing angle (only 35") of the LED used in this range 
finder. This could be solved by using a surface mount LED 
whose viewing angle is typically more than 150". Some 
roughness is seen around the nose and forehead because 
these curved surfaces are approximated by sets of triangular 
patchcs gencratcd from unevenly sampled data. 
Figure 6. Results of interactive range finding. 
5. Conclusion 
In this paper, an interactive active monocular range 
finder is described. The range finder incorporates a human 
operator into the cycle of measurement and makes them act 
as a laser beam scanning platform. In order to compensate 
for the loss of constraint, i.e., the unknown direction of the 
laser, the system utilizes three LEDs that are aligned on the 
optical axis of the laser in order to extract the second ray for 
triangulation. During the range data acquisition, the opera- 
tor scans the beam of light across the areas of surfaces that 
need to be measured. 
This interactivity offers the following benefit. Range 
data of surfaces or objects can be selectively acquired. 
Therefore, even if the scene were cluttered, the desired sur- 
faces or objects could be measured without controlling the 
environment. In the case of building a 3-D model of an 
object, this range finder allows the operator to choose the 
sampling rate depending on the complexity of the surfaces 
and the results obtained so far. Hence, more points can be 
measured around the highly structured areas in contrast to 
those with very simple surface geometries. This is of great 
advantage when the operator already knows the shape of the 
surface. A simple planar surface, for instance, does not re- 
quire dense sampling in order to construct the surface. The 
segmentation process can be carried out to some extent with 
the operator's knowledge of the surfaces or objects. For ex- 
ample, when a surface of an object is under inspection with 
respect to its design, the operator already knows which sur- 
face needs to be inspected. Without the interactivity, the 
system has to go through a complex segmentation process 
to find the desired surface from the scene. 
Most importantly, the range finder presented in this paper 
can be built at very low-cost. This is due to the absence of 
a precision moving platform. The IAMRF uses only one 
CCD camera. Therefore, one can use an ordinary single 
input frame grabber. In fact, any cheap tele-conference kit, 
which usually includes a simple frame grabber and small 
color CCD camera, can be used. 
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