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Abstract 
Affine space-time mappings have been extensively studied for systolic array 
design and parallelizing compilation. However, there are practical important cases 
that require other types of transformations. This paper considers so-called modular 
mappings described by linear transformations modulo a constant vector. Sufficient 
conditions for these mappings to be one-to-one are investigated fc~r rectangular 
domains of arbitrary dimensions. It is shown that a sufficient condition for a 
modular mapping to  be one-to-one is that its (n x n) coefficient -matrix T has 
entries tii = k1 and t i j  = 0 for i > j where > is a total order on {1,:2, .  ., n), n = 
domain dimension. These conditions are strengthened and extended for particular 
types of rectangular domains and a.ffine transformations modulo a coinstant vector. 
The results of this paper can be used to identify a space of valid modular mappings 
of specific algorithms into time and space. They are illustrated by examples which 
include Cannon's matrix multiplication algorithm. 
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1 Introduction 
Many techniques of systolic array design and parallelizing compilatioil are based on sys- 
tema.tic mappings of index sets of regular algorithms into time and sl~ace. Most studies 
have concentrated on affine mappings for which a large body of theory and practical 
techr~iques have been accumulated. This paper considers a different class of mappings 
described by linear transformations modulo a constant vector(cal1ed modular mappings). 
Sufficient conditions for these mappings to be one-to-one are derived. They provide a 
basis for identifying a space of valid modular time-space mappings of specific regular 
algorithms. 
A large number of systolic arrays for linear recurrence algorithms can be derived 
syste:matically using affine space-time mappings(see for example [I]-[7] and references 
therein). Similarly, many parallel compiler optimized versions of nested loop programs 
result from such ma.ppings. However, there are practical important cases that require 
other types of transformations. For example, Cannon's algorithm for matrix-matrix mul- 
tiplication [8] does not result directly from an affine mapping [10],[12]. The corresponding 
m a p ~ ~ i n g  is modular and can be guessed but, to our knowledge, no sysitematic derivation 
has been provided for it. Partitioning mappings [9] and loop rot ations [IT)] also correspond 
to modular transformations. Systematic derivation of programs that take advantage of 
wrap-around connectivity in networks such as rings and torus may als'o require modular 
transformations. These mappings can be used to identify equally efficient processor ar- 
ray al.gorithms that require distinct data distributions. They may aleso be necessary to 
mechanically derive other involved mappings such as those used in [Ill- [14]. 
Tlle rest of the paper is organized as follows. Section 2 defines and characterizes mod- 
ular mappings. Sections 3, 4, and 5 derive sufficient conditions for a modular mapping to 
be one-to-one. Section 3 studies the generators of the set of points that are mapped into 
0 by it modular transformation. Necessary and sufficient conditions 011 these generators 
for inijectivity of transformations are discussed in Section 4 (similar co:nditions appeared 
in [19:)). Section 5 establishes the relation between a modular ma,pping and the generator 
matri.x induced by it. This relation is then used to derive sufficient conditions for the 
mod.llar mapping to be one-to-one. Section 6 extends the results to affine mappings and 
strengthens injectivity conditions for special types of domains. To illustrate the results 
of this paper, Section 6 also includes examples of modu1a.r mappings for ( n  x m )  matrix 
multiplication. Section 7 concludes the paper. 
2 Modular time-space transformation 
In this section, modular time-space transformations are defined in terms of two operations, 
a linear transformation and a 'mod' operation. 
Definition 1 (Modular function): A modular function, T% : Zn -, Zk, is a mapping 
of tht: form: 
1 T ( k )  &mod m,) 1 
where T ( i )  is a row vector. The matrix T = 1 and vector B = (ml ,  . , mi)' 
1 T ( k )  I 
are called the transformation matrix and modulus vector, respectively. 
Definition 2 (Modular time-space transformation): A modular time-,space transforma- 
tion, 'T,, is a modular function that is injective when its domain is restricted to the index 
set J of an algorithm, i.e., Tfi  : J -t Z k  is injective. 
Any (k x n)  transformation matrix T and k dimensional modulus vector m can make a 
modular function. However, in order for any modular function to be a modular transfor- 
mation of a given algorithm, T and m must be carefully chosen so that the transformation 
is injective when its domain is restricted to the index set of the algorithm. This paper 
consiclers only the case when n = k .  
Let ii and ij be two vectors with the same number of elements. Tht? notation ii(,od ,) 
denot es a vector ( ( U I  )(mod vl ) , ( u ~ ) ( ~ ~ ~  v z ) ,  . . . , ,,,I). Therefore t'he modular func- 
tion can be described as T-(') = ( T ; ) ( ~ ~ ~  a). 
Linear transformations can be considered particular cases of modular mappings for 
large enough moduli and finite domains. The need for modular transformations with 
"small" moduli arises for several reasons. Regarding space allocation, they are well suited 
for processor arrays with wrap-around connections which are mathe~natically captured 
by the "mod" operation. Similarly, they are well suited to derive schedules that (re)order 
antichains of computations and/or chains of commutative operations. 
Another interesting characteristic of modular mappings is that they can potentially 
yield many equally efficient schedules. Suppose that the index set of a given algorithm is 
recta~ngular (a precise definition is given in Definition 3 ) .  Then, it is possible to choose 
the niodulus vector 7)7. that tightly bounds the index set, i.e., any p E Zn, 0 _< p < m is 
an element of the index set. Then, the index set is transformed into another rectangular 
set with the same cardinality. This means that no single processor is ever idle during the 
execution of the given algorithm. Hence, any valid modular transfor:mation is optimal 
in the sense of processor utilization. Valid means that data dependencies and possibly 
other correctness constraints are satisfied. 
E:cample 1: Consider the matrix-matrix multiplication algorithm. 
DO i := 0'4 
DO j  = 0,4 
DO k = 0,4 
~ ( 2 ,  j )  = c(i, j )  + a(i, k) x b(k, j )  
CONTINUE 
Cannon's algorithm is particularly efficient and frequently used in actual parallel pro- 
cessors whose interconnection network is a torus[l5] ,[16]. In Cannon's algorithm, the 
elements of matrix a and b are initially aligned and multiplied by each other as shown 
in Figure 1. The next step is to shift matrix a to the left and matrix b up to neighbor 
proce:ssors where elementwise multiplication can take place again and its result can be 
Figure 1 : Initial data alignment of Cannon's algorit hrn. 
added to the current value of c(i, j). This shift and multiply step is repeated until all 
elements in a row of matrix a are multiplied by all elements in a column of matrix b. Can- 
non's algorithm can be described by the following program where al(i,  j) and bl(i, j) are 
aligned copies of a(i, j) and b(i, j )  according to the expressions a1(i7 j) := a(i,  (i + j)mod 5),
bt(i, j) = b((i  + j ) m o d  5 ,  j) 
CONTINUE 
It is not possible to use affine mappings to derive Cannon's algorithm from the se- 
quential matrix-matrix multiplication algorithm. Instead, the followi~ig modular trans- 
formamtion is required. 
This :modular transformation yields the following program (which is equivalent to the 
previously described program for Cannon's algorithm): 
DO i = 0,4 
IIOALL pl = 0,4 
DOALL p2 = 0,4 
= P1 
j = p2 
k = (t  + PI + ~ 2 ) m o d  5 
c(i, j) = c(i, j) + a(i ,  k)  x b(k, j) 
The advantages mentioned above come from the 'mod' operation. However, it also 
causes drawbacks. One of them is that it is not trivial to check whether a modular 
function is injective. Therefore, it is necessary to carefully choose the transformation 
matrix T and the modulus vector m. Sufficient conditions on the transformation matrix 
of modular functions are therefore desirable. 
A modular function induces the following equivalence relation on its domain: 15 and ij 
are equivalent if and only if T,(p) = T,(q). It is easy to verify that th:is relation satisfies 
the rc:flexive, symmetric, and transitive properties [17]. A modular function is injective 
if and only if there do not exist two equivalent index points. It is riot clear how this 
condition can be tested efficiently in the general case. If it is assumed that a given index 
set is rectangular, then it becomes much simpler to check the existence of equivalent 
points. 
Definition 3 (Rectangular index set and boundary vector): An index :set J is rectangular 
and c.enoted JL if 
J =  { j  E ZnJO s j  < b ) .  (3) 
The vector b is called the boundary vector of J6. 0. 
In the above definition, the lower bound is assumed to be zero. When this is not 
the case it is always possible to translate the set so that the lower bound becomes zero. 
Therefore, the ensuing discussions and results are valid for arbitrary rectangular index 
sets. A non-rectangular set must either be transformed into a rectangular one by a change 
of basis or, if not possible, extended to the minimal rectangular set that includes it. This 
does not imply that the transformed algorithm has poor efficiency. Consider processor 
array algorithms, i.e., algorithms that have already been mapped into a processor array. 
Assu.me such an algorithm executes in x units of time on a two dimensional processor 
array of pl x pz processors. One can think of this algorithm as having a rectangular 
index set of size x x pl x pz. Possibly this index set includes pointis where processors 
are idle. However, as mentioned just before Example 1, a modular transformation with 
m o d . 1 1 ~ ~  vector (x,pl,p2) will yield new algorithms that are as optimal as the original 
one. This may be necessary, for example, to  identify algorithms that accept distinct data 
distr:ibutions with equal efficiency. 
3 Generator matrices 
This section investigates conditions for injectivity of a modular function when the domain 
is rectangular. These conditions are valid only for the case when the modulus vector 
equals the boundary vector of the domain, i.e., m = b. Some other cases are discussed 
in Section 6. 
Lemma 1:  Let JK be a rectangular index set with a boundary vector 6. Let j = ( p  E 
ZnI -- b < 15 < b ) .  A modular function T6 is injective if and only if 
T&(p) # 0 for all p E j except P = 0 (4) 
Lemma 1 makes it possible to check the injectivity of a modular func.tion by examining 
points equivalent to 0. Therefore, the set of integer points that are equivalent to zero, 
i.e., t.he equivalence class 
so = {p E ZnJT6(p) = 0 )  ( 5 )  
is studied next. In the appendix, it is proven that So is a module and there exist n 
point:< gi, i = 1, - . , n that generate the set So, i.e., every element in So can be represented 
l A  module is very much like a vector space except that the scalars need not form a field(set of real 
numbers) but need only form a ring(set of integers). 
by a. (integer) linear combination of gis [17]. These points gis are the generators of the 
class So and G, a matrix whose i th column is g;, is the generator matrix of So induced by 
the modular function Ti. A modular function that induces the generators is implicitly 
represented by a generator matrix. 
There are many generator matrices that generate the same set ,So. Therefore, the 
following lemma investigates the class of generators that generate the same set So. 
L,emma 2: Let JK be a rectangular index set with a boundary v~ector b. Let TK be 
a mcjdular function of the index set Ji. Let G E Znxn be a generator matrix. A new 
matrix GI E Znxn is also a generator matrix if and only if there exists a unimodular 
matrix U E ZnXn such that GI = GU. 
It, is said that matrices G and GI are (right) equivalent if there exists a unimodular 
matrix U such that G' = GU[18]. Lemma 2 shows that all right e'quivalent matrices 
generate the same set So. 
Ekample 2: Consider an index set J6 with the boundary vector b == (4, 3 ) T .  Suppose 
that a modular function is 
Then7 G = ( i ) is a generator matrix of the set 9. For any unimodu- 
lar matrix U, GU is also a generator matrix of So. For examples, the unimodu- 
0 -1 
1ar matrices ( : : ) , ( : : ) and ( ) yield the new generator matrices 
( fi ) , ( ; : ) , and ( :2 ) , respectively. 
4 Sufficient conditions on generator matrices for 
one-to-one modular transformations 
In this section, Lemma 3 provides sufficient conditions on a generator matrix that guar- 
antee satisfaction of the injectivity condition on T6 expressed by Lemrna 1. It is assumed 
that the modulus vector is the same as the boundary vector of an irtdex set (Section 6 
considers the case when the modulus vector results from a permutation of the entries of 
the boundary vector). Lemma 3 restates Theorem 1 of [19] in the terminology of this 
paper. The   roof in the appendix is very similar to that of [19]. 
Lemma 3: Let JE be a rectangular index set with a boundary vector b. Let T6 be a 
modillar function of the index set J6 and G be a corresponding generator matrix. Ts is 
injective if G satisfies the following equations: 
Ir. the condition of Lemma 3, the nth row of the generator matrix should be all zeros 
except g,,. For the (n - l)th row, all entries should be zero except the last two entries, 
g(n-ll(n-l) and g(,-,),. Among these two entries, g(n-l)(,-l) should be bn-l, but g(,-l), 
can be chosen arbitrarily in order to obtain a modular function. Similarly, in the (n -i)'th 
row, :'L - i entries are fixed and the remaining i entries can be chosen arbitrarily. 
E;canzple 3: Consider an index set Ji with the boundary vector 5 = (4,3)T. The 
following generator matrices satisfy the condition of Lemma 3: 
However, the following generator matrices do not satisfy the condition of Lemma 3: 
Figure 2 shows the relationship between the generators and the equivalence relation. 
Figure 2 is for the case of G = ( 1: i ) . The shaded rectangle repi-esents the original 
index set. All small circles represent the points equivalent to zero. Among them, two 
blaclr circles represent the generator (4, o ) ~  and (0, 3)T. Each small circle is associated 
with a rectangle that represents the coset of the original index set. Thus, each point in a 
recta,ngle corresponds to an index point and each rectangle can be co'nsidered as a copy 
of the original index set. Figures 2 (b),(c), and (d) show the case of 
respectively. In Figures 2 (c) and (d), there are points which are included in two different 
rectangles, e.g. , those in the upper left corners of the re
c
tangles. These points are 
identified by the symbol x.  Since these points are equivalent, the corresponding modular 
functions are not injective. 0 
Example 4: Consider an index set Ja with the boundary vector b == (2,3, 5 ) T .  Then, 
the generator matrix G = ( i  i ,) satisfies the condition in Lemma 3, where *s 
denot,e arbitrary integers that are not necessarily identical. 
In the condition of Lemma 3, there is more freedom in the choice of row i than in 
choosing row i + 1. However, this is not a necessary condition anti permutations of 
rows yield other acceptable generator matrices. Let x F y denote the fact there is more 
freedom of choice for row x than for row y. A more general form of the generator matrix 
that ,guarantees the injectivity of the modular transformation is provided in the next 
lemma. This turns out to a be necessary and sufficient condition as 01:iginally proven in 
Theorem 4 of [19]. 
Lt:mma 4: Let JL be a rectangular index set with a boundary vector 5. Let T6 be 
a modular function of the index set J6. Let G be a generator matrix. Let F be an 
arbit~,ary order on the set {1,2, . . - , n) .  T6 is injective if and only if G satisfies the 
following equations: 
Figure 2: Index set, coset, and zero-equivalent points for distinct generators; (a) and (b) 
corresponds to injective mappings 
1. g;; = b; 
Lemma 3 is a special case of Lemma 4 such that i t j if i > j. If there exist n rows, 
then there are n! possible orders. Each order has a generator matrix that satisfies the 
condition of Lemma 1. Therefore, Lemma 4 provides n! times more possibilities than 
Lemma 3. 
Eyxample 5: Consider an index set J5 with the boundary vector b = (2,3, 5 ) T .  Example 
4 shows that the generator matrix G = 0 3 * guarantees the injectivity of the (: ; ;) 
modular function. Lemma 4 shows that the following generator matrices also satisfy the 
injec\;ivity condition: 
Since any right equivalent matrices generate the same set So, it is po!ssible to generalize 
the generator matrices that satisfy Lemma 4 into their right equivalence classes. 
Corollary 1: Let JG be a rectangular index set with a boundary vector b. Let T6 be a 
modular function of the index set J6. Let G be a generator matrix. Let t be an arbitrary 
order of the set {1,2, - . , n) .  T6 is one-to one if there exists a unimodular matrix U such 
that the matrix GI = GU satisfies the following equations: 
where gb represents the (i, j ) l h  entry of the matrix G 
Lemma 3 and Lemma 4 consider specific matrix forms of generator matrices. In other 
worcls, of all possible generator matrices for a given modular transfixmation, the ones 
of interest (if any exist) have the form specified by the above lemmata. Alternatively 
one may restate Lemma 3 and Lemma 4 in terms of Hermite Normal Form as in [19]. 
This is not necessary for the derivation of sufficient conditions for injectivity of modular 
mappings in the next section. 
5 Sufficient conditions on transforrnat ion matrices 
for one-to-one modular transforrnat io:ns 
This section investigates the relationship between generator matrices and transformation 
matrices. Based on this relationship, conditions for a transformation matrix to be a 
modular transformation are discussed. 
Silppose that a modular function T6 has a generator matrix G that satisfies the con- 
ditions in Lemma 4. Then, the following equation should be satisfied: 
Then, there exists a matrix H E ZnXn such that 
0 b2 - - .  
whert: 0 = . . I : :  . Without loss of generality, it is assumed that any two 
\ 0 0 ... b, ) 
rows i and j of the generator matrix are such that i + j if and only iiF 1. > j .  Then, the 
generator matrix G satisfies 
Eq. 11 can be divided into the following n x n equations: 
where Oik and hkj represent the ( 2 ,  k)th entry of @ and (k,j)th entry of H ,  respectively. 
Consider the following n equations: 
x t l k g k j  = b l h l j  for 1 5 j  ST?,. 
k 
For j: = 1, Eq. 15 becomes 
Since g l l  = bl ,  we obtain 
i l l  = hll.  
Consider the following n equations: 
For j = 1, Eq. 18 becomes 
Since the necessary condition of interest in this section should be generally applicable, it 
should include the case when bl and b2 are relatively prime. In this case, we have either 
or 
t2i = hZ1 = 0. (21 
Suppose that b2 divides t 21 .  Then, tal  should be very large. In addit:ion, it is desirable 
that 1;he entries of the transformation matrix be independent of b;s. Hence, Eq. 21 is a 
bette:~ choice than Eq. 20. 
For j = 2, Eq. 18 becomes 
Sincle t z l  = 0, g 2 2  = b2,  we obtain 
t 2 2  = h 2 2 .  (23) 
Claiin that the transformation matrix T should satisfy the following equations: 
for i = 1, . , I - 1. Then, consider the following n equations: 
C t l k g k j  = b l h u  for 1 5 j < n. 
k  
For 3 < 1, Eq. 25 becomes 
j - 1  
C t l k g k j  + t l j b j  = b l h l j .  
k = l  
For j = 1, Eq. 26 becomes 
Since bl and bl can be relatively prime, we have 
For j = 2, Eq. 26 becomes 
t 1 2 b 2  = b l h 1 2 .  
Therefore, t12 = h12 = 0. Similarly, we obtain 
for all j = 1,. . . , 1  - 1. For j = I, Eq. 26 becomes 
and 
i l l  = h l l .  
Therc:fore, by induction, it is proven that Eq. 24 is necessary for all :rows of the trans- 
forma,tion matrix. Lemma 6 shows that this is also a sufficient condition (Lemma 5 is 
necessary for proving Lemma 6). 
Lemma 5: Let T be an n  x n  matrix and + be an arbitrary order on the set 
{1,2, . . . , n ) .  Suppose that T satisfies the following equations: 
1. tii = f 1, (33) 
2. t i j = 0  if i+j. (34) 
Let t;' be the ( i , j ) l h  entry of the inverse of T .  Then, t,' satisfies t,he following equations: 
t-' = f l ,  
11 
t-' = 0 if i +j. 
tf 
Lemma 6: Let Ji be a rectangular index set with a boundary vector 6. Let T6 
be a modular function of the index set J6. Let + be an arbitrary order on the set 
{1,2, - . , n ) .  There exists a generator matrix G that satisfies the corlditions in Lemma 
4, if its transformation matrix T satisfies the following equations: 
1. t;; = f l ,  (37) 
2. t i j = 0  if i +  j CI (38) 
Lemma 6 shows that Eq. 37 and Eq. 38 are sufficient conditions for a transformation 
matrix to induce a generator matrix that satisfies the conditions in Lemma 4. Since the 
conditions in Lemma 4 guarantee the injectivity of the modular function, Eq. 37 and 
Eq. 38 are sufficient conditions for the modular function to be injective as stated by the 
following theorem. 
Theorem 1: Let J6 be a rectangular index set with a boundary vector 6. Let Ti 
be a modular function of the index set Ji. Let + be an arbitrary order on the set 
{1,2, . . . , n) .  Ti; is a modular transformation if its transformation matrix T satisfies the 
following equations: 
1. tti = 41, (39) 
2. tij  = O  if i + j (40) 
E:cample 6: Consider an index set JL with the boundary vector b = (2,3, 5 ) T .  Lemma 
6 shows that the following transformation matrices guarantee the modular function to 
be injective: 
6 Extensions 
6.1 Permutations of the boundary vector 
Theorem 1 provides conditions on the transformation matrix which guarantee the mod- 
ular Function to be injective. In this theorem, the modulus vector of a, modular function 
is the same as the boundary vector of an index set, i.e. m is equal to b. This condition 
can be generalized to the case when the modulus vector results from a permutation of 
the entries of the boundary vector. A modular function is injective if the rows of the 
transformation matrix correspond to a permutation of the rows of the transformation 
matrix that yields an injective modular mapping T6 and this permutation is the same as 
the permutation of b that yields the modulus vector. 
Example 7: Consider an index set J6 with the boundary vector b = (2, 3,5)T. In 
Exaniple 6, six types of the transformation matrices are found. Among those transfor- 
mations, consider 
(41) 
i.e. the order is such that 2 + 3 F 1. Suppose that a new modulus vector (2,5, 3)T is 
needed. In this case, it is necessary to interchange the second and th.e third row of the 
transformation matrix. Hence, we obtain the following transformation: 
For other permutations, we obtain the following transformations: 
6.2 Identical entries in the boundary vector 
Another extension of the injectivity condition deals with the special case when there exist 
identical entries in the boundary vector and other entries have any value (including the 
case when they are relatively prime). For this particular type of index sets, it is possible to 
obtain more general conditions. This case often occurs in real ~omputat~ions (See Example 
1) and is easy to detect. Consider first the case when all entries of the boundary vector 
are identical. A sufficient condition for injectivity is that the transformation matrix be 
unimodular. This is a corollary(Corollary 2) to Lemma 7 dealing with the case when b 
has na < n distinct entries discussed next. 
Let I = {1,2, . . , n).  Suppose that a boundary vector b has nz different elements. 
Consider a partition of the set I defined as follows: i, j  f I are in the same block if 
and only if the i t h  entry of b is equal to the j th  entry of b,  i.e. bi = b j .  Suppose that a 
boundary vector b has m different values. Then, the partition of the set I consists of m 
blocks, {I*,, I;,, . = - , I;,). The numbering of the subscripts, {il, i2, .  . , i,), is defined as 
follovis: Let + be an order on the set I. Then, i j  = Ic for k f Iij and k + k' for any 
k' f Jij, k t #  k. 
The following example illustrates these concepts and notations. 
Erarnple 8: Consider a boundary vector b = (1,2,3,2,1, 4lT. The lslements of b have 
four distinct values, thus the set I can be partitioned into four blocks. Indices 1 and 
5 are in the same block because their corresponding entries of b are s'ame, i.e., bl = bs.  
Similarly, 2 and 4 are in the same block. Since b3 is different from any other entry, 3 forms 
a one element block (3). Similarly, 6 forms also a one element block (6). Therefore, 
there exist four partitions of I as follows: 
Consider an order + such that i + j if and only if i > j .  Since 5 + 1, we can define 
the l~lock {1,5) as 15. Similarly, we have {2,4) = 14, (3) = I3 and (6) = 16. 0. 
Let Tii  denote the matrix whose entries are t;,j, i E Ii, j E Ij and preserves the 
. . 
relative positions of the entries, in other words, TbJis the 1I;I x ]Ij( matrix whose (k ,  
. . 
entry t2j and (kt, 1')" entry t$ are such that there exist t i ,  and t;~,,, for i , i f  E I; and 
j, j' E Ij and if i < it then k < k' and if j < j' then I < 1'. 
L,emma 7: Let J6 be a rectangular index set with a boundary vector 6. Let Tfi be a 
mod-ular transformation of the index set J6. Let {I;) be a partition of the set {1,2, . . - , n) 
and + be an arbitrary order of the set {1,2, . . , n). Tfi is a modular transformation if 
its t~tansformation matrix satisfies 
CYo'orollary 2: Let J6 be a rectangular index set with a boundary vector 6. Suppose 
that all entries of the vector b are same. Let T6 be a modular function of the index set 
Jh. Then T6 is a modular transformation if the transformation matrix is unimodular. 
If the index set is not square (i.e. 3i, j ( b; # bj) ,  then it is easy to find a mod- 
ular mapping whose transformation matrix is unimodular but that is not one-to-one. 
For example, modular mapping ( 'j')rnod (3,2) is not one-to-one on the index set 
{(i,j)lO 5 i 5 2,O 5 j 5 1). 
6.3 Necessary and sufficient conditions 
It is possible to identify necessary and sufficient conditions for injectivity of a modular 
mapping when all the entries of the boundary vector have the same value P: the ma,pping 
is injective if and only if the determinant of A and p are relatively prime. The proof 
originally from [20], is reproduced in the appendix. Corollary 2 of Lemma 7 also follows 
directly from this result. It is desirable to derive mappings that are either independent 
of p or parameterized by p. In this case, it is not clear whether it is practical to consider 
tran:jformation matrices whose determinants differ from 1 and depend on the factors of 
P. 
The conditions in Theorem 1 can be extended to 
where (ti;, b;) = 1 means that t i;  and b; are relatively prime. In addition, the conditions 
in Lemma 7 can also be extended to 
1- (ITi*'\, bi) = 1, 
2. T'lj = 0, if i E I;, i + j .  
The proofs of these two extensions are provided in the appendix. Again it is not clear 
whether it is practical to consider transformations that satisfy these extended conditions 
but itre not unimodular and have entries that depend on factors of th.e entries of b. 
6.4 Affine modular mappings 
Affine modular mappings are of the form ( E  + A z ) , , ~ ~  where E is am arbitrary integer 
constant vector. It is easy to show that all conditions derived for modular mappings are 
also valid for affine modular mappings. 
6.5 Examples 
Exarnple 1 (continued): Consider the matrix-matrix multiplication algorithm of Example 
1 again. The index set is cubic, thus an arbitrary unimodular matrix can be chosen for the 
tran:;formation matrix. However, there are additional constraints in choosing the schedule 
vector (the first row of the transformation matrix) to correctly sequence computations 
and remove data broadcasts. For this algorithm, the condition is that every element 
of the schedule vector should be different from 0. Hence, all unimod.ular matrices that 
satisfy this condition are valid transformation matrices and the corresponding modular 
mappings yield algorithms which are as efficient as Cannon's algorithm. For example, 
the fidlowing modular transformation 
yield;3 the following program: 
DO t = 0,4 
DOALL pl = 0,4 
DOALL pa = 0,4 
2 = (-t + pl)mod 5 
j = (-t + p2)mod 5 
k = (-t + pl + p2)mod 5 
c ( i ,  j) = c(i, j) + a(i,  k)  x b(k, j) 
CON'I'INUE 
The initial data alignment is the same as that of Cannon's algorithm. However, the 
data movement at each iteration is different. Arrays a, b and c are shifted south, east, 
and southeast directions, respectively. Note that all three arrays are slhifted in this case. 
Hence, it might increase the communication time although the efficiency in the sense of 
the processor utilization is the same as that of Cannon's algorithm. 
Figure 3: Initial data alignment different from that of Cannon's algorithm. 
A.dding communication constraints on T (as in [9], for example) would yield algo- 
rithms that are equivalent to Cannon's algorithm in the sense of processor utilization 
and near neighbor communication. The only difference is on how :input/output data 
arraj.s are distributed. Consider the modular time-space transformation is 
The program corresponding to this modular transformation is as follclws: 
ClOALL pl = 0'4 
DOALL pa = 0,4 
1: = ( t  + pl + ~ 2 ) m o d  5 
j = P I  
= P2 
c(i, j) = c(i, j) + a(;, k) x b(k, j) 
CONTINUE 
The initial data alignment is shown as Figure 3. O 
Example 9(paraddelepiped index se t ) :  Consider the matrix-matrix rnultiplication algo- 
rithcl for rectangular matrices. The index set is parallelepiped instead of cubic. 
DO 2 = 0 , 4  
110 j = 0 , 4  
DO k  = 0 , l  
c ( i , j )  = c ( i , j )  + a ( i ,  k )  x b(k ,  j )  
CONTINUE 
Suppose that the following modular-mapping is used for the time-space transformation. 
Then, the following program is derived: 
DO t  = 0 , l  
DOALL pl = 0 , 4  
DOALL p2 = 0 , 4  
= Pl 
.i = ( t  + P I  + ~ 2 ) m o d  5 
k  = ( ~ 2 ) m o d  2 
c ( i , j )  = c ( i , j )  + a ( ; ,  k )  x b(k ,  j )  
CON'rINUE 
The initial distribution for this program is shown as Figure 4. Note that the computation 
is firished within two time units. [7 
Figure 4:  Initial data alignment for rectangular index set. 
7 Conclusion 
The main contribution of this paper is the identification of sufficieiit conditions for a 
modular mapping to be injective. Injectivity is an important requirement for mappings 
of algorithms in time and space because it guarantees that no processor is assigned more 
than one computation at any given instant of time. Another desirable property is that 
it either be parameterized by the size of algorithm (e.g., by the number of iterations or 
the size of data arrays) or independent of it. This guarantees that the compiled mapping 
works for all instances of the program. The sufficient conditions derived in this paper 
meet this criteria. As discussed in Section 6, it is not clear that necessary and sufficient 
condjtions (or weaker sufficient ones) can yield other parameterized mappings. Several 
exter~sions and further research of this topic are being pursued. Applications that are 
of int,erest include data distribution independence and commutative parallel processing. 
Mappings where the modulus vector is different from the boundary vector are also under 
investigation. 
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8 Appendix 
Definition A.1 (module): Let R be a ring. A module (over R or R-moclule) consists of an 
abeliztn group M together with an operation of external multiplication of each element of 
M by each element of R on the left such that for all p, q E M and a, ,B E R, the following 
conditions are satisfied: 
1. (cup) E M, 
2. a ( p  + q )  = a p  + aq, 
3. (a + P)p = ap  + pq, 
4. ( ~ P ) P  = ~ ( P F ) .  
Lemnaa A.1: Let So be the set of points equivalent to zero under a modular function Tfi 
with (TI = 1. Let So = {p E Zn(Tfi(p) = 0 ) .  Then, So is a finitely generated module 
(over 2). 
0. It is necessary to prove that So is an abelian group under the vector addi- 
tion(componentwise addition of two vectors.) Let p, q E So, then 
Thus', we have 
(Tp)i = aim; for some a; E 2, 
wherln (Tq)i and (Tq); represents the ith entry of the vector Tji and Tq, respectively. 
Thus, we have 
(T(p + q))i = (a; + @;)mi. (52) 
Hence, 
Tfi(p + q) = 0. 
Therefore, ji + q E So. We also have 0 E So which can be the identity of the vector 
addit ion. In addition, for any p, we have 
Finally, it is necessary to prove that -p E So for any p E So. Since 
we ha.ve 
- 
(-T~)mod fi = 0- 
Therefore, -p E So. 
1. Fo:r any a E 2, we have 
Therefore, a p  E So. 
Condi.tions 2,3, and 4 are obviously true. 
Let G = T-'B. Then, any point p such that (TP),,~ f i  = 0 can be a (integer) linear 
coml3ination of G. 
Lemma 1: 
(Proof) (+) Suppose that Ta is injective, but there exists g E j such that T6(p) = 0 and 
p # i). Consider a new point p' such that 
Then, 0 I pl < b; for all i. Thus, I;' is an element of the index set J .  Let q = p' - p. 
Then, we obtain 
Thus, we have 
o < q < b .  
Therefore, ij is also an element of the index set J. 
From T6(p) = 0, we obtain 
and 
Tidp') = Td9) 
This contradicts to the assumption that T6 is injective. 
(t) Suppose that T6 is not injective. Then, there exist two index points p and q such 
that Ir6(p) = Ts(q). Thus, we have 
Let f = p - q. Then, we have 
Thus, i is an element of the set j. This contradicts the assumption. 
Lemma 2: 
(Proof) (+) It suffices to show that for any vector g E So, there exists 6 E Zn such that 
?j = G'6. 
Sinct: G is a generator matrix, there exists E Zn such that 
= Gp. 
Let ii = ~ - ' p ,  then we have 
ij = GuU-'p, 
and 
g = (2'6. 
(-+) Since G and G' are generator matrices, there exist V, V' E Z nxn such that 
G' = GV and G = G'V'. (67) 
Henc'e, V' = V-l. Therefore, lV'1 = (VI = f 1, i.e. unimodular. 
(Procfl This   roof is similar to the proof of Theorem 1 in [19]. 
Suppl~se that the linear inequality, 
has only a trivial solution, i.e. all a:s are equal to zero. Then, this implies that there 
does not exist any point equivalent to zero in j = { p  E ZnI - b < p <: $1 except P = 0. 
Hence, T6 is injective. Therefore, it suffices to show that if there is an a; that satisfies 
Eq. 6'8, then a; = 0. Eq. 68 can be divided into n inequalities: 
- bn < C:=l aig,; < b,. 
Consider the last inequality: 
n 
Since 
Inequality 70 becomes 
- bn < angnn < bn. 
Sinct: gnn = b,, a, should be equal to zero. Thus, the following 'n- 1' inequalities remain: 
These inequalities are exactly the same form as those of Eq. 69. Therefore, we obtain 
an-l = 0 from the last inequality and reduce the last inequality to get ' n  - 2' inequalities. 
By similar steps, it is possible to conclude that all als are zero. 
Lemma 4: 
(Proc,f) See proof of Theorem 4 in [19]. 
Since I = TT-l, we have the following n x n equations: 
Ctikti: =6, for  l < i , j < n .  
k 
Let {il ,  i2,. . , in) be the set of integers such that 
i j  E I ,  for  j = l , . . - , n ,  ik + i r  if k > 1. 
Then, in + i j  for all j # n. Consider the following n equations: 
Since 
in + j for all j # in,  
Eq. 76 becomes 
Ctinkt;: = t in int , ;  = binj for 1 < j < n. 
k 
For .i = in,  Eq. 78 becomes 
t .  . t:l. = 6 .  . = 1. 
tnZn z n z n  tn tn  
Since t in;,  = f 1, we obtain t;in = f 1. For j # in, Eq. 78 becomes 
Thuri, we have t ~ :  = 0 for j # in. 
Consider the following n equations: 
Since + k for all k # in, in-l, we have 
For 3' = in-l, Eq. 81 becomes 
Sincr: t;tn-l = 0, we have t ~ ~ l i n - l  = f1. For j # in and # Eq. 81 becomes 
t - l .  + t;l . = 6;n-lj = 0. t i n - i t n  in f  n-12 (85) 
Sincr: t;: = 0 for j # in, in-l, we have = 0 for j # in ,  in-l. 
The remaining equations will be proved by induction. 
Suppose that the conditions 3 and 4 are satisfied by t i j  for all i E {i,,, - . , i,+l). Now, 
consider the following n equations: 
C t i , k t i i  = 6imj for 1 5 j 5 n. 
k 
Since timim = 1 and timk = 0 if im + k, 
For -i = i,, Eq. 86 becomes 
Sincc: t ~ : ~  = 0 for k + i,, we have t z i m  = f 1. For j such that i ,  5 j ,  Eq. 86 becomes 
Since t;: = 0 for k + i, 5 j, we have t;ij = 0 for j, 2 ,  j .  
(Proof) Let t,' be the ( i ,  j ) t h  entry of the inverse of the transformation matrix T .  Claim 
that G = T-'OH for H = I (i.e. G = T- '0)  be the generator matrix that satisfies the 
cond tions of Lemma 4. To prove the claim, it suffices to prove the following facts: 
I .  3 H  E Z n X n  such that T G  = O H ,  (91) 
2 .  for any g such that Tij = Oh for h f Z n ,  3 ii such that g = GG, (92) 
0, 
21. G satis f ies  two conditions in Lemma 4. (93) 
(1) Since G = T - l O ,  we have 
T G  = TT-'O = 0. 
(2) S:ince T = OG-',  we have 
T g  = OG-'g = Oh. 
Therefore, we have 
g = GO-'@h = G&. 
t l l  0 . - .  
( 3 )  Consider a matrix U = [ t; ". s i n c e t i i = 1  fo r , a l l i=  l n ,  u
0 0 tnn 
is a r~nimodular matrix. Let G' = GU. Let gij7g:j and 8, be the (i, j ) th  entries of the 
matrices G, G' and 0, respectively. Then, we have 
Lemma 5 shows that T-' satisfies the following equations: 
For z = j, we have 
= b;, for a22 i ,  i = 1 7 . . . , n -  
For i > j, we have 
g! .  ZJ = t r l b  ZJ 3 - 0 i f  i > j .  (101) 
Thus, G satisfies two conditions in Lemma 4. Therefore, 1,2, and 3, a,re all satisfied. 
Lernsna A.2: Let Ji be a rectangular index set with a boundary vector 6. Let Ti be a 
modular function of the index set Ji. Let G be the generator matrix. Let {Ii) be a 
partition of the set {1,2, . - . , n) and > be an arbitrary order of the st:t {1,2, . - . , n). Ti 
is injective if G satisfies the following equations: 
1. I GI*' I = b y  ' , all elements of GI*' are either 0 or multiples of bi, 
(Proof) Without loss of generality, it is assumed that i > j if i > j. Then, it suffices to 
show that the following inequalities have only a trivial solution: 
Consider the last inequality: 
n 
- bn < C sign; < bn. 
i=l  
Assume that there exists m partitions of the set {1,2,-a-  , n }  and n c: In. 
(Case 1: IIn) = 1) We have In = {n} .  Thus, Gnrn = [g,,] and gnj E Gn'j for all j # n. 
Moreover, we have 
n >- j, for all j 4 In. (104) 
Thus, Gnlj = 0 for all j 4 In. Since gnj E Gn!j for all j # n, cond.ition 2 shows that 
gnj == 0 for all j # n,. Therefore, Eq. 102 becomes 
Sinct: Gnvn = [grin] and JGn'") = b,, we have gnn = b,. Therefore, a!, = 0. Hence, we 
obtain 'n. - 1' equations which are exactly the same form as Eq. 102. 
(Case 2: (1,) > 1) Let In = {i;, i2,. . , ilznl}. Consider the following JI,I equations: 
For any I j  # In ,  we have In + I j .  Thus, condition 2 shows g;j = 0 if , j  6 In. Thus, Eq. 
102 t~ecomes 
These equations can be combined into a new equation in a matrix form as follows: 
where 6" = (a;, . . - , ai,,nl)T. Since every element in Gnpn is a multiple of b,, 6" should 
be 0. Therefore, (In\ equations are removed from Eq. 102. 
For both cases, there exist less equations which are exactly in the samle form as Eq. 102. 
Henc'e, it is possible to proceed this step until all a:s become zero. 
Lemma A.3: Let {I;} be a partition of the set {1,2,. , n}. Let T 1)e an n x n matrix 
whic:h satisfies 
Then, T-' satisfies 
(Proof) Without loss of generality, it is assumed that i + j if i > j .  As Lemma 5, we 
have n x n equations: 
t i k t ~ ;  = bij for 1 5 i, j 5 n. (113) 
Consider the following n equations: 
t , k t~ j  = J n j  for 1 < j 5 n. 
Let T L  E I,. 
(Casc: 1: )InI = 1) From condition 1 and 2, 
t,, = f l ,  
tn j  = 0 ,  for j # n .  
Eq. I14 becomes 
t nn td  = bnj for 1 j j 5 n. 
Thus, we have 
t i ;  = & I ,  
t-? = 0 ,  for j # n .  
n3 
Therefore, condition 3 and 4 are sat'isfied. 
(Case 2: 1 Inl > 1) Consider the following IIn( x (I,I equations: 
C tiktii = 6, for i, j E I,. 
Since n + j for all j & In, condition 2 says that 
T"!~ = 0 ifk & In. 
Therefore, Eq. 120 becomes 
t;kt;: = 6;, for i, j E In. 
k €  I n  
In a matrix form, Eq. 122 can be rewritten as follows: 
The~efore, T-,yrn = (Tmtm)-l. Hence, condition 3 is satisfied. 
Cons'ider the following equations: 
Ct;kti: = 6, for i E In, j E I n + m. (124) 
From condition 2, tik = 0 if k 6 I,. Thus, Eq. 124 becomes 
In a matrix form, Eq. 125 can be rewritten as follows: 
where 5;' = [ t ~ j l k  E InIT for j E Im, n + m. Since Tnrn is non-singular, f:' = 0. 
Therefore, condition 4 is satisfied. 
The remained equations will be proved by an induction. Suppose that the condition 3 
and 4 are satisfied by t;jl, i E Ul,rlIl~. Now, consider the following equations: 
Ctfit;; =& for 1 5  j S n .  (127) 
(Cast: 1: Ill\ = 1) 
From condition 1 and 2, Eq. 127 becomes 
(condition 3:) Suppose that j = I. We have t i 1  = 0 for k E UII+~I; ' .  Hence, Eq. 128 
becomes 
t i1  = Sll = 1. (129) 
Hence, condition 3 is satisfied. 
(condition 4:) Consider t ~ '  for j E I,, I + m. We have t; = 0 for ,k E Ul~+lI l~.  Hence, 
Eq. 128 becomes 
1 tlj = Slj = 0. (130) 
Hence, we have 
thl = 0 for j I,, I + m. 
Thus, condition 4 is satisfied. 
(Case 2: Ill/ > 1 ) 
(condition 3:) 
Consider the following 1 Ill x I Ill equations: 
C t e t ;  =Sij for i , j  € I/. 
Frorr~ condition 2, we have 
C t i k t i i +  C toti:=Sij for i , j ~  Il.  
k E 4  kEUlrbl I!, 
(133) 
We have ti; = 0 for k E u l ~ t r I l ~ 7  j E Il. Therefore, Eq. 132 becomes: 
1 C tetii = Q for i , j  E I/. 
kE I1 
In a matrix form, Eq. 134 can be rewritten as follows: 
Therefore, T-'!' = (T'?')-'. Hence, From Eq. 130 and 135, condition 3 is satisfied. 
(condition 4:) Consider the following equations: 
1 C t i k t i j  = Sij for i E 11, j E I, I + rn. (136) 
Fronn condition 2,  it becomes 
Since I' + I + m, for k E Up+rIl~, j  E Im, 1 + m, we have t; = 0. Therefore, Eq. 137 
becomes: 
C tikt i i  = 6, for i E I[, j  E I m 7  I + m. 
kc 1 
(138) 
In a matrix form, Eq. 138 can be rewritten as follows: 
- 
where = [ti:lk E IllT for j  E Im, 1 + m. Since T' is non-singular, we have = 0. 
Therefore, condition 4 is satisfied. 
Therefore, conditions 3 ,  and r are satisfied. 
(Pro,?fJ Let t:' be the ( i ,  j ) th  entry of the inverse of the transformation matrix T. Claim 
that G = T-lO be the generator matrix which satisfies the conditions in Lemma A.2. 
To p:rove the claim, it suffices to prove the following facts: 
-1. 3H E ZnXn such that TG = OH, (140)  
2. for any i j  such that Tij = Oh for h E Zn, 3 6 such that i j  = Ga, (141) 
3. G satisfies three conditions i n  Lemma A.2. (142) 
The proofs of ( 1 )  and ( 2 )  are same as for ( 1 )  and ( 2 )  in Lemma 6 .  
( 3 )  Consider a matrix U = [uij] such that 
Then, U is a unimodular matrix. Let G = GU. Let gij,g:, and Oij be the (i, j)th entries of 
the ~natrices G, GI and 8, respectively. Lemma A.3 shows that T-' satisfies the following 
equations: 
(Case 1: 1I;I = 1 ) 
(condition 1 :) 
I i i -  (G ) ' - 9:; = tiigii = t ; ; (C  t;lOkj) = tiitiilbi = bi. 
Therefore, condition 1 is satisfied. 
(condition 2:) 
Consider g;j , j E I,, i + I .  We have 
Since t,' = 0, we have gij = 0. Since g !  13 = g, or g:, = -g;j, we obtain g:j = 0 for 
j E li, i + I. Thus, condition 2 is satisfied. 
(Case 2: 1 I; 1 > 1) 
(contlition 1:) Consider the following 1 Ijl x 1 Ijl equations: 
9, = Ct;lekj = tT'b. t3 3 -   t-lbi, ij i , j E I ; .  
Here, all gij E G"?j are multiples of b;. Moreover, 
. . 
Hence, g:j E (GI)'!' are also multiples of b;. In addition, 
Therefore, condition 1 is again satisfied. 
(contlition 3:) 
Consider the following equations: 
From Eq. 147, we have g i j  = 0. Hence, g:j = 0. Therefore, condition 3 in Lemma A.2 is 
satisfied. 
Corollary 2: 
(Proof) Since all entries of b are same, there is only one partition, IL which is equal to 
I = {1,2, - - , n) .  Thus, TIJ = T. Since T is unimodular, IT1llI = f 1. Therefore, 
Lemma 7 shows that T6 is injective. 
Lem,rna A.4: [20] Let Jb be a rectangular index set with a boundary vector b. Suppose 
that all entries of the vector b are same, i.e. 6; = ,$ for all i, 1 5 i _< n. Let TE be a 
mod.llar function of the index set JL. Then Ti is a modular transformation if and only if 
the ~letermina~nt of T is relatively prime with P. 
(Proof) (+) Let T' denote the adjugate matrix (transpose of matrix of cofactors) of T. 
Then TT' = T'T = d l  where I is the n  x n  identity matrix and d = det(T). So 
where p = (P, P, .  . . , P). If d has no factor in common with b, then the equation du+ bv = 
1 is sloluble in integer u and v by Euclid's algorithm, so dumod p = 1. Then 
Hence, the map UT;,, D ( )  is the inverse of the map Tmod 0.  Hence, Tmd p is one-to-one. 
(t) Suppose that d has a prime factor p in common with P. Let p = (p, p, . . , p). Claim 
that Tmod is not injective, and so it cannot be injective Tmod 0. Since det (T),,d, = 0, so 
T is not invertible over the field of p elements, and so there is a non-zero vector j' such 
that (Tj')mod = 0. Hence Tp is not injective O 
Lemma A.5: Let Jb be a rectangular index set with a boundary veci;or b. Let T, be a 
modular function of the index set J6. Let + be an arbitrarily order on the set {1,2, - - . , n) .  
Tfi is a modular transformation if its transformation matrix T satisfies the following 
equations: 
1. (t;;, b;) = 1, 
2. t i j=O if i t j ,  
where (ti;, b;) = 1 means that ti; and b; are relatively prime. 
(Proof) Decompose the transformation matrix T into DT' where 
and 
I tii = 1 for i = l , . . . , n  
t!.= t . .  
13 2 # j. 
Sinct: T' satisfies the conditions in Theorem 1, TAod 6 is one-to-one. Hence, TAod6(?) = 0 
if an'd only if ,! = 0. Let ,!' = T'j then 
Sinct: TAod is one-to-one, there exists i such that (j:)mod b, # 0. Since ti; is relative prime 
with bi, (tii j:)mod bi # 0. Thus, Dmod &(T I )  is not equal to 0. Hence, Tm,,d &(j) is one-to-one 
Lemma A.6: Let J6 be a rectangular index set with a boundary vector b. Let T, be a 
modular transformation of the index set J6. Let {I;) be a partition of t,he set {1,2, - .  ., n) 
and t be an arbitrary order of the set {1,2,. . . , n). Ta is a modula,r transformation if 
its transformation matrix satisfies 
(Proof) Decompose the transformation matrix T into DT' where 
and 
where I; is the identity matrix with the same number of entries as T i.  Since T' satisfies 
the conditions in Lemma 7, TAod is one-to-one. Hence, TAod ,(;) = O iif and only if j = 0. 
Let Ii' = T'j then 
Tmod 6 ( 1 )  = D ~ A ~ ~  &(?)  = Dmod 6 ( 5 / ' ) -  
Since TAod 6 is one-to-one, there exists i such that ( j i )mod b, # 0. Sinct: det(T7 is relative 
prime with bi, Lemma A.2 shows that there exists if E I; such that the ifth entry of 
6 ( j ' )  is not equal to 0. Therefore, Dmod &( j ' )  is not equal to 0. Hence, Tmod & ( j )  is 
one-to-one 
