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Architettura della piattaforma HP Exemplar




In questo articolo vengono illustrate le caratteristiche fondamentali della nuova architettura HP
Exemplar SPP 2000 X-Class utilizzabile dall'inizio del mese di ottobre presso il CILEA. In particolare
sono sottolineati gli aspetti progettuali che permettono a tale sistema di calcolo di fornire servizio ad
elevate prestazioni ad una vasta classe di utenti sia accademici che industriali. Inoltre si pone
l’accento sulle principali differenze rispetto alle architetture SPP1x00 della precedente generazione,
sia per ciò che riguarda l’hardware, sia in termini di prestazioni sostenibili.
Introduzione
Il presente articolo intende descrivere agli
utenti CILEA le principali caratteristiche della
nuova architettura parallela HP Exemplar X-
Class disponibile dal mese di ottobre presso il
Consorzio.
Con l’acquisizione di questo sistema di calcolo, il
CILEA offre ai propri utenti accademici e
industriali un potente strumento in grado di
soddisfare le sempre crescenti esigenze in
termini di time-to-completion per la soluzione di
problemi molto onerosi dal punto di vista
computazionale. La scelta di acquisire una
piattaforma parallela ad elevate prestazioni,
destinata ad affiancare la macchina Exemplar
SPP 1600, da due anni disponibile presso il
CILEA, è stata motivata dalla necessità di
distinguere  due livelli di servizio nel campo del
supercalcolo. Gli utilizzatori di packages
applicativi sequenziali e gli sviluppatori di
applicazioni parallele a basso consumo di
risorse potranno continuare ad utilizzare la
macchina SPP1600, mentre chi impiega solutori
paralleli per problemi di notevole peso
computazionale potrà servirsi della piattaforma
HP X-Class. Nel seguito verranno descritte le
principali caratteristiche funzionali della nuova
architettura, ponendo l’accento sui migliora-
menti apportati dai progettisti rispetto alle
precedenti architetture SPP1x00. Per eventuali
approfondimenti sia sulla configurazione
hardware della macchina che sul sistema
operativo e sugli applicativi installati è possibile
consultare la relativa documentazione presso la
sede del Consorzio.
Generalità
Il sistema HP Exemplar X-Class, architettura di
classe MIMD e tipo MPP (Massively Parallel
Processor), presenta ottime caratteristiche di
flessibilità e scalabilità, sia per quanto riguarda
le risorse di calcolo, sia per ciò che concerne i
sistemi di I/O e la memoria di massa.
Il sistema è scalabile in quanto l’aggiunta di
nuove CPU, di ulteriori devices di I/O e
l’ampliamento delle dimensioni della memoria
globale possono essere effettuati senza
particolari problemi di compatibilità e senza
richiedere alcun intervento di modifica
dell’hardware esistente.
Il sistema è flessibile poiché i 32 processori HP
PA-RISC 8000 di cui è dotato possono essere
raggruppati, dal punto di vista logico, in unità
funzionali di calcolo, dette subcomplex,
assegnabili a determinate classi di utenza, in
base alle esigenze specifiche.
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Inoltre è possibile sviluppare programmi
paralleli sia nell’ambito del paradigma shared
memory che EMP (Explicit Message Passing),
oppure in modalità ibrida tra i due.
L’uso di particolari direttive di compilazione
facilita lo sviluppo di software parallelo, mentre
il sofisticato hardware disponibile svincola il
programmatore dalla necessità di controllo della
consistenza dei dati e della sincronizzazione tra
i vari processi paralleli generati dall’appli-
cazione.
Sono inoltre utilizzabili tools di sviluppo per il
controllo delle performances delle applicazioni e
l’individuazione di eventuali cause di degrado
delle prestazioni.
Nella configurazione attuale presso il CILEA è
installato un sistema SPP (cioè un insieme di
ipernodi che condividono una SCI) costituito da
2 ipernodi, per un totale di 32 processori HP
PA-RISC 8000 a 180 MHz e 4 Gbytes di
memoria RAM, mentre la memoria disponibile
su disco è attualmente di 140 GByte.
L’architettura Exemplar X-Class Server utilizza
il microprocessore HP PA-RISC 8000 della
famiglia PA RISC 2.0, distribuito in versioni a
160 e a 180 MHz, con caches da 1MByte a
4MByte per i dati e le istruzioni.
La macchina disponibile presso il CILEA è
equipaggiata con PA8000 a 180 MHz che
dispongono di caches da 1MByte per i dati e
1MByte per le istruzioni.
Le prestazioni di picco per singolo processore,
che è in grado di eseguire 4 istruzioni floating
point per ciclo di clock, sono quindi di 720
Mflops.
Sono disponibili presso il CILEA benchmarks
effettuati utilizzando i programmi di analisi
strutturale installati sulla macchina Exemplar
X-Class, che mostrano effettivi incrementi di
prestazioni rispetto alle stesse versioni dei
codici installate sulla architettura Exemplar
SPP1200.
HP Exemplar X-Class e S-Class
Il PA-RISC 8000
Il PA-RISC 8000 è il microporcessore a 64 bit
più potente della famiglia di processori HP PA
RISC 2.0; è stato progettato per equipaggiare
tutti i servers HP delle serie K-Class, S-Class e
X-Class. Il processore è completamente compa-
tibile a livello binario con i processori HP
precedenti ed è accreditato di 20.2 SPECFfp95 e
11.8 SPECint95, rilevati su di un sistema
monoprocessore con caches di 1M per le
istruzioni e 1M per i dati.
Per poter sostenere prestazioni di questo livello
non solo su benchmarks ma anche in
applicazioni reali è necessario avere grosse
caches primarie, metodi per minimizzare i
tempi di latenza nell’accesso in memoria e un
bus di sistema a grande larghezza di banda.
In figura 1 è descritta l’architettura del micro-
processore.
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Fig. 1 - microarchitettura PA8000
Il PA-8000 dispone di due caches direct mapped
off-chip da 1MByte a 4MByte, una per i dati ed
una per le istruzioni. Come si vede in figura 1,
la principale caratteristica del processore è
l’Instruction Reorder buffer a 56 entries, che
costituisce l’unità di controllo centrale; questo
blocco supporta la capacità di rinominare i
registri per tutte le istruzioni nel buffer e tiene
traccia delle interdipendenze tra le istruzioni.
Due ALU a 64 bit e due unità shift/merge a 64
bit supportano le operazioni sugli interi; due
unità FMAC (Floating point Multiply and
Accumulate) e due unità divide/SQRT
supportano le applicazioni in virgola mobile.
L’architettura è in grado di sostenere, di picco, 4
istruzioni per ciclo di clock.
Le unità FMAC sono ottimizzate per
l’esecuzione dell’operazione, molto frequente,
A*B+C. Fondendo insieme una moltiplicazione
e un’addizione, ogni unità FMAC è in grado di
eseguire due operazioni floating point ogni tre
cicli di clock. In aggiunta, per fornire bassa
latenza nelle operazioni in virgola mobile, le
unità FMAC sono ‘fully pipelined’, cioè le
istruzioni, di dimensioni fisse, sono progettate
in maniera da essere facilmente divisibili in
parti e quindi eseguite in sequenza (pipelining).
In definitiva il throughput in virgola mobile del
PA8000 è di quattro FLOPS per ciclo di clock.
Le due unità divide/SQRT non sono in pipeline,
ma, mentre sono temporaneamente occupate,
altre operazioni in virgola mobile possono
essere eseguite dalle unità FMAC.
Il PA8000 è collegato direttamente ad un
memory bus da 768 MByte/sec.
Un’altra caratteristica dei processori di ultima
generazione, che diviene sempre più
importante man mano che aumenta il
parallelismo nelle microarchitetture, è la
capacità di gestire operazioni di prefetch e
branch prediction.
Un’istruzione di salto (branch) deve specificare
l’indirizzo in memoria dell’istruzione successiva
(target); esistono due tipi di operazioni di salto
nel set di istruzioni eseguibili: il salto
condizionato e il salto incondizionato. Il secondo
tipo di branch viene comunque eseguito, mentre
il salto condizionato dipende dal risultato di una
qualche operazione di test; se il test è verificato
l’operazione di branch si definisce taken,
altrimenti not-taken. Per aumentare il numero
di operazioni eseguite nell’unità di tempo, è
importante poter prevedere se un branch
condizionato sarà taken o no.
Il PA8000 implementa un algoritmo di branch
prediction in hardware con una Branch History
Table a 256 entries ed incorpora una cache
completamente associativa per gli indirizzi dei
target delle operazioni di branch, BTAC
(Branch Target Address Cache), che associa
l’indirizzo di un’istruzione di salto con quello del
suo target. Quando nel flusso delle istruzioni si
incontra un branch previsto come taken, viene
creata una entry nella BTAC per
quell’istruzione. Successivamente, quando l’uni-
tà di fetch incontra l’indirizzo di quella
istruzione, la BTAC segnala un hit e fornisce
l’indirizzo del target dell’istruzione. L’unità di
fetch così può immediatamente considerare
l’istruzione target senza penalty.
La famiglia di servers HP
L’Exemplar è la naturale continuazione della
linea di servers HP che consta ora di tre tipi di
sistemi: K-class, S-class e X-class, tutti
equipaggiati con il nuovo PA8000.
I servers della linea K-class prevedono l’utilizzo
da uno a quattro PA8000 in una struttura
convenzionale con processori e memoria su un
unico bus di sistema.
La serie Exemplar estende la linea dei prodotti
prevedendo la possibilità di utilizzare fino a 512
PA8000 in un’architettura ccNUMA (Cache
Coherent NonUniform Memory Access)
costituita da nodi multipli denominati ipernodi.
Ciascun ipernodo può avere fino a 16 processori;
tutti i sistemi a singolo nodo sono denominati S-
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Class, mentre quelli a più nodi sono indicati con
il temine X-Class.
Tutti i sistemi K-Class, S-Class e X-Class
possono condividere software compatibile.
Nel seguito considereremo le principali
caratteristiche dei sistemi X-Class, sottoli-
neando le differenze fondamentali rispetto alle
architetture SPP1x00 della precedente gene-
razione.
Architettura di un ipernodo
Il blocco costitutivo fondamentale dei servers
Exemplar S-Class e X-Class è l’ipernodo.
Un ipernodo utilizza un’architettura multi-
processore simmetrica (SMP) che permette di
sfruttare il parallelismo a grana fine implicito
in molteplici applicazioni.
Un diagramma a blocchi concettuale di un
singolo ipenodo a 8 processori è mostrato in
figura 2.
Fig. 2 - architettura dell’ipernodo
In posizione centrale nella figura si trova il
crossbar costituito da quattro Routing Arrays
Controllers (RACs). Esso connette i Processor
Agent Controllers (PACs) nell’ipernodo a tutti i
controllers per l’accesso alla memoria (MACs).
Il processor agent può gestire fino a due
PA8000.
I MACs controllano l’accesso dal crossbar sia ai
banchi di memoria locali all’ipernodo che a
quelli remoti, cioè fisicamente residenti sugli
altri ipernodi del sistema. La memoria locale si
interfaccia direttamente ai relativi controllers.
I trasferimenti da e verso le locazioni di
memoria remote sono istradati attraverso i
Toroidal Access Controllers (TACs) a loro volta
connessi ai MACs. I TACs gestiscono i
trasferimenti dei dati tra gli ipernodi tramite
anelli che collegano tra di loro gli ipernodi in
due dimensioni.
Ogni ipernodo ha 8 bus di I/O standard PCI
(Peripheral Component Interface) a 120
MByte/sec, controllati da un PCI-bus interface
controller (PIC) per ogni PAC, su ciascuno dei
quali possono venir supportati fino a 3
controllers Ultra-SCSI. Ad ogni controller
Ultra-SCSI possono essere collegati fino a 10
dischi con capacità massima di 9 GByte
ciascuno. In tal modo ciascun ipernodo potrebbe
supportare 2 TByte su disco. La macchina
installata presso il CILEA, a due ipernodi,
attualmente dispone di 140 GByte di memoria
di massa.
Le interfacce standard supportate includono
Ethernet (10 base-T e 100 base-T), FDDI,
HiPPI, ATM (OC-3) e FibreChannel, ma
attualmente, sulla macchina CILEA sono
installate le interfacce FDDI e Ethernet, mentre
si prevede in futuro di installare l’interfaccia
ATM.
Un altro blocco funzionale, non mostrato in
figura, è l’utility Board che, tramite il Core
Logic Bus, fornisce ai processori gli interrupts
specifici necessari per il corretto funzionamento
dell’ipernodo, sempre attraverso i processor
agents.
L’hardware dell’ipernodo viene gestito
attraverso registri appositi di status e control
(CSRs), localizzati in ciascuno dei seguenti
controllers:
• Processor agent (PAC)
• PCI interface (PIC)
• Routing array (RAC)
• Memory access (MAC)
• Toroidal access (TAC)
• Processor utilities (PUC)
• Monitoring utilities (MUC)
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Ciascun CSR è direttamente mappato in
memoria ed è disponibile a tutti i processori
nell’ipernodo.
Blocchi funzionali
Consideriamo ora una breve descrizione dei
blocchi funzionali all’interno dell’ipernodo.
Un ipernodo può contenere da quattro a sedici
processori, connessi a coppie a ciascun
Processor Agent che li interfaccia ai bus di I/O e
al crossbar.
Il crossbar consente a ciascun processore di
accedere alle locazioni di memoria sia
all’interno dell’ipernodo che su ipernodi remoti.
Processor Agent Controller
Il PAC può contenere zero, uno o due processori
PA-8000, e zero o un PIC. In assenza di
processori il PAC assolve la funzione di
interfaccia di I/O. Il PAC gestisce i seguenti bus:
• Verso il runaway bus (0,1) - Due bus
bidirezionali a 64  bit ciascuno per il
processore zero e il processore uno,
rispettivamente, con larghezza di
banda di circa 960 MByte/sec;
• Verso il crossbar (1,0) - Quattro bus
unidirezionali a 32 bit, connessi a
due controllers dell’accesso al
crossbar, due per le operazioni di
lettura e due per quelle di scrittura,
con una larghezza di banda totale di
circa 1.9 GByte/sec;
• Verso le porte di I/O - Due interfacce
unidirezionali verso un device di I/O
a 16 o 32 bit, una per la lettura e una
per la scrittura. L’ampiezza del bus
dipende da quella del dispositivo di
I/O connesso; ciascun bus ha una
ampiezza di banda di circa 120
MByte/sec o 240 MByte/sec;
• Core Logic Bus - Supporta i servizi di
boot e di gestione, gli interrupts ai
processori, ecc.
Il PAC include hardware specializzato, detto
data mover, per la trasmissione di messaggi e
dati tra le locazioni di memoria sia locali che
remote rispetto all’ipernodo, che migliora di
molto le prestazioni del sistema, rispetto alla
generazione SPP1x00, per quanto riguarda le
operazioni di I/O e networking.
Il data mover è stato esplicitamente progettato
per supportare applicazioni che fanno uso di
tecniche di tipo message passing; nella
generazione precedente (SPP1x00) veniva
utilizzata una routine di sistema (bcopy) per
eseguire le operazioni di trasferimento di dati e
messaggi da una locazione di memoria ad
un’altra ovunque posizionata fisicamente nel
sistema a memoria condivisa (GSM).
Nel contesto delle operazioni di I/O ciò
significava copiare, via software, i dati da
trasferire in I/O dallo spazio fisico riservato
all’applicazione utente ad un buffer nelle
librerie runtime Fortran, prima di inviarli alla
buffer cache del sistema.
Nei sistemi X-Class e S-Class la routine bcopy
viene sostituita dall’hardware che implementa
il data mover; esso viene utilizzato dal sistema
operativo, dal sistema di I/O e dalle librerie
message passing, raddoppiando circa la
larghezza di banda in uscita rispetto alla bcopy
software.
Poiché il data mover è asincrono rispetto ai
processori, le operazioni di I/O e di message
passing possono essere eseguite indipenden-
temente dal loro carico.
Routing Array Controller
I servers HP S-Class e X-Class utilizzano un
crossbar nonbloccante per interconnettere
ciascun processore e ciascun dispositivo di I/O
alla memoria, costituito da quattro Routing
Array Controllers.
Ciascun RAC comprende i seguenti bus:
• Verso le porte PAC (A, B, C, D) - Otto
porte a 32 bit unidirezionali verso i
PAC, quattro per la lettura e quattro
per la scrittura. Ciascuna porta ha
un’ampiezza di banda simultanea (in
input e output) di 960 MByte/sec;
• Verso le porte MAC (A, B, C, D) -
Otto bus di interfaccia unidirezionali
a 32 bit verso i MAC, quattro per la
lettura e quattro per la scrittura.
Ciascuna porta ha un’ampiezza di
banda simultanea (in input e output)
di 960 MByte/sec.
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Memory Access Controller
I MAC controllanno l’accesso alla memoria che
può essere richiesto sia dai dispositivi di I/O e
dai processori, attraverso i RAC, sia da altri
ipernodi, attraverso i TAC. Ogni MAC controlla
quattro banchi di memoria per cui, in un
ipernodo a sedici processori, con 8 MAC, i
banchi di memoria disponibili sono 32 per
ipernodo. I banchi di memoria sono costituiti da
moduli Single Inline Memory (SIMM) di
SDRAM (Synchronous Dynamic Random Access
Memory). Nella configurazione attualmente
installata presso il CILEA, la RAM disponibile
per ipernodo è di 2 GB; nel corso del 1997
saranno rese disponibili sul mercato SDRAM a
più alta densità che potrebbero portare a 16 GB
per ipernodo la RAM utilizzabile.
I controllers di accesso alla memoria compren-
dono i seguenti bus:
• Verso i RAC (A, B) - Quattro bus di
interfaccia unidirezionali a 32 bit
verso le porte RAC, due per la
scrittura e due per la lettura, che
supportano una ampiezza di banda
simultanea (in lettura/scrittura) di
1.9 Gbyte/sec;
 Verso i TAC - Due bus di interfaccia
unidirezionali a 32 bit verso una
porta TAC, che supporta una
ampiezza di banda simultanea (in
lettura/scrittura) di 960 MByte/sec;
 Verso i banchi di memoria pari -
Un’interfaccia bidirezionale a 88 bit
verso il banco pari associato con il
MAC;
• Verso i banchi di memoria dispari -
Un’interfaccia bidirezionale a 88 bit
verso il banco dispari associato con il
MAC.
Vediamo ora il meccanismo di funzionamento
degli accessi in memoria a livello di ipernodo.
Un processore chiede acceso alla memoria
attraverso il proprio PAC al crossbar (RAC); la
richiesta viene inoltrata ad uno dei MAC, sotto
forma di pacchetti generati dal processore.
Il MAC accoda le richieste alle code, pari o
dispari associate con i banchi di memoria,
gestite con tecniche di tipo round robin; in
seguito il controller dell’accesso alla memoria
accede ad uno dei banchi controllando il codice
di correzione d’errore (ECC) e le informazioni
incluse nei pacchetti riguardanti la coerenza
globale dei dati.
Una volta eseguiti i check d’errore e coerenza,
se non è necessario eseguire ulteriori operazioni
di correzione, il dato viene inviato al processore
che originariamente aveva formulato la richie-
sta, sempre attraverso il RAC che lo invia al
PAC.
Toroidal Access Controller
Nei sistemi X-Class, che prevedono l’utilizzo di
più ipernodi, l’interfaccia che permette lo
scambio di dati e istruzioni tra ipernodi distinti
viene gestita da un anello toroidale di tipo SCI,
Standard Coherent Interface, sulla base dello
standard ANSI/IEEE 1596-1992, denominato
CTI Ring.
L’accesso al CTI Ring da parte di un ipernodo
viene gestito tramite un apposito controller, il
TAC (Toroidal Access Controller).
Il TAC riceve le richieste di accesso provenienti
dal CTI Ring e le indirizza verso i MAC, in una
direzione, dal CTI verso le risorse locali
all’ipernodo, e nell’altra, dall’ipernodo verso il
CTI per accedere a risorse remote localizzate
presso altri ipernodi.
Il TAC comprende i seguenti bus:
• Verso le porte MAC - Due interfacce
unidirezionali a 32 bit, una per il
traffico in arrivo, l’altra per quello
uscente;
• Verso il CTI Ring (X, Y) - Due
interfacce unidirezionali a 32 bit per
ciascun anello CTI (X e Y).
Core Logic Bus
L’ultimo componente dell’ipernodo che
prendiamo in considerazione è la scheda di
uitilities che, attraverso il Core Logic Bus serve
per controllare il sistema.
La utilities board contiene due gate arrays
programmabili (FPGAs, Field-Programmable
Gate Arrays), il MUC e il PUC. Il primo
permette di gestire gli interrupt ai processori
quando necessario, mentre il secondo è collegato
al firmware di boot della macchina.
Il Core Logic Bus è un bus a bassa ampiezza di
banda che connette ciascun processore alla
logica di controllo ed interfaccia (sia RS232 che
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Ethernet) verso gli altri processori all’interno di
un ipernodo e su altri ipernodi.
Architettura a ipernodi multipli
Come detto in precedenza i sistemi X-Class
prevedono la possibilità di interconnettere fino
a sedici ipernodi da sedici processori ciascuno,
secondo lo schema di figura 3.
Fig. 3 - schema logico di connessione tra ipernodi
Gli ipernodi sono strettamente accoppiati
tramite gli anelli CTI che forniscono tempi di
latenza minimi nell’accesso in memoria da
qualsiasi processore a qualunque ipernodo.
Ogni anello in figura rappresenta connessioni
multiple (fino a otto per ipernodo). Nell’attuale
architettura istallata presso il CILEA vi sono
due ipernodi da 16 processori ciascuno.
Consideriamo ora più in dettaglio i costituenti
fondamentali dello schema logico di figura 3.
Coherent Toroidal Interconnect
La CTI permette l’accesso a locazioni di
memoria globali, cioè da parte di un processore
verso un qualunque banco do memoria remoto,
mediante l’utilizzo di cache lines a 32 bit.
Una partizione logica della memoria fisica su
ciascun ipernodo, configurabile dal system
manager, è assegnata come cache della CTI;
l’hardware del sistema crea copie delle cache
lines richieste da remoto, cioè da un altro
ipernodo del sistema, nella CTI cache del nodo
richiedente, così il tempo di latenza per l’accesso
a dati o istruzioni cui si fa riferimento in una
cache line è solo quello relativo all’accesso alla
memoria locale.
Nelle versioni precedenti dei sistemi Exemplar,
come l’SPP1200 del CILEA, le CTI cache lines
erano di 64 bytes, cioè il doppio delle dimensioni
delle linee di cache del processore. Nei sistemi
X-Class invece le dimensioni delle CTI cache
lines sono state riportate a 32 bytes, le stesse
dimensioni delle linee di cache del processore.
Nelle architetture SPP1x00 gli anelli CTI erano
costituiti da 4 links da 16 bit di dati ciascuno,
realizzati con tecnologia GaAs, con un clock a
300 MHz (3.3 nanosecondi) il che forniva una
banda di 2.4 GByte/sec.
Nei sistemi X-Class, invece, la CTI è costituita
da otto links unidirezionali a 34 bit, in logica
CMOS differenziale, con clock a 120 MHz (8.3
nanosecondi), ognuno dei quali fornisce 32 bit di
dati (più due segnali di flag) per ciclo di clock. I
dati sono campionati sul fronte di salita del
segnale di clock con una banda di circa 3.84
GByte/sec.
Poiché il numero di richieste concorrenti di
accesso alla CTI per link per nodo è passato da
1, nei sistemi SPP1x00, a 32 nei sistemi X-
Class, è stato ottenuto un miglioramento
nell’ampiezza di banda sostenibile per ipernodo
di un fattore circa 10, da 160 MByte/sec a ~1600
MByte/sec.
GSM
Tutti i processori nelle architetture S-Class e X-
Class condividono le aree di memoria sia
all’interno di un ipernodo (memoria locale) che
attraverso tutta la matrice di ipernodi (memoria
remota).
La condivisione della memoria supporta i
paradigmi di programmazione message passing
(PVM 3.3.11 e MPI 1.2) e shared memory
utilizzando il sottosistema GSM (Global Shared
Memory).
Il GSM è gestito esclusivamente dall’infrastrut-
tura hardware; esso supporta una struttura
gerarchica della memoria a due livelli, ciascuno
ottimizzato per una particolare classe di dati
condivisi.
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Il primo livello consiste nel crossbar che
connette i processori, la memoria e i dispositivi
di I/O su un singolo ipernodo. La struttura a
crossbar previene le cadute di performance
tipiche dei sistemi system-wide bus.
Il secondo livello consiste nell’interconnessione
tra gli ipernodi attraverso gli anelli CTI. I
riferimenti ad aree di memoria remote vengono
gestiti dal GSM mediante tecniche di
interleaving che utilizzano fino a otto CTI rings
su una base di 32 bytes. Ciò implica che,
bilanciando il traffico sugli otto anelli CTI,
viene ottimizzata la gestione della memoria.
Accessi alla memoria
La figura 4 mostra i vari passi richiesti per una
generica operazione di accesso in memoria.
Fig. 4 - modalità di accesso in memoria
Il processore decodifica l’istruzione e genera
l’indirizzo dell’operando; per un’istruzione di
caricamento, se l’indirizzo produce un hit nella
cache del processore, il dato viene caricato in un
registro del processore e l’operazione termina.
Per un’operazione di scrittura, il dato passa dal
registro alla cache del processore e l’operazione
termina.
Se invece l’indirizzo dell’operando non si trova
in cache (processor cache miss), il dato deve
essere cercato o nelle aree di memoria locali
all’ipernodo o remote. Per le operazioni di load e
store verso locazioni di memoria remote viene
utilizzata la cache del CTI.
GSM e cache coherence
Come abbiamo visto, tutti i processori del
sistema sono in grado di vedere qualunque
locazione della memoria condivisa, sia locale che
remota. Quando un processore accede ad un
dato vengono generate, o nella Instruction
Cache o nella Data Cache di ogni processore,
copie dei dati acceduti. Se il dato risiede
originariamente in locazioni di memoria remote,
fisicamente presenti su di un altro ipernodo,
esso viene copiato anche nella cache del CTI.
Se il processore che sta eseguendo il riferimento
alla memoria modifica il dato e, contemporanea-
mente, un altro processore fa riferimento allo
stesso dato mentre una copia è presente nella
cache del primo processore, si verifica una
condizione tale per cui il dato è marcato come
‘obsoleto’. L’hardware fa in modo che il secondo
processore non possa utilizzare una copia non
più valida del dato in questione; lo stato che si
raggiunge quando nelle caches di entrambi i
processori è presente lo stesso valore per il dato
è detto cache coherence.
I protocolli di gestione della cache coherence
sono diversi all’interno del singolo ipernodo e in
ambiente CTI. La necessità di garantire cache
coherence a livello globale può implicare
maggiori tempi di latenza, poiché la logica di
controllo degli accessi in memoria può decidere
di riscrivere i dati modificati nelle locazioni
originarie prima di permetterne il caricamento
nella cache di un processore o del CTI.
Tuttavia l’implementazione in hardware dei
meccanismi di controllo della cache coherence
implica notevoli benefici, in quanto evita al
programmatore di dover esplicitamente gestire
lo scambio dei dati tra i vari tipi di cache,
eventualmente tramite tecniche di sincro-
nizzazione esplicita.
Performance
Nella tabella seguente consideriamo il confronto
in termini di prestazioni tra un S-Class, un solo
ipernodo con processori PA8000, e un Exemplar
SPP1600, con processori PA-RISC 7200 di
vecchia generazione.
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Le prestazioni sono misurate sulla base dei
benchmarks paralleli NAS (NPB versione 2.1)
sviluppati presso il ‘NASA Ames Research
Center’; tutti i dati sono in secondi.
SPP1600 S-class
# 4 8 16 4 8 16
A 45.2 20.8 13.0 13.0 7.7 5.6
B 104.0 87.1 66.9 54.6 32.7 21.2
C 775.6 397.5 -- 253.7 143.5 83.3
D 1235.8 -- 571.5 445.1 -- 153.7





E: Block tridiagonal solver
#: Numero CPU
Tab. 1 - Benchmarks NPB
I subcomplex
E’ interessante notare che l’insieme complessivo
di processori disponibili alle applicazioni utente
può essere suddiviso dal System Administrator
in gruppi logici detti subcomplex (Fig. 4).
Fig. 4 - una possibile suddivisione in subcomplex
Ciò presuppone un elevato grado di flessibilità
dell’architettura che può garantire la possibilità
della distribuzione delle risorse di calcolo a
diverse classi di utenza, secondo le specifiche
esigenze.
La eventuale riconfigurazione e ridistribuzione
delle risorse disponibili ai vari subcomplex non
implica, in linea di principio, la necessità di
effettuare stop di macchina.
Nella figura è mostrata una possibile
suddivisione dell’insieme dei processori in
gruppi, dedicati a diversi tipi di applicazioni; gli
utenti appartenenti ad una certa classe
potranno utilizzare, in concorrenza con gli altri
della stessa classe, i processori del subcomplex
assegnato. La memoria disponibile sarà quindi
unicamente quella del subcomplex di riferimen-
to.
Bisogna notare che le applicazioni contempora-
neamente in esecuzione potranno essere di
natura diversa, sia massicciamente parallele, ad
esempio applicazioni in ambiente PVM, sia
semplicemente scalari. In nessun caso program-
mi in esecuzione in un certo ambiente di calcolo,
che utilizza un determinato gruppo di
processori, possono interferire con le altre
applicazioni.
Per tutte queste caratteristiche l’architettura
Exemplar presenta dunque notevoli doti di
flessibilità, garantendo ad applicazioni di




Subcomplex # CPU Ipernodo Gruppo
system 1 0 root
sub0 3 0 tutti
sub1 12 0 tutti
sub2 16 1 tutti
• Subcomplex system: E' l'area dedicata
esclusivamente al sistema operativo, risiede
sull'ipernodo 0;
• Subcomplex sub0: E' l'area di default su cui
si trovano tutti gli utenti all'atto della
connessione alla macchina, risiede
sull’ipernodo 0 ed è costituito da 3 processori.
Questa area è dedicata esclusivamente alle
operazioni di tipo interattivo;
 Subcomplex sub1: E' l'area dedicata a
programmi, di tipo sequenziale, risiede
sull’ipernodo 1 ed è costituito da 12 proces-
sori.
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Le code configurate sono:
 
• short1: per job brevi o test;
 batch_seq: per job sequenziali anche
ad elevato consumo di cpu; questa
coda è configurata in modo tale che
vengano eseguiti al massimo 8 jobs
alla volta e tre per ogni utente;
• infn: coda riservata agli utenti
appartenenti al gruppo infn, è
configurata in modo tale che vengano
eseguiti 4 jobs alla volta.
 
 Subcomplex sub2: è questa l'area di lavoro
dedicata a programmi di tipo parallelo,
risiede sull’ ipernodo 1 ed è costituito da 16
processori.
 Le code configurate per questo subcomplex
sono:
 
• short2: per job brevi o test;
• batch_4cpu: si tratta di una coda
batch sul quale devono lavorare gli
utenti che utilizzano programmi
paralleli a 4 cpu, è configurata in
modo tale che vengano eseguiti al
massimo 4 job per volta;
• batch_8cpu: si tratta di una coda
batch sul quale devono lavorare gli
utenti che eseguono programmi
paralleli a 8 cpu, è configurata in
modo tale che vengano eseguiti al
massimo due job per volta.
Configurazione dei dischi
In tabella 2 è mostrata la configurazione attuale
dei dischi disponibili per le applicazioni utente.
Area disco Nodo
/users ipernodo 0 (sub0)
/tmp ipernodo 0 (sub0)
/scratch1 ipernodo 0 (sub1)
/scratch2 ipernodo 1 (sub2)
Tab. 2 - configurazione dei dischi
Prodotti software installati
In tabella 3 è dato l’elenco dei prodotti software
installati attualmente sulla macchina X-Class
del CILEA, con indicazione della persona di
riferimento cui rivolgersi presso la sede del
consorzio per maggiori informazioni sui singoli
prodotti.
Prodotto Vers. Tipo Referente
Abaqus/Stand
ard
5.5 Seq N. Fornasari




Abaqus/Post 5.5 Seq N. Fornasari
Ansys 5.3 Par N. Fornasari
Dytran 3.0 Seq N. Fornasari
Dytran 4.0 Seq N. Fornasari
Librerie Imsl 3.0 Seq M. Cremonesi
Librerie Mlib 5.1 Par M. Cremonesi
Librerie Nag M17 Seq M. Cremonesi
Librerie
Cernlib
97a Seq M. Cremonesi
Mpi 1.2 Par N. Fornasari
Nastran 69.1 Par N. Fornasari
Nastran 70 Par N. Fornasari
Pam-crash 1996 Par N. Fornasari
Pam-shock 1996 Seq N. Fornasari
Patran 7.0 Seq N. Fornasari
Non sono stati installati, perché in versione solo
sequenziale, i prodotti:
Fidap, Sas, Spad, Sophia, Spectrum, X
che tuttavia rimangono disponibili sulla
macchina SPP1600 (iclspp0.cilea.it).
Chi contattare
Per ulteriori informazioni sulle caratteristiche
della macchina X-Class installata presso il
CILEA, sul software applicativo disponibile,
sulle tecniche di programmazione e le modalità
di utilizzo, oltre alla consultazione delle relative
pagine WEB al sito:
www.cilea.it
è possibile contattare le seguenti persone:
wG. Meloni, responsabile sistemi di calcolo
e-mail: meloni@cilea.it
wV. Rossi, responsabile della gestione della
macchina
e-mail: valeria@cilea.it
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wR. Galloni, sistemista
e-mail: galloni@cilea.it
wN. Fornasari, per gli applicativi di calcolo
strutturale
e-mail: fornasari@cilea.it
wM. Cremonesi, per le librerie matematiche e le
tecniche di programmazione
e-mail: cremonesi@cilea.it
wG.P. Bottoni, per le problematiche relative al
calcolo parallelo in generale
e-mail: bottoni@cilea.it
wP.L. Miglioli, per informazioni di carattere
generale sui pacchetti di fluidodinamica
computazionale e sul calcolo parallelo
e-mail: miglioli@cilea.it.
Glossario
ABI (Application Binary Interface): una
implemementazione software che permette
a codici oggetto di essere eseguiti su
differenti architetture hardware. I sistemi
HP K-Class, S-class e X-Class sono
implementati con ABI verso gli altri
sistemi che utilizzano il processore
Hewlett-Packard della famiglia RISC PA
1.0 , PA 1.1 e PA 2.0.
Cache hit: quando un dato o un’istruzione al
momento in cui vengono referenziati si
trovano nella Data Cache o Instruction
Cache di una CPU, si verifica una cache
hit. L’esecuzione di un programma è tanto
più veloce quanto maggiore è l’incidenza
delle cache hits.
Cache memory: un buffer ad accesso veloce
utilizzato nei moderni sistemi di calcolo per
contenere temporaneamente quelle porzio-
ni della memoria principale correntemente
in uso. Se un blocco di dati può essere posto
ovunque nella cache si parla di fully
associative cache; se per ciascun blocco di
dati esiste solo una locazione in cui può
apparire si parla di direct-mapped cache;
una set associative cache è di tipo
intermedio tra le due precedenti.
Cache miss: quando un dato o un’istruzione
referenziati non si trovano fisicamente in
Data Cache o Instruction Cache, si ha una
cache miss. Le prestazioni di un
programma sono tanto più degradate
quanto maggiore è il numero di cache
misses durante l’esecuzione.
CTI (Coherent Toroidal Interconnect):
un’interfaccia veloce che collega tutti gli
ipernodi di un sistema SPP Convex.
CTI Cache: una cache presente in ogni
ipernodo che contiene copie di dati
referenziati in memoria da altri ipernodi in
un sistema SPP Convex.
DRAM (Dynamic Random Access Memory):
memoria di grandi dimensioni (fino a 1
MByte per chip) che richiede il refreshing
periodico dei dati, per questo di solito meno
veloce delle SRAM.
Ipernodo sistema multiprocessore simmetrico
dotato di 8 CPU, costituisce l’elemento di
base dell’architettura HP Exemplar.
SCI (Scalable Coherent Interface) definita dallo
standard IEEE 1596-1992 dal punto di
vista fisico come una coppia di link
monodirezionali a 18 bit, in logica
differenziale ECL. Nel sistema Convex SPP
1600 è utilizzata una versione adattata
(CTI).
SDRAM (Synchronous DRAM): in questo tipo
di memorie di ultima generazione la
larghezza di banda è massimizzata per il
fatto che tutti gli accessi ai dati, agli
indirizzi e tutti i sistemi di controllo sono
sincronizzati con un unico clock di sistema,
eliminando così gli stati di system wait.
SRAM (Static Random Access Memory):
memoria ad elevatissima velocità d’accesso,
di dimensioni ridotte, mantiene l’informa-
zione anche in assenza di alimentazione.
Subcomplex: in ambiente Convex SPP, un
insieme di processori, dotato di area di
memoria privata, definito e configurato dal
System Manager, che possono essere
utilizzati da applicazioni concorrenti.
Thread: porzione di codice parallelo in
esecuzione su una singola CPU di un
sistema multiprocessore.
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Per una completa descrizione delle architetture
X-Class e S -Class:
http://www.convex.com/prod_serv/exemplar/sx-
class/index.html
Per il report relativo alla analisi di prestazioni
mediante NAS Parallel Benchmarks:
http://science.nas.nasa.gov/Pubs/TechReports/NA
Sreports/NAS-96-018/
Per l’elenco del software disponibile, anche se
non ancora istallato presso il CILEA, sulle
piattaforme X-Class:
http://www.convex.com/prod_serv/exemplar/SPP_
3rd_party.html
