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Abstract-Coupled nonlinear wave equations are derived for the evolution of the com- 
ponents of the electric induction field D in a class of rigid nonlinear dielectrics governed 
by the nonlinear constitutive relation E = h(D)D, where E is the electric field and h > 
0 is a scalar-valued vector function. For the special case of an infinite one-dimensional 
dielectric rod, it is shown that, under relatively mild conditions on h, solutions of the 
corresponding initial value problem for the electric induction field cannot exist globally 
in time in the L2 sense if it is assumed that the electric field in the rod is perpendicular 
to the axis of the rod and varies with the coordinate along that axis. The results hold 
when the electromagnetic field in the rod has compact support. Growth estimates for 
solutions, which are valid on the maximal time-interval of existence are also derived; 
these are valid in the simple but physically important case where h(D) = A, + A0 /I D 11:. 
Relations with recent work on the phenomena of self-focusing and self-trapping for high 
intensity laser beams in a dielectric medium are also discussed. 
1. EVOLUTION EQUATIONS FOR A CLASS OF NONLINEAR DIELECTRICS 
Theories of material dielectric behavior are based upon a set of field equations (Maxwell’s 
equations) and a set of constitutive relations which hold among the electromagnetic field 
vectors. In a Lorentz reference frame (9, t), i = 1, 2, 3, where the (,u’) represent rec- 
tangular Cartesian coordinates, and r is the time parameter, the local forms of Maxwell’s 
equations are given by 
$ + curl E = 0, div B = 0, 
(1.1) 
curl H - $ = 0, div D = 0, 
provided that the density of free current, the magnetization, and the density of free charge 
all vanish. In (l.l), B, E and H are, respectively, the magnetic flux density, electric field 
and magnetic intensity while D = eOE + P(E) (~0 > 0 a physical constant and P the 
polarization vector) is the electric induction field; the relations (1.1) hold in some bounded 
or unbounded open domain 0 c R3 which is filled with a rigid, nonconducting, dielectric 
substance. The precise nature of the dielectric medium in R is determined by specifying 
a set of constitutive equations relating E, D, H and B; indeed, without the specification 
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of additional relations among the electromagnetic field vectors, the set of Eqs. (1.1) rep- 
resents an indeterminate system. 
There is, in existence, a wide variety of constitutive hypotheses which have been 
associated with theories of nonconducting, rigid, dielectric media: the simplest of these 
is that associated with the dielectric response of a vacuum in which there hold the classical 
constitutive relations 
D = EOE, H = k;‘B, 
where the fundamental physical constants eo, p. satisfy eo~o = c-‘, c being the speed 
of light in a vacuum. In 1873 Maxwell[ l] proposed as a set of constitutive laws for a linear, 
rigid, stationary nonconducting dielectric the relations 
D = E.E, B = p.H, 
where E, p are constant second-order tensors which are proportional to the identity tensor 
if the material is isotropic. A set of constitutive relations, which are still linear, but which 
take into account certain memory effects in the dielectric, were proposed by Maxwell in 
1877 and subsequently used by Hopkinson[2] in connection with his studies on the residual 
charge of the Leyden jar; the Maxwell-Hopkinson dielectric is governed by the set of 
constitutive relations (x E 0): 
D(x, r) = l E(x, t) + +(t - t)E(x, f) dr, 
H = CL-‘B, 
(1.2) 
where E > 0, b > 0 and b(t), t 1 0, is a continuous monotonically decreasing function 
oft, 0 S t < x. Noting that the Maxwell-Hopkinson constitutive relations do not account 
for the observed absorption and dispersion of electromagnetic waves in material non- 
conductors, Toupin and Rivlin[3] generalized the constitutive relations (1.2) and intro- 
duced the concepts of holohedral isotropic and hemihedral dielectric response; uhile the 
response incorporated into both of these theories is linear, they are more sophisticated 
than (1.2) in the sense that magnetic memory effects and coupling of electric and magnetic 
effects is built into the constitutive theory. The qualitative behavior of the electric in- 
duction field in a rigid nonconducting dielectric exhibiting holohedral isotropic response 
has been studied by this author in a series of recent papers[4]-[6]. 
In this paper we will be concerned with initial-boundary value problems associated 
with the evolution of the components of the electric induction field D in a relatively simple 
class of materials exhibiting nonlinear dielectric response. A rather general theory of 
nonlinear dielectric behavior which allows for both electric and magnetic memory effects, 
but still effects an a priori separation of electric and magnetic response, was proposed 
by Volterra[‘l] in 1912 in the form of the constitutive relations 
D(x, t) = E.E(x, r) + Eb’_, (E(x, r)), x E a, (1.3) 
B(x, r) = IJ..H(x, r) + Sr_,(H(x, r)), x E 0. 
The constitutive relations (1.3) reduce to those considered in [2, 31 under special as- 
sumptions relative to the functionals Eb, 9~~ i.e. if %I = 0, Eb is linear and isotropic, and 
E = ~1, y. = ~1, then (1.3) is easily seen to reduce to (1.2); the particular class of nonlinear 
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dielectrics to be considered in this exposition results by specializing (1.3) to the situation 
where IL = ~1, p. > 0, 5B = 0 and electric field memory effects are negligible. i.e. 
D(x. t) = %(E(x. r)). x E fl. 
B(x. t) = p_H(x, t). x E R. 
(l.la) 
We shall further assume that det[dQi/aE_]E = 0 f 0. so that in a (Euclidean) neighborhood 
of E = 0, the relations (1.4a) may be inverted so as to yield the constitutive equations 
E(x, t) = S(D(x, f)), s E R, (1 .-tb) 
H(x. t) = t_~-‘B(x. t), x E n. 
As the vector function % is still completely arbitrary. the constitutive theory defined by 
(1.4b) is still far too general to provide a tractable system of evolution equations for the 
electromagnetic field in fL; we will, therefore, confine our attention to that special case 
of (1.4b) for which there exists a scalar-valued vector function A(g) such that %(Q = A(@(. 
V 5, with real components &. Thus, the final form of the constitutive relations which detine 
the nonlinear dielectric response to be considered here is given by 
E(x, t) = h(D(x, t))D(x. t), I E R. (I.?) 
H(x, f) = CL-‘B(x, t), x E R (/_l > 0). 
For now we will simply assume that 0 % h(g) < 3~. V 5, with h(c) > 0. V 5 f 0: further 
assumptions on the constitutive function A will be imposed below. 
Remarks. It seems worthwhile to note, in passing. that electromagnetic constitutiv-e 
relations of the form (1.5) or, to be somewhat more accurate, the inverted relations 
D(x. t) = e(E(x, t))E(x, t), x E n, (1.6) 
B(x. t) = p.H(x, t), x E n (CL > 0). 
have appeared in the recent literature; e.g. Rivlin[S] considers (1.6) and indicates that in 
an isotropic material conforming to this constitutive hypothesis the dielectric “constant” 
E must be an even function of the magnitude of E. i.e. c = l (E.E). Townes et al.[ll] 
considered the problem of a high intensity laser beam propagating through a dielectric 
medium; they assume that the high intensity of the beam affects the dielectric “constant” 
E in such a way that the effective E in the medium is given by E = e. + l 2]] E /I?, where 
EO > 0, EZ > 0. They then go on to demonstrate that the presence of the nonlinearity ma!- 
give rise to an electromagnetic beam which produces its own wave guide and thus prop- 
agates without spreading (the so-called phenomena of self-trapping of the beam). 
Strauss]161 and Whitham[l7] both consider a polarized wave with frequency o propagating 
in the direction e (parallel to the x3-axis in our Cartesian coordinate system) in a dielectric. 
They assume that the high intensity of the electromagnetic field in the beam, given by 
again produces changes in the dielectric constant E so that E = e. + E,]] E II?. Using a 
paraxial approximation, i.e. / II,,,, / < 1 X./1,, 1, X- = wdeO/c, these authors([l6, 171) then 
claim that L~(.K, , x2, x3) satisfies a nonlinear Schrodinger equation of the form 
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(An analogous claim can be found in Yariv[l31.) Using this last equation (and setting x3 
= f) these authors show that under an appropriate set of assumptions the intensity ( II 1’ 
of the beam blows up at a finite value of .x3 and thus claim to have a rigorous demonstration 
of the phenomena of self-focusing of an electromagnetic beam. We will indicate, following 
the statement and proof of our first lemma below, why we feel that the reductions of the 
pertinent evolution equations for the electromagnetic field in the beam, to the nonlinear 
Schrodinger equation (given above) for the intensity LI(X,, ~2, x3), are in error and ignore, 
in effect, the basic nonlinear character of the dielectric medium in which the beam is 
propagating. 
LEMMA 1. Let R C R3 be either a bounded or unbounded domain and assume that 
R is filled with a rigid, nonlinear, nonconducting dielectric substance which conforms to 
the constitutive hypothesis (1.5). Then, in II, the components Di(x, t), of the electric 
induction field, satisfy the coupled system of nonlinear wave equations 
d’Dr 
’ at2 
= ‘J’(h(D)Di) - $. (grad X(D).D), i = 1, 2, 3. 
, I 
(1.7) 
Proof. We begin with the identity 
AA = grad(div A) - curl curl A 
which is valid for any sufficiently smooth vector field on fl; applied to the electric field 
‘&(., t) the identity yields 
O’Ei = k. (div E) - (curl curl E)i, i = 1, 2, 3. (1.8) 
, I 
In view of Maxwell’s equations (1. I), and the second constitutive relation in (1.3, we 
have 
curl curl E = -curl aB 
at 
= - )A i (curl H) 
so that (1.8) has the equivalent form 
a’Di 
p -= at’ 
V’Ei - $ (div E), i = 1,2,3. 
* I 
BY (1.4b), 
(1.9) 
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where ;lij(D) = 8%ilt3Dj, and the standard summation convention has been employed. 
Thus (1.9) becomes 
(1.10) 
However, by virtue of OUT hypothesis that Si(D) = X(D)Di, we easily find that 
dij(D) = h(D)Sij + $.Di 
J 
and therefore 
a2Dj a 
- = - ’ at2 a.rk I 
X(DPiI f %Di] 2) - & ([h(D)Ej* + &Dj] 2) , (1.11) 
where we sum on each repeated index; expanding (1.11) and using the Maxwell relation 
div D = dDjl&vj = 0, we obtain the stated result (1.7), i.e. 
= &. (A(D)Di) - Q.E.D. 
.x * 
(1.11) 
Remarks. We now return to the discussion of the work of Strauss[l6]. and Whitham[lS], 
which we began prior to the statement of the lemma above. If we take the constitutive 
equations (I .5) in the inverted form (1.6) and substitute into (1.9) we obviously obtain 
7 
/.L 5 (C(E)Ei) = V’Ei - d/&ri(div E). 
However, in a nonlinear dielectric media it is not generally true that div E = 0 and thus 
the term a/axi(div E) cannot be discarded in the above evolution equation for the electric 
field. In particular. if D = e(E)E = (eO + •~11 E //‘)E then div[(e* + l ?j/ E j]‘E)] = 0 and 
not div E = 0. In [15], however, the author has tacitly assumed that div E = 0, even 
though he proceeds to employ a nonlinear constitutive relation between P and E (and. 
thus, between D and E) while in [ 161 the author begins with the standard electromagnetic 
wave equation, 
$ $ (EE) = C’E 
assumes the form E = n(.r,, .r2. ,r3)eikr3e-iwr e for the wave, so as to reduce the last equation 
to an equation for u(x,, x2, x3) of the form 
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and then assumes that the high intensity of the (laser) beam modifies the dielectric char- 
acter of the beam so that E = e. + E?!/ E [I?: this form for E is then substituted into the 
last equation for I&K,, xl _, _r3) so as to give (modulo an approximation) the “appropriate” 
nonlinear Schrodinger equation for II. The problem with all of this is that at that point at 
which the beam has modified the character of the dielectric medium in which it is prop- 
agating, so that 
it is no longer true that div E = 0' and the standard equation (l/c’)(~?’ &‘)(E E) = T’;‘E 
is no longer valid, i.e. the assumed form for E, E = lte”“e -iw’e must be substituted into 
the more general equation 
-, 
lo 5 (e(E)E,) = V’E[ - d/%ri(div E) 
with E(E) = e. + ~~11 E l/2, Under these conditions the Schrodinger equation derived in 
[15, 161 for the intensity ff(.~, , _r2, x3) will clearly not result and a rigorous demonstration 
of self-focusing for the beam described by E = neikC3e -‘“‘e would therefore seem to be 
an open problem. 
If the system (1.7) holds in a bounded domain St c R3 then we will usually assume 
that Xl is sufficiently smooth to admit of applications of the divergence theorem and we 
denote by V(X) the exterior unit normal to dl? at a point x E Xl; we also denote by t(x) 
a generic vector in the tangent plane to do at x E 80. Whether R be bounded or unbounded 
we will also require that initial conditions of the form 
Dik 0) = fib& % (x, 0) = gitx), 1 s E n i= 1,2.3 (1.13) 
are satisfied. Standard results from electromagnetic theory[9, Section 131 also dictate that 
if i! is a bounded domain in R3 then 
[D(x, t)~(x)] = cr(x, t), (x, t) E 8f.I X 10, T), 
[E(x, t).t(x>] = 0, (x, t) E 80 X 10, T). 
(1.14a) 
(1.14b) 
In the set of relations (1.14), [3(x)] denotes the jump of the scalar-valued function 3 
across ~22 at x E c?Q while u(x) denotes the density of surface charge at the point x E ~30. 
If Sz is embedded in a perfect conductor where D(x, t) = 0, E(x, t) = 0 then (l.l4a,b) 
reduce to 
D(x, t)-u(x) = (T(x, t), (x, t) E afi x 10. T), (1.15) 
E(x, t).t(x) = 0, (x, t) E aJ2 x [O, T). (1.16) 
’ If e(E) = eo + EZ/] E /I2 then a simple computation shows that when div D = 0, div E = - (~2 grad ij E ]]‘.E)/ 
tea + ezl\ E I]‘). Apparently, in the geometrical optics literature (Bloembergen[l8], Born and Wolf[l9] the point 
is made that grad ( E 1’ varies slowly over a distance of many wave lengths. If one could then conclude that 
(grad /( E ]]‘.E)/(ee + EZ/ E 1’) varied slowly over a distance of many wave lengths then we would have (ap- 
proximately) grad(div E) = -e2 grad[(grad )/ E ]]‘,E)/(eO + e:/] E I]‘)] = 0 at least over the indicated spatial 
variation. This result might still be specious for a beam traversing a distance greater than many wave lengths 
(this distance is of the order A = 6.9 x IO-’ meters for plane polarized fundamental ruby laser light) and. in 
any case, gradtdiv E) is a term nonlinear in the field E and thus its presence in the evolution system ~(a’/ 
Jf’)te(E)E,) = ‘C’Ei - a/$.r,(div E) could be expected to have dramatic effects on the character of solutions of 
associated initial-boundary value problems even if it were of very small magnitude over relatively large spatial 
distances. 
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We will have more to say about problems in bounded domains in Section 3. For now, \ve 
will specify that 0 be an infinite cylinder of the form (Fig. 1): 
Cl = {(xl , x2, x3) 1 xi real, i 
= 1, 2, 3, --% < .ri < =, f(X,,X3) 
= C, (const.)} 
(1.17) 
with generators parallel to the .rl axis. In Section 3 when we look at the situation where 
the rod is finite, 0 % x 5 L, and is embedded in an infinite circular cylinder of the form 
i! = {(Xl) Xl, x3) 1 - x < XI < x, .r; + .u; = l-Z}. (1.1s) 
we will assume that the annular region fi/fI between the dielectric rod and the circular 
cylinder is filled with a perfect conductor. At this point, however, we want to examine 
the possibility of there existing in the infinite rod a smooth electric field which is per- 
pendicular to the .rl,r3 plane and hence, orthogonal to the axis of the dielectric; specifically. 
we are interested in smooth electric fields of the form 
W, 1) = (0, Ez(x,, t), o), --3c <x, <x. (1.19) 
In order to proceed with the reduction of the evolution equations (1.7), which corresponds 
to the situation at hand, we will need some additional assumptions relative to the con- 
stitutive function A; specifically, the hypotheses on h which will hold throughout the rest 
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A E C’(R3: [O, xl). A(<) > 0, v’5zo (AlI 
and 
0 < <A*‘(() + A*(<) < x, Y 4 E R’. / j ( sufficiently small,’ (AZ) 
where A*(<) = A((0, 5, 0)), 5 E R’. By (Al) and the definition of A* it is immediate that 
A* E C’(R’; [0, x)). 
We now proceed with the reduction of the nonlinear evolution equations (I .7). In view 
of (1, 5,), (1.19), in R 
(0, EI, 0)) = A(D)(D,, &, D3) 
from which it follows that, in R, D, = D3 = 0 and E&t-,, t) = h(D)D,(x,, x2, xx, t). 
However, div D = dDZl&r2 = 0 so that. for each f L 0. D2 can depend, at most, on x,, 
x3. As El depends only on xl 
aE7 
L= 
ax3 
-& (A(D)Dz(x, . ~3. f)) 
3 
= 2 (A*‘(D?)D? - A*(D,)) = 0. 
By hypothesis (AZ) it then follows that dD2/&r3 = 0 and, thus, in R3 
D(x, t) = (0, D~(_K,. t). 0). (1.20) 
In view of (1.20). not only is div D = 0 automatically satisfied in R, but, as is easily 
verified, so are the nonlinear evolution equations (1.7) for i = 1, 3, i.e. 
-& (grad WVJN = & A*(D2(x,, t).Dz(x,, t) 
, , 1 
= 0, i = 1. 2, 3, 
while (Di)ll = V’(A(D)D;) = 0 for i = 1. 3. For i = Z we then obtain, for --r < XI < x, 
and 0 5 t < T, 
/J, 9 (.r,f) = V”[A*(DZ(X,. t))Dz(x,. t)] 
2 (1.21) 
= $ [h*(Dz(.~,. f))Dz(x,, t)]. 
I 
In view of our assumption that the rod is infinite in extend, the boundary conditions (1.16) 
’ Standard a priori estimates imply that if the initial data &CO. 1). ai& D:(O. f) are sufficiently small then (AZ) 
implies that (&A*(&)) > 0 for as long as a classical solution of (I .2 I) below exists. 
’ At this point hypothesis (X2) could be weakened to the assumption that ((h*(c))’ f 0 a.e. on ZR.’ and (I.ZO) 
would still obtain. 
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do not come into play here. In fact to simplify the analysis we will now assume that the 
initial data @(xi, 0) and (8&/J?)(x,, O), - x: < xl < =, have compact support on 3’. 
Then, in view of the fact that hypothesis (AZ) implies the strict hyperbolicity of (1.21). 
Dl(xl, t) will also have compact support on ‘3 ‘, for each r, say supp Dz(., r) C (-6(r). 
8(t)>, where 0 < 8(t) < r for each t. 
We now set .rl = x, Dz = u. Then, for the physical situation described above, the initial- 
boundary value problem associated with the coupled system of nonlinear evolution equa- 
tions (1.7) reduces to the following nonlinear, one-dimensional, initial value problem on 
the x axis: find ~1 = u(x, t), --x: < x < z, 0 5 t < T, such that 
p $ = j$ (uX*(u)), (x, t) E (-x, x) x [0, T), 
lf(.K, 0) = lf&) 11,(x, 0) = l&K), - 72 < x < x. 
(1.22) 
where l.r. > 0, A* satisfies the hypotheses (Al), (A2) and r&), V&T) have compact support 
on 3’. We are particularly interested in investigating whether t,,, is finite or infinite for 
classical solutions of (1.22), where [0, t,,, ) denotes the maximal interval of existence. In 
view of the discussion above, for each t, 0 5 t < tmax, supp u(., t) C (-Z(t), 8(t)), where 
8(t) is finite for each finite r > 0. If t,,, < x then clearly supto.rmal) b(t) = 6,,, < x. 
However, if t,,, = x then s~pt~.~~ 8(t) may be finite or infinite. In the next section we 
will prove that, under appropriate assumptions on the initial data, 
sup 8(t) = s < x + t,,, < r 
[O.rfn,=) 
so that if {supp u(*, t)} is bounded then a globally defined classical solution cannot exist. 
This will be accomplished by assuming that a classical solution of the initial value problem 
exists on (- =, 2) x [0, =) such that SU~[~,~, S(l) = 6 < =, and deriving a contradiction. 
2. GLOBAL NONEXISTENCE OF ELECTRIC INDUCTION FIELDS 
In this section we will demonstrate that under the additional hypothesis on the con- 
stitutive function A*([) = A((0, 5, 0)),4 
forall[E%‘andsomecr>2 
OL ’ pA*(p) dp 2 <‘A*({), (A;) 
smooth global solutions of (1.22), which satisfy supt~.~, 8(t) = 6 < *, where supp l!(., t) 
C (-Z(t), 8(t)) for each t > 0, cannot, in general, exist. In fact, we will show that with 
the assumption that 6 < x, the L2( - x, 6) norm of ~(1, t) must be bounded from below 
by a real-valued nonnegative function of t which becomes infinite as t - f, < x. Some 
growth estimates for solutions of the initial-boundary value problem (1.24), which are 
valid on the maximal time-intervai of existence, will also be derived. 
Before proceeding with the analysis, let us note that if we set $(i) = <A*(<), j E 
a While this hypothesis is satisfied by h*(c) = const. none of our results apply to the linear wave equation: 
i.e. see the footnote following Theorem III. 
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91’. and Z(j) = Jb t(p) dp then <A*(j) = Z’(c) and hypothesis (A31 is equivalent to 
for all j E 3.’ and some (Y > 2. aZ(j) 2 <Z’(i). (A31 
The proof of the global nonexistence results referred to above now proceeds via a series 
of lemmas. the first of which is just an energy conservation theorem for the solutions of 
(1.24). Thus, let 6 = s~pt~.~) s(t) and assume 6 < x, where as indicated supp I[(., t) c 
(-8(t), 8(t)) with s(t) < 3~ for each t > 0. 
LEMMA 2. If we define the total energy ‘&(t) of the system (1.21) by 
u,(~. t) dy)’ dx + j-:x (%” ph*(pI dp) dr. (3.1) 
then for as long as smooth solutions of (1.24) exist, 
Tl 
Proof. In view of the definitions of ti(O, %<I, 
Ilr(y, t) dy)’ dr + l:X %1&r, t)) dy. 
ur(y, t) dy NU(X t)),.r dy 
) 
+ I’(u(.r; t)uJ+r, t) dr, 
where we have used (1.22) and the compact support of &, f) on CR’, i.e. 
(2.3) 
(3.4) 
= *(u(x, t)), x - lim (4(ff(y, t)). y Ip> 
F-r 
PC0 
= *(4x, t))..r 
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as C(0) = 0 by virtue of (hl) and the definition of C. Therefore 
dr 
(2.5) 
+ J 2 ‘(4x, t))u,(.r, t) dr = 0 -272 
as b(c) = I’(<), t/j E a’, by definition, G(O) = 0, and supp 11 C (-6, 6). for f > 0. 
Equation (2.2) then follows by integration over [0, t), the definition of E(t), and the initial 
conditions. 
Q.E.D. 
Our next lemma is concerned with establishing a certain differential inequality for a 
real-valued nonnegative functional defined on solutions u(x, t) of the initial-boundary 
value problem (I .22); namely, we have 
LEMMA 3. Let 14.x, t), (x, f) E (-2, xc) x [0, T) be a smooth solution of (1.22) and 
define 
(2.6) 
where B, to 2 0. If A*(<) satisfies (Al)-(h3), then for 0 5 t < T 
FF” - (y + 1)F” sr -2(2y + l)F(P + 2%(O)), (2.71 
where y = ((Y - ?)/I > 0 (with cy the constant which arises in the constitutive assumption 
(X3)) and Z(O), the initial energy, is given by the right-hand side of (2.1). 
Proof. By direct differentiation we have 
F’(t) = 7~. I-“r (J;= dy, t> dy u,(Y, t) dy dr + 2/3(t + to) (2.8) 
and 
F”(r) = 2~ 
u,,(y. t) dy dr + ZB. (2.9) 
Again, in view of (1.21,). the definition of 4(c), 2; E 91’, and the compact support of 11. 
we have 
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(2.10) 
2 
= dr 
I 
b 
-2 u(x, t)Z’(u(.r, t)) dr + 2p. --x 
By adding and subtracting 201 Jb, Z(u(x, t)) dr on the right-hand side of the last line in 
(2.10) we obtain 
- u(x, t)z’(Lf(X, t)) dx + 2p 2 2~ j-:= (/I_. ur(y, r) dy 
2 
dK - 2a I-“= x(u(.K, t)), 
(2.11) 
where we have used the hypothesis (h3) in the form given by (a). However, in view of 
the definitions of c&(r), i.e. (2. l), and X(c), 5 E 9t’, the inequality in (2.11) may be replaced 
by 
u,(y, t) dy)2 dr - 2a [%(I) - 5 I:“% (,:. u,(y, t) dy)’ dv] 
+ 2p = (2 + cI)p lfr(y, t) dy ’ dr - 2&(O) + 2@, 
(2.12) 
where we have used the energy conservation result of Lemma 2. Finally, we rewrite the 
last inequality in (2.12) in the form 
I” 2 (2 + a) [p I-“= (,-‘. rtt(y, t) dy)‘dr + P] - ol[P + 2’&(0)1. (2.13) 
Combining (2.8), (2.13) and (2.6) we now obtain 
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- cYF(j3 + 2%(O)). (2.14) 
By virtue of the Cauchy-Schwartz inequality the { } expression in the last inequality in 
(2.14) is nonnegative for all t, 0 5 t < T, and, therefore, 
2 
FF”- ?+ 
[ 1 F” 2 -aF(f3 + 2%(O)), Ost<T. (2.15) 
The required result, i.e. (2.7) now follows directly from (2.15) if we set y = (a - 2)/J. 
Q.E.D. 
Global nonexistence of solutions to the initial-boundary value problem (1.21) which 
satisfy 6 < = can now easily be shown to be a consequence of the differential inequality 
(2.7) under various assumptions on the initial energy %(O) and the initial data U&X). PO(X). 
To simplify the discussion we introduce the notation 
(2.16a) 
(2.16b) 
Our first result concerns situations in which %(O) 5 0. 
THEOREM I. Let LI(X, t) be a solution of (1.22) and assume that the constitutive function 
A*([) = X((0, j, 0)) satisfies (Xl)-(h3). If J(u~, 1~~) > 0 and 
2 
uo(y) dy dr (2.17) 
then 3~ = K(F;~) > 0 and t, < = such that 
II 4f) iit7 - x.6) 1 KG(~), 0 I t I t,,,, (2.18) 
where [O, r,,,) denotes the maximal interval of existence of U(X, t) and lim,-,, G(t) = 
-t-x. Thus, either t,,, < x or, if rmax = r then SU~[~.~~ 8(t) = x. 
Proof (Theorem I). In view of (2.17), %(O) 5 0. Thus, if we set p = 0 in (2.7) this 
inequality reduces to 
F,,(r)FF(t) - (y + I)Fh’(t) 2 0, 0 5 t 5 t,,,, (2.19) 
Fe(t) = F J!., (I”_X u(y, t) dy)’ dr. But (2.19) is easily seen to be equivalent to 
(FoY)“(t) 5 0, 0 I t 5 t,,,. (2.201 
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Two successive integrations of (2.20) yield 
F;‘(r) 5 -yF;Y-'(0)F;(O)t + F;'(O). 
or, as y > 0, F,(t) > 0 
FiTtO) 1 
I”y 
1 -y(F;(O)lF,(O))r = G(t). 
Clearly, lim,,, G(r) = +x, where 
and therefore 
u'(y, t) dy = 46' d(y, t) dy 
(3.23) 
(2.24) 
The growth estimate (2.18), valid for 0 % t 5 t,,,. with k = 1/4#, now follows directly 
from (2.22), (2.24), the definition of Fe(t) and the fact that U(X, t) = 0, -x < .r < -6. 
Q.E.D. 
There are several other situations in which the same basic conclusion, as that ex- 
pressed by Theorem I, follows; we will examine two such sets of circumstances below 
which correspond to situations in which we have, respectively, J(rlo, ~101 = 0 and J(uo, 
1’0) < 0, with %(O) < 0 in both cases. Suppose, first of all, that %(O) < 0 with t'o(.r) z 0. 
In this case we may choose p = p. such that 2%(O) + PO = 0 and therefore (2.7) reduces 
to (2.19) with Fe(t) replaced by 
Therefore, F(t: PO, to) satisfies, for 0 5 t 5 t,,,, 
FY(O; Bo, to) 1 
I!-/ 
F(f’ PO’ “) z 1 - y(F'(0; PO, to)/F(O: PO. to))t = H(r), (2.25) 
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so that limr-,rtroj H(t) = ix, where 
We note that, in view of our hypothesis, 
It is not difficult to show that the minimum value of tr(to) is achieved at 
and that 
f. = t, 3 I(llo) - 
P 
fx(io) = I(llo) - Bo = fo. 
Choosing to = to in (2.25) we have, therefore, 
(2.26) 
(2.27) 
(2.X) 
2 
U(J. t) dy dr + Po(t + t,,)’ 2 
(I(lio) + PO@ 
I’-! 
1 - (Ilt,(t,,))t I 
for 0 % t % t,,,. In view of (2.24), (2.28) we then have the growth estimate 
; II u(r) /ILzc.6) + po t + ( J5)‘z I(ll”) 
(1 - d/(poiz(ld)t)“Y ’ 
(2.30) 
for0 5 t 5 t max 5 ~/(Z(U~)@O), where PO is given by (2.27). The estimate (2.30) establishes 
global nonexistence of solutions (satisfying 6 < TJ) to the initial-boundary value problem, 
under the hypotheses (X1)-63), for the case where the initial data satisfy vo(.y) = 0, and 
j?, (I$‘-r) pi*(p) dp) dr < 0. 
Having examined the cases where%(O) I 0 withJ(uo, z-lo) > 0 and E(O) < 0 with J(ifo, ;sO) 
= 0, U&Y) = 0, we now want to look at the situation where $(O) < 0. i.e. 
(2.31) 
and J(lro , zo)_< 0. In this case we may again cjroose p = PO, such that B(0) + PO = 0. 
so that F(t; PO, to) satisfies (2.25), with PO --$ PO, for 0 5 t 5 tmi,,. We note that we now 
have 
tx(r,) = - 
I(&)) + pot; 
2Poro - I J(llo* i’o) I ’ 
(2.32) 
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and thus we must choose r0 2 50, where 
It is a relatively simple matter to show that tz(to) achieves a minimum at 
to = to = -L (1 J(llo. Id 1 + V.F(lfo, 2”) + 4j&I(ffo)). 
ZPO 
(2.34) 
(2.35) 
If we denote t=(&) = 7, then we have the estimate 
t II If(t) /lz’~--z.s) 
[ 
- -, 
+ p& + s($ 2 
(I(rro) + Poti3)Y 
1 - i;‘r 3 
I ’ y 
2 
I(lfo) 
(1 _ j; It)‘:7 (2.36) 
for 0 5 t < t,,, and global nonexistence of classical solutions such that 6 < x follows as 
in the previous case. 
We now want to examine a situation in which E(O) > 0. Specifically we may state 
Theorem II. Let h*(c) satisfy @1)-(X3) and define J(u,,), $(lrO, zjO) as in Theorem I. If 
%(O) > 0, $(u~, zjO) > 0 and 
B’(lfo, 5’0) 
4(110) 
> S%(O)j (2.37) 
then no smooth solution of (1.24) can exist for all t E [0, =) which satisfies 6 < x. 
Proof. Assume that a smooth solution does exist on [O. x) with 6 < x. Then (2.7) 
holds V t and we rewrite it as (set l3 = 0) 
FF” - (y + 1)F” 2 -‘v’(2y + l)F, (2.38) 
where vz = 2%(O) > 0. As F’(0) = $(uo, a,) > 0 we have 
(F-?)‘(O) = -yF-‘YT’)(0)F’(O) < 0. 
By continuity (FpY)‘(t) < 0 for t sufficiently small. If (FMY)‘(t) 4: 0 for as long as smooth 
solutions exist then 3 t = t* such that 
F-Y’(t) < 0, t < t* but (F-Y)‘(t*) = 0. 
’ This condition is easily seen to require that Jbx C_fS”” ph*(p) dp) CLV be sufficiently negative: thus neither 
this result. or any of our other results of a similar nature, apply to the linear wave equation obtained by taking 
A*([) = const. 
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We will show that this cannot happen. Since F(t) > 0, t E [O. P] may rerode (2.38) as 
(F-Y)” 5 2yv’(2y f I)F-‘Y-“: t E [O. t”]. (2.39) 
On [0, t*], (F-Y)‘(t) < 0. Multiply (2.39) thru by 2(FY)‘(r). t E [O. t”] to obtain 
Z(F_Y)“(F_Y)’ > 4yv’(2y + l)F-“-“(F-Y)’ 
& [(F-Y)‘l’ z 4y’v’{_2y + l)F_“Y_‘)F’} = 4y’v’$ F-“‘_I). 
We now integrate this last estimate over [0, t], t E [0, t*] so as to obtain 
[(F-Y)‘(r)]’ - 4+F-“Y-“(t) z x0, (2.40) 
where 
=& = y’F-“Y- “(O)[F-‘(O)F”(O) - 413 > 0 (2.41) 
by our hypothesis on the initial data (v’ = 2%(O)). We now, factor the left-hand side of 
(2.40) and write it as 
{(F-Y)‘(t) - 2yu[F-“‘-“(t)]“‘}{(F-Y)‘(t) + 2yv[F-‘+“(t)]“‘} 2 X0 > 0. (2.42) 
Since (Fey)‘(t) 5 0, t E [O, t*] the first factor in (2.40) is negative for t E [0, t”] and 
thus Vt E [0, P] the second factor is also negative. Thus 
(F-Y)‘(t*) < -2yv[f’-“Y-‘)(t”)]’ 2. (2.43) 
Hence Vt* such that (F-Y)‘(t*) = 0 and thus (Fey)‘(t) < 0 for as long as smooth solutions 
exist, which implies the estimate 
[(F-Y)‘(t)]’ 2 X0 + 4y’~‘F-“~- l’(t). 
This last estimate is valid for as long as smooth solutions exist. Therefore 
(2.44) 
[-YF- 
(YL"Fr]? 2 &, + 4y'v'F-"Y-"(t), 0 5 t 5 t,,,. 
As -y FecY-“F’ < 0, taking the square root on both sides of (2.45) yields 
1 -y F-‘Y+‘)F’ 1 > (Ho + 4y’h’ F-“Y- ‘I)‘/? 
or 
(2.45) 
(2.46) 
_yF-‘Y+“F’ 5 -(x0 + 4y’,,‘F-“Y-‘9’~‘. 
But this clearly implies that 
(2.47) 
F’(r) 2 (4y’F(t) + SYoy-ZF2’y-“(t))“2 (2.49) 
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for as long as smooth solutions exist. Hence 
(2.49) 
which implies a finite time of existence for any smooth solution for which 6 < x since 
the integral on the left-hand side of (2.49) is convergent. 
Our last result is a growth estimate for smooth solutions of (I .24) which is valid on 
[O, t,,,), the estimate shows that under certain conditions on the data. /I II //i:,--r.gj must 
grow quadratically in time, if t,,, < x, where, now, 6 = s~pt,.,_~ 6(t). 
THEOREM III. Let @c, t) be a soution of (1.24) with A*(<) satisfying (Al)-(X3). Then 
if t,,, < x. under the hypotheses of Theorem II, we must have on 0 I t < t,,, < x 
(4tJP) 11 11 ~~~2(_x.~, 2 9(110) + P’x&(O) eJ(rro)t -i ‘%(O)t’. (2.50) 
Proof. We begin with (2.35) (with u2 = 3%(O) > 0), 
FF” - (y + 1)F” 2 ’ 1 7 _v (._y + l)F, 0 5 I .=c tmax. 
By our hypotheses: F(0) > 0, hence 3~ > 0 s.t. 
i=(f) > 0, f E [O, ?I. 
We multiply the differential inequality (3.38) through by 
-y(F-Y)‘(t)(F-‘YAZ’(t))“, t E LO, tll? 
and integrate over [0, t], t < q so as to obtain 
[(F-Y)‘(t)]’ - 4y%~~F-‘~Y-‘~(t) 2 [(F-‘)‘(O)‘] - 4y%zF-‘zY-‘)(0) > 0 (2.31) 
by virtue of the definition of F(t) and the hypothesis relative to the initial data. Factoring 
both sides of (14) we have 
[F-Y)‘(t) - 2yvF- “‘““(t)][F-Y)‘(f) + 2yvF-‘Y+““t)] 2 [(F-?)‘(O) 
- 2yvF -“+‘“‘(O)][(F-Y)‘(O) + ~~vF-‘Y-“~‘(O)] (2.32) 
and thus as 
(F-Y)‘(t) = -yF’Y-“F’(t) < 0, t E [O. ql, (2.53) 
(F-?)‘(t) < -ZyvF-‘Y+““(t), t E [O, rll. 
Hence, by continuity we can not have F(q) = 0. for any q > 0. Thus F(r) > 0. 0 % t < 
t,,, and (2.53) holds for all t, 0 5 t 5 t,,,. From (2.53) we obtain directly the estimate 
F(t) 2 (vt + F”‘(O))‘. 0 5 t < t,,, (2.54) 
and the quadratic growth estimate now follows from the definition of F(t) and the estimate 
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In closing we offer a few comments concerning the problem of proving global nones- 
istence of smooth electric induction fields of the form (1.70) in a finite rod occupying the 
configuration 0 5 .rl 5 L. The relevant one-dimensional equation is still (1.21) but now 
we must take account of the implications of the boundary conditions (1. IS), (1.16). as- 
suming as before. that the rod is embedded in a perfect conductor. Xt’the planar boundary 
at .v, = 0, v = (- 1, 0. 0). t = (0, 1, 0) and thus by (1.15) with .ri = 0. f‘(.rz, x~) = CI 
D(x. t).v = [(O. &(.r, , t), 0l.C - 1. 0, O)] = 0 
I, =0 
I 
i, =o 
I>0 IDO 
(3.1) 
so that cr(x. t), the surface charge density at sI = 0 must vanish for all t > 0. An analogous 
result holds at xl = L, where v = (1. 0. 0). In order to satisfy the boundary condition 
(1.16) along the planar face at I, = 0, for t > 0. we require that 
h(D(x, t))D(x, t).t 
X, =o 
= (0, h*(D?(x,, f)&(.r,, I). O).(O, 1. 0) .r,=O 
f>O r>o (3.1) 
= x*(&(.X,, t))D2(1,, 1) .r,=O = 0 
t=>o 
from which it follows that D-(0, t) = 0, t > 0. In an analogous manner we have &(L. 
t) = 0. In place of the initial-value problem (I .__ “) for 4x, t) = &(.r,. r) we then have 
the initial-boundary value problem 
and, in addition, because of the embedding of the rod in a perfect conductor, supp II C 
[O, f.,]. The principal difficulty that arises in trying to apply the analysis of the previous 
section to either (3.3) or the pure initial value problem that results by making the usual 
extensions of the initial data, first to [-L. L] and then to all of%’ with period 2L, revolves 
around dealing with the integral I.‘_= uJ~, r) dy which. in the analysis of the infinite rod. 
is equal to (~/~J$‘(u)L[,(.Y, t). If, as is customary in trying to prove breakdown of smooth 
solutions. we assume that II(., t) is of class C’, for all t > 0, on $8’ then integration across 
the planar boundary at xi = 0 forces upon the analysis the a priori assumption that not 
only ~(0. t) = 0, t > 0, but also /?,(O, t) = u,,(O, t) = 0, t > 0: it is unlikely that any 
classical solution of (3.16) could exist under such circumstances. We hope to address 
the problem of nonexistence of smooth solutions to the initial-boundary value problem 
(3.3) in a future paper; it will also be shown in a forthcoming vvork[l7] that the problem 
of studying the existence of smooth electromagnetic fields in an infinite nonlinear dielectric 
cylinder may be approached, mathematically, from the point of view of initial-value prob- 
lems for quasi-linear hyperbolic conservation laws. We only note here in closing that 
(i) The initial-value problem (1.22) with compactly supported initial data could be reduced 
to an initial-value problem for the equivalent first order quasi-linear system 
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with z(.r, t) = J-L, u~(_Y, t) dy if we knew that SUP[~.,, 8(t) = 6 < x. An equivalent 
quasi-linear system for the nonzero components of D and B is derived in [ 171 directly 
from Maxwell’s equations, where it is shown that the field need not have compact 
support. 
(ii) the one-dimensional evolution equation in (1 .22) is not equivalent to the much studied 
related one-dimensional wave equation of nonlinear elasticity ~1,~ = $(u,~),. In fact if 
U(X, t) satisifes ~1~~ = 41(u),, and we set ~1, = u then z’,~~ = Ilr(z~,).,, for 11 sufficiently 
smooth but partial integration of this last equation yields z’~, = $(v,), + n(f), where 
n is an arbitrary function of t. 
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