Abstract. We prove the existence of Alexandrov embedded closed magnetic geodesics on closed hyperbolic surfaces. Closed magnetic geodesics correspond to closed curves with prescribed geodesic curvature.
Introduction
Let (M, g) be a compact, two dimensional, oriented manifold equipped with a smooth metric g and k : M → R a smooth positive function. We consider the following two equations for curves γ on M :
and
where D t,g is the covariant derivative with respect to g, and J g (x) is the rotation by π/2 in T x M measured with g and the given orientation. Equation (1.1) describes the motion of a charge in a magnetic field corresponding to the magnetic form kdV g and solutions to (1.1) will be called (k-)magnetic geodesics (see [1, 11] ). Equation (1.2) corresponds to the problem of prescribing geodesic curvature, as its solutions γ are constant speed curves with geodesic curvature k g (γ, t) given by k(γ(t)) (see [15] ). It is easy to see that a nonconstant magnetic geodesic γ lies in a fixed energy level E c , i.e. there is c > 0, such that (γ,γ) ∈ E c := {(x, V ) ∈ T M : |V | g = c}.
For fixed k and c > 0 the equations (1.1) and (1.2) are equivalent in the following sense: If γ is a nonconstant solution of (1.2) with k replaced by k/c, then the curve γ c (t) := γ(ct/|γ| g ) is a k-magnetic geodesic in E c , and a k-magnetic geodesic in E c solves (1.2) with k replaced by k/c. We emphazise that k-magnetic geodesics on different energy levels are not reparameterizations of each other. We study the existence of closed curves with prescribed geodesic curvature or equivalently the existence of periodic magnetic geodesics on prescribed energy levels E c . There is a vast literature on the existence of closed magnetic geodesics. We limit ourselves to quote [12, 18] for the approach via Morse-Novikov theory for (possibly multi-valued) variational functionals, [1, 5] for the application of the theory of dynamical systems and symplectic geometry, [4] concerning Aubry-Mather's theory, and [15] , where the theory of vector fields on infinite dimensional manifolds is applied to (1.2) . We refer to [4, 6, 7, 19] for a survey and additional references. From the example of the horocycle flow below, closed magnetic geodesics need not exist on a fixed energy level in general. However, from [6, 17, 18] , there are always closed magnetic geodesics in high and low energy levels, i.e. in E c with c ≥ c 0 and c ≤ (c 0 ) −1 , where c 0 > 0 depends on (M, g) and k (in case of a flat torus and high energy levels k is assumed not to vanish). If the magnetic form is exact, i.e. [kdV g ] = 0 in H 2 dR (M ), then there is a periodic magnetic geodesic in every energy level (see [4] ). Concerning non exact magnetic forms positive functions k are of special interest, since the magnetic form is symplectic in this case. For k > 0 a closed magnetic geodesic exists in every energy level, if (M, g) is a flat torus [2, 10] or if (M, g) is a sphere S 2 with nonnegative curvature [16] . The (essentially) only nonexistence result for closed magnetic geodesics is based on an old result of Hedlund [8] .
Example (Horocycle flow [6] ). Let (M, g) be a compact hyperbolic surface of constant curvature K g ≡ −1 and k ≡ 1.
(1) If 0 < c < 1, then E c contains a contractible closed magnetic geodesic. The existence question for closed magnetic geodesics on hyperbolic surfaces for non constant functions k is poorly understood. We shall show: If (M, g) is a compact hyperbolic surface with Gaussian curvature K g ≥ −1 and k ≥ 1 a positive function, then there is a contractible closed magnetic geodesics in E c for all 0 < c < 1. The example of the horocycle flow shows that this existence result is sharp. We consider curves, that are Alexandrov embedded. An immersion γ ∈ C 1 (∂B, M ) will be called oriented Alexandrov embedded, if there is an immersion F ∈ C 1 (B, M ), such that F | ∂B = γ and F is orientation preserving in the sense that DF | x x, J g (γ(x))γ(x) T γ(x) S 2 ,g > 0 for all x ∈ ∂B.
We shall prove Theorem 1.2. Let (M, g) be a smooth, compact, orientable surface with negative Euler characteristic and k ∈ C ∞ (M ) a positive function. Assume there is K 0 > 0 such that k and the Gaussian curvature K g of (M, g) satisfy
Then there is an oriented Alexandrov embedded curve γ ∈ C 2 (S 1 , M ) that solves (1.2) and the number of such solutions is at least −χ(M ) provided they are all nondegenerate.
The equivalence between (1.1) and (1.2) leads to The proof of our existence results is organized as follows. We consider solutions to (1.2) as zeros of the vector field X k,g defined on the Sobolev space H 2,2 (S 1 , M ): For γ ∈ H 2,2 (S 1 , M ) we let X k,g (γ) be the unique weak solution of
The uniqueness implies that any zero of X k,g is a weak solution of (1.2) which is a classical solution in C 2 (S 1 , M ) applying standard regularity theory. After setting up notation in Section 2 and introducing the classes of maps and spaces needed for our analysis we recall in Section 3 the definition and properties of the S 1 -equivariant Poincaré-Hopf index defined in [15] ,
where M A is the set of oriented Alexandrov embedded regular curves in
From the uniformization theorem (M, g) is isometric to (H/Γ, e ϕ g 0 ), where Γ is a group of isometries of the standard hyperbolic plane (H, g 0 ) acting freely and properly discontinuously and ϕ is a function in C ∞ (H/Γ, R). Since the problem of prescribing geodesic curvature is invariant under isometries we may assume without loss of generality that
In Section 4 we analyze the unperturbed problem with k ≡ k 0 > 0 and g = g 0 :
We compute the set of oriented Alexandrov embedded zeros of X k 0 ,g 0 and the image and kernel of the corresponding linearizations. The perturbative analysis in Section 5, which carries over from [15] , is used to compute the degree of the unperturbed problem in Section 6: For large positive constants k 0 and the standard metric g 0 we shall show that
where χ(M ) denotes the Euler characteristic of M . Section 7 contains the apriori estimate which implies that under the assumptions of Theorem 1.2 the set of solutions to (1.2) is compact in M A . The homotopy invariance of the S 1 -equivariant Poincaré-Hopf index then leads to the identity
The resulting proof of Theorem 1.2 is given in Section 8.
Preliminaries
It is convenient for the functional analytic setting to assume that M is embedded in some R q M . We consider for m ∈ N 0 the set of Sobolev functions
In this case the tangent space at γ ∈ H m,2 (S 1 , M ) is given by
where m/2 denotes the largest integer that does not exceed m/2. Since g and k are smooth, X k,g is a smooth vector field (see [15, 20, Sec. 6] ) on the set H 2,2 reg (S 1 , M ) of regular curves,
From [15] there holds
We note that (see also [21, Thm. 6 
only on the first derivatives of V and is therefore compact. Taking the inverse (−D 2 t,g + 1) −1 we deduce that D g X k,g | γ is the form identity + compact and thus a Rothe map (see [15] ). The vector field X k,g as well as the set of solutions to (1.2) is invariant under a circle action:
for any γ ∈ H 2,2 (S 1 , M ) and θ ∈ S 1 . Thus, any zero gives rise to a S 1 -orbit of zeros. We call γ a prime curve, if the isotropy group {θ ∈ S 1 : θ * γ = γ} of γ is trivial. For m ≥ 1 the exponential map
where Exp z,g denotes the exponential map on (M, g) at z ∈ M . Due to its pointwise definition
We shall find solutions to (1.2) in the class of oriented Alexandrov embedded curves. Let γ ∈ H 2,2 (S 1 , M ) be an oriented Alexandrov embedded curves with corresponding oriented immersion F from B to M . If we equip B with the metric F * g induced by F , then the outer normal N B (x) at x ∈ ∂B with respect to F * g satisfies
where N γ (x) denotes the normal to the curve γ at x ∈ ∂B defined by
In [16] the following two basic properties of oriented Alexandrov embedded curves are shown.
Lemma 2.1. Property (1) and (2) are given in [16] for closed curves in S 2 . Since the analysis in the proof of (1) and (2) is done in tubular neighborhoods of closed curves, properties (1) and (2) continue to hold if S 2 is replaced by a general surface M .
The S 1 -Poincaré-Hopf index
In [15] a S 1 -equivariant Poincaré-Hopf index or S 1 -degree is introduced for equivariant vector fields on subsets of H 2,2 (S 1 , S 2 ). The S 1 -degree is based on an equivariant version of the Sard-Smale lemma [15, Lem 3.9] , which depends on an appropriate change of a vector field locally around its critical orbits. It's merely a matter of form to extend this local argument, when S 2 is replaced by a general surface M . We give a short account of the definition and properties of the S 1 -degree for equivariant vector fields on subsets of H 2,2 (S 1 , M ). We define a C 2 equivariant vector field W g on H 2,2 (S 1 , M ) by
We will compute the S 1 -Poincaré-Hopf index for the following class of vector fields.
there is ε > 0 such that for all finite sets of charts
and finite sets
It is shown in [15] that X k,g satisfies properties (3) − (4). Hence, X k,g is (M, g, S 1 )-admissible if and only if X k,g is proper in M. Note that the regularity property (5), taking W i = 0, shows that any zero of X belongs to
such that the kernel of D g X| γ is nontrivial. If X is a vector field orthogonal to W g and X(γ) = 0, then
where the various curvature terms and terms containing derivatives of W g vanish as X(γ) = 0. Thus, X(γ) = 0 implies
and the projection Proj Wg(γ) ⊥ in (4) is unnecessary.
⊥ is an isomorphism.
family of smooth metrics on M , which induces a corresponding family of metrics on
We write (M, g, S 1 )-homotopy, if the family of metrics {g t } is constant.
} is a C 2 family of smooth function, then t → X kt,gt is a (M, g t , S 1 )-homotopy, if and only if the set
is compact. We let M be an open S 1 -invariant subset of prime curves in H 2,2 (S 1 , M ) and X a (M, g, S 1 )-admissible vector field on M. The local S 1 -degree of an isolated, nondegenerate critical orbit S 1 * γ 0 is defined by
where sgnD g X| γ 0 is the sign of the Rothe map
is of the form identity + compact, in the above situation sgnD g X k,g | γ 0 is given by the usual Leray-Schauder degree.
Using an equivariant version of the Sard-Smale lemma a S 1 -equivariant Poincaré-Hopf index
is defined in [15] with the following properties.
Lemma 3.4. 
The Unperturbed Problem
Let H ⊂ R 3 be the standard hyperbolic plane
with metric g 0 induced by the Minkowski metric g m ,
We choose the orientation on H such that J g 0 (y) is given for y ∈ H by
where × m denotes the twisted cross product in R 3 ,
The twisted cross product × m is related to the usual cross product × in R 3 by v × m w = I 2,1 v × I 2,1 w, where I 2,1 is given by
and satisfies for a, b, c, d
We fix a compact, orientable Riemannian surface (M, g 0 ),
where Γ ⊂ SO(2, 1) + is a group of oriented isometries acting freely and properly discontinuously on H. Concerning the metric we will be sloppy and denote by g 0 the metric on H as well as the induced metric on H/Γ. The unperturbed problem on M is given by
where k 0 is a positive constant. We shall compute the S 1 -degree of the unperturbed equation (4.1) in three steps.
Step 1: We compute explicitly the set Z M of Alexandrov embedded solutions in H 2,2 (S 1 , M ) to (4.1) and show that Z M is a finite dimensional, nondegenerate manifold, in the sense that we have for allα
Step 2: In Section 5 we perform a finite dimensional reduction of a slightly perturbed problem: We consider for k 1 ∈ C ∞ (M, R), which will be chosen later, and ε ∈ R, which is assumed to be very small, the perturbed vector field X g 0 ,ε defined by
where the vector field K 1 is given by
We show that if S 1 * α 0 ⊂ Z M is a nondegenerate critical orbit of the vector fieldα → P 1 (α) • K 1 (α) on Z M , where P 1 (α) is a projection onto TαZ M defined below, then for any 0 < ε << 1 there is a unique nondegenerate critical orbit S 1 * γ(ε) of X g 0 ,ε such thatγ(ε) converges toα 0 as ε → 0 + and
Step 3: In Section 6 we choose a Morse function k 1 ∈ C ∞ (M, R) with critical points
We show that if k 0 >> 1 is large, then
This yields the formula
, where M A is the subset of H 2,2 (S 1 , M ) consisting of Alexandrov embedded, regular curves.
Step 1: The prescribed geodesic curvature equation with k ≡ k 0 on (H, g 0 ) is given by
where γ ∈ H 2,2 (S 1 , H),γ andγ are the usual derivatives of γ considered as a curve in R 3 , |γ| m is the Minkowski norm ofγ in (R 3 , g m ). If k 0 > 1 then there is a unique r = r(k 0 ) > 0 such that
We call a triple of vectors {v 0 , v 1 , w} in R 3 a positive oriented orthonormal system with respect to g m , if
We define for λ > 0 and a positive oriented orthonormal system {v 0 , v 1 , w} the function α ∈ C ∞ (R, H) by
A direct calculation shows that α(·, λ, v 0 , v 1 , w) solves (4.2). We fix (γ 0 ,ṽ 0 ) ∈ T H withṽ 0 = 0 and define the parameter λ := |ṽ 0 | m and the positive oriented orthonormal system (v 0 , v 1 , w) by
Then α(·, λ, v 0 , v 1 , w) satisfies the initial conditions
and we deduce that all non constant solutions of (4.2) are obtained in this way. Since we are only interested in solutions in H 2,2 (S 1 , H) we get an extra condition on λ, i.e. the 1-periodicity leads to λ ∈ 2πNr. 
Proof. From the analysis above the periodic solutions to (4.2) are given by α(·, 2πnr, v 0 , v 1 , w) : n ∈ N and {v 0 , v 1 , w} is a pos. orth. system in (R 3 , g m ) .
We fix n ∈ N and a positive orthonormal system {v 0 , v 1 , w} and write
Assume γ n is oriented Alexandrov embedded and let F n be the corresponding immersion. Since H is diffeomorphic to R 2 we may assume that γ 1 is a simple curve in the plane (R 2 , δ) with standard metric δ. If we apply the Gauß-Bonnet formula to (B, F * n δ) and the embedded curve γ 1 in the plane, we obtain
which is only possible for n = 1. The curve γ 1 is oriented Alexandrov embedded using polar coordinates and
The Lorentz transformations S0(2, 1) + of (R 3 , g m ),
SO(2, 1) + := {A ∈ O(2, 1) : A(H) ⊂ H and det A = 1}, correspond to the oriented isometries of (H, g 0 ) and act on solutions: if γ solves (4.2) so does A • γ for any A ∈ SO(2, 1) + . We have
Moreover, there holds,
for some θ ∈ S 1 if and only if w = w ′ . Consequently, the critical orbits of (4.2) in H, {S 1 * γ : γ ∈ Z H }, are parametrized by w ∈ H and correspond to "circles" with radius r around the center w in H.
We let π M be the natural projection, 
Proof. We fix n ∈ N and a positive orthonormal system {v 0 , v 1 , w} and write
From the above analysis any periodic solution to From (4.4) we find
for some θ ∈ S 1 if and only if π M (w) = π M (w ′ ), such that the critical orbits of (4.2) in M are parametrized by w ∈ M and correspond to projections on M of "circles" in H.
In the following we always assume that
We denote by X k 0 ,g 0 ,H the vector field on H 2,2 (S 1 , H) corresponding to equation (4.2). We fix a solution α = α(·, 2πr, v 0 , v 1 , w) of (4.2) and note that for
Due to the geometric origin of equation (4.2) and the SO(2, 1) + invariance we find that 
are a basis of T α(0) H 2 , such that any solution to (4.5) is a linear combination of W 0 , . . . , W 3 . As only W 1 , . . . , W 3 are periodic, we obtain
We fix a neighborhood U of α(0) as above, where π M : U → π M (U ) is an isometry. Then α ∈ H 2,2 (S 1 , U ) and π M induces isomorphisms
where (π M ) * is an isometry. Moreover, there holds on
Since Z H and Z M are three dimensional submanifolds of H 2,2 (S 1 , H) and
To compute the image of D g 0 X k 0 ,g 0 ,H | α we note that {α, α × mα } is an orthogonal system in T α H for any t ∈ S 1 . Thus any V ∈ T α H 2,2 (S 1 , H) may be written as
for some functions λ 1 , λ 2 ∈ H 2,2 (S 1 , R). Using the fact that
we obtain
Concerning W 1 , . . . , W 3 and W g 0 we find
Hence we get by direct calculations
Consequently, by (3.1), (4.10), and the above computations W 1 is orthogonal to W 2 , W 3 and to
we get from (4.9) and the fact that 1 − 4π 2 r 2 = 0
and the claim follows for D g 0 X k 0 ,g 0 ,H | α is a Fredholm operator of index 0.
Moreover, we see for
where E + is given by
We have for
We fix
E + is L 2 -orthogonal to α × mα andα, we may thus write
where
Since ν 2 ⊥ L 2 1, cos(2π·), sin(2π·) we have
2 and for 0 < r ≤ 1
Concerning the remaining term in (4.14) we note that as (−D 2 t,g 0 + 1) maps λ 1α + λ 2 (α × mα ) : λ 1 , λ 2 ∈ sin(2π·), cos(2π·) into itself and V ∈ E + there holds
Hence, by explicit computations there are x, y ∈ R satisfying
such that
This shows that if r < (2π) −1 , then
, and the homotopy
is admissible. We use the decomposition in (4.13) and
to see that under the assumption r < (2π) −1
Consequently, for r < (2π) −1
We remark that the formula for the degree continues to hold for r > (2π) −1 . From (4.8) and the fact that (π M ) * is an isometry we obtain forα
We fixα 0 ∈ Z M and a parametrization ϕ of Z M , which maps an open neighborhood of 0 in
As Z M consists of smooth functions, Z M is a sub-manifold of H m,2 (S 1 , M ) for 1 ≤ m < ∞. We define a map Φ from an open neighborhood U of 0 in
From the properties of Expα 0 ,g 0 the map Φ is a chart of H k,2 (S 1 , M ) around α 0 for any 1 ≤ k ≤ 4 and shrinking U we may assume that 20) and the norm of the projections in (4.18) and (4.19) as well as the norm of the map in (4.20) and its inverse are uniformly bounded with respect to V .
The perturbative analysis
Forα 0 ∈ Z M the vectorsW 1 (α 0 ) and W g 0 (α 0 ) are collinear and we use W 1 (α 0 ) instead of W g 0 (α 0 ) in the analysis below. We define a S 1 -invariant vector bundle SH 2,2 (S 1 , M ) by
As in [15, Sec. 4] we obtain a chart Ψ for the bundle SH 2,2 (S 1 , M ) around (α 0 , 0) by,
We define
As in [15, Lem. 3.5] it is easy to see that
where the isomorphism
From Lemma 4.3 we may assume
where U 1 and U 2 are open neighborhoods of 0 in W 2 (α 0 ),W 3 (α 0 ) and R D g 0 X k 0 ,g 0 |α 0 . We denote forα ∈ Z M by P 2 (α) the projection onto R(D g 0 X g 0 ,0 |α) with respect to the decomposition
and by P 1 (α) the projection onto W 2 (α),W 3 (α) . Moreover, for W ∈ U 1 we define for i = 1, 2
The projections P Φ 1 (W ) and P Φ 2 (W ) correspond to the decomposition
as we have for W ∈ U 1
is orthogonal toW 1 (α) and we may define a vector field on Z M by
we find that the covariant derivative
to W 2 (α 0 ),W 3 (α 0 ) and the S 1 equivariance leads to
Consequently, we say that S 1 * α 0 ∈ Z M is a nondegenerate zero orbit of
is invertible. Using the above notation the perturbative analysis done in [15] carries over and we state the following four results without proof (see [15, Lem. 5.2-5.5]).
Lemma 5.1. Forα 0 ∈ Z after possibly shrinking U there are ε 0 > 0 and
Lemma 5.2. Under the assumptions of Lemma 5.1 we have as
ε → 0 X Φ g 0 ,ε (W + U (ε, W )) = εP Φ 1 (W ) • K Φ 1 (W ) + O(ε 2 ) ε→0 , where K Φ 1 is the vector-field K 1 in the coordinates Φ, i.e. K Φ 1 = X Φ g 0 ,1 − X Φ g 0 ,0 . Lemma 5.3
. Under the assumptions of Lemma 5.1 suppose 0 is a nondegenerate zero of the vector-field
is an isomorphism. Then, after possibly shrinking ε 0 and U , for any 0 < ε ≤ ε 0 there is a unique W (ε) ∈ U 1 such that
. Under the assumptions of Lemma 5.1 supposeα 0 is a nondegenerate zero of the vector-field
is an isomorphism. Then for any 0 < ε < ε 0 there isγ(ε) ∈ Φ(U ) satisfying
Moreover, S 1 * γ(ε) is the unique critical orbit of X g 0 ,ε in Φ(U ) and is nondegenerate with
The computation of the degree
In order to compute the S 1 -degree of X g 0 ,ε we choose a smooth Morse function k 1 ∈ C ∞ (M, R). The corresponding vector-field K 1 on H 2,2 (S 1 , M ) is given by
We note that forα = π M •α(·, 2π|r|, v 0 , v 1 , w) ∈ Z M and r > 0 small enough we have
Consequently, from (4.11), (4.12), and (4.13)
where σ 2 (α), σ 2 (α) ∈ R are defined by the condition that
is L 2 -orthogonal to cos(2π·), sin(2π·) . Hence,
In the following we are interested in the asympotics of σ 2 and σ 3 as r → 0 + or equivalently as k 0 → ∞. There holds 1 − 4π 2 r 2 8π 2 r 2 σ 2 (α)
and analogously we find
From the above expansion we easily deduce Lemma 6.1. For all δ > 0 there is r 0 > 0 such that for all 0 < r ≤ r 0 and
where {w i : 1 ≤ i ≤ n} denotes the set of critical points of k 1 in M .
Fix w 0 ∈ H and a positive orthonormal system {v 0 , v 1 , w 0 } in (R 3 , m) such that π M (w 0 ) is a critical point of k 1 in M . We choose δ > 0, a parametrization
and smooth maps v 0 , v 1 : B 1 (0) → R 3 such that {v 0 (x, y), v 1 (x, y), w(x, y)} is orthonormal for all (x, y) ∈ B 1 (0) and From (4.6) and (6.4) we get as r,
H(x, y) := σ 2 (α(x, y)), σ 3 (α(x, y)) .
By (6.2) and (6.3) we have as
we find for small values of δ > 0 and r > 0
and the set of zeros of
. From (6.2), (6.3), and the fact that H(x 0 , y 0 ) = 0 we get
Thus, we have as
Using (6.4) , this leads to, as r,
Analogously, we may compute the remaining partial derivatives of H and we find for small values of δ > 0 and r > 0 (6.6) such that (x 0 , y 0 ) is the unique zero of H in B 1 (0). From (6.1) we see that
by (6.5) we obtain as r, δ → 0 +
Concerning the covariant derivative of P 1 (·) • K 1 (·) in directionW 3 we have to replace ∂ ∂x by ∂ ∂y in the above formula. Consequently, from (6.6) sgn det(
Thus we arrive at the following Lemma 6.2. Let {w i : 1 ≤ i ≤ n} denote the set of critical points of k 1 in M . Then there is r 0 > 0 such that for all 0 < r ≤ r 0 the set of critical orbits of
Moreover, we have for
Proof. From Lemma 6.1 and the analysis of H we may choose δ > 0 and r 0 > 0 such that the union ∪ n i=1 B δ (w i ) is disjoint and for every i and 0 < r ≤ r 0 there is a unique π M (w i,r ) ∈ B δ (w i ) corresponding to a critical orbit S 1 * α i,r . Moreover, if r → 0 + we may shrink δ > 0, which yields together with the uniqueness of π M (w i,r ) the claimed asymptotic. Lemma 6.3. Let M A be the set of oriented Alexandrov embedded regular curves in H 2,2 (S 1 , M ). There is C k 0 > 0 such that for all k 0 ≥ C k 0 we have
where χ(M ) denotes the Euler characteristic of M .
Proof. We choose a Morse function k 1 on M with nondegenerate critical points {w i : 1 ≤ i ≤ n}. From Lemma 6.2 we obtain C k 0 > 0 such that for all k 0 ≥ C k 0 the critical orbits of
We fix k 0 ≥ C k 0 . By Lemma 5.3 there is ε > 0 such that for any 0 < ε < ε 0 and 1 ≤ i ≤ n there isγ i (ε) ∈ Φ(U i ) satisfying
Moreover, S 1 * γ i (ε) is the unique critical orbit of X g 0 ,ε in Φ(U i ) and is nondegenerate with
To show that there is an open neighborhood U of Z M and ε 0 > 0 such that for all 0 < ε < ε 0 the critical orbits of X g 0 ,ε in U are given exactly by {γ i (ε) : 1 ≤ i ≤ n} we argue by contradiction. Suppose there are ε n → 0 + and a sequence (α n ) of zeros of X g 0 ,εn that converges to Z M but α n / ∈ {γ i (ε) : 1 ≤ i ≤ n}. Up to a subsequence we may assumẽ
as n → ∞. For large n we use the chart Φ aroundα 0 given in (4.17) . From the existence of a slice of the S 1 -action (see [15, Lem. 3 .1]) we get sequences θ n ∈ R/Z and V n ∈ W 1 (α 0 ) ⊥ converging to 0 such that
Note that from the S 1 -invariance and by construction
3) the map Λ is a diffeomorphism locally around (0, 0), hence we may decompose
From the uniqueness part of Lemma 5.1, as X Φ g 0 ,εn (W n + U n ) = 0, we get U n = U (ε n , W n ). By Lemma 5.2 we see that
Consequently, S 1 * α 0 ∈ {S 1 * α i,k 0 : 1 ≤ i ≤ n}. From the uniqueness part in Lemma 5.3 we finally arrive at the contradiction
From the definition of the S 1 -equivariant Poincaré-Hopf index, the classification of Alexandrov embedded zeros of X k 0 ,g 0 , and (6.7) there holds for small ε > 0
The apriori estimate
We fix a continuous family of metrics {g t : t ∈ [0, 1]} on M and a continuous family of positive continuous function {k t : t ∈ [0, 1]} on M . We assume that there is K 0 > 0, such that the Gaussian curvature K gt of each metric g t on M and the functions {k t } satisfy
We let X t be the vector field on H 2,2 (S 1 , M ) defined by
We denote by M A ⊂ H 2,2 (S 1 , M ) the set
γ is prime and oriented Alexandrov embedded.}.
We shall show that the set
Then there is an oriented immersion F : B → M with F | ∂B = γ. We denote by F * g t the induced metric on B.
where ν denotes the unit normal oriented to the outside. Moreover, there is C 0 > 0, which may be chosen independently of (γ, t) ∈ X −1 (0), such that
Proof. To show the existence of a solution ϕ we use the method of upper and lower solutions (see also [9] ). The function ϕ + ≡ 0 satisfies −∆ F * gt ϕ + + K F * gt + K 0 e ϕ + = K F * gt + K 0 ≥ 0, from (7.1) and the fact that F is a local isometry. Hence, ϕ + is a supersolution of (7.3). To find a subsolution, we let ϕ 1 ∈ C ∞ (M, R) be defined as the solution to the linear equation
By standard elliptic estimates using a Green's function on (M, g t ) (see [ Since F is a local isometry, there holds
We define ϕ − ∈ C 2 (B, R) by
and get −∆ F * gt ϕ − + K F * gt + K 0 e ϕ − = 2πχ(M )vol(M, g t ) −1 + K 0 e ϕ 1 •F −C 1 −C 2 ≤ 0.
Hence ϕ − is a subsolution of (7.3) satisfying −C 0 := −(2C 1 + C 2 ) ≤ ϕ − < ϕ + .
Using a version of the method of upper and lower solutions given in [14] we find a solution ϕ to (7.3) satisfying ϕ − ≤ ϕ ≤ ϕ + .
We consider B equipped with the metric h t := e ϕ F * g t . Then the Gaussian curvature K ht and the geodesic curvature k ht of ∂B with respect to (B, h t ) are given by (see [ Consequently, since 0 ≤ ϕ,
The Gauss-Bonnet formula applied to (B, h t ) gives
where A(B, h t ) denotes the area of B and L(∂B, h t ) the length of ∂B with respect to h t . The isoperimetric inequality (see [13, Thm 4.3] ) yields
Thus we arrive at
This yields
Using again the Gauss-Bonnet formula we see Consequently, there is C > 0, such that
for all (γ, t) ∈ X −1 (0). Fix a sequence (γ n , t n ) n∈N in X −1 (0). As a solution each γ n is parameterized proportional to its arc-length. From (7.4), (γ n ) is uniformly bounded in C 1 (S 1 , M ). Using the equation (1.2) we obtain a uniform bound of (γ n ) in C 3 (S 1 , M ), such that we may extract a subsequence, still denoted by (γ n , t n ) n∈N , which converges in C 2 (S 1 , M ) × [0, 1] to (γ 0 , t 0 ). The convergence in C 2 (S 1 , M ) and the lower bound in (7.4) imply that X t 0 (γ 0 ) = 0 and that γ 0 is an immersion. By Lemma 2.1 the curve γ 0 is oriented Alexandrov embedded and hence (γ 0 , t 0 ) ∈ X −1 (0). This shows that Lemma 7.2. Under the assumptions (7.1) and (7.2) the set X −1 (0) is compact.
Existence results
We give the proof of our main existence result.
Proof of Theorem 1.2. From the uniformization theorem (M, g) is isometric to (H/Γ, e ϕ g 0 ), where Γ ⊂ O(2, 1) + is a group of isometries acting freely and properly discontinuously and ϕ is a function in C ∞ (H/Γ, R). Due to the invariance of (1.2) under isometries we may assume without loss of generality that (M, g) = (H/Γ, e ϕ g 0 ).
We consider the family of metrics {g t := e tϕ g 0 : t ∈ [0, 1]} and choose a large constant k 0 >> 1, such that
where K gt denotes the Gaussian curvature of the metric g t given by
K gt = e −tϕ − t∆ g 0 (ϕ) + 2 . 
This gives the claim.
