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Abstract. In this work, we consider systems that are subjected to intermittent instabilities due to external
stochastic excitation. These intermittent instabilities, though rare, have a large impact on the
probabilistic response of the system and give rise to heavy-tailed probability distributions. By
making appropriate assumptions on the form of these instabilities, which are valid for a broad range
of systems, we formulate a method for the analytical approximation of the probability distribution
function (pdf) of the system response (both the main probability mass and the heavy-tail structure).
In particular, this method relies on conditioning the probability density of the response on the
occurrence of an instability and the separate analysis of the two states of the system, the unstable
and stable states. In the stable regime we employ steady state assumptions, which lead to the
derivation of the conditional response pdf using standard methods for random dynamical systems.
The unstable regime is inherently transient, and in order to analyze this regime we characterize the
statistics under the assumption of an exponential growth phase and a subsequent decay phase until
the system is brought back to the stable attractor. The method we present allows us to capture
the statistics associated with the dynamics that give rise to heavy-tails in the system response, and
the analytical approximations compare favorably with direct Monte Carlo simulations, which we
illustrate for two prototype intermittent systems: an intermittently unstable mechanical oscillator
excited by correlated multiplicative noise and a complex mode in a turbulent signal with ﬁxed
frequency, where nonlinear mode interaction terms are replaced by a stochastic drag and additive
white noise forcing.
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1. Introduction. A wide range of dynamical systems describing physical and technological
processes is characterized by intermittency, i.e., the property of having sporadic responses of
extreme magnitude when the system is “pushed” away from its statistical equilibrium. This
intermittent response is usually formulated through the interplay of stochastic excitation,
which can trigger internal system instabilities, deterministic restoring forces (usually in terms
of a potential), and dissipation terms. The result of intermittent instabilities can be observed
by the heavy-tails in the statistics of the system response. It is often the case that, despite
the high dimensionality of the stable attractor, where the system resides most of the time, an
extreme response of short duration is due to an intermittent instability occurring over a single
mode. This scenario does not exclude the case of having more than one intermittent mode
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710 M. A. MOHAMAD AND T. P. SAPSIS
as long as the extreme responses of these modes are statistically independent. For this case,
it may be possible to analytically approximate the probabilistic structure of these modes and
understand the eﬀect of the unstable dynamics on the heavy-tails of the response.
Instabilities of this kind are common in dynamical systems with uncertainty. One of the
most popular examples is modes in turbulent ﬂuid ﬂows and nonlinear water waves subjected
to nonlinear energy exchanges that occur in an intermittent fashion and result in intermittent
responses [1, 2, 3, 4, 5, 6, 7]. Prototype systems that mimic these properties were introduced
in [8, 9, 10]. In recent works, it has been shown that properly designed single mode mod-
els can describe intermittent responses, even in very complex systems characterized by high
dimensional attractors [10, 11, 12]. Another broad class of such systems includes mechani-
cal conﬁgurations subjected to parametric excitations, such as the parametric resonance of
oscillators and ship rolling motion [13, 14, 15, 16, 17]. Finally, intermittency can often be
found in nonlinear systems that contain an invariant manifold that locally loses its transverse
stability properties, e.g., in the motion of ﬁnite-size particles in ﬂuids, but also in biological
and mechanical systems with slow-fast dynamics [18, 19, 20, 21].
In all of these systems, the complexity of the unstable dynamics is often combined with
stochasticity introduced by persistent instabilities that lead to chaotic dynamics as well as
by the random characteristics of external excitations. The structure of the stochasticity in-
troduced by these factors plays an important role in the underlying dynamics of the system
response. In particular, for a typical case the stochastic excitation is colored noise, i.e., noise
with ﬁnite correlation time length. Due to the possibility of large excursions by the colored
stochastic excitation from its mean value into an “unsafe region,” where hidden instabilities
are triggered, extreme events may be particularly severe. Therefore, for an accurate descrip-
tion of the probabilistic system dynamics, it is essential to develop analytical methods that
will be able to accurately capture the eﬀects of this correlation in the excitation processes for
intermittent modes. However, analytical modeling in this case is particularly diﬃcult since,
even for low-dimensional systems, standard methods that describe the pdf of the response
(such as the Fokker–Planck equation) are not available.
For globally stable dynamical systems numerous techniques have been developed to ana-
lyze extreme responses (see, e.g., [22, 23, 24]). There are various steps involved in this case
that lead to elegant and useful results, but the starting point is usually the assumption of
stationarity in the system response, which is not the case for intermittently unstable systems.
Extreme value theory [25, 26, 27, 28, 29] is also a widely applicable method which focuses on
thoroughly analyzing the extreme properties of stationary stochastic processes following var-
ious distributions. However, even in this case, the analysis does not take into account system
dynamics and is usually restricted to very speciﬁc forms of correlation functions [25, 26].
Approaches that place more emphasis on the dynamics include averaging of the governing
equations. However, the inherently transient character of intermittent instabilities makes it
impossible for averaging techniques to capture their eﬀect on the response statistics. Other
modeling attempts include approximation of the correlated parametric stochastic excitation by
white noise (see, e.g., [30] for an application to parametric ship rolling motion). However, even
though this idealization considerably simpliﬁes the analysis and leads to analytical results, it
underestimates the intensity of extreme events, since instabilities occur for an inﬁnitesimal
amount of time (the process spends an inﬁnitesimal time in the unstable regime, which isD
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insuﬃcient time for the system to depart from the stable attractor). For this case, heavy-tails
can be observed only as long as the parametric excitation is very intense, which for many
systems is an unrealistic condition.
In this work, our goal is the development of a method that will allow for the analytical
approximation of the probability distribution function (pdf) of modes associated with intermit-
tent instabilities and extreme responses due to parametric excitation by colored noise. This
analytic approach will provide a direct link between dynamics and response statistics in the
presence of intermittent instabilities. We decompose the problem by conditioning the system
response on the occurrence of unstable and stable dynamics through a total probability law
argument. This idea enables the separate analysis of the system response in the two regimes
and allows us to accurately capture the heavy-tails that arise due to intermittent instabilities.
The full probability distribution of the system state is then reconstructed by combining the
results from the two regimes. We illustrate this approach on two prototype systems that
arise in problems of turbulent ﬂows and nonlinear waves, as well as mechanics. Finally, we
thoroughly examine the extent of validity of the derived approximations by direct comparison
with Monte Carlo simulations.
2. Problem setup and method. Let (Θ,B,P) be a probability space, where Θ is the
sample space with θ ∈ Θ denoting an elementary event of the sample space, B is the associated
σ-algebra of the sample space, and P is a probability measure. We denote by PX the probability
measure and by pX the corresponding probability density function, if appropriate, of a random
quantity X. In this work we are interested in describing the statistical characteristics of modes
subjected to intermittent instabilities. We consider a general dynamical system
x˙ = G(x, t), x ∈ Rn,
and assume that its response is an ergodic stochastic process. The presented analysis will rely
on the following additional assumptions related to the form of the extreme events:
A1. The instabilities are rare enough that they can be considered statistically independent
and have ﬁnite duration.
A2. During an extreme event the inﬂuenced modes have decoupled dynamics. Moreover,
for each one of these modes, during the growth phase, the instability is the governing
mechanism; i.e., nonlinear terms are not considered to be important during these fast
transitions; they are only considered to be important during the stable dynamics.
A3. After each extreme event there is a relaxation phase that brings the system back to
its stable stochastic attractor.
Under these assumptions we may express each intermittent mode, denoted by u(t; θ) ∈ R,
where θ ∈ Θ (for notational simplicity, we drop explicit dependence on the probability space
for random processes whenever clear), as a dynamical system of the form
u˙+ α(t; θ)u+ εζ(u,v) = εξ(t; θ),
where ε > 0 is a small quantity and ζ(u,v) is an essentially nonlinear term (nonlinearizable),
which may also depend on other system variables v ∈ Rn−1. Since ε is a small quantity, we
can assume that the nonlinear term is important only in the stable regime. The stochasticD
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712 M. A. MOHAMAD AND T. P. SAPSIS
processes α(t; θ) and ξ(t; θ) are assumed stationary with known statistical characteristics. For
α(t) we will make the additional assumption that its statistical mean is positive α > 0 so that
the above system has a stable attractor (we denote the mean value operator, the ensemble
average, by an overbar ). The above equation can be thought of as describing the modulation
envelope for a complex mode with a narrow-band spectrum, or one of the coordinates that
describe the transverse dynamics to an invariant slow manifold.
The objective of this work is to derive analytical approximations for the pdf of the system
response, taking into account intermittent instabilities that arise due to the eﬀect of the
stochastic process α(t). In particular, these instabilities are triggered when α(t) < 0 and
force the system to depart from the stable attractor. Therefore, the system has two regimes
where the underlying dynamics behave diﬀerently: the stable regime where α(t) > 0 and the
unstable regime that is triggered when α(t) < 0 (Figure 1). Motivated by this behavior, we
quantify the system’s response by conditioning the probability distribution of the response on
stable regimes and unstable events, and we reconstruct the full distribution according to the
law of total probability,
(1)
pu(x) = pu(x | stable regime)P(stable regime) + pu(x | unstable regime)P(unstable regime),
thereby separating the two regions of interest so that they can be individually studied. The
method we employ relies on the derivation of the probability distribution for each of the
terms in (1) and then the reconstruction of the full distribution of the system by the total
probability law. This idea allows us to capture the dramatically diﬀerent statistics that govern
the system response in the two regimes. Essentially, we decouple the response pdf into two
parts: a probability density function with rapidly decaying tails (typically Gaussian) and a
heavy-tail distribution with very low probability close to zero. In the following subsections,
we provide a description of the method involved for the statistical determination of the terms
involved in (1).
2.1. Stochastic description of the stable regime. During the stable regime we have by
deﬁnition α > 0; therefore, under this condition the considered mode is stable. Note that
this condition is also true during the relaxation (decay) phase after an extreme event when
α switches to positive values α > 0 but is not yet relaxed back to the stable attractor. To
this end, we cannot directly relate the duration of being on the stable attractor with the
probability P(α > 0), but a correction should be made. We present this correction later in
section 2.3. Here we focus on characterizing the probability density function of the system
under the assumption that it has relaxed to the stable attractor, and, moreover, we have
α > 0.
As a ﬁrst-order estimate of the stable dynamics, we approximate the original dynamical
system for the intermittent mode by the stable system
(2) u˙+ α|α>0u+ εζ(u,v) = εξ(t; θ),
where α|α>0 denotes the conditional average of the process α(t) given that this is positive.
The determination of the statistical structure of the stable attractor for (2) can be done
with a variety of analytical and numerical methods, such as the Fokker–Planck equation ifD
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Figure 1. An intermittently unstable system. The system (top) experiences a large magnitude response
when the parametric excitation process (bottom) crosses the zero level. Dashed green lines denote the envelope
of the process during the stable regime. The transient instability can be described by two stages, an exponential
growth phase and then a subsequent decay phase that relaxes the response back to the stable regime.
the process ξ(t) is white noise (see, e.g., [31, 23]) or the joint response-excitation equations
otherwise [32, 33]. Using one of these methods, we can obtain the pdf for the statistical steady
state of the system P(u | stable regime).
2.2. Stochastic description of the growth phase. In contrast to the stable regime, the
unstable regime is far more complicated due to its inherently transient nature. In addition,
the unstable regime consists of two distinct phases: a growth phase where α < 0, with
positive system Lyapunov exponent, and a subsequent decay phase that starts when α has
a zero upcrossing and is characterized by α > 0, with negative system Lyapunov exponent.
We ﬁrst consider the growth phase, where we rely on assumption A2, according to which
the dominant mechanism is the term related to the instability. Under this assumption, the
ﬁrst-order approximation during the growth phase is governed by the system
u˙+ α(t; θ)u = 0 =⇒ u(t; θ) = u0eΛT ,
where u0 is a random initial condition described by the probability measure in the stable
regime, T is the random duration of the downcrossing event α < 0, and Λ is the growth
exponent, which, for each extreme event with t∗ representing the time of the start of the
instability, can be approximated by
Λ  − 1
T
∫ t∗+T
t∗
α(t; θ) dt,
due to the rapid nature of the growth phase. Therefore, during the growth phase we have
(3) P(u > u∗ | α < 0) = P(u0eΛT > u∗ | α < 0) = P(u0eΛT > u∗ | α < 0, u0)P(u0),
where u∗ represents the value of the response that we are interested in. The right-hand
side of (3) is a derived distribution depending on the probabilistic structure of Λ and T .D
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714 M. A. MOHAMAD AND T. P. SAPSIS
The initial value u0 is a random variable with statistical characteristics corresponding to the
stable regime of the system, in other words by P(u | stable regime). Hence, to determine the
required probability distribution we need only to know P(α, T | α < 0), i.e., the joint pdf of
α (given that this is negative) and the duration of the time interval over which α is negative.
This distribution involves only the excitation process α, and for the Gaussian case it can be
approximated analytically (see section 3). Alternatively, one can compute this distribution
using numerically generated random realizations that respect the statistical characteristics of
the process.
2.3. Stochastic description of the decay phase. The decay phase is also an inherently
transient stage. It occurs right after the growth phase of an instability, when α has an
upcrossing of the zero level, and is therefore characterized by positive values of α, with the
eﬀect of driving the system back to the stable attractor. To provide a statistical description
of the relaxation phase, we ﬁrst note the strong connection between the growth and decay
phases. In particular, as shown in Figure 1, for each extreme event there is a one-to-one
correspondence for the values of the intermittent variable u between the growth phase and
the decay phase. By focusing on an individual extreme event, we note that the probability
of u exceeding a certain threshold during the growth phase is equal with the probability of u
exceeding the same threshold during the decay phase. Thus over the total instability we have
P(u > u∗ | unstable regime)
= P(u > u∗ | instability – decay) = P(u > u∗ | instability – growth),
where the conditional distribution for the growth phase has been determined in (3).
2.4. Probability of the stable and the unstable regimes. In the ﬁnal step we determine
the relative duration of the stable and unstable regimes. To do so, we rely on the ergodic
property of the response process. This allows us to quantify the probability of a stable and an
unstable event in terms of their temporal durations. The probability of having an instability
is simply P(α < 0); however, due to the decay phase the duration of an instability will be
longer than the duration of the event α < 0. To determine the typical duration of the decay
phase, we ﬁrst note that during the growth phase we have
(4) up = u0e
−α|α<0Tα<0 ,
where Tα<0 is the duration for which α < 0 and up is the peak value of u during the instability.
Similarly, for the decay phase we utilize system (2) and obtain
(5) u0 = upe
−α|α>0Tdecay .
Combining the last two equations (4) and (5), we have
(6)
Tα<0
Tdecay
= −α|α>0
α|α<0 .
This equation (6) expresses the typical ratio between the growth and the decay phases. Thus,
the total duration of an unstable event is given by the sum of the duration of these two phases
(7) Tinst =
(
1− α|α<0
α|α>0
)
Tα<0.D
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PROBABILISTIC DESCRIPTION OF EXTREME EVENTS 715
Using this result, we can express the total probability of being in an unstable regime by
P(unstable regime) =
(
1− α|α<0
α|α>0
)
P(α < 0).
Note that since we have assumed in A1 that instabilities are suﬃciently rare that instabil-
ities do not overlap and that instabilities are statistically independent, we will always have
P(unstable regime) < 1. Hence, the corresponding probability of being in the stable regime is
P(stable regime) = 1−
(
1− α|α<0
α|α>0
)
P(α < 0).
3. Instabilities driven by Gaussian processes. In this section, we recall relevant statistical
properties associated with a Gaussian stochastic parametric excitation. The zero level of the
stochastic process α(t) deﬁnes the boundary between a stable and an unstable response.
Therefore, the statistics that are relevant include the probability that the stochastic process
is above and below the zero level, the average duration spent below and above the zero level,
and the probability distribution of the length of time intervals spent below the zero level.
For convenience, let α(t; θ) = m + kγ(t; θ), where γ(t) is also an ergodic and stationary
Gaussian process, but with zero mean and unit variance, so that α(t) has meanm and variance
k2. Thus the threshold of a rare event in terms of γ(t) is given by the parameter η ≡ −m/k.
We assume that second order properties, such as the power spectrum, of γ(t) are known. In
such a case, the correlation of the process is given by
Rγ(τ) =
∫ ∞
−∞
Sγ(ω)e
iωτ dω.
In addition, we denote by φ( · ) the standard normal probability density function and by
Φ( · ) the standard normal cumulative probability density function. Since γ(t) is a stationary
Gaussian process, the probability that the stochastic process is in the two states P(α < 0)
and P(α > 0) is, respectively, P(γ < η) = Φ(η) and P(γ > η) = 1− Φ(η).
3.1. Average time below and above the zero level. Here we determine the average
length of the intervals that α(t) spends above and below the zero level. For the case α(t) < 0,
that is, γ(t) < η, the expected number of upcrossings of this threshold per unit time is given
by Rice’s formula [34, 35] (for a stochastic process with unit variance)
(8) N+(η) =
∫ ∞
0
upγγ˙(η, u) du =
1
2π
√
−R′′γ(0) exp(−η2/2),
where N+(η) is the average number of upcrossings of level η per unit time, which is equivalent
to the average number of downcrossings N−(η), and pγγ˙ is the joint pdf of γ and its time
derivative γ˙. The expected number of crossings is ﬁnite if and only if γ(t) has a ﬁnite second
spectral moment [35].
The average length of the interval that γ(t) spends below the threshold η can then be
determined by noting that this probability is given by the product of the number of down-
crossings of the threshold per unit time and the average length of the intervals for which γ(t)D
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716 M. A. MOHAMAD AND T. P. SAPSIS
is below the threshold η [36]
Tα<0 =
P(γ < η)
N−(η)
.
Hence, using the result (8), we have
(9) Tα<0(η) =
2π exp(η2/2)√
−R′′γ(0)
Φ(η).
3.2. Distribution of time below the zero level. Here we recall a result regarding the
distribution of time that the stochastic process γ(t) spends below the threshold level η, i.e.,
the probability of the length of intervals for which γ(t) < η.
In general, it is not possible to derive an exact analytical expression for the distribution of
time intervals given γ(t) < η—in other words the distribution of the length of time between
a downcrossing and an upcrossing. However, the asymptotic expression in the limit η → −∞
is given by [36] (henceforth we denote Tα<0 by T for simplicity)
(10) pT (t) =
πt
2T
2 exp
(−πt2/4T 2),
which is a Rayleigh distribution with scale parameter
√
2T
2
/π, where T is given by (9).
This approximation is valid for small interval lengths t, since the derivation assumes that
when a downcrossing occurs at time t1 only a single upcrossing occurs at time t2 = t1 + t,
neglecting the possibility of multiple crossings in between the two time instances. In Figure 2
the analytic distribution (10) is compared with numerical results, and, as expected, we see
that the analytic expression agrees well with the numerical results for small interval lengths,
where the likelihood of multiple upcrossings in the interval is small. In addition, note that the
only relevant parameter of the stochastic process γ(t) that controls the scale of the distribution
in (10) is the mean time spent below the threshold level, which depends only on the threshold
η and R′′γ(0).
4. Application to a parametrically excited mechanical oscillator. Having formulated
the general method, we proceed to the ﬁrst application, to that of a parametrically excited
mechanical oscillator. Speciﬁcally, we consider the following single-degree-of-freedom oscillator
under parametric stochastic excitation and additive white noise forcing:
(11) x¨(t) + cx˙(t) + κ(t; θ)x(t) = σxW˙ (t; θ),
where c and σx are constants, κ(t; θ) is a stationary and ergodic Gaussian process of a given
power spectrum Sκ(ω) with mean m and variance k
2, and W˙ (t; θ) is white noise. As before,
η ≡ −m/k deﬁnes the extreme event threshold. We may write (11) in the state space form
dx1 = x2 dt,(12)
dx2 = −
(
cx2 + κ(t)x1
)
dt+ σx dW (t).D
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Figure 2. Comparison of the analytic distribution pT (t) (10) with Monte Carlo simulation, generated using
1000 ensembles of a Gaussian process with correlation R(τ ) = exp(−τ 2/2) from t0 = 0 to tf = 1000, for two
diﬀerent sets of parameters: m = 5.0, k = 1.6 (left); m = 5.0, k = 2.4 (right).
Our presentation will follow section 2, although the analytical expressions for the pdf will
be computed directly for position and velocity (instead of the envelope process u as done in
section 2) for instructive purposes. At the end of this section we present comparisons with
direct numerical simulations and thoroughly examine the limits of validity for the approxima-
tions we have made.
4.1. Probability distribution in the stable regime. We ﬁrst derive the probability dis-
tribution for the system under consideration given that the system is in the stable regime.
Following section 2.1, we replace κ(t) by the mean ω2s = κ|κ>0. This approximation is valid
since only small ﬂuctuations of the process κ(t) around the mean ω2s occur in this state, and
these ﬂuctuations have a minor impact on the system’s probabilistic response.
Making this approximation, (12) becomes
x¨(t) + cx˙(t) + ω2sx(t) = σxW˙ (t).
To determine the mean ω2s , note that its pdf is given by pκ(x | κ > 0) = φ((x−m)/k)/(k(1−
Φ(η))); hence
(13) ω2s = κ|κ>0 = m+ k
φ(η)
1− Φ(η) .
The density in the stable regime can now be found by seeking a stationary solution of the
Fokker–Planck equation of the form p(x1, x2) = p(H), where H =
1
2 (ω
2
sx
2
1 + x
2
2) is the total
mechanical energy of the system. In this case the Fokker–Planck equation simpliﬁes to [23]
cp(H) +
1
2
σ2x
dp
dH
= 0 =⇒ p(H) = q exp
(
− 2c
σ2x
H
)
,
where q = cωs/(πσ
2
x) is a normalization constant. Taking the marginal with respect to x2
gives the probability density for the system’s position,
(14) px1(x | κ > 0) =
√
cω2s
πσ2x
exp
(
−cω
2
s
σ2x
x2
)
,D
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718 M. A. MOHAMAD AND T. P. SAPSIS
which is Gaussian with variance σ2 = σ2x/(2cω
2
s ). Similarly, taking the marginal with respect
to x1 gives the probability density for the system’s velocity,
(15) px2(x | κ > 0) =
√
c
πσ2x
exp
(
− c
σ2x
x2
)
,
where the variance is σ2 = σ2x/(2c).
4.2. Probability distribution in the unstable regime. Here we derive the probability
distribution for the system’s position x1 during the growth stage of an instability. In the
unstable regime, the system initially undergoes exponential growth due to the stochastic
process κ(t) crossing below the zero level, which is the mechanism that triggers the instability.
After a ﬁnite duration of exponential growth, which stops when κ(t) crosses above the zero
level, and due to the large velocity gradients that result, friction damps the response back to
the stable attractor. Following assumption A2, we consider the parametric excitation as the
primary mechanism driving the instability during the growth phase and therefore ignore the
eﬀect of friction during this stage of the instability.
We treat the system response as a narrow-band process. This means that the response has
a spectrum that is narrowly distributed around a mean frequency, i.e., q = σs/ωs  1, where
ωs =
∫
ωS(ω) dω and σ2s =
∫
(ω − ωs)2S(ω) dω [37]. We can therefore describe the instability
in terms of the envelope u for the position variable by averaging over the fast frequency ωs.
During the growth phase we have u  u0 exp(ΛT ), where u0 is the random value of the
position’s envelope before an instability (to be determined in section 4.3), T is the random
duration of the event κ < 0, and Λ is the random growth exponent, which will be the same
for both the position and the velocity variables. Substituting this representation into (11),
we ﬁnd Λ2 + κ  0, so that the positive eigenvalue is given by Λ  √−κ. To proceed, we set
u = u0 exp(ΛT ) and y = Λ; then, from a change of variables,
puy(u, y) = pΛT (λ, t)|det[∂(λ, t)/∂(u, y)]|,
where we understand that the pdf is conditional upon κ < 0 and a ﬁxed u0. Next we assume
that T and Λ are independent (see Figure 3). Then, we have
puy(u, y) =
pΛ(λ)pT (t)
u0λ exp(λt)
=
1
uy
pΛ(y)pT
(
log(u/u0)
y
)
, u > u0, y > 0.
Taking the marginal density gives
(16) pu(u) =
1
u
∫ ∞
0
1
y
pΛ(y)pT
(
log(u/u0)
y
)
dy.
Now, since P(Λ) = P(
√−κ|κ < 0), from another change of variables we obtain
pΛ(λ) =
2λ
Φ(η)
pκ(−λ2) = 2λ
kΦ(η)
φ
(
−λ
2 +m
k
)
, λ > 0,D
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since P(κ) is normally distributed. Combining this result and the fact that pT is given by the
Rayleigh distribution (10) with (16) gives the ﬁnal result for the probability density function,
(17)
pu(u | κ < 0, u0) = π log(u/u0)
kT
2
Φ(η)u
∫ ∞
0
1
y
φ
(
−y
2 +m
k
)
exp
(
− π
4T
2
y2
log(u/u0)
2
)
dy, u > u0,
where T denotes the conditional average T κ<0. Moreover, utilizing the expression for the
duration of a typical extreme event (7), we obtain for this particular system
(18) Tinst =
(
1 +
2Λκ<0
c
)
Tκ<0,
where for the relaxation phase we have the rate of decay for the envelope being −c/2.
To formulate our result in terms of the position variable, we refer to the narrow-band
approximation made at the beginning of this analysis. This will give approximately x1 =
u cosϕ, where ϕ is a uniform random variable distributed between 0 and 2π. The probability
density function for z = cosϕ is given by pz(x) = 1/(π
√
1− x2), x ∈ [−1, 1]. To avoid double
integrals for the computation of the pdf for the position, we approximate the pdf for z by
pz(x) =
1
2(δ(x+1)+δ(x−1)). This will give the following approximation for the conditionally
unstable pdf:
(19) px1(x | κ < 0, u0) =
1
2
pu(|x| | κ < 0, u0).
We note that, as presented in section 2, the pdf for the envelope u may also be used for
the decay phase. However, during the decay phase the oscillatory character (with frequency
ωs) of the response has to also be taken into account. Nevertheless, to keep the expressions
simple we will use (19) to describe the pdf for the position in the decay phase as well. We
will show in the following sections that this approximation compares favorably with numerical
simulations.
4.2.1. Integral approximation for the conditionally unstable pdf. We derive an asymp-
totic expansion, as u → ∞, for the integral (17) that describes the distribution for the po-
sition’s envelope during the growth phase of an instability, treating u0 as a parameter. For
convenience in (17) let pu(u | κ < 0, u0) =
∫∞
0 ξ(u, y;u0) dy, that is,
ξ(u, y;u0) =
π log(u/u0)√
2πkT
2
Φ(η)uy
exp
(
−(y
2 +m)2
2k2
− π
4T
2
y2
log(u/u0)
2
)
=
π log(u/u0)√
2πkT
2
Φ(η)uy
exp(θ(u, y;u0)),
where θ(u, y;u0) denotes the terms being exponentiated (we suppress the explicit dependence
on the parameter u0 for convenience); in other words,
pu(u | κ < 0, u0) =
∫ ∞
0
ξ(u, y;u0) dy =
π log(u/u0)√
2πkT
2
Φ(η)u
∫ ∞
0
1
y
exp(θ(u, y)) dy.D
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Λ
Figure 3. Scatter plot and contours of the joint pdf of T and Λ for η = −2.08 (m = 5.00, k = 2.40).
Samples for Λ are drawn by inverse-sampling the cumulative distribution function, and samples of T are drawn
from realizations of a Gaussian process using 1000 ensembles of time length t = 1000.
This integral can be approximated following Laplace’s method, where in this case we have
a moving maximum [38]. For ﬁxed u the exponential is distributed around its peak value
y∗ = maxy exp(θ(u, y;u0)), so that we may make the following approximations to leading
order:
pu(u | κ < 0, u0)  π log(u/u0)√
2πkT
2
Φ(η)u
∫ y∗+
y∗−
1
y∗
exp
(
θ(u, y∗) +
(y − y∗)2
2
∂yyθ(u, y
∗) + · · ·
)
dy
 ξ(u, y∗;u0)
∫ ∞
−∞
exp
(
(y − y∗)2
2
∂yyθ(u, y
∗) + · · ·
)
dy
=
1
c˜
ξ(u, y∗;u0),
where c˜ is a normalization constant that is computed numerically. In order to arrive at a
closed analytic expression for y∗ = maxy exp(θ(u, y)), we ﬁnd that the following expression is
a good approximation for y∗ (see the appendix for details):
y∗(u;u0) =
(
πk2
4mT
2
)1/4
log(u/u0)
1/2, m2 
 k2.
Hence, we have the following expression that approximates the original integral:
(20) pu(u | κ < 0, u0)  1
c˜
ξ(u, y∗;u0), m2 
 k2.
In our case the assumption is that instabilities are suﬃciently rare that the standard deviation
k of the Gaussian process κ(t) will be smaller than its mean m, and the condition m2 
 k2
in (20) will be approximately satisﬁed. Indeed, the derived asymptotic expansion (20) and
the exact integral (17) show excellent agreement, even for small values of u (see Figure 4).D
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Figure 4. Exact integral in (17) compared to the asymptotic expansion given in (20) for a ﬁxed u0 and
m = 5.00, k = 2.00.
4.3. Probability density function for the envelope in the stable regime. In the derivation
of the probability density in the unstable regime we conditioned the result on the initial value
of the position’s envelope right before an instability occurs. The stable regime’s envelope is
deﬁned as the locus of local maxima of the stationary Gaussian process that governs the system
before an instability. For a stationary Gaussian process of zero mean the joint probability
density of the envelope and the envelope velocity is given by [39]
(21) p(u, u˙) =
u
qλ0
√
2πλ2
exp
{
−1
2
(
u2
λ0
+
u˙2
q2λ2
)}
,
where λn is the nth order spectral moment for the one-sided power spectral density of x1 in
the stable regime and q2 = 1 − λ21/λ0λ2 describes the extent to which the process is narrow-
banded. In our case, we are interested in the pdf of the envelope for the position P(u0);
marginalizing out u˙ from (21) gives
(22) p(u) =
∫ ∞
−∞
p(u, u˙) du˙ =
u
λ0
exp(−u2/2λ0),
which is a Rayleigh distribution with scale parameter
√
λ0. The zeroth-order spectral moment
is the variance of the Gaussian pdf in (14), i.e., λ0 = σ
2
x/(2cω
2
s), and thus
pu0(x) =
2cω2sx
σ2x
exp(−cω2sx2/σ2x).
The pdf above determines the distribution of the initial point of the instability u0. We use this
result to marginalize out u0 from the pdf of the unstable distribution derived in section 4.2,
which was conditioned on a ﬁxed initial point of an instability. Using (19) and (20) this givesD
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722 M. A. MOHAMAD AND T. P. SAPSIS
the ﬁnal result for the density in the unstable regime:
px1(x | κ < 0) =
1
2
∫
pu(|x| | κ < 0, u0)pu0(u0) du0
=
1
2c˜
∫ |x|
0
ξ(|x|, y∗(|x|;u0);u0)pu0(u0) du0.(23)
4.4. Probability density function for the velocity. The probability density for the sys-
tem’s velocity x2 in the stable regime can be found by marginalizing the solution obtained
from the Fokker–Planck equation (15). The same result may be obtained by relying on the
narrow-band property of the stochastic response in the stable regime. In particular, we may
represent the stochastic process for position x1 in terms of its spectral power density [24]:
x1 =
∫ ∞
0
cos(ωt+ ϕ(ω))
√
2Sx(ω) dω,
where the last integral is deﬁned in the mean square sense. Diﬀerentiating the above, we
obtain
x2 =
∫ ∞
0
ω cos
(
ωt+ ϕ(ω) +
π
2
)√
2Sx(ω) dω
 ωs
∫ ∞
0
cos
(
ωt+ ϕ(ω) +
π
2
)√
2Sx(ω) dω,
using the narrow-band property of the spectral density around ωs. Note that the integral in
the last equation has the same distribution as x1. Thus, it is easy to prove that the probability
density function of x2 in the stable regime is given by the pdf of ωsx1.
In the unstable regime stationarity breaks down, and the envelope of the stochastic pro-
cesses describing position changes with time. This has an important inﬂuence on the prob-
abilistic structure for the velocity, which cannot be approximated as was done in the stable
regime. The reason is that we have an additional time scale associated with the variation
of the envelope of the narrow-band oscillation (see Figure 5). For the purpose of computing
the pdf for velocity in the unstable regime, we approximate the envelope for position during
the instability by a sine function with a half-period equal to the average duration of the ex-
treme events (equation (18)) Tinst = (1+2Λκ<0/c)Tκ<0. This gives the following approximate
expression for the unstable regime:
x1 =
(
1 +
up
u0
)
sin(ωut)
∫ ∞
0
cos(ωt+ ϕ(ω))
√
2Sx(ω) dω,
where up/u0 is the ratio of the extreme event peak value for the envelope over the initial value
of the envelope (before the extreme event), and ωu = π/Tinst. Assuming that up/u0 
 1, we
have that the pdf for velocity during the unstable regime is also given in terms of x1 but with
the diﬀerent scaling factor
x2 ∼ 1
2
(
ωs +
π
(1 + 2Λκ<0/c)T
)
x1.D
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Figure 5. For the computation of the velocity pdf, we approximate the envelope of the process during the
extreme event with a harmonic function of consistent period.
The last relation gives a direct expression for the pdf of velocity in the unstable regime. Using
this scaling factor ωinst = (ωs + ωu)/2 for the conditionally unstable pdf and the correct
scaling for the stable regime ωs, we can derive an approximation for the pdf of velocity (given
in section 4.5).
4.5. Summary of results for the parametrically excited oscillator.
Probability distribution function for the position. Combining the results of (14), (23),
and (18) according to the law of total probability (1) gives the following heavy-tailed, sym-
metric probability density function for the position:
(24) px1(x) =
(
1− (1 + 2Λκ<0/c)Φ(η)
)√ cω2s
πσ2x
exp
(
−cω
2
s
σ2x
x2
)
+ (1 + 2Λκ<0/c)Φ(η)
∫ |x|
0
1
2c˜
ξ(|x|, y∗(|x|;x0);x0)pu0(x0) dx0, x ∈ R.
Writing each term explicitly, we have
px1(x) =
(
1− (1 + 2Λκ<0/c)Φ(η)
)√ cω2s
πσ2x
exp
(
−cω
2
s
σ2x
x2
)
+ (1 + 2Λκ<0/c)Φ(η)
·
√
2πcw2s
2c˜σ2xkT
2
Φ(η)
∫ |x|
0
log(|x|/x0)
(|x|/x0)y∗(|x|;x0) exp
(
− (y
∗(|x|;x0)2 +m)2
2k2
− π log(|x|/x0)
2
4T
2
y∗(|x|;x0)2
− cω
2
s
σ2x
x20
)
dx0.
Probability distribution function for the velocity. To obtain the pdf for velocity we scale
the pdf for the position in (24). As noted in section 4.4, the correct scaling for the ﬁrst term
in (1), which represents the stable regime, is given by ωs, and for the second term, for the
unstable regime, the scaling is given by ωinst. Applying the random variable transformation
px2(x) = px1(x/ω)/ω with the appropriate scaling for each of these two terms yields
(25) px2(x) =
(
1− (1 + 2Λκ<0/c)Φ(η)
)√ c
πσ2x
exp
(
− c
σ2x
x2
)
+ (1 + 2Λκ<0/c)Φ(η)
∫ |x|/ωinst
0
1
2ωinstc˜
ξ(|x|/ωinst, y∗(|x|/ωinst;x′0);x′0)pu0(x′0) dx′0, x ∈ R.Do
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724 M. A. MOHAMAD AND T. P. SAPSIS
For the integral in the second term in (25), making the substitution x0 = ωinstx
′
0, we have
(26) px2(x | κ < 0) =
√
2πc
2c˜σ2xkT
2
Φ(η)
ω2s
ω2inst
∫ |x|
0
log(|x|/x0)
(|x|/x0)y∗(|x|;x0)
· exp
(
−(y
∗(|x|;x0)2 +m)2
2k2
− π log(|x|/x0)
2
4T
2
y∗(|x|;x0)2
− c
σ2x
ω2s
ω2inst
x20
)
dx0.
Therefore, rewriting (25) gives the following pdf for velocity:
(27) px2(x) =
(
1− (1 + 2Λκ<0/c)Φ(η)
)√ c
πσ2x
exp
(
− c
σ2x
x2
)
+ (1 + 2Λκ<0/c)Φ(η)
∫ |x|
0
1
2ωinstc˜
ξ(|x|, y∗(|x|;x0);x0)pu0(x0/ωinst) dx0,
where the integral in the second term is explicitly given in (26).
4.6. Comparison with direct Monte Carlo simulations and range of validity. Here we
discuss the analytic results for the system response pdf given in section 4.5, present compar-
isons with Monte Carlo simulations, and describe the eﬀect of varying system parameters on
the analytical approximations. In addition, we examine the region of validity of our results
with respect to these parameters.
First, in Figure 6 a sample system response is shown alongside the corresponding signal
of the parametric excitation. This sample realization is characteristic of the typical system
response for the case under study (rare instabilities of ﬁnite duration). During the brief period
when κ(t) < 0, at approximately t = 85, the system experiences exponential growth, and when
the parametric excitation process κ(t) returns above the zero level, friction damps the system
response from growing indeﬁnitely, returning the system to the stable state after a short decay
phase.
In Figure 7, a typical decomposition of the stable and unstable parts of the full response pdf
is presented. We emphasize that the tails in the system response pdf are completely described
by the term in the total probability law that accounts for system instabilities, whereas the
inner core of the pdf is mainly due to the term in the total probability decomposition that
corresponds to the solution in the stable regime. Despite the fact that the system spends
practically all of its time in a stable state, the stable part in the expression for the response
pdf contributes essentially nothing to the tails of the distribution. The tails, in other words,
completely describe the statistics of system instabilities, which are highly non-Gaussian and
are described by a fat-tailed distribution.
The analytical results for the system response pdf given in (24) and (27) have been derived
under a careful set of assumptions. We observe that if the frequency of instabilities is large
or if damping is weak (i.e., extreme events of long duration), or if there is any parameter
combination such that the conditionally unstable pdf in the total probability decomposition (1)
contributes signiﬁcantly to the stable state, then our analytical results will likely overestimate
the probability near the Gaussian core and underestimate the tail probabilities. This behavior
is expected, since our assumptions are no longer strictly valid. If this is the case, a cusp nearD
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Figure 6. Sample realization (top) and the corresponding parametric excitation process (bottom) demon-
strating the typical system response during an intermittent event for position (in thick blue) and velocity (in
thin red) for η = −2.27 (k = 2.2, m = 5.0), c = 0.53.
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Figure 7. Typical superposition of the stable (in dashed blue) and unstable (in dotted red) part of the total
probability law decomposition (1) of the full analytical pdf.
the mean state may be observed in our analytical expressions for the pdf, which is due to the
approximation made in section 4.2, where we approximate the conditionally unstable pdf for
the position variable in terms of its envelope (19) (see Figure 8). This phenomenon is more
pronounced in the pdf for the velocity x2, since the unstable part of the decomposition (1)
is scaled by a frequency that is smaller than the stable part, which pushes more probability
toward the Gaussian core. A minor contributing factor to the severity of this cusp is due to
the integral asymptotic expansion made in section 4.2.1; the asymptotic expression in (20)
displays sharper curvature near u0, when compared to the exact integral in (20), resulting in
a slightly more pronounced cusp.D
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Figure 8. Demonstration of the cusp phenomenon, which is prominent in regimes with very frequent
instabilities and/or instabilities of long duration, due to approximations made in the unstable regime.
4.6.1. Comparison with Monte Carlo simulation. Here we compare the analytic ap-
proximations in (24) and (27) with Monte Carlo simulations, when the stochastic parametric
excitation κ(t), with mean m and standard deviation k, is given by an exponential squared
correlation function of the form R(τ) = exp(−τ2/2).
We solve (12) using the Euler–Mayaruma method [40] from t0 = 0 to tf = 200 with step
size Δt = 2−9. Realization of the Gaussian process κ(t) is generated according to an exact
time domain method [41]. To preform simulations we ﬁx the following values for the system
parameters: σx = 0.75, m = 5.00. For the results in this subsection, we furthermore ﬁx the
value of friction at c = 0.38, which corresponds to an average of one oscillation during the
decay phase of an instability. Moreover, for this subsection, samples after 20 computational
steps are stored and used in calculations, and 5000 realizations are used for k = 1.8 and 2500
realizations otherwise. In Figures 9, 10, and 11, Monte Carlo results for the pdf for position
and velocity are compared with the analytic results given in (24) and (27), for various k
values, which controls the mean number of instabilities for ﬁxed m through the parameter
η. Observe that the analytical pdf for position and velocity match the results from Monte
Carlo simulations for both extreme events and the main stable response, capturing the overall
shape and probability values accurately (the ﬁgures for position are plotted out to 50 standard
deviations of the stable Gaussian core).
4.6.2. Parameters and region of validity. Here we quantify the eﬀect of varying system
parameters on our analytical approximations. In particular, we consider the eﬀect of both
friction c and the frequency of instabilities, controlled by η, on our results by computing the
Kullback–Leibler (KL) divergence, which measures the relative information lost by using our
approximate analytical pdf instead of the “true” pdf from Monte Carlo simulations.
For a more physical interpretation of the eﬀect of the friction parameter, we instead
consider the typical number of oscillations the system undergoes during the decay phase of
an instability, i.e., the number of oscillations before the system returns back to the stable
regime. To determine the value of damping in terms of the number of oscillations N during
the decay phase, consider that in section 4.2 we derived the approximation (equation (18))
Tinst = (1 + 2Λκ<0/c)Tκ<0, so that the duration of the decay phase is given by Tdecay =D
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Figure 9. Analytic pdfs (24), (27) compared with results from Monte Carlo simulations for position (left)
and velocity (right), for parameters k = 1.8, m = 5.0, c = 0.38, σx = 0.75.
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Figure 10. Analytic pdfs (24), (27) compared with results from Monte Carlo simulations for position (left)
and velocity (right), for parameters k = 2.2, m = 5.0, c = 0.53, σx = 0.75.
(2Λκ<0/c)Tκ<0. Thus, the average length of the decay phase is T decay = (2Λκ<0/c)T (where
T denotes the conditional average T κ<0), and the corresponding value of damping that will
give on average N oscillations during the decay phase is therefore
N =
ωs
2π
T decay =
ωs
2π
2Λκ<0
c
T =⇒ c = ωsΛκ<0
πN
T ,
where T is given in (9) and ωs in (13).
In Figure 12, we compute the KL divergence for a range of k and N parameter values.
For the simulations we ﬁx m = 5.0, store values after 40 computational steps, and use 4000
realizations for k ≤ 2.0 and 2000 realizations, otherwise. In addition, we compute the diver-
gence for every half oscillation number from N = 0.5 to N = 3.0 and every k value from
k = 1.4 to k = 3.6, in increments of 0.2, and interpolate values in between. Overall, we
have good agreement for a wide range of parameters, and even when the analytical results
do not capture the exact probability values accurately, we have qualitative agreement with
the overall shape of the pdf. The analytical results deviate when we are in regimes with very
frequent instabilities and instabilities of long duration, i.e., small friction values or large N val-D
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Figure 11. Analytic pdfs (24), (27) compared with results from Monte Carlo simulations for position (left)
and velocity (right), for parameters k = 2.6, m = 5.0, c = 0.69, σx = 0.75.
ues. This is expected; in such regimes the instabilities are no longer statistically independent,
which we assume in A1. Furthermore, an average of N = 1 oscillation during the decay phase
shows good agreement with Monte Carlo results for a large range of frequency of instabilities
parameter η.
We also observe that deviations of the analytical approximation from the Monte Carlo
simulation become more prominent as k decreases. Note that for small k sampling the tails
is very hard since the critical events occur very infrequently in this case. To understand the
deviation of the analytical solution we recall that for this parametric regime the unstable region
is characterized by rare events which are shorter and weaker and therefore harder to distinguish
from the regular events. This explains the good analytical approximation properties as k
increases (but not too large), where we have clear separation of the system behavior between
the stable and the unstable regimes. Finally, we emphasize that the KL divergence may be
(relatively) large despite the analytic pdf capturing the probabilities in the tails accurately;
this is due to the fact that tail events are associated with extremely small probability values,
which the KL divergence does not emphasize over the stable regime, where the probabilities
are large and thus any deviations (e.g., due to a cusp) can heavily impact divergence values.
5. Application to an intermittently unstable complex mode. Here we present the second
application of the method formulated in section 2 to that of a complex scalar Langevin equation
that models a single mode in a turbulent signal, where multiplicative stochastic damping γ(t)
and colored additive noise b(t) replace interactions between various modes. The nonlinear
system is given by
(28)
du(t)
dt
= (−γ(t) + iω)u(t) + b(t) + f(t) + σW˙ (t),
where u(t) ∈ C physically describes a resolved mode in a turbulent signal and f(t) is a pre-
scribed deterministic forcing. The process γ(t) models intermittency due to the (hidden)
nonlinear interactions between u(t) and other unobserved modes. In other words, intermit-
tency in the variable u(t) is primarily due to the action of γ(t), with u(t) switching between
stable and unstable regimes when γ(t) switches signs between positive and negative values.D
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Figure 12. KL divergence for position (left) and velocity (right) between analytic and Monte Carlo results
for various values of damping (in terms of the number of oscillations N after an instability) and k, which
controls the number of instabilities. For all cases m = 5.0.
The nonlinear system (28) was introduced for ﬁltering of multiscale turbulent signals
with hidden instabilities [42, 43] and has been used extensively for ﬁltering, prediction, and
calibration of climatological systems [12, 44, 9, 10, 8]. This system features rich dynamics that
closely mimic turbulent signals in various regimes of the turbulent spectrum. In particular,
there are three physically relevant dynamical regimes of (28); the three regimes are described
by [44] (and are reproduced here for completeness):
R1. This is a regime where the dynamics of u(t) are dominated by frequent, short-lasting
transient instabilities, which is characteristic of the dynamics in the turbulent energy
transfer range.
R2. In this regime the dynamics of u(t) are characterized by large-amplitude intermittent
instabilities followed by a relaxation phase. Here the dynamics are characteristic of
turbulent modes in the dissipative range.
R3. This regime is characterized by dynamics of u(t) where transient instabilities are very
rare and ﬂuctuations in u(t) rapidly decorrelate. This type of dynamics is characteristic
of the laminar modes in the turbulent spectrum.
We apply the method described in section 2 to approximate the probability distribution
for the dynamics of u(t) in the special case with no additive noise, i.e., b = 0, and no external
forcing f = 0. This is the simplest case that incorporates intermittency driven by parametric
excitation process γ(t) (the additive noise term b(t) only impacts the strength of intermittentD
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events). The system we consider is given by
(29)
du(t)
dt
= (−γ(t) + iω)u(t) + σW˙ (t),
where intermittent events are triggered when γ(t) < 0. The parametric excitation process γ(t)
will be characterized by a mean m and variance k2, so that η ≡ −m/k represents the extreme
event level, and also a time correlation length scale L. This application is a good test case of
our method for the derivation of analytic approximations for the pdf of intermittent systems,
since the dynamics of u(t) are such that it oscillates at a ﬁxed frequency ω, and therefore no
approximations need to be made as in section 4 for the growth exponent in the unstable state.
However, the Langevin equation has the diﬃculty that the nature of its interactions with the
parametric excitation process introduces “instabilities” of such small magnitude that they are
indistinguishable from the typical stable response, and so a clean separation must be enforced
in the analysis of the unstable state. We present these diﬀerences and derive the system
response pdf for the real/imaginary parts of the response u = ur + iui, which statistically
converge to the same distribution so that P(ur) and P(ui) are equivalent. We compare the
analytical result for all three regimes R1–R3, but we note that the pdf in regime 3 is nearly
Gaussian, so the full application of our method is excessive.
5.1. Probability distribution in the stable regime. Here we derive approximation of the
pdf for u(t) given that we are in the stable regime and, moreover, that we have statistical
stationarity. In the stable regime, following section 2.1, we replace γ(t) by the conditional
average
γ|γ>0 = m+ k φ(η)
1− Φ(η) .
Thus the governing equation in the stable regime becomes
du(t)
dt
= (−γ|γ>0 + iω)u(t) + σW˙ (t),
with the exact solution
u(t) = u(0)e(−γ|γ>0+iω)(t−t0) + σ
∫ t
t0
e(−γ|γ>0+iω)(t−s) dW (s).
Since this is a Gaussian system, we can fully describe the pdf for u(t) in this regime by its
stationary mean u(t) = 0 and stationary variance
(30) Var(u(t)) = Var(u0)e
−2γ|γ>0(t−t0) +
σ2
2γ|γ>0 (1− e
−2γ|γ>0(t−t0)) → σ
2
2γ|γ>0 as t → ∞.
Therefore, we have the following pdf for the real part of u(t) in the stable regime:
(31) pur(x | stable) =
√
2γ|γ>0
πσ2
exp
(
−2γ|γ>0
σ2
x2
)
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5.2. Probability distribution in the unstable regime. In the unstable regime, as in the
previous application, we describe the probability distribution in terms of the envelope process.
Following assumption A2, we ignore σ2 in (29), which does not have a large probabilistic
impact on the instability strength, so that the envelope of u(t) is given by
(32)
du(t)
dt
= (−γ(t) + iω)u(t) =⇒ d|u|
2
dt
= 2Re
[
du
dt
u∗
]
= −2γ(t)|u|2,
where ∗ is the complex conjugate. Substituting the representation |u| = eΛT into (32), we
get Λ = −γ. Now since P(Λ) = P(−γ | γ < 0), we have
(33) pΛ(λ) =
1
Φ(η)
pγ(−λ) = 1
kΦ(η)
φ
(
−λ+m
k
)
, λ > 0.
The conditionally unstable pdf will be exactly as in (16), with the minor modiﬁcation that
the distribution of the growth exponent is given instead by (33). Making this modiﬁcation,
we have the following pdf for the envelope in the unstable regime (where T = T γ<0):
(34)
p|u|(u | γ < 0, |u0|) =
π log(u/u0)
2kT
2
Φ(η)u
∫ ∞
0
1
y2
φ
(
−y +m
k
)
exp
(
− π
4T
2
y2
log(u/u0)
2
)
dy, u > u0.
In addition, using (7), we have that the average length of an instability is given by
(35)
Tdecay
Tγ<0
= −
m− k φ(η)Φ(η)
m+ k φ(η)1−Φ(η)
≡ μ =⇒ Tinst = (1− μ)Tγ<0.
Finally, to construct the full distribution for the envelope of u(t) in the unstable regime, we
need to incorporate the distribution of the initial point of the instability, which is described
by the envelope of u(t) in the stable regime; in other words, P(|u| | γ < 0) = P(|u| | γ <
0, |u0|)P(|u0|). The pdf for the envelope of a general Gaussian process was described in
section 4.3. However, as we noted in the introduction, the complex scalar Langevin equation
has the property that its interaction with the parametric excitation gives rise to “instabilities”
of very small intensity which are indistinguishable from the typical stable state response. To
enforce the separation of the unstable response from the stable state requires us to introduce
the following correction to the initial point of the instability |u0| = |u˜0| + c, where |u˜0| is
the pdf of the envelope of the stable response (22) and c is a constant that enforces the
separation. We ﬁnd that choosing c such that it is one standard deviation of the typical stable
response (equation (30)) is suﬃcient to enforce this separation and works well in practice.
In addition, this choice is associated with very robust performance over diﬀerent parametric
regimes. Therefore, we have that the distribution of the initial point of an instability is given
by
(36) p|u0|(x) =
4γ|γ>0
σ2
(x− c) exp
(
−2γ|γ>0
σ2
(x− c)2
)
, x > c.
As in section 4.2, we note that the oscillatory character during an instability has to be
taken into account. However, to avoid the additional integral that would result should thisD
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be taken into account by an additional random variable transformation, we instead utilize the
same approximation
(37) pur(x | γ < 0) =
1
2
p|u|(|x| | γ < 0).
We will show in the following sections that this approximation compares favorably with direct
numerical simulations.
5.3. Summary of analytical results for the complex mode. Combining (31), (34), (36),
and (35) into the total probability law decomposition (1) and utilizing the approximation (37)
gives the following heavy-tailed, symmetric pdf for the complex mode u(t) = ur(t) + iui(t),
for x ∈ R:
(38) pur(x) =
(
1− (1− μ)Φ(η))
√
2γ|γ>0
πσ2
exp
(
−2γ|γ>0
σ2
x2
)
+ (1− μ)
√
2πγ|γ>0
2σ2kT
2
·
∫ |x|
c
∫ ∞
0
log(|x|/u0)
y2(|x|/(u0 − c)) exp
(
−(y +m)
2
2k2
− π
4T
2
y2
log(|x|/u0)2− 2γ|γ>0
σ2
(u0− c)2
)
dy du0,
where the integral is understood to be zero when x < c.
Note that in this case, we do not use an asymptotic expansion for the integral in the
unstable regime due to the fact that the resulting expression does not agree as precisely as the
integral expansion for the parametrically excited oscillator application. However, the resulting
expansion does follow the same decay as the full integral; thus should an asymptotic expansion
for the integral be sought, the derivation follows the description given in section 4.2.1
5.4. Comparisons with direct Monte Carlo simulations. Here we compare the analytic
results (38) with direct Monte Carlo simulations in the three regimes R1–R3 described in
the introduction of the current section. Monte Carlo simulations are carried by numerically
discretizing the governing system (29) using the Euler–Mayaruma method with a time step
Δt = 10−4. We store results after 10 computational steps and use 500 ensembles of time
length t = 700, discarding the ﬁrst t = 200 time data to ensure steady state statistics, for the
calculation of the kernel density estimate for the pdf. We prescribe the parametric excitation
process to have an exponential squared time correlation function with a time length scale
L, of the form R(τ) = exp(−τ2/(2L)), and simulate the Gaussian process directly from the
correlation function.
In Figure 13, the results for regime 1 are presented alongside a sample realization. As
previously mentioned, this regime is characterized by frequent short-lasting instabilities. We
observe that the analytical results are able to capture the the heavy-tails of the response
probability distribution accurately, including the Gaussian core. In contrast, in regime 2
(see Figure 14), we have large-amplitude instabilities that occur less frequently. Again the
analytical results in this regime are able to capture the probability distribution of the response
accurately. In both regimes 1 and 2, the pdf of the response is plotted out to 200 standard
deviations of the stable state’s standard deviation to show the remarkable agreement of the
tails between the analytical solution and Monte Carlo results. In Figure 15 we present the
results for regime 3 for completeness, even though, as previously mentioned, this regime isD
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nearly Gaussian and intermittent events occur very rarely, and under certain parameters
almost surely no instabilities will be observed.
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Figure 13. Regime 1: Sample path (left) and analytic pdf (38) compared with results from Monte Carlo
simulations (right), for parameters ω = 1.78, σ = 0.5, m = 2.25, k = 2.0, L = 0.125.
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Figure 14. Regime 2: Sample path (left) and analytic pdf (38) compared with results from Monte Carlo
simulations (right), for parameters ω = 1.78, σ = 0.1, m = 0.55, k = 0.50, L = 2.0.
6. Conclusions and future work. We have formulated a general method to analytically
approximate the pdf of intermittently unstable systems excited by correlated stochastic noise,
under a set of assumptions applicable to a broad class of problems commonly encountered in
engineering practice. The method developed in this paper relies on conditioning the system
response on stable regimes and unstable events according to a total probability law argu-
ment and the reconstruction of the full probabilistic response after separate analysis of the
conditional distributions in the two regimes. Thus, we have demonstrated how the system’s
response can be decomposed into a statistically stationary part (the stable regime) and an
essentially transient part (the unstable regime). We have shown how this decomposition
accurately captures the heavy-tail statistics that arise due to the presence of intermittent
events in the dynamical system’s response, providing a direct link between the character ofD
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Figure 15. Regime 3: Sample path (left) and analytic pdf (38) compared with results from Monte Carlo
simulations (right), for parameters ω = 1.78, σ = 0.25, m = 8.1, k = 1.414, L = 4.0.
the intermittent instabilities and the form of the heavy-tail statistics of the response.
We have applied the formulated method on two prototype intermittently unstable systems:
a mechanical oscillator excited by correlated multiplicative noise, and a complex mode that
represents intermittent modes of a turbulent system. In both cases, our analytic approxima-
tions compare favorably with Monte Carlo simulations under a broad range of parameters.
In the mechanical oscillator application, our analysis has furthermore unveiled that intermit-
tency in velocity does not obey the familiar scaling of position with the stable state frequency,
and that the conditionally unstable pdf must be scaled by a frequency that accounts for both
the stable state frequency (fast) and a (slow) frequency associated with intermittent events.
In this case, we have made appropriate approximations to account for this observation, and
the resulting pdf compares well with direct simulations. In the complex mode application, we
derived the system response pdf, and the analytical approximation compares well with Monte
Carlo results for the three regimes commonly observed in turbulent signals.
Future work will include the extension of the method developed in this paper to the
study of similar responses for more complex systems, involving more degrees of freedom. In
particular, the research will be aimed at applying the developed technique for the probabilistic
description of extreme events in ship rolling motion, in nonlinear water waves, and also in the
motion of ﬁnite-sized particles in ﬂuid ﬂows.
Appendix. In this appendix we provide details regarding the asymptotic expansion of the
integral in (17). According to Laplace’s method, this integral will be distributed near the
peak value of the term being exponentiated:
(39) θ(x, y;x0) = −(y
2 +m)2
2k2
− π
4T
2
y2
log(x/x0)
2.
To ﬁnd the maxima y∗ = maxy exp(θ(x, y;x0)), we diﬀerentiate (39) with respect to y:
∂θ
∂y
= −2y
(
y2
k2
+
m
k2
)
+
π
2T
2
y3
log(x/x0)
2.D
ow
nl
oa
de
d 
03
/1
6/
17
 to
 1
8.
51
.1
.6
3.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM and ASA. Unauthorized reproduction of this article is prohibited. 
PROBABILISTIC DESCRIPTION OF EXTREME EVENTS 735
To arrive at a closed form analytic approximation for y∗, we must determine the relative order
of magnitude of y. To this end, investigating the terms in the integral in (16), we note that
the maximum ymax of pΛ(y) will determine the order of magnitude of y,
d
dy
pΛ(y) =
d
dy
(
2y
kΦ(η)
√
2π
exp
(
−(y
2 +m)2
2k2
))
= 0 =⇒ 2y4 + 2my2 − k2 = 0;
thus if m2 
 k2, to leading order y2max  k2/2m so that y2 ∼ O(k2/m). Using this result, we
may approximate (39) by
∂θ
∂y
 2ym
k2
+
π
2T
2
y3
log(x/x0)
2 =⇒ y∗(x;x0) =
(
πk2
4mT
2
)1/4
log(x/x0)
1/2, m2 
 k2.
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