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Résumé
Nous établissons une formule du caractère pour les représentations unitaires admis-
sibles des groupes résolubles presque algébriques sur un corps p-adique et nous en
déduisons la mesure de Plancherel dans le cas unimodulaire.
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1 Introduction. Le but de ce travail est de donner une démonstration de la for-
mule de Plancherel pour une large classe de groupes de Lie résolubles unimodulaires
qui s’inscrit dans le cadre de la méthode des orbites de Kirillov-Duflo. Pour ce faire,
nous donnons une description globale des caractères des représentations unitaires ir-
réductibles génériques : en fait nous établissons au voisinage de chaque élément semi-
simple une formule du caractère. Notre formule s’inspire fortement de celles établies
dans le cas réel par Duflo-Heckman-Vergne [11] (séries discrètes des groupes réductifs),
Bouaziz [4] (représentations tempérées des groupes réductifs), Khalgui-Torasso [21]
(groupes presque algébriques réels). Notre démonstration de la formule de Plancherel
s’inspire également de celles mises en œuvre dans le cas réel par Duflo-Vergne [14] pour
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les groupes réductifs et par Khalgui-Torasso [22] pour les groupes presque algébriques
réels.
Soient k un corps local non archimédien de caractéristique zéro et ς un caractère non
trivial de (k,+). On considère (G,F,G) un groupe résoluble presque algébrique sur k
(voir le numéro 2.8 ci-après), on note g son algèbre de Lie et g∗ le dual de g. Dans [9],
M. Duflo a donné une paramétrisation du dual unitaire de G, l’ensemble des classes
des représentations unitaires irréductibles de G : pour chaque forme linéaire g sur g,
on note G(g) le stabilisateur de g dans G et g(g) son algèbre de Lie ; on désigne par
Mp(g/g(g)) le groupe métaplectique de Weil et on considère G(g)g le produit fibré
de G(g) par Mp(g/g(g)), c’est un revêtement d’ordre deux de G(g) dont l’élément
non trivial du noyau est noté (1,−1). On définit un caractère χg de uG(g)g, radical
unipotent de G(g)g, en posant,
χg(exp(X)) = ς(< g,X >), X ∈
ug(g).
On note YG(g) l’ensemble des classes des représentations unitaires irréductibles τ de
G(g)g dont la restriction à uG(g)g est multiple de χg et telle que τ(1,−1) = −Id. Si g
est de type unipotent (i.e. g est nulle sur un facteur réductif de g(g)) et τ un élément
de YG(g), M. Duflo [9] a associé au couple (g, τ) une classe de représentations unitaires
irréductibles de G, notée πg,τ . Si on désigne par YG l’ensemble des couples (g, τ), où
g est de type unipotent et τ ∈ YG(g), le groupe G opère naturellement dans YG et la
correspondance (g, τ) 7−→ πg,τ induit une bijection de G\YG sur le dual unitaire de G.
Supposons désormais que G est résoluble presque connexe, c’est-à-dire G/(F. uG) est
abélien, uG étant le radical unipotent de G. Nous montrons qu’il existe un voisinage
U de 0 dans g tel que, pour tout g ∈ g∗ de type unipotent et τ ∈ YG(g), il existe une
forme linéaire λτ sur g(g) dont la restriction à ug(g) est égale à celle de g et tel que, si
X ∈ U ∩ g(g), on ait
τ(expX) = ς(< λτ , X >) Id . (1.1)
Nous considérons ainsi l’orbite co-adjointe Og,λτ construite à partir d’un élément f qui
a même restriction que g au radical unipotent de g et dont la restriction à g(g) est λτ .
Soit s un élément semi-simple de G, G(s) son centralisateur dans G, et g(s) son algèbre
de Lie. On note Og,λτ ,s l’ensemble des points fixes de s dans Og,λτ . Lorsqu’il n’est pas
vide, Og,λτ ,s est une sous-variété localement fermée de g(s)
∗, réunion d’un nombre fini
de G(s)-orbites. On munit Og,λτ ,s de la mesure canonique (de Liouville) dµOg,λτ ,s , celle
dont la restriction à chaque G(s)-orbite qu’il contient est la mesure de Liouville. Nous
définissons une fonction φg,τ,s sur Og,λτ ,s : si l = x.f ∈ Og,λτ ,s tel que (1 − s) soit un
endomorphisme inversible de g/g(l), on a,
φg,τ,s(l) =Φ(ρx(s˜)) Tr(
xτ(s˜)), (1.2)
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où s˜ est un relevé de s dans G(l)g, ρx(s˜) est l’image de s˜ dans Mp(g/g(l)), et Φ est le
caractère de la représentation métaplectique de Mp(g/g(l)) associée à ς (le membre de
droite de (1.2) ne dépend ni du choix de x ∈ G tel que l = x.f , ni du choix de s˜ situé
au-dessus de s). La fonction φg,τ,s est G(s)-invariante. Voir le numéro 8.1.
Depuis [28], on sait que si l’orbite co-adjointe Og = G.g est fermée dans g∗ alors
πg,τ est admissible (à trace). On note Θg,τ son caractère, c’est la fonction généralisée,
G-invariante, sur G, définie par
Θg,τ (ϕdGx) = Tr(πg,τ (ϕdGx)), ϕ ∈ C
∞
c (G),
où dGx est une mesure de Haar sur G.
Si V est un voisinage ouvert G(s)-invariant assez petit de 1 dans G(s), l’image W de
G×V par l’application Ψ : (x, y) 7−→ xsyx−1 est un voisinage ouvert G-invariant de s
dans G et Ψ induit un difféomorphisme de l’espace fibré G ×G(s) V sur W. Par suite,
suivant la méthode de descente, Θg,τ possède une restriction θg,τ,s à V, symboliquement
définie par :
θg,τ,s(y) = Θg,τ(sy), y ∈ V.
Le résultat principal de la première partie du présent travail est le suivant.
Théorème 1.0.1 Soit s un élément semi-simple de G. Il existe un voisinage ouvert
Vs, G(s)-invariant, de 1 dans G(s) tel que pour tout (g, τ) ∈ YG, pourvu que l’orbite
co-adjointe Og soit fermée dans g
∗, l’on ait, pour tout β ∈ C∞c (Vs),
θg,τ,s(βdG(s)x) =
∫
Og,λτ ,s
̂(β ◦ exp dg(s)X)g(s) (l)φg,λτ ,s(l)dµOg,λτ ,s(l), (1.3)
où λτ est une forme linéaire sur g(g) vérifiant la condition (1.1), dG(s)x et dg(s)X sont
des mesures de Haar sur G(s) et g(s) respectivement qui se correspondent.
Il convient de rappeler ici que dans [28], nous avons démontré pour les groupes de Lie
à radical co-compact une formule du caractère au voisinage d’éléments semi-simples en
termes de transformées de Fourier de l’ensemble de points fixes de s dans Og, d’une
fonction bien définie sur ce dernier, et du caractère de la représentation τ . Cela dit,
l’ouvert de validité de la formule du caractère dépend de la représentation τ . De ce
fait, cette formule est insuffisante pour démontrer la formule de Plancherel de G.
Dans la deuxième partie, comme application de la formule (1.3), nous donnons, dans
le cas où G est unimodulaire, la mesure de Plancherel de G. Pour cela, nous étudions
les formes linéaires fortement régulières sur l’algèbre de Lie g. Un élément g ∈ g∗ est
dit régulier si dim g(g) est minimale. Alors g(g) est commutative, on note jg l’unique
facteur réductif de g(g). On dit que g est fortement régulier si de plus jg est de dimension
maximale. L’ensemble des éléments fortement réguliers de g∗, noté g∗t.r, est un ouvert
de Zariski, G-invariant, non vide de g∗. On montre qu’il existe un ouvert de Zariski
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ΩG, G-invariant, non vide de g∗, contenu dans g∗t.r et invariant par translation par les
éléments de (ug)⊥ tel que, pour tout g ∈ ΩG, l’orbite co-adjointe G.g est fermée dans
g∗. Notons ΩU , image de ΩG par l’application restriction de g∗ à (ug)∗. Alors, ΩU est
un ouvert de Zariski, non vide, G-invariant de (ug)∗.
Les sous-algèbres de Lie jg, g ∈ g∗t.r, sont appelées sous-algèbres de Cartan-Duflo. Toutes
les sous-algèbres de Cartan-Duflo dans g sontG-conjuguées (Proposition 12.1.1). Fixons
un représentant j de cette classe que l’on munit d’une mesure de Haar djX. On se donne
une mesure de Haar dgX (resp. dugX) sur g (resp. ug). Par la suite, nous montrons que,
pour chaque u ∈ ΩU , l’orbite G.u admet une mesure positive G-invariant dβG.u (cette
mesure dépend de dgX, dugX, et djX). Ainsi, il existe une unique mesure borélienne
positive µu sur G\(ug)∗ telle que l’on ait,
∫
(ug)∗
ψ(l)d(ug)∗ l=
∫
G\(ug)∗
dµu(ω)
∫
ω
ψ(l)dβω(l) (1.4)
pour toute fonction ψ, borélienne positive, ou intégrable sur (ug)∗.
Pour u ∈ ΩU , soit g ∈ ΩG de type unipotent dont la restriction à ug est u. Notons
jg l’unique facteur réductif de g(g). Il existe alors x ∈ G tel que jg = x.j. On munit
ainsi jg de la mesure de Haar djgX, image de la mesure de Haar djX par l’application
j −→ jg, X 7−→ x.X. Soit Rg un facteur réductif de G(g). On désigne par dRggx la
mesure de Haar sur Rgg tangente à la mesure de Haar djgX sur jg et par d(̂Rgg)
τ la
mesure de Plancherel de Rgg correspondante. On note
̂(Rgg)− l’ensemble des classes des
représentations unitaires irréductibles τ de Rgg telles que τ(1,−1) = −Id. On note dgτ
la mesure image de d
(̂Rgg)
τ sur YG(g) par l’application
̂(Rgg)− −→ YG(g), τ 7−→ τ ⊗ χg
(voir le numéro 14.1). On définit une fonction généralisée, G-invariante, ΘG.u sur G
par :
ΘG.u(ϕdGx) = 2
∫
YG(g)
Θg,τ (ϕdGx) dgτ, ϕ ∈ C
∞
c (G),
où dGx est la mesure de Haar sur G tangente à la mesure de Haar dgX sur g. Le résultat
principal de la deuxième partie du présent travail est le suivant.
Théorème 1.0.2 Pour tout ϕ ∈ C∞c (G), on a :
ϕ(1)=
∫
G\(ug)∗
Θω(ϕdGx)dµu(ω). (1.5)
Pour établir la formule (1.5), nous devons démontrer le résultat suivant :
ΘG.u(ϕdGx) =
∫
G.u
̂(ϕ|uG ◦ exp dugX)ug(l)dβG.u(l), ∀ϕ ∈ C
∞
c (G). (1.6)
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Pour ce faire, la formule (1.6) s’interprète comme une égalité entre fonctions généralisées
G-invariantes. En utilisant la formule (1.3), nous démontrons qu’elle est satisfaite sur
les voisinages semi-simples de chaque élément semi-simple de G. Les formules (1.4) et
(1.6) donnent alors la formule (1.5).
2 Notations et généralités
2.1 Dans la suite, k désigne un corps local non archimédien de caractéristique zéro,
O l’anneau des entiers, et ̟ une uniformisante de O. Le corps résiduel O/̟O est fini
de cardinal q et de caractéristique p. On note v la valuation normalisée de k : v(x) =
sup{n ∈ Z tel que x ∈ ̟nO}. On définit une valeur absolue sur k : |x|p = q−v(x), x ∈ k.
On fixe une clôture algébrique k¯ de k et on prolonge la norme p-adique | . |p de k à k¯
de la manière suivante : si x ∈ k¯×, on considère un corps L ⊂ k¯ contenant k et x et tel
que l’on ait [L : k] <∞. On pose
|x|k¯ = |NL/k(x)|
1
[L:k]
p ,
où NL/k désigne l’application norme de L sur k.
On fixe un caractère ς de k dans C× tel que
ς|O = 1 et ς|̟−1O 6= 1.
Pour a ∈ k, on note ςa le caractère de k dans C× défini par : ςa(t) = ς(at), t ∈ k.
D’après [41], l’application a ∈ k 7−→ ςa est un isomorphisme du groupe (k,+) sur le
groupe de ses caractères. Enfin, on désigne par dµ la mesure de Haar sur k telle que
dµ(O) = 1.
2.2 Si X est un espace topologique totalement discontinu (i.e. chaque point de X
admet une base de voisinages formée par des parties compactes ouvertes) on note
C∞c (X) le C-espace des fonctions localement constantes à support compacts. Si A est
une partie de X, on désigne par 1A sa fonction caractéristique.
2.3 Soit V un espace vectoriel de dimension finie sur k. On désigne par V ∗ l’espace
des formes linéaires sur V . Un réseau de V est unO-module, compact et ouvert. On sait
qu’un O-module L est un réseau de V si et seulement s’il existe une base (e1, . . . , en) de
V telle que L = Oe1+· · ·+Oen. On note L⊥ = {l ∈ V ∗ / ς(< l, v >) = 1, pour tout v ∈
L} le réseau de V ∗ que l’on appelle réseau dual de L relativement au caractère ς.
Si ϕ ∈ C∞c (V ) et dV v est une mesure de Haar sur V , on note ̂(ϕdV v)V ou (ϕdV )̂ V la
transformée de Fourier de la densité ϕdV v relativement à ς, c’est l’élément de C∞c (V
∗)
défini par :
̂(ϕdV v)V (l) =
∫
V
ϕ(v)ς(< l, v >)dV v, pour tout l ∈ V
∗.
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La base (e1, . . . , en) de V est dite univolumique pour la mesure de Haar dV v si l’on a
dV v(L) = 1. Si tel est le cas, on a :
̂(1LdV v)V = 1L⊥.
On appelle mesure duale (relativement à ς) de la mesure de Haar dV v, la mesure de
Haar dV ∗l sur V ∗ telle que l’on ait :
ϕ(0) =
∫
V ∗
̂(ϕdV v)V (l)dV ∗l, pour tout ϕ ∈ C
∞
c (V ).
Soit W un sous-espace vectoriel de V et dWw une mesure de Haar sur W . On appelle
mesure quotient de dV v par dWw, la mesure de Haar dV/W v˙ sur V/W donnée par :∫
V
ϕ(v)dV v =
∫
V/W
∫
W
ϕ(v + w)dWwdV/W v˙ , pour tout ϕ ∈ C
∞
c (V ).
D’autre part W⊥ = {l ∈ V ∗, l|W = 0} s’identifie naturellement à (V/W )∗. On munit
alors W⊥ de la mesure de Haar dW⊥λ duale de la mesure de Haar dV/W v˙. On a, pour
tout l ∈ W ∗,
̂(ϕ|WdWw)W (l) =
∫
W⊥
̂(ϕdV v)V (l˜ + λ)dW⊥λ, ϕ ∈ C
∞
c (V ),
où l˜ est un élément de V ∗ dont la restriction à W est l.
Soit Q une forme quadratique non dégénérée sur V . Il existe un nombre complexe γ(Q)
de module 1 satisfaisant l’équation suivante :
∫
V
∫
V
ϕ(v − w)ς(
1
2
Q(w))dVwdV v= cQγ(Q)
∫
V
ϕ(v)dV v, ϕ ∈ C
∞
c (V ), (2.1)
où cQ est une constante strictement positive (voir [40]).
2.4 On appelle k-espace symplectique tout couple (V,B) où V est un k-espace vec-
toriel de dimension finie et B une forme bilinéaire alternée non dégénérée sur V . Une
base (e1, . . . , en, f1, . . . , fn) de V est dite symplectique si
B(ei, ej) = B(fi, fj) = 0 et B(ei, fj) = δij , pour tout 1 ≤ i, j ≤ n,
δij étant le symbole de Kronecker. Si on identifie V et son dual V ∗ par B alors le réseau
r = ⊕ni=1Oei ⊕ ⊕
n
i=1Ofj est autoduale (i.e. r
⊥ = r) et la mesure de Haar sur V telle
que r soit de mesure 1 est la mesure de Haar autoduale, relativement à ς.
On note Sp(V,B) ou plus simplement Sp(V ) le groupe symplectique associé à (V,B) :
Sp(V ) = {x ∈ GL(V ) /B(xv, xw) = B(v, w), pour tout v, w ∈ V }.
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Un lagrangien de V est un sous-espace vectoriel totalement isotrope par rapport à B
et de dimension maximale. Pour qu’un sous-espace vectoriel de V soit un lagrangien il
faut et il suffit qu’il soit égal à son orthogonal par B. Le groupe symplectique Sp(V )
opère transitivement sur les lagrangiens de V .
2.5 Soit G un groupe localement compact. Par une mesure de Haar sur G, on entend
une mesure de Haar invariante à gauche. On se donne une mesure de Haar dGx sur G.
On note ∆G la fonction module de G :∫
G
ϕ(xy−1)dGx = ∆G(y)
∫
G
ϕ(x)dGx, ϕ ∈ C
∞
c (G), y ∈ G.
Soit H un sous-groupe fermé de G. On désigne par ∆H,G le morphisme de groupes de
H dans R∗+ défini par :
∆H,G(y) =
∆H(y)
∆G(y)
, pour tout y ∈ H,
et par Cc(G;H) le C-espace des fonctions ϕ sur G, continues à support compact modulo
H , vérifiant
ϕ(xy) = ∆H,G(y)ϕ(x), pour tout x ∈ G, y ∈ H.
Le groupe G opère par translations à gauche dans Cc(G;H) et il existe, à une constante
positive près, une unique forme linéaire positive, G-invariante, sur cet espace. Une telle
forme linéaire est appelée dans la suite une mesure invariante sur G/H . En particulier,
si dHx est une mesure de Haar sur H , il existe une unique mesure invariante dG/H x˙ sur
G/H telle que∫
G
ϕ(x)dGx =
∫
G/H
{
∫
H
ϕ(xy)∆H,G(y)
−1dHy}dG/Hx˙, pour tout ϕ ∈ C
∞
c (G).
La mesure invariante dG/H x˙ s’appelle le quotient des mesures de Haar dGx et dHx.
2.6 Soit G un groupe localement compact. Par représentation unitaire de G, on
entend une représentation unitaire continue de G dans un espace de Hilbert séparable.
Soit π une représentation unitaire de G dans H. Si ϕ ∈ C∞c (G) et dGx est une mesure
de Haar sur G, on définit l’opérateur π(ϕdGx) =
∫
G ϕ(x)π(x)dGx agissant dans H, en
posant, pour tout v, w ∈ H,
< π(ϕdGx)v, w >=
∫
G
ϕ(x) < π(x)v, w > dGx,
où < , > désigne le produit scalaire dans H.
On suppose de plus que la topologie sur G est totalement discontinue. Pour chaque
sous-groupe K de G, on désigne par
HK = {v ∈ H, π(x)v = v, pour tout x ∈ K}.
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La représentation π est dite admissible si, pour tout sous-groupe compact ouvert K de
G, on a dimHK < +∞. On voit que π est admissible si et seulement si les opérateurs
π(ϕdGx), ϕ ∈ C∞c (G), sont de rang finis. Si tel est le cas, on définit le caractère de π
comme étant la fonction généralisée sur G :
Θπ(ϕdGx) = Tr(π(ϕdGx)), ϕ ∈ C
∞
c (G).
2.7 Soit G un groupe algébrique défini sur k dont l’ensemble des points rationnels
est noté Gk. On désigne par uG son radical unipotent, c’est le plus grand sous-groupe
normal fermé unipotent de G. Il est défini sur k. Un facteur réductif défini sur k de
G est un sous-groupe réductif R (i.e. uR = {1}) défini sur k tel que G soit produit
semi-direct de R et de uG. Le sous-groupe R est appelé aussi un k-facteur réductif de
G. D’après ([3], Proposition 5.1)G possède un k-facteur réductif R et tout sous-groupe
réductif défini sur k de G est conjugué à un sous-groupe de R par un élément de uGk.
2.8 Un groupe presque algébrique est un triplet (G,F,G), où G est un groupe algé-
brique défini sur k, G un groupe localement compact et F un sous-groupe fini du centre
de G tels que G/F soit un sous-groupe d’indice fini de Gk, dense pour la topologie de
Zariski, et la projection canonique pG de G dans Gk soit continue.
Comme G/F est d’indice fini dans Gk, il est ouvert dans Gk et pG est un homéomor-
phisme local. Si bien que l’on peut munir G d’une structure de groupe de Lie sur k de
telle sorte que pG soit un difféomorphisme local. L’algèbre de Lie de G est canonique-
ment isomorphe à l’algèbre de Lie g de Gk. Nous dirons que g est l’algèbre de Lie du
groupe presque algébrique (G,F,G). Etant donné qu’un sous-groupe unipotent Uk de
Gk n’a pas de sous-groupe propre d’indice fini, il est contenu dans G/F . D’après ([9],
Lemme II.11) G contient un unique sous-groupe fermé U isomorphe à Uk par pG. Les
éléments de U sont appelés éléments unipotents de G. Il est clair que pG réalise une
bijection de l’ensemble des éléments unipotents de G sur ceux de Gk. Lorsque Uk est le
radical unipotent uGk de Gk, le sous-groupe correspondant de G, noté uG, est appelé
le radical unipotent de G. Si R est un k-facteur réductif de G alors G est produit
semi-direct de p−1G (Rk) et de
uG. Le sous-groupe p−1G (Rk) est appelé facteur réductif
de G. Si p−1G (Rk)/F est abélien, G est dit un groupe résoluble presque connexe .
Un élément de G est dit semi-simple si son image par pG est semi-simple de Gk. On
obtient une décomposition de Jordan dans G : chaque élément x de G s’écrit de manière
unique sous la forme
x= xs.xu = xu.xs, (2.2)
où xs est semi-simple appelé partie semi-simple de x et xu est unipotent appelé partie
unipotente de x.
Sauf mention explicite du contraire le groupeG opère sur lui-même par automorphismes
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intérieurs, sur g par l’action adjointe, et sur g∗ par l’action co-adjointe. Si Ω est une
orbite co-adjointe dans g∗, nous désignons par dµΩ la mesure de Liouville sur Ω (voir
[28], Paragraphe 11).
3 Voisinages semi-simples, Application exponentielle.
3.1 Soit (G,F,G) un groupe presque algébrique d’algèbre de Lie g. On rappelle
qu’un ouvertW deG est dit semi-simple (ouG-semi-simple s’il est nécessaire de préciser
le groupe G) s’il est invariant par conjugaison, et si, pour tout x ∈ G, on a x ∈ W si
et seulement si xs ∈ W, où xs est la partie semi-simple de x.
De même un ouvert V de g est dit semi-simple (ou G-semi-simple s’il est nécessaire de
préciser G) s’il est invariant par l’action adjointe de G, et si, pour tout X ∈ g, on a
X ∈ V si et seulement si Xs ∈ V, où Xs est la partie semi-simple de X.
Les ouverts semi-simples de G (resp. g) sont les ouverts d’une topologie, appelée la
toplologie semi-simple, sur G (resp. g).
3.1.1 On choisit désormais une réalisation de G comme un sous-groupe algébrique
de GLm(k¯), défini sur k, et donc g comme une sous-algèbre de Lie de glm(k). On pose,
pour X ∈ glm(k),
ρ(X) = sup
λ∈spec(X)
|λ|k¯,
où spec(X) désigne l’ensemble des valeurs propres de l’action de X dans k¯m. Pour
ε > 0, on pose
gε = {X ∈ g, ρ(X) ≤ ε},G
ε
k = {x ∈ Gk, ρ(x− 1) ≤ ε}.
Le résultat suivant est démontré dans [28].
Théorème 3.1.1 i) Les ouverts Gεk, ε > 0, forment une base de voisinages semi-
simples de 1 dans Gk.
ii) Les ouverts gε, ε > 0 sont invariants par translations par
ug et forment une base de
voisinages semi-simples de 0 dans g.
3.1.2 On fixe 0 < a < 1 tel que lim
n→∞
an
|n!|p
= 0 et que a > a
n
|n!|p
, pour tout n ≥ 2 (voir
[39], Lemme V.4). Le lemme suivant est dû à Harish-Chandra (non publié).
Lemme 3.1.1 L’application exponentielle
exp : glm(k)a −→ GLm(k)
a, X 7−→
∑
n≥0
Xn
n!
,
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est un difféomorphisme, dont l’inverse est l’application logarithme :
log(x) =
∑
n≥1
(−1)n−1
(x− 1)n
n
, x ∈ GLm(k)
a.
Si X ∈ glm(k)a et x ∈ GLm(k)
a, on a :
exp(yXy−1) = y exp(X)y−1 , log(yxy−1) = y log(x)y−1 , pour tout y ∈ GLm(k).
Pour 0 < ε ≤ a, on pose Gk,ε = exp(gε). On a la proposition suivante :
Proposition 3.1.1 Pour tout 0 < ε ≤ a, Gk,ε est un voisinage Gk-semi-simple de 1
dans Gk et l’application exponentielle exp réalise un difféomorphisme de gε sur Gk,ε.
Démonstration : Soit 0 < ε ≤ a. D’après ([6], Paragraphe II.12), si X = Xs +Xu ∈ gε
alors x = exp(X) ∈ Gk et on a xs = exp(Xs), xu = exp(Xu). De plus, l’application
exponentielle induit une bijection de l’ensemble des éléments nilpotents de g sur l’en-
semble des éléments unipotents de Gk. Ceci prouve que Gk,ε est un voisinage Gk-semi-
simple de 1 dans Gk. D’après le lemme 3.1.1, exp : gε −→ Gk,ε est un difféomorphisme
de gε sur Gk,ε.
3.1.3 Maintenant, nous allons remonter l’application exponentielle à G. On note
(G/F )inv =
⋂
x∈Gk
x(G/F )x−1.
Alors (G/F )inv est un sous-groupe normal, fermé, et d’indice fini de Gk ; il contient
tous les éléments unipotents de Gk. Ainsi (G/F )inv est un ouvert Gk-semi-simple dans
Gk. On pose
aG = sup{0 < ε ≤ a, tel que Gk,ε ⊂ (G/F )inv}, nF = cardinal de F,
et pour 0 < ε < aG,
Gε = {x
2nF , x ∈ p−1G (Gk,ε)}.
On a le résultat suivant.
Proposition 3.1.2 Pour tout 0 < ε < aG, on a :
i) Gε est un ouvert G-semi-simple de G.
ii) la restriction de pG à Gε est un difféomorphisme de Gε sur Gk,ε|2nF |p.
Démonstration : On note α1 : p
−1
G (Gk,ε)−→p
−1
G (Gk,ε|2nF |p), x 7−→ x
2nF ,
α2 : Gk,ε−→Gk,ε|2nF |p, x 7−→ x
2nF , et α3 : gε −→ gε|2nF |p, X 7−→ 2nFX.
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On considère le diagramme commutatif suivant :
gε
exp
//
α3

Gk,ε
α2

p−1G (Gk,ε)
α1

pGoo
gε|2nF |p exp //Gk,ε|2nF |p p
−1
G (Gk,ε|2nF |p)pG
oo
Puisque exp et α3 sont des difféomorphismes donc α2 l’est aussi. Comme pG est un
difféomorphisme local et α1 est continue, on déduit que α1 est un difféomorphisme
local. Il s’en suit que Gε est un ouvert de G, invariant par conjugaison par les éléments
de G. Soit x = xsxu ∈ G, où xs est la partie semi-simple et xu la partie unipotente de
x. Si xs ∈ Gε alors il existe y ∈ p
−1
G (Gk,ε) tel que xs = y
2nF . Écrivons pG(y) = exp(Y ),
avec Y ∈ gε semi-simple, et pG(xu) = exp(2nFZ) = z2nF , avec Z ∈ g unipotent. On a :
[Y, Z] = 0. En effet, puisque pG(xs) commute avec exp(2nFZ) donc pG(xs) commute
avec exp(tZ), t ∈ k. Si bien que l’on a exp(t adZ)Y = Y, pour tout t ∈ k. Par suite
[Y, Z] = 0. On en déduit que pG(y)z = zpG(y) ∈ Gk,ε. Soit z˜ l’élément unipotent de
G correspondant à z. Alors, il existe f ∈ F tel que yz˜ = f z˜y. Mais fnF (2nF−1) = 1,
on a x = y2nF z˜2nF = (yz˜)2nF ∈ Gε. Réciproquement, il est clair que si x ∈ Gε alors
xs ∈ Gε. Concernant le deuxième point, on a : pG(Gε) = Gk,ε|2nF |p. L’injectivité de la
restriction de pG à Gε se démontre sans difficulté. Le résultat se déduit du fait que pG
est un difféomorphisme local et de la proposition 3.1.1.
Pour 0 < ε < aG, on vient de démontrer que pG : Gε −→ Gk,ε|2nF |p est un difféomor-
phisme ; on note qG l’application inverse. On définit ainsi une application, appelée
application exponentielle, expG : gε|2nF |p −→ Gε, expG = qG ◦ exp .
3.1.4 Soit x un élément de G. On note Gk(pG(x)) le centralisateur de pG(x) dans
Gk. C’est un sous-groupe algébrique de Gk d’algèbre de Lie g(x). Soit 0 < ε ≤ a.
On a : Gk(pG(x))ε = Gk,ε ∩ Gk(pG(x)) et l’application exponentielle exp induit un
difféomorphisme de g(x)ε sur Gk(pG(x))ε. D’autre part, l’application :
p−1G (Gk(pG(x))) −→ F, y 7−→ xyx
−1y−1,
est un morphisme de groupes. Son noyau est G(x), le centralisateur de x dans G, qui
est un sous-groupe fermé et d’indice fini de p−1G (Gk(pG(x))). De plus, si y ∈ G(x) et
y = ysyu sa décomposition de Jordan, on a : ys, yu ∈ G(x). Pour 0 < ε < aG, on pose
G(x)ε = {y
2nF , y ∈ p−1G ((Gk(pG(x)))ε)}.
Lemme 3.1.2 Soit x ∈ G et 0 < ε < aG. On a G(x)ε = Gε ∩G(x) et la restriction de
expG à g(x)ε|2nF |p est un difféomorphisme de g(x)ε|2nF |p sur G(x)ε.
Démonstration : Si y ∈ p−1G (Gk(pG(x))ε), il existe f ∈ F tel que y.x = fx.y ; par suite
y2nF ∈ G(x). Ainsi G(x)ε ⊂ Gε ∩ G(x). Montrons maintenant l’inclusion inverse. Soit
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z ∈ Gε∩G(x). Par définition, il existe y ∈ p
−1
G (Gk,ε) tel que z = y
2nF . Ecrivons pG(y) =
exp(Y ) avec Y ∈ gε. On voit que Ad(pG(x)).Y = Y , et par suite exp(Y ) ∈ Gk(pG(x))ε.
Si bien que z ∈ G(x)ε.
La deuxième assertion du lemme résulte du fait que pG induit un difféomorphisme de
G(x)ε sur Gk(pG(x))ε|2nF |p, d’inverse la restriction de qG à Gk(pG(x))ε|2nF |p, et du fait
que exp réalise un difféomorphisme de g(x)ε|2nF |p sur Gk(pG(x))ε|2nF |p.
3.1.5 Soit u un idéal algébrique G-invariant de g et u une forme linéaire sur u. On
note H = G(u) et h = g(u). Si 0 < ε < aG, on pose
Hε = {y
2nF , y ∈ p−1G ((Gk(u))ε)}.
Lemme 3.1.3 Soit 0 < ε < aG. On a Hε = Gε ∩H et la restriction de expG à hε|2nF |p
est un difféomorphisme de hε|2nF |p sur Hε.
Démonstration : Soit x ∈ Gε ∩ H . Il existe y ∈ p
−1
G (Gk,ε) tel que x = y
2nF . Ecrivons
pG(y) = exp(Y ), Y ∈ gε. On a : pG(y2nF ) = exp(2nFY ) ∈ Gk(u). Puisque Gk(u) est
un sous-groupe algébrique de Gk, on a exp(2nFYs), exp(2nFYu) ∈ Gk(u). Il en résulte
que Ys, Yu ∈ h et que Y ∈ h. Ainsi exp(Y ) ∈ (Gk(u))ε. Si bien que x ∈ Hε. D’où
Hε = Gε ∩H .
3.1.6 Dans ce paragraphe, on suppose que g est résoluble. Soit t un facteur réductif
de g et Tk un facteur réductif de Gk d’algèbre de Lie t. Pour 0 < ε ≤ a, on note
Tk,ε = exp(tε), T = p
−1
G (Tk), et Tε = {y
2nF , y ∈ p−1G (Tk,ε)}.
Proposition 3.1.3 Si a est suffisamment petit alors, pour tout 0 < ε ≤ a, on a :
Gk,ε = Tk,ε
u
Gk,
qui est un sous-groupe normale de Gk. La loi dans Gk,ε est donnée par la formule de
Campbell Hausdorff. Si de plus 0 < ε < aG, on a Gε = Tε
uG, qui est un sous-groupe
normal de G.
Démonstration : Il est clair que, pour tout ε > 0, tε est un réseau de t et que la
famille (tε)ε>0 est une base de voisinages de 0 dans t. Il résulte de ([20], Lemme 1.1)
et du théorème 3.1.1 que si a est suffisamment petit, pour tout 0 < ε ≤ a, Gk,ε
est un sous-groupe normal de Gk et la loi dans Gk,ε est donnée par la formule de
Campbell Hausdorff. Comme Tk,ε et uGk sont des sous-groupes deGk,ε, on aTk,εuGk ⊂
Gk,ε. Démontrons l’inclusion inverse. D’après le théorème 3.1.1, on a gε = tε + ug.
Soit X ∈ tε et Y ∈ ug. En utilisant la formule de Campbell Hausdorff, on voit que
exp(−X) exp(X + Y ) ∈ uGk. Si bien que exp(X + Y ) ∈ Tk,εuGk.
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Supposons maintenant 0 < ε < aG. Soit x ∈ Gε et y ∈ p
−1
G (Gk,ε) tel que x = y
2nF .
Écrivons y = ysyu sa décomposition de Jordan. Quitte à conjuguer y par un élément de
uG, on peut supposer que ys ∈ p
−1
G (Tk,ε). Ainsi y
2nF
s ∈ Tε et par suite x = y
2nF
s y
2nF
u ∈
Tε
uG. Si bien que Gε ⊂ TεuG. D’autre part la restriction de pG à TεuG réalise une
bijection de TεuG sur Tk,ε|2nF |p
u
Gk = Gk,ε|2nF |p. D’après la proposition 3.1.2, on a
Gε = Tε
uG. La dernière assertion de la proposition découle du fait que Tε est un
sous-groupe normal de T et uG est un sous-groupe normal de G.
3.2 Dans ce paragraphe, on se donne un élément semi-simple s de G. On désigne
par λ1, . . . , λl (resp. ν1, . . . , νl′) les valeurs propres distinctes de pG(s) dans k¯m (resp. de
Ads dans gk¯ = k¯⊗k g). On définit les nombres a
′
g(s) et aG(s) que l’on note simplement
a′(s) et a(s) lorsque aucune confusion n’est possible,
a(s) = inf
i 6=j
{|λiλ
−1
j − 1|k¯, aG}, a
′(s) = inf
νi 6=1
{|νi − 1|k¯, |ν
−1
i − 1|k¯, aG}. (3.1)
Il est clair que a(s) ≤ a′(s), a(1) = aG, et que si Ads = Idg, a′(s) = aG. On a le résultat
suivant :
Lemme 3.2.1 Soit 0 < ε′(s) < a′(s) et 0 < ε(s) < a(s).
i) Soit y ∈ G(s)ε′(s). Si un vecteur d’un sous-quotient s-invariant de g ou de g
∗ est fixé
par sy, alors il est fixé par s.
ii) Soient g ∈ G, y, y′ ∈ G(s)ε(s) tels que l’on ait sy
′ = gsyg−1. Alors g ∈ G(s).
Démonstration : On commence par démontrer la première assertion du lemme. Soit
W un sous-quotient Ads-invariant de g et v ∈ W un vecteur fixé par Ad(sy). On
peut supposer que v 6= 0. Ecrivons v =
∑
ν vν , où ν parcourt l’ensemble des valeurs
propres de Ads dans Wk¯ et vν appartient au sous-espace propre correspondant. Soit ν
tel que vν 6= 0. Comme Ads et Ady commutent, on a Ad(sy).vν = vν et par suite vν
est vecteur propre de Ady pour la valeur propre ν−1. Ainsi, ν est le quotient de deux
valeurs propres α1 et α2 de pG(y) dans k¯m. On a :
|ν−1 − 1|k¯ = |
α2
α1
− 1|k¯ ≤ max{|α1 − 1|k¯, |α2 − 1|k¯} ≤ ε
′(s).
Compte tenu du choix de ε′(s), on a nécessairement ν = 1. Si bien que l’on a Ads.v = v.
On démontre de la même façon que si un sous-quotient Ad∗s-invariant de g∗ est fixé
par Ad∗(sy) alors il est fixé par Ad∗s.
Démontrons maintenant la deuxième assertion : si λ est une valeur propre de pG(s),
on note Vλ le sous-espace propre correspondant. Chacun de ces sous-espaces propres
est stable par pG(ys) et pG(y′s). Soit 1 ≤ i ≤ l et v ∈ Vλi un vecteur propre de pG(sy
′
s)
pour une valeur propre λ. Comme sy′s est conjugué à sys, λ est aussi une valeur propre
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de pG(sys). Il existe donc 1 ≤ j ≤ l et α (resp. α′) une valeur propre de pG(ys) (resp.
pG(y
′
s)) tels que λ = λjα = λiα
′. On a :
|
λi
λj
− 1|k¯ = |
α
α′
− 1|k¯ ≤ max{|α− 1|k¯, |α
′ − 1|k¯} ≤ ε(s)|2nF |p ≤ ε(s).
Vu le choix de ε(s), j = i et donc α = α′. On en déduit que pG(g).v ∈ Vλi. Si bien que,
pG(g) commute à pG(s). Ainsi, il existe f ∈ F tel que gsg−1 = fs. Mais, ceci implique
que y′ = fgyg−1 et par suite f = 1. D’où g ∈ G(s).
3.3 Soit (M,F,M) un groupe presque algébrique réductif d’algèbre de Lie m.
Proposition 3.3.1 On a :
i) Si X ∈ m est nilpotent, 0 est dans l’adhérence de l’orbite de X sous l’action adjointe
de M (pour la topologie p-adique).
ii) Si x ∈ M alors xs, la partie semi-simple de x, appartient à l’adhérence de l’orbite
de x sous l’action conjugaison de M (pour la topologie p-adique).
iii) Si X ∈ m alors Xs, la partie semi-simple de X, appartient à l’adhérence de l’orbite
de X sous l’action adjointe de M (pour la topologie p-adique).
Démonstration : D’après ([3], Corollaire 6.6), les éléments nilpotents de m forment un
nombre fini de classes pour l’action adjointe de Mk. Etant donné que M/F est d’indice
fini de Mk, on a le même résultat pour l’action adjointe de M . Soit X ∈ m nilpotent
et t ∈ k× tel que |t|p < 1. On considère la suite (tnX)n∈N. D’après ce qui précède, il
existe n1, n2 ∈ N avec n1 < n2 tels que tn1X et tn2X soient dans une même M-orbite ;
soit y ∈M tel que y.X = tn2−n1X. Alors la suite (ym.X)m∈N converge vers 0.
Montrons maintenant l’assertion ii). Soit x = xsxu ∈M , où xs est la partie semi-simple
et xu la partie unipotente de x. Écrivons xu = exp(X), X ∈ m(xs) nilpotent. Comme
m(xs) est réductive, en utilisant le raisonnement précédent, on en déduit qu’il existe
y ∈ (M/F )(pM(xs)) tel que la suite (ym.X)m∈N converge vers 0, pM étant la projection
canonique de M dans Mk. Ainsi la suite (ymxuy−m)m∈N converge vers 1. Soit y˜ ∈ M
tel que pM(y˜) = y. Alors y˜nF commute avec xs et la suite (y˜nFmxy˜−nFm)m∈N converge
vers xs. La preuve de iii) est de même style que celle de ii).
Lemme 3.3.1 Soit Ω un voisinage ouvert M-invariant de 0 (resp. 1) dans m (resp.
M). Alors, il existe ε > 0 tel que mε ⊂ Ω (resp. Mε ⊂ Ω).
Démonstration : En effet, si ce n’était pas le cas, on pourrait construire une suite
(Xm)m∈N× d’éléments de m telle que, pour tout m ∈ N×,
(1) Xm ∈ m 1
m
;
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(2) Xm /∈ Ω.
On note Xm,s la partie semi-simple de Xm,m ∈ N×. On a Xm,s ∈ m 1
m
, m ∈ N×. Comme
Xm,s est dans l’adhérence de l’orbite de Xm (Proposition 3.3.1), on voit que Xm,s /∈ Ω,
m ∈ N×. On peut supposer que, pour tout m ∈ N×, Xm est semi-simple. Puisque m ne
possède qu’un nombre fini de classes de conjugaison de sous-algèbres de Cartan (voir
[3], Corollaire 6.5), on peut supposer également qu’il existe une sous-algèbre de Cartan
h telle que Xm ∈ h 1
m
, pour tout m ∈ N×. Comme (h 1
m
)m∈N× est une base de voisinages
de 0 dans h donc (Xm)m∈N× converge vers 0. Si bien que Xm ∈ Ω pour m suffisamment
grand.
Soit 0 < ε′ < aM . Alors expM(mε′|2nF |p) ∩ Ω est un voisinage ouvert M-invariant
de 1 dans M . D’après le raisonnement précédent, il existe 0 < ε < aM tel que
expM(mε|2nF |p) ⊂ expM(mε′|2nF |p) ∩ Ω.
3.4 Soit (G,F,G) un groupe presque algébrique d’algèbre de Lie g et 0 < ε < aG.
Soit m est un réseau de g contenu dans gε|2nF |p et tel que [m,m] ⊂ m. Si m est un
entier suffisamment grand alors expG(̟
mm) est un sous-groupe compact ouvert de G
contenu dans Gε. On se donne une mesure de Haar dGx (resp. dgX) sur G (resp. g).
On dit que dGx et dgX sont tangentes (ou se correspondent) si∫
G
1expG(̟mm)(x)dGx =
∫
g
1̟mm(X)dgX.
Soit H un sous-groupe fermé de G d’algèbre de Lie h, et dHx (resp. dhX) une mesure
de Haar sur H (resp. h) telles que ces deux mesures soient tangentes. Alors la mesure
invariant dG/H x˙ ne dépend de dgX et dhX que par la mesure quotient dg/hX˙ sur g/h.
On dit aussi que dG/H x˙ et dg/hX˙ sont tangentes.
4 Méthode de descente. Dans ce paragraphe, nous allons exposer la méthode de
descente due à Harish-Chandra dans le cas réductif p-adique (voir [19]), à M. Duflo et
M. Vergne dans le cas des groupes presque algébriques réels (voir [13]), et étendu par
l’auteur au cas des groupes presque algébriques p-adiques (voir [28]).
4.1 On a le résultat suivant qui est dû à Harish-Chandra (voir [19]).
Proposition 4.1.1 Soient X et Y deux variétés k-analytiques et f : X −→ Y une
submersion surjective. Soient µX et µY deux formes volumes sur X et Y respectivement.
Alors, pour tout α ∈ C∞c (X), il existe une unique fonction fα ∈ C
∞
c (Y ) telle que, pour
tout β ∈ C∞c (Y ), on ait
∫
X
α(x)(β ◦ f)(x)dµX(x) =
∫
Y
fα(y)β(y)dµY (y). (4.1)
De plus, supp(fα) ⊂ f(supp α) et si β est une fonction mesurable sur Y alors β est
localement intégrable sur Y si et seulement si β ◦ f l’est sur X et, dans ce cas, l’égalité
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(4.1) reste vraie. L’application α 7→ fα est surjective de C
∞
c (X) sur C
∞
c (Y ).
4.2 Considérons la situation suivante : soit (G,F,G) un groupe presque algébrique
d’algèbre de Lie g et s un automorphisme de G dont la différentielle, notée encore s,
est un automorphisme semi-simple de g. On note G(s) le sous-groupe des points fixes
de s dans G et g(s) son algèbre de Lie. On désigne par ν1, . . . , νl les valeurs propres
distinctes de s dans gk¯ = k¯ ⊗k g. On pose
a′(s) = inf
νi 6=1
{|νi − 1|k¯, |ν
−1
i − 1|k¯, aG}.
Pour 0 < ε < a′(s), on considère l’application ψ : G×G(s)ε −→ G, (y, z) 7→ yzs(y−1).
C’est une submersion en tout point. Ainsi l’image de ψ, notée W(s, ε), est un ouvert
de G, ∗-invariant, où ∗ est l’opération de G sur lui-même définie par :
y ∗ z = yzs(y−1), y, z ∈ G.
On munit G (resp. G(s)) d’une mesure de Haar dGx (resp. dG(x)y). Si α ∈ C∞c (G ×
G(s)ε), on désigne par βα l’élément de C∞c (G(s)ε), défini par
βα(y) =
∫
G
α(x, y)dGx, y ∈ G(s)ε.
Théorème 4.2.1 On suppose que G est unimodulaire. Soit 0 < ε < a′(s). Soit Θ une
fonction généralisée ∗-invariante sur W(s, ε). Il existe une unique fonction généralisée
θs sur G(s)ε, G(s)-invariante telle que, pour toute α ∈ C
∞
c (G×G(s)ε), on ait
Θ(ψαdGx) = θs(βαdG(s)y).
De plus, si θs = 0 alors Θ = 0.
Exemple : Soit π une représentation admissible de G et S un opérateur borné et inver-
sible dans l’espace de π tels que l’on ait
Sπ(x)S−1 = π(s(x)), pour tout x ∈ G.
La fonction généralisée Λ sur G définie par :
Λ(ϕdGx) = Tr(S ◦ π(ϕdGx)), ϕ ∈ C
∞
c (G)
est ∗-invariante. On obtient ainsi une fonction généralisée λs sur G(s)ε, G(s)-invariante,
qui détermine entièrement Λ sur W(s, ε).
4.3 Dans ce paragraphe, on se donne un groupe presque algébrique (G,F,G) d’al-
gèbre de Lie g, s un élément semi-simple de G. On reprend les notations de la section
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3.2. Pour 0 < ε(s) < a′(s), on considère l’application analytique :
Ψ : G×G(s)ε(s) −→ G, (x, y) 7−→ xsyx
−1.
Alors, Ψ est une submersion et son image, noté WG(s, ε(s)) ou simplement W(s, ε(s))
lorsque aucune confusion n’est possible, est un ouvert G-semi-simple. De plus, d’après
le lemme 3.2.1, si ε(s) < a(s), alors Ψ induit un difféomorphisme Ψ¯ de l’ouvert
G ×G(s) G(s)ε(s) du fibré vectoriel G ×G(s) G(s) sur W(s, ε(s)). On choisit une me-
sure de Haar dGx (resp. dG(s)y) sur G (resp. G(s)). On munit G/G(s) de la mesure
invariante dG/G(s)x˙. On a le résultat suivant.
Théorème 4.3.1 Soit 0 < ε(s) < a′(s) tel que Ψ¯ soit un difféomorphisme. Soit Θ une
fonction généralisée G-invariante surW(s, ε(s)). Il existe une unique fonction générali-
sée θ, G(s)-invariante, sur G(s)ε(s), telle que, pour toute fonction ϕ ∈ C
∞
c (W(s, ε(s))),
on ait
∫
W(s,ε(s))
Θ(x)ϕ(x)dGx=
∫
G/G(s)
| detAdxg|p{
∫
G(s)ε(s)
θ(y)ϕ(xsyx−1)×
×| det(Ad(sy)−1 − 1)(Ads−1)g|pdG(s)y}dG/G(s)x˙. (4.2)
Réciproquement : si θ est une fonction généralisée, G(s)-invariante, sur G(s)ε(s), la
formule (4.2) définit une fonction généralisée Θ, G-invariante, sur l’ouvert W(s, ε(s)).
Entensions de représentations du groupe de Heisenberg
5 Dans cette section, nous rappelons certains résultats sur la représentation de Weil
et le groupe métaplectique. On peut consulter [28], [40], [32] et [26].
5.1 Soit G un groupe localement compact, H un sous-groupe fermé de G, et π
une représentation unitaire de H dans un espace de Hilbert H. On note IndGHπ la
représentation induite que l’on réalise dans l’espace des fonctions ϕ sur G à valeurs
dans H mesurables telles que
ϕ(xy) = ∆H,G(y)
1
2π(y−1)ϕ(x) , pour x ∈ G , y ∈ H et
∫
G/H
||ϕ(x)||2HdG/H x˙ <∞.
Le groupe G agit sur cet espace par translations à gauche.
5.2 Soit U un groupe algébrique unipotent défini sur k dont Uk est l’ensemble des
points rationnels. On désigne par u l’algèbre de Lie de Uk. À toute forme linéaire u
sur u, on associe une classe de représentations unitaires irréductibles de Uk par la
méthode des orbites de Kirillov [23]. Soit l une polarisation en u et on note L = exp(l)
le sous-groupe unipotent de Uk d’algèbre de Lie l. On définit un caractère χu,l de L,
en posant :
χu,l(expX) = ς(< u,X >), pour tout X ∈ l.
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On considère la représentation induite IndUk
L
χu,l, notée πu,l, réalisée dans l’espace de
Hilbert Hl défini en numéro 5.1. Alors πu,l est une représentation unitaire irréductible
de Uk. Sa classe ne dépend pas de l, on la note πu. Rappelons que πu ne dépend que
de l’orbite co-adjointe de u.
5.3 On reprend les notations du numéro 5.2. Soit u ∈ u∗, l et l′ deux polarisations
en u. On note Fl ′,l l’opérateur d’entrelacement canonique de Hl dans Hl ′ . Il est défini
par la propriété suivante : il existe une mesure dy˙, L′-invariante, sur L′/L ∩ L′ telle
que, pour tout α ∈ Hl, continu à support compact modulo L, on ait :
Fl ′,lα(x) =
∫
L′/L∩L ′
α(x.y)χu,l ′(y)dy˙, x ∈ Uk.
La mesure dy˙ sur L′/L ∩ L′ est déterminée par le fait que Fl ′,l est une isométrie de Hl
dans Hl ′.
5.4 Soit (V,B) un espace symplectique. On note H = V ×k le groupe de Heisenberg
associé. La loi dans H est donnée par
(v, t).(v′, t′) = (v + v′, t+ t′ +
1
2
B(v, v′)), pour tout v, v′ ∈ V et t, t′ ∈ k.
Alors, H est un groupe unipotent d’algèbre de Lie h = V × k, où le crochet de Lie est
donné par
[(v, t), (v′, t′)] = (0, B(v, v′)), pour tous v, v′ ∈ V et t, t′ ∈ k.
On note E = (0, 1) ∈ h. C’est un élément central de h et on a : h = V ⊕ kE, où on
a identifié V avec le sous-espace vectoriel de h constitué des vecteurs (v, 0), v ∈ V .
L’application exponentielle exp : h −→ H est donnée par
exp(v + tE) = (v, t), pour tout v ∈ V , t ∈ k.
Le groupe symplectique Sp(V ) opère dans h par la formule
g.(v + tE) = g.v + tE, pour tout v ∈ V , t ∈ k.
En composant avec l’application exponentielle, Sp(V ) opère aussi dans H :
g. exp(v + tE) = exp(g.v + tE), pour tout v ∈ V , t ∈ k.
Soit a0 ∈ k× et E∗a0 la forme linéaire sur h définie par :
E∗a0(E) = a0 , Ea0 |V = 0.
Soit également ℓ un lagrangien de (V,B). Alors l = ℓ⊕ kE est une polarisation en E∗a0
et la représentation (πE∗a0 ,l,Hl) de H est unitaire irréductible. Elle vérifie la relation
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πE∗a0 ,l(0, t)= ςa0(t)IdHl , pour tout t ∈ k. (5.1)
Pour x ∈ Sp(V ), on pose
xπE∗a0 ,l(h) = πE
∗
a0
,l(x
−1.h), h ∈ H.
Alors xπE∗a0 ,l est aussi une représentation unitaire irréductible de H et vérifie la formule
(5.1). D’après le théorème de Stone-Von Neumann, xπE∗a0 ,l est équivalente à πE∗a0 ,l. Soit
A(x) l’opérateur de Hl dans Hx.l défini par : A(x)α(y) = α(x−1.y), α ∈ Hl, y ∈ H .
On pose
S ′E∗a0 ,ℓ
(x) =
1
||A(x)||
Fl, x.l ◦ A(x). (5.2)
Alors, on a :
S ′E∗a0 ,ℓ
(x)−1πE∗a0 ,l(y)S
′
E∗a0 ,ℓ
(x) = xπE∗a0 ,l(y) , pour tout y ∈ H.
De plus, S ′E∗a0 ,ℓ
: Sp(V ) −→ U(Hl) est une représentation projective de Sp(V ) dans
U(Hl), le groupe des opérateurs unitaires de Hl. On désigne par Mp(V ) l’ensemble
des couples (x, φ), où x ∈ Sp(V ) et φ est une fonction sur les lagrangiens de V véri-
fiant les propriétés (15) et (16) de ([28], Paragraphe 24.4). On munit Mp(V ) de la loi
de composition interne introduite dans ([28], Paragraphe 24.4). Il résulte de [40] que
Mp(V ) est un groupe topologique, localement compact, dont la première projection
fait un revêtement à deux feuillets de Sp(V ). Le groupe Mp(V ) s’appelle le groupe
métaplectique et
SE∗a0 ,ℓ : Mp(V ) −→ U(Hl), (x, φ) 7−→ φ(ℓ)S
′
E∗a0 ,ℓ
(x)
est une représentation fidèle. Elle ne dépend pas du lagrangien ℓ, on la note simplement
SE∗a0 . C’est la représentation métaplectique de Mp(V ). Le résultat suivant est bien
connu.
Théorème 5.4.1
i) Les différents groupes Mp(V ), quand a0 décrit k
×, sont canoniquement isomorphes.
ii) La représentation métaplectique SE∗a0 ne dépend de a0 que par sa classe dans k
×/k×
2
.
5.5 Une fonction sur le groupe métaplectique. Soit x ∈ Mp(V ) et x = s˜.xu
sa décomposition de Jordan, s˜ = (s, ψs) étant la partie semi-simple de x et xu étant
la partie unipotente de x. Soit également (1− s).V = W1 ⊕W2 une décomposition en
somme directe orthogonale par rapport à B, où W1 est un sous-espace symplectique
s-invariant possédant un lagrangien ℓ1 stable sous l’action de s etW2 est un sous-espace
symplectique s-invariant possédant un lagrangien ℓ2 tel que (s.ℓ2) ∩ ℓ2 = 0 (voir [28],
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Lemme 27). On considère la forme quadratique Qs,ℓ2 sur ℓ2 :
Qs,ℓ2(v) = B(v, (s
−1 − 1)−1.v), pour tout v ∈ ℓ2.
On note γa0(Qs,ℓ2) = γ(a0Qs,ℓ2) le nombre complexe de module 1 associé à la forme
quadratique a0Qs,ℓ2 par la formule (2.1). On pose
Φa0(x) = Φa0(s˜) = ψs(ℓ0 + ℓ1 + ℓ2)γa0(Qs,ℓ2), (5.3)
ℓ0 étant un lagrangien de V (s). D’après ([28], Corollaire 27) le nombre Φa0(x), est bien
défini, ne dépend ni du choix de la décomposition (1−s).V = W1⊕W2 ni du choix des
lagrangiens ℓ0, ℓ1, ℓ2 de V (s), W1 et W2 respectivement. La formule (5.3) définit une
fonction Φa0 sur Mp(V ), invariante par conjugaison par les éléments de Mp(V ).
5.6 Une formule du caractère. On se donne un élément semi-simple s de Sp(V ).
On choisit s˜ = (s, ψs) un relèvement de s dans Mp(V ). On considère l’action de H sur
lui-même définie par
x ∗ y = xys(x−1), pour tout x, y ∈ H.
L’application Ψ : H ×H(s) −→ H , (x, y) 7−→ x ∗ y est une submersion surjective. On
pose
Λs˜(ϕdHx) = Tr(SE∗a0 (s˜)πE∗a0 (ϕdHx)), pour tout ϕ ∈ C
∞
c (H),
dHx étant une mesure de Haar sur H . Ceci a un sens puisque πE∗a0 est admissible et
SE∗a0 (s˜) est un opérateur borné. Alors Λs˜ est fonction généralisée sur H , ∗-invariante.
On désigne par λs˜ la fonction généralisée sur H(s) associée à Λs˜ par le théorème 4.2.1.
Alors λs˜ détermine entièrement Λs˜, et elle est H(s)-invariante. On note OE∗a0 l’orbite
co-adjointe de E∗a0 sous l’action de H et OE∗a0 ,s = OE∗a0 ∩ h
∗(s) l’ensemble des points
fixes de s dans OE∗a0 . Alors OE∗a0 ,s est une H(s)-orbite.
Théorème 5.6.1 Pour tout β ∈ C∞c (H(s)), on a :
λs˜(βdH(s)y)=Φa0(s˜)| det(1− s)(1−s)V |
− 1
2
p
∫
OE∗a0 ,s
(β ◦ exp dh(s)Y )̂ h(s) (l)dµOE∗a0 ,s
(l),
où dH(s)y est une mesure de Haar sur H(s) et dh(s)Y est la mesure de Haar sur h(s)
tangente à dH(s)y.
Lorsque a0 = 1, le théorème ci-dessus est le théorème 28 de [28].
5.6.1 Dans la suite, on utilise les notations suivantes :
Vs = (1− s)V, h2,s = Vs + kE, H2,s = exp(h2,s), E
∗
2,s = E
∗
a0|h2,s,
s2 = s|Vs, la restriction de s à Vs, et s˜2 un relèvement de s2 dans Mp(Vs). On se
donne un lagrangien ℓ2 de Vs. On note l2 = ℓ2⊕ kE. C’est une polarisation en E∗2,s. On
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désigne par (πE∗2,s ,H2) la représentation unitaire irréductible de H2,s associée à E
∗
2,s par
la méthode des orbites de Kirillov et réalisée dans l’espace de Hilbert H2 = Hℓ2 , et par
SE∗2,s la représentation métaplectique de Mp(Vs) associée au caractère ςa0 et réalisée
dans le même espace de Hilbert H2.
Désignons par ν1, . . . , νl les valeurs propres distinctes de s dans Vk¯ = k¯⊗k V . On pose :
a′(s)Sp(V ) = inf
νi 6=1
{|νi − 1|k¯, |ν
−1
i − 1|k¯, a}.
Soit 0 < ε(s) < a′(s)Sp(V ). On note
W(s˜2, ε(s)) = {x˜s˜2y˜x˜
−1, y˜ ∈Mp(Vs)(s˜2)ε(s), x˜ ∈Mp(Vs)}.
Pour z˜ ∈ W(s˜2, ε(s)) et α ∈ C∞c (Vs), on considère l’opérateur, de rang fini, agissant
dans H2 :
Jα(z˜) = SE∗2,s(z˜)
∫
Vs
α(v)πE∗2,s(exp(z˜
−1.v) exp(−v))dVsv, (5.4)
dVsv étant une mesure de Haar sur Vs. On a le résultat suivant.
Proposition 5.6.1 On suppose que z˜ est semi-simple. Pour tout α ∈ C∞c (Vs) telle que∫
Vs
α(v)dVsv = 1, on a :
Tr(Jα(z˜)) =Φa0(z˜)| det(1− z˜)Vs|
− 1
2
p . (5.5)
Démonstration : C’est une conséquence de ([28], Proposition 29.3.3).
5.6.2 Dans la suite, on a besoin du résultat suivant.
Lemme 5.6.1 Soit α ∈ C∞c (Vs). Il existe un sous-groupe ouvert K de GL(Vs) tel que
α(x.v) = α(v), pour tous v ∈ Vs, x ∈ K.
Démonstration : Puisque α ∈ C∞c (Vs), il existe r un réseau de Vs, v1, . . . , vm ∈ Vs, et
c1, . . . , cm ∈ C tels que
α =
∑
1≤j≤m
cj1vj+r.
L’ensemble
K =
⋂
1≤j≤m
{x ∈ GL(Vs), x(vj)− vj ∈ r, x(r) = r}
est un sous-groupe ouvert de GL(Vs) et remplit les conditions voulues.
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Proposition 5.6.2 Soit α ∈ C∞c (Vs) et y˜0 ∈Mp(Vs)(s˜2)ε(s). Il existe un voisinage Vy˜0
de y˜0 dans Mp(Vs)(s˜2) contenu dans Mp(Vs)(s˜2)ε(s) tel que
Jα(s˜2y˜) = Jα(s˜2y˜0), pour tout y˜ ∈ Vy˜0 .
Démonstration : D’après le lemme 3.1.2, la projection canonique de Mp(Vs) dans
Sp(Vs) induit un difféomorphisme ps : Mp(Vs)(s˜2)ε(s) −→ Sp(Vs)(s2)ε(s)|4|p. Pour y ∈
Sp(Vs)(s2)ε(s)|4|p, on note y˜ = p
−1
s (y). On a :
Jα(s˜2y˜) = SE∗2,s(s˜2y˜)J
′
α(s2y),
où
J ′α(s2y) =
∫
Vs
α(v)πE∗2,s(exp((s2y)
−1.v) exp(−v))dVsv.
Un calcul immédiat donne
J ′α(s2y)=
∫
Vs
α(v)πE∗2,s(exp(((s2y)
−1 − 1).v))ςa0(−
1
2
B(((s2y)
−1 − 1).v, v))dVsv
= | det((s2y)
−1 − 1)Vs|
−1
p∫
Vs
α(((s2y)
−1 − 1)−1.v)πE∗2,s(exp(v))ςa0(−
1
2
B(v, ((s2y)
−1 − 1)−1v))dVsv.
D’après le lemme ci-dessus, il existe un sous-goupe ouvert K de GL(Vs) tel que
α(((s2y0)
−1 − 1)−1x.v) = α(((s2y0)
−1 − 1)−1v), ∀ v ∈ Vs, ∀ x ∈ K.
Il en résulte qu’il existe un sous-groupe compact ouvert K ′ de Sp(Vs)(s2) contenu dans
Sp(Vs)(s2)ε(s)|4|p tel que l’on ait y0K
′ ⊂ Sp(Vs)(s2)ε(s)|4|p et
α(((s2y)
−1 − 1)−1.v) = α(((s2y0)
−1 − 1)−1.v), ∀ y ∈ y0K
′, ∀ v ∈ V.
Maintenant, soit rs un réseau de Vs contenant ((s2y0)−1 − 1).supp(α). L’application
η : (y, v) 7−→ ςa0(−
1
2
B(v, ((s2y0y)
−1 − 1)−1v)) de K ′ × rs dans C×, est localement
constante. On en déduit qu’il existe un sous-groupe compact ouvert K0 contenu dans
K ′ tel que l’on ait
η(y, v) = η(1, v), pour tout (y, v) ∈ K0 × rs.
Si bien que l’on a :
J ′α(s2y0y) = J
′
α(s2y0), pour tout y ∈ K0.
On note alors K˜0 = p−1s (K0).
D’autre part, pour m ∈ N et w ∈ ωmrs, on a :
22
πE∗2,s(exp(w))J
′
α(s2y0)= | det((s2y0)
−1 − 1)Vs|
−1
p
∫
Vs
α(((s2y0)
−1 − 1)−1.(v − w))
×πE∗2,s(exp(v))ςa0(−
1
2
B(v − w, ((s2y0)
−1 − 1)−1(v − w)))
×ςa0(
1
2
B(w, v))dVsv.
Ainsi, si m est suffisamment grand, on a :
πE∗2,s(exp(w))J
′
α(s2y0) = J
′
α(s2y0) , pour tout w ∈ ω
mrs.
Posons Km = exp(ωmrs+Oa0E). Si m est suffisamment grand, Km est un sous-groupe
compact ouvert de H2,s. Comme πE∗2,s est admissible, H
Km
2 est de dimension finie.
Notons M = Sp(Vs)(rs) et MVs son image réciproque dans Mp(Vs). Alors, (SE∗2,s)|MVs
laisse invariant HKm2 et elle induit une représentation continue du groupe M
Vs dans
HKm2 . Puisque GL(H
Km
2 ) n’a pas de sous-groupes non triviaux arbitrairement petits,
il existe un sous-groupe ouvert M˜ de MVs tel que (SE∗2,s)|M˜ = IdHKm2 . L’ensemble
y˜0.(M˜ ∩ K˜0) est un voisinage de y˜0 ayant les propriétés voulues.
5.6.3 On reprend les notations des sections 5.6.1 et 5.6.2. Soit α ∈ C∞c (Vs) tel que∫
Vs
α(v)dVsv = 1. On définit une application :
Tα :W(s˜2, ε(s)) −→ C, z˜ 7−→ | det(1− z˜)Vs|
1
2
pTr(Jα(z˜)).
Proposition 5.6.3 On a :
Tα = Φa0 |W(s˜2,ε(s)). (5.6)
Si ε(s) est suffisamment petit, alors
Tα(z˜) = Tα(s˜2), ∀ z˜ ∈ W(s˜2, ε(s)), ∀a0 ∈ k
×. (5.7)
Démonstration : On a :
Tα(x˜z˜x˜
−1)= Tαx˜(z˜), z˜ ∈ W(s˜2, ε(s)), x˜ ∈Mp(Vs), (5.8)
où αx˜ est l’élément de C∞c (Vs) défini par : α
x˜(v) = α(x˜.v), pour tout v ∈ Vs. Il
résulte du lemme 5.6.1, de la proposition 5.6.2, et de l’égalité (5.8) que l’application
Tα est localement constante. D’après la proposition 5.6.1, l’égalité (5.6) est vraie sur
les éléments semi-simples deW(s˜2, ε(s)). Mais l’ensemble des éléments semi-simples de
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Mp(Vs) qui sont contenus dans W(s˜2, ε(s)) est dense dans W(s˜2, ε(s)). On en déduit
que l’application Tα ne dépend pas de α pourvu que
∫
Vs α(v)dVsv = 1. Il en résulte que
Tα est invariante par conjugaison par les éléments de Mp(Vs). Soit z˜ ∈ W(s˜2, ε(s)).
Ecrivons z˜ = z˜sz˜u, où z˜s est la partie semi-simple de z˜ et z˜u est la partie unipotente de
z˜. En utilisant la proposition 3.3.1, on a :
Tα(z˜) = Tα(z˜s) = Φa0(z˜s) = Φa0(z˜).
Pour démontrer la deuxième assertion, on remarque que l’ensemble
A := {z˜ ∈ W(s˜2, ε(s)) tel que Tα(z˜) = Tα(s˜2)}
est un voisinage ouvert, invariant, de s˜2 dansMp(Vs). On en déduit qu’il existe un voisi-
nage ouvert,Mp(Vs)(s˜2)-invariant, U˜ de 1 dansMp(Vs)(s˜2) contenu dansMp(Vs)(s˜2)ε(s)
tel que s˜2.U˜ ⊂ A. D’après le lemme 3.3.1, il existe 0 < ε′ ≤ ε(s) tel que Mp(Vs)(s˜2)ε′ ⊂
U˜ . Si bien que W(s˜2, ε′) ⊂ A.
5.6.4 Dans cette section, on se donne un k-espace vectoriel W de dimension finie et
x un automorphisme semi-simple de W . Si V est un sous-espace vectoriel stable par
x et B une forme symplectique sur V fixée par x, on note Vx = (1 − x).V et ˜x|Vx un
relèvement de x|Vx dans Mp(Vx). On a le résultat suivant.
Proposition 5.6.4 Il existe ε(x) > 0 tel que, pour tout sous-espace vectoriel V stable
par x et pour toute forme symplectique sur V fixé par x, on ait
Φa0 |W( ˜x|Vx ,ε(x))
= Φa0( ˜x|Vx), pour tout a0 ∈ k
×. (5.9)
Démonstration : On désigne par Bi l’ensemble des sous-espaces symplectiques (V,B),
de dimension i, de W . Le groupe GL(W ) opère à gauche dans Bi par : si g ∈ GL(W )
et (V,B) ∈ Bi alors g.(V,B) = (g.V, Bg), où Bg(v, w) = B(g−1v, g−1w). Choisissons
un élément (V0, B0) ∈ Bi, fixé par x (s’il en existe) et posons K = GL(W )((V0, B0)) le
stabilisateur de (V0, B0) dans GL(W ). Alors K est un sous-groupe algébrique (fermé)
de GL(W ). Comme l’action de GL(W ) dans Bi est transitive alors Bi s’identifie cano-
niquement avec l’espace homogène GL(W )/K. Considérons l’action par translations
à gauche de GL(W ) sur GL(W )/K. Alors, l’application T : GL(W )/K −→ Bi,
g.K 7−→ g.(V0, B0) est une bijection, GL(W )-équivariante. Soit H = GL(W )(x), le
centralisateur de x dans GL(W ). D’après ([35], Théorème A), l’ensemble de points
fixes (GL(W )/K)x pour l’action de x dans GL(W )/K est une réunion finie de H-
orbites. L’image de (GL(W )/K)x par T, notée Ai, est l’ensemble de sous-espaces sym-
plectiques (V,B) pour lequel V est stable par x et x|V ∈ Sp(V,B), de dimension i
de W . Il en résulte que Ai est une réunion finie de H-orbites. Prenons, maintenant,
une H-orbite Oi dans Ai. Par transport de structure et la proposition 5.6.3, on peut
choisir εOi(x) > 0 tel que l’on ait la formule (5.9) pour tout (V,B) ∈ Oi. Il s’ensuit
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qu’il existe εi(x) > 0 tel que l’on ait la formule (5.9) pour tout (V,B) ∈ Ai. Il suffit
alors de prendre ε(x) = inf{εi(x) tel que 0 ≤ i ≤ dimW et Ai 6= ∅}.
Formule du caractère.
6 Soit (G,F,G) un groupe presque algébrique d’algèbre de Lie g. Pour chaque forme
linéaire g sur g, on considère l’extension métaplectique G(g)g correspondant à l’action
de G(g) dans (g, βg) dont l’élément central non trivial du noyau est noté (1,−1) (voir
le numéro 7.1). On note χg le caractère de uG(g)g, radical unipotent de G(g)g, défini
par la formule : χg(exp(X)) = ς(< g,X >), X ∈ ug(g). On note YG(g) l’ensemble
des classes des représentations unitaires irréductibles τ de G(g)g dont la restriction à
uG(g)g est multiple de χg et telle que τ(1,−1) = −Id. Si g est de type unipotent (voir
numéro 6.1) et τ est un élément de YG(g), M. Duflo a associé au couple (g, τ) une classe
de représentations unitaires irréductibles πg,τ de G telle que :
– pour tout automorphisme a de (G,F,G), on ait : πag,aτ = aπg,τ (où aτ = τ ◦ a−1 et
aπg,τ = πg,τ ◦ a
−1 ) ;
– soit τ ′ ∈ YG(g) ; πg,τ et πg,τ ′ sont équivalentes si et seulement si τ et τ ′ sont équiva-
lentes ;
– soit g′ une forme de type unipotent et τ ′ ∈ YG(g′). On suppose que g et g′ ne sont
pas dans une même G-orbite, alors πg,τ et πg′,τ ′ sont inéquivalentes.
Désignons par YG l’ensemble des couples (g, τ), où g est de type unipotent et τ ∈ YG(g).
Le groupe G opère naturellement dans YG et la correspondance ci-dessus induit une
bijection de G\YG sur Ĝ, l’ensemble des classes des représentations unitaires irréduc-
tibles de G. Cette description s’appelle la méthode des orbites de Kirillov-Duflo pour
la construction des représentations unitaires irréductibles de G. Elle permet d’obtenir
tous les éléments de Ĝ.
Si πg,τ est admissible, on note Θg,τ son caractère ; c’est la fonction généralisée sur G
définie par
Θg,τ (ϕdGx) =Tr(πg,τ (ϕdGx)), ϕ ∈ C
∞
c (G), (6.1)
où dGx est une mesure de Haar sur G.
Dans [28], nous avons démontré que si l’orbite co-adjointe Og de g est fermée dans g∗ et
si τ est de dimension finie alors πg,τ est admissible et que Θg,τ est donné, au voisinage
de chaque élément semi-simple s de G, par une formule à la Duflo-Heckman-Vergne,
en termes de transformées de Fourier de l’ensemble des points fixes Og,s de s dans Og,
du caractère de τ , et d’une fonction bien définie, constante sur chaque G(s)-orbite sur
Og,s. Néanmoins le voisinage semi-simple sur lequel nous avons la validité de la formule
établi dans [28] dépend de la représentation πg,τ . Dans cette partie du présent travail
nous allons remédier à cette dépendance pour les groupes résolubles presque connexes
et dans le cas où p, la caractéristique résiduelle de k, est différente de 2.
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6.1 Une partition de l’ensemble des orbites co-adjointes. On suppose désor-
mais que g est résoluble. Suivant Duflo (voir [9]), une forme linéaire g sur g est dite
de type unipotent si rg, facteur réductif de g(g), est contenu dans ker g. D’après [9],
l’application qui à g ∈ g∗ associe g|ug induit une bijection entre l’ensemble des G-orbites
de type unipotent dans g∗ et l’ensemble des G-orbites dans (ug)∗.
Soit g ∈ g∗ de type unipotent. On note L(g) l’ensemble des formes linéaires λ sur
g(g) dont la restriction à ug(g) est égale à celle de g. Si rg est un facteur réductif de
g(g) alors l’application λ ∈ (g(g))∗ 7−→ λ|rg réalise une bijection entre L(g) et r
∗
g. On
note D l’ensemble des couples (g, λ) où g est de type unipotent et où λ ∈ L(g). Le
groupe G opère naturellement sur D. Si (g, λ) ∈ D et b est une sous-algèbre de type
fortement unipotent relativement à g (i.e. b est co-isotrope par rapport à g, algébrique,
et b = g(g) + ub), on considère une forme linéaire f sur g telle que
f|ub = g|ub et f|g(g) = λ. (6.2)
Le résultat suivant est dû à M. Duflo [9].
Proposition 6.1.1 On a :
i) L’orbite G.f de f sous l’action de G ne dépend pas des choix de b et f . On la
note Og,λ.
ii) L’application (g, λ) 7−→ Og,λ induit une bijection de G\D sur G\g
∗.
6.2 On se donne g ∈ g∗ de type unipotent. On pose bg = g(g) + ug. C’est une sous-
algèbre de type fortement unipotent relativement à g. C’est la sous-algèbre acceptable
canonique associée à g (voir [9], Chapitre 1). Soit λ ∈ L(g) et f ∈ g∗ tel que
f|ug = g|ug et f|g(g) = λ.
Alors, on a : Og,λ = G.f .
Soit u un idéal abélien de g, G-invariant, et contenu dans ug. On note U le sous-groupe
unipotent de G d’algèbre de Lie u. On pose
u = g|u, h = g(u), h = g|h, H = G(u).
Alors, h est une sous-algèbre de Lie, algébrique, de g. D’après ([33], p. 500-501), h(h) =
g(g) + u, si bien que le radical unipotent de h(h) est ug(g) + u.
En considérant λ comme un élément de L(h), en la prolongeant par g|u sur u, alors
Oh,λ est l’orbite co-adjointe de f|h sous l’action de H .
Notons r : g∗ −→ h∗ (resp. r′ : g∗ −→ u∗ ) l’application restriction de g∗ dans h∗ (resp.
dans u∗). Alors, l’image réciproque de {u} dans Og,λ par r′ est H.f . Il en résulte que
si Og,λ est fermée dans g∗ alors H.f l’est aussi. Comme U.x.f = x.f + h⊥, pour tout
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x ∈ H , H.f est saturée par rapport à r. Si bien que si Og,λ est fermée, il en est de
même pour Oh,λ = r(H.f) dans h∗.
On munit Og,λ (resp. Oh,λ) de la mesure de Liouville dµOg,λ (resp. dµOh,λ). On choisit
dGx (resp. dHy) une mesure de Haar sur G (resp. H). On note dgX (resp. dhY ) la
mesure de Haar sur g (resp. h) tangente à dGx (resp. dHy). On considère la mesure
invariante dG/H x˙ = dGx/dHy sur G/H . On munit l’espace vectoriel h⊥ de la mesure
de Haar dh⊥t duale de dgX/dhY . On a le résultat suivant qui se démontre de la même
façon que le lemme 7 de [24].
Proposition 6.2.1 Avec les notations ci-dessus on a, pour toute ϕ mesurable positive
ou intégrable sur Og,λ,∫
Og,λ
ϕ(l)dµOg,λ(l) =
∫
G/H
∫
Oh,λ
∫
h⊥
ϕ(x.(w˜ + t))dh⊥tdµOh,λ(w)dG/H x˙,
où w˜ est un élément de g∗ dont la restriction à h est w.
7 Techniques de récurrence dans la construction de Ĝ.
7.1 Soit V un espace vectoriel de dimension finie sur k muni d’une forme bilinéaire
alternée B. Soit H un groupe opérant dans V par des automorphismes fixant B. On
note V ⊥B = {v ∈ V /B(v, w) = 0, pour tout w ∈ V }. Alors B induit sur V/V ⊥B une
structure symplectique invariante sous l’action de H , notée encore B. Si V 6= V ⊥B , le
groupe métaplectiqueMp(V/V ⊥B) est bien défini. Si V = V ⊥B , on poseMp(V/V ⊥B) =
{±1}. On noteHV l’ensemble des couples (x,m), où x ∈ H etm ∈Mp(V/V ⊥B) tels que
x etm aient même image dans le groupe symplectique Sp(V/V ⊥B). On a une projection
naturelle de HV sur H qui au couple (x,m) de HV fait correspondre l’élément x de
H . Si H est un groupe localement compact et si son action dans V est continue,
cette projection est continue et son noyau est constitué de deux éléments qui sont
centraux dans HV . Autrement dit, HV est une extension centrale d’ordre deux de H ,
dite aussi extension métaplectique associée à l’action de H dans V . On peut également
décrire HV comme l’ensemble des couples (x, φ), où x ∈ H et φ est une fonction sur
les lagrangiens de V/V ⊥B , tels que, notant x¯ l’image de x dans Sp(V/V ⊥B), on ait
(x¯, φ) ∈ Mp(V/V ⊥B). Remarquons que si W est un sous-espace vectoriel H-invariant
de V contenu dans V ⊥B , le groupe HV/W est bien défini et il est égal à HV .
7.2 Les notations sont celles du numéro précédent. Soit W un sous-espace H-
invariant de V tel que son orthogonal par B soit contenu dans W + V ⊥B . Les groupes
HV et HW sont définis. Sim est un sous-espace totalement isotrope de dimension maxi-
male dans W alors m+ V ⊥B est totalement isotrope maximal dans V . Rappelons que
l’application ℓ 7→ ℓ/V ⊥B est une bijection, canonique, de l’ensemble des sous-espaces
totalement isotropes maximaux de V sur l’ensemble des lagrangiens de V/V ⊥B . On
identifie donc ces deux ensembles au moyen de cette bijection. Le résultat suivant est
dû à M. Duflo [9].
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Lemme 7.2.1
i) Soient (x, φ) dans HV et (x, ψ) dans HW . Le nombre φ(m+V ⊥B)ψ(m)−1 ne dépend
pas du choix du lagrangien m de W . On le note φψ−1.
ii) Soient (x, φ), (x′, φ′) ∈ HV et (x, ψ), (x′, ψ′) ∈ HW . On pose (x, φ)(x′, φ′) = (xx′, φ′′)
et (x, ψ)(x′, ψ′) = (xx′, ψ′′). On a : φ′′ψ′′−1 = (φψ−1)(φ′ψ′−1).
7.3 Dans ce paragraphe, nous allons décrire les techniques de récurrence dans la
construction de Ĝ.
7.3.1 Soit g ∈ g∗ et βg la forme bilinéaire alternée sur g définie par :
βg(X, Y ) =< g, [X, Y ] > , pour tout X, Y ∈ g.
Elle est invariante par G(g), si bien que l’extension métaplectique G(g)g correspondant
à l’action de G(g) dans (g, βg) est bien définie. L’élément non trivial du noyau de la
projection canonique de G(g)g sur G(g) est noté (1,−1). On définit un caractère χg de
uG(g)g, radical unipotent de G(g)g, par la formule
χg(exp(X)) = ς(< g,X >), X ∈
ug(g).
On désigne par YG(g) l’ensemble des classes d’équivalence des représentations unitaires
irréductibles de G(g)g dont la restriction à uG(g)g est multiple de χg et telle que
τ(1,−1) = −Id. Soit Rg un facteur réductif de G(g) d’algèbre de Lie rg et Rgg son image
réciproque dans G(g)g. Alors Rgg est un facteur réductif de G(g)
g et l’application τ −→
τ|Rgg permet d’identifier YG(g) à l’ensemble des classes des représentations unitaires
irréductibles τ de Rgg telles que τ(1,−1) = −Id.
Maintenant, on se place dans les conditions du numéro 6.2. Le groupe H(h) (resp.
G(g)) opère dans h en fixant la forme linéaire h. Donc, les revêtements métaplectique
H(h)h et G(g)h sont bien définis et on a :
H(h)h = G(g)hU.
En conséquence Rhg, l’image réciproque de Rg dans G(g)
h, est un facteur réductif
de H(h)h.
Soient (x, ϕ) et (x, ψ) deux éléments de G(g)g et G(g)h respectivement représentant x.
On définit le scalaire ϕψ−1 comme dans le lemme 7.2.1 . On pose, pour τ ∈ YG(g),
τ˜ (x, ψ) = ϕψ−1τ(x, ϕ). (7.1)
τ˜(x, ψ) ne dépend pas du choix du couple (x, ϕ), de plus, la formule (7.1) définit un
élément de YH(h).
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On note q = ker(u) et Q = exp(q). Alors, q est un idéal de h et Q est un sous-
groupe unipotent normal dans H . On pose G1 = H/Q, g1 = h/q, et g1 l’élément de g∗1
obtenu par passage au quotient de h. Avec ces notations, on a : G1(g1) = H(h)/Q et
g1(g1) = h(h)/q. De plus, comme H(h)g1 = H(h)h, on a G1(g1)g1 = H(h)h/Q, si bien
que Rhg (resp. τ˜) s’identifie canoniquement à un facteur réductif de G1(g1)
g1 (resp. à un
élément de YG1(g1)).
7.3.2 Soit g ∈ g∗ de type unipotent et τ ∈ YG(g). On suppose que g contient un idéal
abélien u, G-invariant, et contenu dans ug. En reprenant les notations du paragraphe
7.3.1, on note πh,τ˜ (resp. πg1,τ˜ ) la classe de représentations unitaires irréductibles de
H (resp. G1) associée à la donnée (h, τ˜) (resp. (g1, τ˜)) par la méthode des orbites de
Kirillov-Duflo. On a :
πh,τ˜ = πg1,τ˜ ◦ p1, (7.2)
où p1 est la projection canonique de H dans G1. L’élément de Ĝ associé à la donnée
(g, τ) par la méthode des orbites de Kirillov-Duflo est alors
πg,τ = Ind
G
Hπh,τ˜ . (7.3)
7.4 Dorénavant, on suppose que G est résoluble presque connexe et que p, la carac-
téristique résiduelle de k, est différente de 2. Soit 0 < ε < aG. Soit g ∈ g∗ de type
unipotent et τ ∈ YG(g). Nous allons montrer qu’il existe une forme linéaire λτ sur g(g)
dont la restriction à ug(g) est égale à celle de g et telle que, si X ∈ g(g)ε|nF |p, on ait
τ(expX) = ς(< λτ , X >) Id (dans cette situation, nous dirons que λτ est associée
à τ).
7.4.1 Soit Rg un facteur réductif de G(g) d’algèbre de Lie rg. On désigne par Rgg
l’image réciproque de Rg dans G(g)g. Comme Rgg,ε = expRgg(rg,ε|nF |p) est un sous-groupe
central de Rgg donc, d’après le lemme de Schur, il existe un caractère Ψτ de R
g
g,ε tel que
τ|Rgg,ε = Ψτ Id. Puisque expRgg : X ∈ rg,ε|nF |p 7−→ expRgg(X) ∈ R
g
g,ε est un isomorphisme
de groupes, on définit un caractère ψτ de rg,ε|nF |p, en posant,
ψτ (X) = Ψτ (expRgg(X)), pour tout X ∈ rg,ε|nF |p.
Il existe alors une forme linéaire λτ sur rg vérifiant
ψτ (X)= ς(< λτ , X >), pour tout X ∈ rg,ε|nF |p. (7.4)
En la prolongeant par g|ug(g) sur ug(g), on a :
τ(expG(g)g(X))= ς(< λτ , X >) Id , pour tout X ∈ g(g)ε|nF |p. (7.5)
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Remarquons que λτ est définie modulo (g(g)ε|nF |p)
⊥.
7.4.2 Soit u un idéal abélien de g, G-invariant, et contenu dans ug. Avec les notations
du paragraphe 7.3.1, rg (resp. Rg) est un facteur réductif de h(h) (resp. H(h)). De plus,
Rhg,ε est un sous-groupe central de R
h
g et expRhg : X ∈ rg,ε|nF |p 7−→ expRhg(X) ∈ R
h
g,ε
est un isomorphisme de groupes. Pour X ∈ rg,ε|nF |p, on pose expRhg(X) = (xX , ψX)
et expRgg(X) = (x
′
X , ϕX). Il est évident que xX = x
′
X . Il résulte du lemme 7.2.1 que
l’application X ∈ rg,ε|nF |p 7−→ ϕXψ
−1
X est un morphisme de groupes de rg,ε|nF |p dans le
groupe des racines huitième de l’unité. Mais 8rg,ε|nF |p = rg,ε|nF |p donc ϕXψ
−1
X = 1, pour
tout X ∈ rg,ε|nF |p. Si bien que l’on a :
τ˜(expRhg(X)) = ς(< λτ , X >)Id, pour tout X ∈ rg,ε|nF |p.
Ainsi, si on prolonge λτ en une forme linéaire sur h(h) par g|u sur u alors λτ est associée
à τ˜ .
8 Formule du caractère au voisinage des éléments semi-simples.
8.1 Définition de la fonction φg,τ,s. Les données et les notations sont celles des
paragraphes 7.4, 6.1, et 6.2. Soit s ∈ G semi-simple, 0 < ε < aG, et λτ une forme
linéaire sur rg vérifiant l’égalité (7.4), considérée comme un élément de L(g), en la
prolongeant par g|ug(g) sur ug(g). On note Og,λτ ,s = Og,λτ ∩ g
∗(s), l’ensemble des
points fixes de s dans Og,λτ . On va définir une fonction φg,τ,s sur Og,λτ ,s comme suit :
soit l ∈ Og,λτ ,s et x ∈ G tel que l = x.f = f − g + x.g. On a G(l) = G(x.g)
et βl = βx.g. L’application α : g/g(g) −→ g/g(x.g), X 7−→ x.X, est un isomor-
phisme d’espaces symplectiques. Soit αx l’isomorphisme de Sp(g/g(g)) sur Sp(g/g(x.g))
défini par αx(y) = αyα−1. Alors, αx se relève de manière unique en un isomor-
phisme de Mp(g/g(g)) sur Mp(g/g(x.g)), noté encore αx. Maintenant, l’application
α˜x : G(g)
g −→ G(x.g)g, (y,m) 7−→ (xyx−1, αx(m)) est un isomorphisme de groupes.
On pose xτ = τ ◦ (α˜x)−1. La valeur de la fonction φg,τ,s en l est donnée par :
φg,τ,s(l) =Tr(
xτ(s˜))Φ1(ρx(s˜))| det(1− s
−1)(1−s)g/g(l)|
− 1
2
p , (8.1)
où s˜ est un élément du revêtement métaplectique G(x.g)g représentant s et ρx est
l’application canonique de G(x.g)g dans Mp(g/g(x.g)). On vérifie que le membre de
droite de (8.1) ne dépend ni du choix de x ∈ G tel que l = x.f , ni du choix de l’élément
s˜ de G(x.g)g situé au-dessus de s. La fonction φg,τ,s est G(s)-invariante. Remarquons
que si s est central alors la fonction φg,τ,s est constante sur l’orbite Og,λτ ,s = Og,λτ et
elle est égale à Tr(τ(s, ψ))ψ(ℓ), où (s, ψ) ∈ G(g)g un relevé de s et ℓ est un lagrangien
de g/g(g). Remarquons aussi que si x ∈ G alors x.λτ est associée à xτ et on a :
φx.g,xτ,s=φg,τ,s. (8.2)
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8.2 Dans cette section, on suppose que g contient un idéal abélien u, G-invariant,
et contenu dans ug. On reprend les données et les notations des numéros 7.3.1 et 8.1.
On pose
Gs,H = {x ∈ G/xsx
−1 ∈ H}.
On va démontrer le résultat suivant :
Proposition 8.2.1 On suppose s ∈ H. Soient x ∈ Gs,H et l ∈ Og,λτ ,xsx−1 tels que
r(l) ∈ Oh,λτ . Alors, on a :
φg,τ,s(x
−1.l)=φh,τ˜ ,xsx−1(r(l))∆
− 1
2
H,G(xsx
−1)| det(1− (xsx−1)−1)(1−xsx−1)(g/h)|
−1
p , (8.3)
r étant l’application restriction de g∗ à h∗.
Démonstration : Par transport de structure, on a :
φg,τ,s(x
−1.l) = φx.g,xτ,xsx−1(l) = φg,τ,xsx−1(l),
où la deuxième égalité résulte de la formule (8.2). Comme par hypothèse r(l) ∈ Oh,λτ
et comme U.l = l+h⊥, il existe y ∈ H tel que l = y.f . Posons s′ = xsx−1 ∈ H et soit V
un supplémentaire s′-invariant de h(r(l))/g(l) dans h/g(l). Alors V est un sous-espace
symplectique de (g/g(l), βl) et l’application αV : V −→ h/h(r(l)), X mod g(l) 7−→ X
mod h(r(l)), est un isomorphisme symplectique s′-equivariant. Décomposons (1−s′).V
en somme directe orthogonale par rapport à sa structure symplectique en W1⊕W2 où
W1 (resp. W2) est un sous-espace symplectique s′-invariant possédant un lagrangien
ℓ1 (resp. ℓ2) tel que ℓ1 = s′.ℓ1 (resp. (s′.ℓ2) ∩ ℓ2 = 0). D’autre part, écrivons g/g(l) =
V ⊕ V ⊥. Alors V ⊥ est un sous-espace symplectique de g/g(l), s′-invariant et on vérifie
que h(r(l))/g(l) est un lagrangien, bien entendu, s′-invariant de V ⊥. La formule (7.1)
donne
ψ(αV (ℓ0 + ℓ1 + ℓ2))
yτ˜(s′, ψ) = ϕ(ℓ0 + (h(r(l))/g(l)) + ℓ1 + ℓ2)
yτ(s′, ϕ),
où ℓ0 est un lagrangien de V (s′). Il s’ensuit que l’on a :
φg,τ,s′(l)| det(1− s
′−1)(1−s′)g/g(l)|
1
2
p = φh,τ˜ ,s′(r(l))| det(1− s
′−1)(1−s′)h/h(r(l))|
1
2
p .
D’autre part, les espaces g/h et h(r(l))/g(l) sont en dualité, s′-invariante, par βl. Donc,
| det s′g/h|p = | det s
′
h(r(l))/g(l)|
−1
p et | det(1−s
′)(1−s′).(g/h)|p = | det(1−s
′−1)(1−s′).(h(r(l))/g(l))|p.
Il en résulte que
| det(1− s′−1)(1−s′)g/g(l)|
1
2
p = | det(1− s′−1)(1−s′)h/h(r(l))|
1
2
p∆
1
2
H,G(s
′)| det(1− s′−1)(1−s′)g/h|p.
Si bien que l’on a φg,τ,s′(l) = φh,τ˜ ,s′(r(l))∆
− 1
2
H,G(s
′)| det(1− s′−1)(1−s′)g/h|
−1
p .
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8.3 Choix de voisinages semi-simples. Pour chaque n ∈ N tel que 2n ≤ dim g,
on fixe :
– un espace symplectique (Vn, Bn) de dimension égale 2n.
– des représentants (Ti)i∈In de l’ensemble des classes de conjugaison des tores maxi-
maux de Sp(Vn).
– (e1, . . . , en, f1, . . . , fn) une base symplectique de (Vn, Bn). On pose :
rn,+ = Oe1+ · · ·Oen+Of1+ · · ·Ofn, rn,− = Oe1+ · · ·Oen+O̟
−1f1+ · · ·O̟
−1fn,
Sp(Vn)(rn,+,−) = {x ∈ Sp(Vn) , x.rn,+ = rn,+ et x.rn,− = rn,−}.
On note
an = sup{0 < ε < a / ∀ i ∈ In, ∃ x ∈ Sp(Vn), Ti,ε ⊂ xSp(Vn)(rn,+,−)x
−1}.
On suppose que a vérifie les conditions de la proposition 3.1.3. On pose
aG = inf
n≤ 1
2
dim g
{an, aG}. (8.4)
Soit s ∈ G, semi-simple. D’après la proposition 5.6.4, il existe 0 < ε(s) < aG tel
que, pour tout (V,B) sous-espace symplectique, s-invariant, de ug et pour lequel s|V ∈
Sp(V,B), en notant Vs = (1 − s).V et ˜s|Vs un relèvement de s|Vs dans Mp(Vs), on ait
la formule (5.9). On note a′′G(s) = sup{0 < ε(s) < aG}. Remarquons que si H est un
sous-groupe presque algébrique de G contenant s alors a′′H(s) ≥ a
′′
G(s). S’il n’y a pas
de confusion à craindre, on note a′′(s) le nombre réel a′′G(s).
8.4 Fixons 0 < ε < aG. Soit s ∈ G semi-simple, G(s) le centralisateur de s dans G, et
0 < ε(s) < inf{a′(s), a′′(s), ε} tel que l’application Ψ¯ : G×G(s) G(s)ε(s) −→ W(s, ε(s)),
[x, y] 7−→ xsyx−1 soit un difféomorphisme. Soit g ∈ g∗ de type unipotent et τ ∈ YG(g).
Si πg,τ est admissible alors la restriction deΘg,τ àW(s, ε(s)) est une fonction généralisée
G-invariante, on désigne par θg,τ,s la fonction généralisée sur G(s)ε(s) qui lui est associée
par le théorème 4.3.1.
Choisissons une forme linéaire λτ sur g(g) vérifiant l’égalité (7.5). Alors Og,λτ ,s est
une sous-variété localement fermée, réunion finie de G(s)-orbites co-adjointes. Si elle
n’est pas vide, elle supporte une mesure positive canonique dµOg,λτ ,s dont la restriction
à chaque G(s)-orbite qu’elle contient est la mesure de Liouville de celle-ci. Lorsque
Og,λτ ,s est vide, nous conviendrons que dµOg,λτ ,s est la mesure nulle.
Soit dG(s)x et dg(s)X deux mesures de Haar sur G(s) et g(s) respectivement qui se
correspondent.
Théorème 8.4.1 On suppose que Og,λτ est fermée dans g
∗. Alors, on a :
θg,τ,s(βdG(s)x) =
∫
Og,λτ ,s
(β ◦ exp dg(s)X )̂ g(s) (l)φg,τ,s(l)dµOg,λτ ,s(l), (8.5)
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pour tout β ∈ C∞c (G(s)ε(s)).
Comme application de ce théorème, nous donnons dans la deuxième partie du présent
travail, sous l’hypothèse supplémentaire que G est unimodulaire, une démonstration
de la mesure de Plancherel pour G.
Remarque : Og,λτ est fermée dans g
∗ si et seulement si Og est fermée dans g
∗.
8.5 En traitant à part le cas uG = {1}, la démonstration du théorème 8.4.1 se fait
par récurrence sur la dimension de G. Compte tenu du lemme suivant, il suffit d’une
part de démontrer le théorème 8.4.1 dans le cas du numéro 9.1, c’est le cas du produit
semi-direct d’un groupe de Heisenberg H par un groupe réductif agissant trivialement
sur le centre de H , et d’autre part de démontrer dans le cas du numéro 9.2, que si le
théorème 8.4.1 est vrai pour H alors il est vrai pour G. Soit l une forme linéaire sur g.
Lemme 8.5.1 L’alternative suivante réunit tous les cas qui peuvent se présenter.
(1) Le radical unipotent de g est ou bien nul, ou bien une algèbre de Heisenberg de
dimension 2n+ 1 ( n ≥ 0 ) avec centre, noté z, central dans g et la restriction de
l à z est non nulle.
(2) L’algèbre de Lie g contient un idéal abélien u, G-invariant et inclus dans le radical
unipotent de g tel que, si on pose u = l|u, on ait
dim(g(u)/ keru) < dim g.
8.6 Dans cette section, nous allons démontrer le théorème 8.4.1 dans le cas où
uG = {1}. Soit 0 < ε < aG. Soient τ une représentation unitaire irréductible de G et
λτ ∈ g
∗ tel que l’on ait
τ(expG(X)) = ς(< λτ , X >)Id, pour tout X ∈ gε|nF |p.
On se donne également s ∈ G. On a :
Tr τ(s expG(X)) = ς(< λτ , X >)Tr τ(s), pour tout X ∈ gε|nF |p.
D’autre part, 0 est l’unique forme linéaire de type unipotent et l’orbite co-adjointe
O0,λτ est réduite à {λτ} qui est fixé par s. De plus, φ0,τ,s(λτ ) = Tr τ(s) et la mesure
de Liouville dµ0,λτ ,s sur O0,λτ ,s est la mesure de Dirac en λτ . D’où le théorème dans ce
cas.
9 Dans ce paragraphe, nous allons démontrer le théorème 8.4.1 au voisinage de
l’élément neutre de G.
9.1 Dans cette section, on suppose que uG est un groupe de Heisenberg dont le
centre est central dans G. On se donne un facteur réductif T de G. Alors, le centre z
de ug est fixé par T . Par suite, z admet un supplémentaire V dans ug, stable par T .
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On fixe un vecteur non nul E de z. On définit une forme symplectique B sur V par la
formule
[v, w] = B(v, w)E, v, w ∈ V.
Le groupe uG s’identifie canoniquement au groupe de Heisenberg H associé à (V,B).
Soit g ∈ g∗ de type unipotent tel que g|z 6= 0. On note a0 = g(E). On définit une forme
linéaire E∗a0 sur
ug = V + kE par la formule suivante
E∗a0(E) = a0, E
∗
a0
(V ) = 0.
En la prolongeant par 0 sur t, l’algèbre de Lie de T , on obtient une forme linéaire sur g
notée aussi E∗a0 . Elle est de type unipotent et on a G.g = G.E
∗
a0
. Si bien que l’on peut
supposer que g = E∗a0 .
Désignons par T V l’extension métaplectique de T associé à son action dans (V,B) :
c’est l’ensemble des couples (x, ψ), où x ∈ T et ψ est une fonction sur les lagrangiens de
V , tels que, notant x¯ l’image de x dans Sp(V ), on ait (x¯, ψ) ∈Mp(V ). Le morphisme de
groupes de T V dans Mp(V ) qui à (x, ψ) associe (x¯, ψ) est noté ηVT . On a une projection
naturelle de T V sur T , qui au couple (x, ψ) de T V fait correspondre x de T . Le noyau
de cette projection est constitué de deux éléments qui sont centraux dans T V dont on
note (1,−1) l’élément non trivial.
Soit τ ∈ (T V )̂ telle que τ(1,−1) = −Id et soit πE∗a0 ,τ la classe de représentations
unitaires irréductibles de G associée à (E∗a0 , τ) : notons πE∗a0 la classe de représentations
unitaires irréductibles de uG associée à E∗a0 par la méthode des orbites de Kirillov et
SE∗a0 la représentation métaplectique associée au caractère ςa0 , réalisée dans l’espace de
πE∗a0 . On a :
πE∗a0 ,τ = τ ⊗ SE∗a0πE∗a0 ,
où τ ⊗ SE∗a0πE∗a0 (x.y) = τ(xˆ) ⊗ SE∗a0 (η
V
T (xˆ))πE∗a0 (y), x ∈ T, y ∈
uG, xˆ étant un
relèvement de x dans T V .
9.1.1 Considérons la décomposition, T -invariante, V = V1 ⊕ V2, où V1 est le sous-
espace symplectique
V1 = {v ∈ V / adX.v = 0 , pour tout X ∈ t}
et V2 son orthogonal par rapport à B. Notons
hi = Vi + kE, Hi = exp(hi), E
∗
i = E
∗
a0|hi
, i = 1, 2.
Soient πE∗
i
la classe de représentations unitaires irréductibles de Hi associée à E∗i par la
méthode des orbites de Kirillov et SE∗
i
la représentation métaplectique correspondante
de Mp(Vi).
L’application (y1, y2) 7−→ y1y2 de H1 × H2 dans H = uG est un homomorphisme
surjectif de groupes de Lie de noyau égale à ∆ = {(z, z−1), z ∈ Z}, avec Z = exp(z).
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La représentation πE∗1 ⊗ πE∗2 de H1 × H2 est unitaire irréductible dont la restriction
à ∆ est triviale. Elle passe au quotient en une représentation unitaire irréductible de
H équivalente à πE∗a0 . Si x est un élément de Sp(V ) qui laisse invariant Vi et φ (resp.
φi) une fonction sur les lagrangiens de V (resp. Vi) telle que (x, φ) ∈ Mp(V ) (resp.
(x|Vi , φi) ∈ Mp(Vi)), on note φφ
−1
1 φ
−1
2 le nombre φ(ℓ1 + ℓ2)φ1(ℓ1)
−1φ2(ℓ2)
−1, où ℓi est
un lagrangien de Vi, i = 1, 2. On a :
SE∗a0 (x, φ) = φφ
−1
1 φ
−1
2 SE∗1 (x|V1, φ1)⊗ SE∗2 (x|V2, φ2).
Désignons par T Vi le revêtement métaplectique au dessus de T par rapport à (Vi, B)
et par ηViT l’application canonique de T
Vi dans Mp(Vi). On définit une représentation
(unitaire irréductible) τ˜ de (T V1)V2 par la formule
τ˜ (x, φ1, φ2) = φφ
−1
1 φ
−1
2 τ(x, φ).
Fixons 0 < ε < aG. On a,
SE∗1 (η
V1
T (x˜)) = Id, pour tout x˜ ∈ T
V1
ε .
Rappelons que Tε (resp. T Vε ) est un sous-groupe compact ouvert, central, de T (resp.
T V ). D’après le lemme de Schur, il existe un caractère Ψτ de T Vε vérifiant
τ|TVε = Ψτ IdHτ ,
Hτ étant l’espace de τ . On définit, par la suite, un caractère ψτ de tε|nF |p, en posant,
ψτ (X) = Ψτ ◦ expTV (X) , X ∈ tε|nF |p.
Soit λτ ∈ t∗ telle que
ψτ (X) = ς(< λτ , X >) , pour tout X ∈ tε|nF |p.
Pour X ∈ tε|nF |p, on pose
expTV (X) = (xX , ϕX), expTV1 (X) = (xX , ϕ1,X), expTV2 (X) = (xX , ϕ2,X).
Comme p 6= 2, on a ϕXϕ
−1
1,Xϕ
−1
2,X = 1. Il s’en suit que l’on a :
τ˜(exp(TV1 )V2 (X)) = ς(< λτ , X >)IdHτ , pour tout X ∈ tε|nF |p.
On considère alors la forme linéaire f sur g = t + h définie par :
f|h = E
∗
a0 , f|t = λτ .
Si bien que l’on a :
OE∗a0 ,λτ = G.f.
On munit Vi de la mesure de Haar dViv autoduale, relativement à ς, et V de la mesure de
Haar produit dV u = dV1vdV2w. Alors dV u est la mesure de Haar autoduale, relativement
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à ς, sur V . On fixe une mesure de Haar dTx sur T . On munit G de la mesure de
Haar dGx = dTxdV vdµ(t). La mesure de Haar sur g tangente à dGx est donnée par
dgX = dtXdV vdµ(t), où dtX est la mesure de Haar sur t tangente à dTx. Il s’agit de
démontrer la formule suivante : pour tout α ∈ C∞c (Gε),
ΘE∗a0 ,τ (αdGx) = dim τ
∫
OE∗a0 ,λτ
(α ◦ expG dgX )̂ g(l)dµOE∗a0 ,λτ
(l). (9.1)
Comme l’application V1 × TεH2 −→ Gε, (v, x) 7−→ x exp(v) est un difféomorphisme, il
suffit de montrer la formule (9.1) dans le cas où
α = α1 ⊗ ϕ, α1 ∈ C
∞
c (V1), ϕ ∈ C
∞
c (TεH2).
9.1.2 On désigne par
G2 = TH2, g2 = t+ h2, dG2x = dTxdV2vdµ(t),
et dg2X la mesure de Haar sur g2 tangente à dG2x. On a :
̂(α ◦ expG dgX)g =
̂(α1dV1v)V1 ⊗
̂(ϕ ◦ expG2 dg2X)g2 .
Donc ∫
OE∗a0 ,λτ
(α ◦ expG dgX )̂ g(l)dµOE∗a0 ,λτ
(l) = |a0|
−
dimV1
2
p α1(0)I,
où
I = |a0|
dimV2
2
p
∫
V2
(ϕ ◦ expG2 dg2X )̂ g2(exp v.f|g2)dV2v.
De plus, on a, pour tout v ∈ V2,
exp v.f|g2 = f|g2 − a0B˜2(v) +
1
2
a0lv,
où B˜2(v) (resp. lv) est la forme linéaire sur g2 définie par : B˜2(v)(X+w+tE) = B(v, w),
X ∈ t, w ∈ V2, t ∈ k (resp. lv(X + w + tE) = B(adX.v, v)).
9.1.3 On a :
πE∗a0 ,τ(α1 ⊗ ϕdGx) =
∫
tε|nF |p
τ˜ (exp(TV1 )V2 (X))⊗
∫
V1
α1(exp(v))πE∗1 (exp(v))dV1v
⊗
∫
H2
ϕ(expT (X)y)SE∗2 (η
V2
T (expTV2 (X)))πE∗2 (y)dH2ydtX.
De plus, on a :
Tr
(∫
V1
α1(exp(v))πE∗1 (exp(v))dV1v
)
= |a0|
−
dimV1
2
p α1(0).
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Il reste à calculer la trace de l’opérateur IE∗2 ,τ˜ (ϕdG2x) donné par :
∫
tε|nF |p
τ˜(exp(TV1 )V2 (X))⊗
∫
H2
ϕ(expT (X)y)SE∗2 (η
V2
T (expTV2 (X)))πE∗2 (y)dH2ydtX.
Pour cela, nous allons introduire le modèle latticiel pour la réalisation de πE∗2 .
9.1.4 Soit r un réseau de V2, autodual relativement à ςa0 , c’est-à-dire que
r = r⊥ := {v ∈ V2 tel que ςa0(B(v, r)) = 1} = {v ∈ V2 tel que B(v, r) ∈ a
−1
0 O}.
On choisit r de la manière suivante : on note 2m = dimV2. On fixe une base symplec-
tique (e1, . . . , em, f1, . . . , fm) de V2. On pose
r+ = Oe1+· · ·+Oem+Of1+· · ·+Ofm et r− = Oe1+· · ·+Oem+O̟
−1f1+· · ·+O̟
−1fm.
Alors,
r =
̟
−
v(a0)
2 r+ , si v(a0) est impair
̟−
v(a0)−1
2 r− , si v(a0) est pair
.
On désigne par R = exp(r+ kE). C’est un sous-groupe fermé de H2 dont l’image dans
H2/ exp(a
−1
0 OE) est un sous-groupe abélien maximal. On définit un caractère χR de
R par la formule :
χR(exp(γ + tE)) = ςa0(t), pour tout γ ∈ r, t ∈ k.
D’après [30], la représentation induite IndH2R χR est unitaire irréductible, on la note πR.
On désigne par drγ la mesure de Haar sur r, restriction de la mesure de Haar dV2v sur
V2, et par dV2/rv˙ la mesure de Haar quotient sur V2/r. Alors πR agit dans l’espace Hr
des fonctions ϕ de V2 à valeurs dans C vérifiant :
ϕ(v +m) = ςa0(
1
2
B(v,m))ϕ(v), pour v ∈ V2, m ∈ r, et
∫
V2/r
|ϕ(v)|2pdV2/rv˙ <∞,
par la formule
(πR(w, t)ϕ)(v) = ςa0(t−
1
2
B(v, w))ϕ(v − w) , pour tout v, w ∈ V2, t ∈ k. (9.2)
Comme le caractère central de πR est ςa0 donc, d’après le théorème de Stone-Von
Neumann, les deux représentations πE∗2 et πR de H2 sont équivalentes ; si bien que la
représentation métaplectique SE∗2 peut être réalisée dans l’espace Hr de πR. On note
SR cette réalisation. On pose
Sp(V2)(r+,−) = Sp(V2)(r+) ∩ Sp(V2)(r−) et Mp(V2)(r+,−) = p
−1
V2
(Sp(V2)(r+,−)),
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où pV2 est la projection canonique de Mp(V2) dans Sp(V2). Alors Sp(V2)(r+,−) (resp.
Mp(V2)(r+,−)) est un sous-groupe compact ouvert de Sp(V2) (resp.Mp(V2)). Pour tout
x ∈ Sp(V2)(r+,−), on considère l’opérateur σR(x) agissant dans Hr :
σR(x)ϕ(v) =ϕ(x
−1.v), ϕ ∈ Hr, v ∈ V2. (9.3)
Alors, on a :
σR(x)πR(y)σR(x)
−1=πR(x(y)), pour tout y ∈ H2. (9.4)
De plus, σR(x) est un opérateur unitaire de Hr. Il en résulte que la formule (9.3) définit
une représentation unitaire de Sp(V2)(r+,−), vérifiant l’égalité (9.4). Si bien qu’il existe
un caractère unitaire τR de Mp(V2)(r+,−) vérifiant
SR(x˜) = τR(x˜)σR(x), pour tout x˜ ∈Mp(V2)(r+,−).
D’après ([30], Lemme II.10), on a : τR(x˜) = ±1, pour tout x˜ ∈Mp(V2)(r+,−).
9.1.5 Soit ϕ ∈ C∞c (TεH2). On a :
Tr(IE∗2 ,τ˜(ϕdG2x)) = Tr
(∫
tε|nF |p
τ˜(exp(TV1 )V2 (X))⊗ Tϕ(expTV2 (X))dtX
)
,
où Tϕ(expTV2 (X)) est l’opérateur de rang fini, agissant dans Hr,
Tϕ(expTV2 (X)) =
∫
H2
ϕ(expT (X)y)SR(η
V2
T (expTV2 (X)))πR(y)dH2y.
Soit X ∈ tε|nF |p, on pose x = expT (X), x˜ = expTV2 (X), et ϕx(y) = ϕ(xy), y ∈ H2.
On note T2 l’image de T dans Sp(V2) par la représentation adjointe. Pour une base sym-
plectique convenable (e1, . . . , em, f1, . . . , fm) de V2 et en vertu des conditions imposées
sur aG (Condition (8.4)), on a :
T2,ε ⊂ Sp(V2)(r+,−).
Si bien que l’on a :
SR(η
V2
T (x˜)) = σR(x|V2).
Maintenant, on a, pour tout α ∈ Hr,
Tϕ(x˜)α(v) =
∫
V2/r
Aϕ(v, w)α(w)dV2/rw˙,
où Aϕ(v, w) =
∫
r×k ϕx((x
−1.v− (w+ γ), t))ςa0(t−
1
2
B(w+ γ, x−1.v− γ))drγdµ(t), pour
tout v, w ∈ V2. Autrement dit, Tϕ(x˜) est un opérateur à noyau (égal à Aϕ). D’après le
théorème de Mercer, on a :
Tr(Tϕ(x˜)) =
∫
V2/r
Aϕ(v, v)dV2/rv˙.
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Comme Aϕ(v + γ, v + γ) = Aϕ(v, v), pour tout v ∈ V2 et γ ∈ r, on a :
Tr(Tϕ(x˜)) = |a0|
dimV2
2
p
∫
V2
Aϕ(v, v)dV2v
= |a0|
dimV2
2
p
∫
V2
∫
r×k
ϕx((x
−1 − 1).v − γ, t)
×ςa0(t−
1
2
B(v + γ, x−1.v − γ))dµ(t)drγdV2v.
On suppose, désormais, que det(1− x)V2 6= 0. On pose
q±x =
1 +±xV2
2
(1−±xV2)
−1
et on désigne par Q±x la forme quadratique sur V2 définie par
Q±x(v) = B(q±xv, v) , v ∈ V2.
Alors, d’après ( [28], Lemme 39.2.2), on a :
Tr(Tϕ(x˜)) = |a0|
dimV2
2
p | det(1− x)V2 |
−1
p
{∫
r
ςa0(
1
2
Qx(γ))drγ
}
×
×
∫
V2×k
ϕx(v, t)ςa0(t−
1
2
Qx(v))dµ(t)dV2v.
Comme
1+xV2
2
r ⊂ r et | det(
1+xV2
2
)V2|p = 1 donc
1+xV2
2
r = r. Il s’en suit que
ςa0
(
1
2
B
(
(1− xV2)
(
1 + xV2
2
)−1
v, v
))
= 1 , pour tout v ∈ r.
En utilisant les résultats de ([28], Section 39.2.3), on a :
|a0|
dimV2
2
p
∫
r
ςa0(
1
2
Qx(γ))drγ = | det(1− x)V2 |
1
2
p γ(a0Q−x).
On note u =
−1+xV2
log(xV2 )
(
1+xV2
2
)−1. Si λ ∈ k¯ est une valeur propre de xV2 alors∣∣∣∣∣∣−1 + λlog(λ)
(
1 + λ
2
)−1
− 1
∣∣∣∣∣∣
k¯
< ε.
Il s’ensuit que u ∈ GL(V2)ε. Ainsi, u possède une racine carrée qui commute avec
log(xV2), à savoir
u
1
2 = expGL(V2)(
1
2
log(u)).
Maintenant, par un calcul élémentaire ([28], Paragraphes 39.2.5 et 39.2.6), on obtient :
Tr(Tϕ(x˜)) = |a0|
dimV2
2
p CV2ϕ (X),
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où
CV2ϕ (X) =
∫
V2
∫
V2×k
(ϕ◦expG2)(X+w+ tE)ςa0(t+B(w, v)+
1
2
B(X.v, v))dµ(t)dV2wdV2v.
Comme {x ∈ Tε , det(1−x)V2 6= 0} est un ouvert de Tε et Tεr{x ∈ Tε , det(1−x)V2 6= 0}
est de mesure nulle par rapport à la mesure de Haar dTx sur T , on a :
Tr(IE∗2 ,τ˜ (ϕdG2x)) = |a0|
dimV2
2
p
∫
tε|nF |p
Tr(τ˜(exp(TV1 )V2 (X)))C
V2
ϕ (X)dtX
=dim τ |a0|
dimV2
2
p
∫
tε|nF |p
ς(< λτ , X >)C
V2
ϕ (X)dtX
=dim τ
∫
OE∗
2
,λτ
(ϕ ◦ expG2 dg2X )̂ g2(l)dµOE∗
2
,λτ
(l)
= (dim τ)I.
9.2 Dans cette section, on se donne un idéal abélien u, G-invariant, non nul et inclus
dans ug. On reprend les notations des numéros 7.3.1 et 7.3.2. Fixons 0 < ε < aG. Soit
λτ ∈ g(g)
∗ associé à τ . D’après les résultats du paragraphe 7.4, le prolongement, noté
de même, de λτ en une forme linéaire sur h(h) par g|u sur u, est associé à τ˜ . Remarquons
que si Og,λτ est fermée dans g
∗ alors Oh,λτ (resp. Og1,λτ ) est fermée dans h
∗ (resp. g∗1).
Proposition 9.2.1 On suppose que Og,λτ est fermée dans g
∗. Si le théorème 8.4.1 est
vrai pour (G1, g1, τ˜ , λτ , ε) alors il est vrai pour (G, g, τ, λτ , ε).
Démonstration : Soit ϕ ∈ C∞c (Gε). Alors, πg,τ (ϕdGx) est un opérateur à noyau continu
Kϕ, défini par
Kϕ(x, y) = ∆G(y)
−1
∫
H
ϕ(xzy−1)∆H,G(z)
− 1
2πh,τ˜ (z)dHz,
dHz étant une mesure de Haar sur H (voir [1], Chapitre V). Pour x ∈ G, on désigne
par ϕxH la fonction sur H définie par
ϕxH(y) = ϕ(xyx
−1), y ∈ H.
Alors, ϕxH ∈ C
∞
c (H) et on a :
support(ϕxH) ⊂ Gε ∩H = Hε.
Puisque (∆H,G)|Hε = 1, on a :
Kϕ(x, x) = ∆G(x)
−1πh,τ˜ (ϕ
x
HdHz).
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Choisissons une mesure de Haar dQx sur Q, notons dqX la mesure de Haar sur q
tangente à dQx et posons,
ϕxG1(y) =
∫
Q
ϕx(yz)dQz =
∫
q
ϕx(y exp(X))dqX, y ∈ G1.
Alors, ϕxG1 ∈ C
∞
c (G1), support(ϕ
x
G1
) ⊂ Hε/Q =: G1,ε, et on a :
Kϕ(x, x) = ∆G(x)
−1πg1,τ˜ (ϕ
x
G1
dG1z),
dG1z étant la mesure de Haar sur G1, quotient de dHx par dQx.
Maintenant, on suppose que Og,λτ est fermée dans g
∗. Alors, Og est fermée dans g∗ et
d’après ([28], Théorème 37), πg,τ est admissible. Il en résulte que l’on a :
Θg,τ(ϕdGx) =
∫
G/H
TrKϕ(x, x)dG/H x˙.
Supposons que le théorème 8.4.1 est vrai pour (G1, g1, τ˜ , λτ , ε). Alors, pour tout x ∈ G,
on a :
TrKϕ(x, x) =∆G(x)
−1 dim τ
∫
Og1,λτ
(ϕxG1 ◦ expG1 dg1X )̂ g1 (l)dµOg1,λτ (l), (9.5)
où dg1X = dhX/dqX et dhX est la mesure de Haar sur h tangente à dHz. Etant donné
que Oh,λτ est contenu dans q
⊥, elle s’identifie canoniquement à l’orbite co-adjointe
Og1,λτ . On a, pour tout l ∈ Oh,λτ ,
(ϕxG1 ◦ expG1 dg1X )̂ g1 (l) =
∫
g1
(ϕxG1 ◦ expG1)(X)ς(< l,X >)dg1X
=
∫
g1
{
∫
q
ϕx(expH(X) expH(Y ))dqY }ς(< l,X >)dg1X
=
∫
g1
∫
q
ϕx(expH(X) expH(
eadX − 1
adX
.Y ))dqY
×ς(< l,X >)dg1X.
Cependant, pour tout X ∈ hε|nF |p, Y ∈ q, on a, en réarrangeant convenablement les
termes dans la formule de Campbell Hausdorff,
expH(X) expH(
eadX − 1
adX
.Y ) = expH(X + Y ). (9.6)
Si bien que l’on a :
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(ϕxG1 ◦ expG1 dg1X )̂ g1(l)=
∫
h
(ϕx ◦ expH)(X)ς(< l,X >)dhX
=
∫
h⊥
(ϕx ◦ expG dgX )̂ g(l˜ + t)dh⊥t
= | detAdxg|
−1
p
∫
h⊥
(ϕ ◦ expG dgX )̂ g(x.(l˜ + t))dh⊥t,
où dh⊥t est la mesure de Haar sur h⊥ duale de la mesure de Haar dgX/dhX sur g/h et
l˜ est un élément de g∗ dont la restriction à h est l.
Il résulte de ce qui précède que l’on a :
∫
G/H
TrKϕ(x, x)dG/H x˙
= dim τ
∫
G/H
∫
Oh,λτ
∫
h⊥
(ϕ ◦ expG dgX )̂ g(x.(l˜ + t))dh⊥tdµOh,λτ (l)dG/H x˙
= dim τ
∫
Og,λτ
(ϕ ◦ expG dgX )̂ g(l)dµOg,λτ (l),
où la dernière égalité découle de la proposition 6.2.1.
10 Dans ce paragraphe, nous donnons une démonstration du théorème 8.4.1 au
voisinage d’un élément semi-simple s de G.
10.1 La démonstration du théorème 8.4.1 dans le premier cas de l’alter-
native du lemme 8.5.1 Le cas où uG est trivial a été traité dans la section 8.6. Il
reste à montrer le théorème 8.4.1 dans les conditions du paragraphe 9.1.
10.1.1 On se place dans les conditions du paragraphe 9.1. Soit s un élément semi-
simple de G. On peut supposer sans restriction que s ∈ T . On pose :
V1,s = V (s) , V2,s = (1− s)V , hi,s = Vi,s + kE, Hi,s = exp(Vi,s + kE), E
∗
i,s = E
∗
a0|hi,s
,
i = 1, 2. On se donne un lagrangien ℓi de Vi,s, i = 1, 2. Alors li = ℓi ⊕ kE est une
polarisation en E∗i,s. On considère (πE∗i,s,Hi) la représentation unitaire irréductible de
Hi,s associée à E∗i,s par la méthode des orbites de Kirillov et réalisée dans l’espace de
Hilbert Hi = Hli, et soit SE∗i,s la représentation métaplectique de Mp(Vi,s) associée au
caractère ςa0 et réalisée dans le même espace de Hilbert Hi.
L’application (y1, y2) 7−→ y1y2 de H1,s × H2,s dans H est un morphisme surjectif de
groupes de Lie, de noyau égal ∆ = {(z, z−1), z ∈ Z}. La représentation πE∗1,s ⊗ πE∗2,s de
H1,s × H2,s est unitaire irréductible et est triviale sur ∆. Par passage au quotient, on
obtient une représentation unitaire irréductible de H équivalente à πE∗a0 .
On note T (s)Vi,s (resp. T (s)V ) l’extension métaplectique de T (s) associée à l’action
symplectique de T (s) sur Vi,s (resp. V ) et η
Vi,s
T (s) (resp. η
V
T (s)) l’application naturelle de
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T (s)Vi,s (resp. T (s)V ) dans Mp(Vi,s) (resp. Mp(V )). On choisit un relèvement s˜i =
(s, ψi,s) (resp. s˜ = (s, ψs)) de s dans T (s)Vi,s (resp. T (s)V ). Avec ces notations, on a :
SE∗a0 (η
V
T (s)(s˜)) = ψs(ℓ1 + ℓ2)ψ2,s(ℓ2)
−1IdH1 ⊗ SE∗2,s(η
V2,s
T (s)(s˜2)).
10.1.2 Soit 0 < ε(s) < inf{a′G(s), a
′′
G(s), ε} tel que G×G(s) G(s)ε(s) −→ WG(s, ε(s)),
[x, y] 7−→ xsyx−1 soit un difféomorphisme. La restriction de ΘE∗a0 ,τ à WG(s, ε(s)) est
une fonction généralisée, G-invariante. Désignons par θE∗a0 ,τ,s la fonction généralisée sur
G(s)ε(s) qui lui est associée par le théorème 4.3.1. Soit β ∈ C∞c (G(s)ε(s)) et dG(s)x =
dTxdV1,svdµ(t) une mesure de Haar sur G(s). Alors, il existe un sous-groupe compact
ouvert K de G(s) tel que β soit K-bi-invariant. On se donne γ ∈ C∞c (G(s)) tel que∫
G(s) γ(y)dG(s)y = 1 dont le support est contenu dans K. On se donne également αs ∈
C∞c (V2,s) tel que
∫
V2,s
αs(v)dV2,sv = 1. Comme l’application ξ : G(s)× V2,s −→ T (s)H ,
(y, v) 7−→ y exp(v), est un difféomorphisme et comme T (s)H est ouvert dans G, donc
la fonction α = (γ ⊗ αs) ◦ ξ−1 appartient à C∞c (G). On munit G de la mesure de
Haar dGx = dTxdV1,svdV2,svdµ(t) et on considère l’application Ψ : G×G(s)ε(s) −→ G,
(x, y) 7−→ xsyx−1. On obtient par la suite l’élément Ψα⊗β de C∞c (W(s, ε(s))) donné
par la proposition 4.1.1. On a alors
θE∗a0 ,τ,s(βdG(s)y) = ΘE
∗
a0
,τ (Ψα⊗βdGx).
En utilisant la réalisation de πE∗a0 ,τ donnée dans le paragraphe 10.1.1, on a :
πE∗a0 ,τ(Ψα⊗βdGx) =
∫
tε(s)|nF |p
τ(s˜ expT (s)V (X))⊗ J(s˜ expT (s)V (X))dtX,
où
expT (s)V (X) = (expT (s)(X), φ), expT (s)Vi,s (X) = (expT (s)(X), φi,s), i = 1, 2,
J(s˜ expT (s)V (X)) = (ψsψ
−1
1,sψ
−1
2,s)(φφ
−1
1,sφ
−1
2,s)ψ1,s(ℓ1)J1(expT (s)V1,s (X))⊗J2(s˜2 expT (s)V2,s (X))
J1(expT (s)V1,s (X)) étant l’opérateur∫
V1,s×k
β(expT (s)(X) exp(Y + tE))SE∗1,s(ηT (s)V1,s (expT (s)V1,s (X)))πE∗1,s(exp(Y +
tE))dV1,sY dµ(t),
et J2(s˜2 expT (s)V2,s (X)) = Jαs(η
V2,s
T (s)(s˜2 expT (s)V2,s (X))), où ce dernier opérateur est donné
par la formule (5.4).
Il s’en suit que l’on a :
θE∗a0 ,τ,s(βdG(s)y)=ψs(ℓ1 + ℓ2)ψ2,s(ℓ2)
−1
∫
tε(s)|nF |p
Tr(τ(s˜ expT (s)V (X)))
×Tr(J1(expT (s)V1,s (X)))Tr(J2(s˜2 expT (s)V2,s (X)))dtX.
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D’après la proposition 5.6.4 et compte tenu des conditions imposées sur a′′G(s), on a,
pour tout X ∈ tε(s)|nF |p,
ψs(ℓ1 + ℓ2)ψ2,s(ℓ2)
−1Tr(J2(s˜2 expT (s)V2,s (X))) = | det(s− 1)V2,s|
− 1
2
p Φa0(η
V
T (s)(s˜)).
Il en résulte que l’on a :
θE∗a0 ,τ,s(βdG(s)y)= | det(s− 1)V2,s |
− 1
2
p Φa0(η
V
T (s)(s˜))
∫
tε(s)|nF |p
Tr(τ(s˜ expT (s)V (X)))
×Tr(J1(expT (s)V1,s (X)))dtX.
Cependant, on a :
Tr(τ(s˜ expT (s)V (X))) = Trτ(s˜)ς(< λτ , X >), pour tout X ∈ tε(s)|nF |p.
Si bien que l’on obtient :
θE∗a0 ,τ,s(βdG(s)y)= | det(s− 1)V2,s |
− 1
2
p Φa0(η
V
T (s)(s˜))Trτ(s˜)
∫
tε(s)|nF |p
ς(< λτ , X >)
×Tr(J1(expT (s)V1,s (X)))dtX
= | det(s− 1)V2,s |
− 1
2
p Φa0(η
V
T (s)(s˜))Trτ(s˜)×
×
∫
OE∗
1,s
,λτ
(β ◦ exp dg(s)Y )̂ g(s) (l)dµOE∗
1,s
,λτ
(l),
où dg(s)Y est la mesure de Haar sur g(s) tangente à la mesure de Haar dG(s)y sur G(s).
10.2 La démonstration du théorème 8.4.1 dans le deuxième cas de l’al-
ternative du lemme 8.5.1 On se place dans la situation indiquée dans la section
9.2. Soit s ∈ G, semi-simple et 0 < εG(s) < inf{a′G(s), a
′′
G(s), ε} tel que l’application
G×G(s) G(s)εG(s) −→WG(s, ε(s)), [x, y] 7−→ xsyx
−1 soit un difféomorphisme.
10.2.1 Dans ce paragraphe, on suppose que l’idéal u est contenu dans ker g. Dans
ce cas, q = u, G1 = G/Q et g1 = g/q ; via l’identification q⊥ = g∗1, on a : g = g1,
Og,λτ = Og1,λτ et les mesures de Liouville dµOg,λτ et dµOg1,λτ sont égales. Désignons par
p1 la projection canonique de G sur G1 et par la même lettre (i.e. par p1) la projection
canonique de g sur g1.
Remarque : On a : G1(g1) = p1(G(g)) et l’application G(g)
g −→ G1(g1)
g1, (x, ψ) 7−→
(p1(x), ψ) est un morphisme surjectif, que nous noterons encore p1, de noyau Q. Si
bien que τ = τ˜ ◦ p1 et
πg,τ =πg1,τ˜ ◦ p1. (10.1)
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On pose s1 = p1(s). Alors, s1 est un élément semi-simple deG1. De plus, on a :Og,λτ ,s =
Og1,λτ ,s1 et p1(WG(s, εG(s))) est un ouvert G1-invariant, contenu dans WG1(s1, εG(s)).
D’autre part, on choisit une mesure de Haar dGx (resp. dQx) sur G (resp. Q) et dgX
(resp. dqX) la mesure de Haar sur g (resp. q) tangente à dGx (resp. dQx). On munit G1
(resp. g1) de la mesure de Haar quotient dG1x = dGx/dQx (resp. dg1X = dgX/dqX).
Soit ϕ ∈ C∞c (WG(s, εG(s))). On pose,
ϕG1(x) =
∫
Q
ϕ(xy)dQy =
∫
q
ϕ(x exp(Y ))dqY, x ∈ G.
Alors ϕG1 ∈ C
∞
c (p1(WG(s, εG(s)))) et on a :
Θg,τ (ϕdGx) =Θg1,τ˜ (ϕG1dG1x). (10.2)
On suppose désormais que le théorème 8.4.1 est vrai pour G1 et πg1,τ˜ .
− Ou bien Og,λτ ,s = ∅, dans ce cas Og1,λτ ,s1 = ∅ et la formule (10.2) montre que le
théorème 8.4.1 est vrai pour G et πg,τ .
− Ou bien Og,λτ ,s 6= ∅. On note θg1,τ˜ ,s1 la fonction généralisée G1(s1)-invariante sur
G1(s1)εG(s) associée à Θg1,τ˜ par le théorème 4.3.1. On se donne une mesure de Haar
dg(s)X (resp. dg1(s1)X) sur g(s) (resp. g1(s1)) . Le groupe G(s) (resp. G1(s1)) est muni
de la mesure de Haar dG(s)x (resp. dG1(s1)x) tangente à dg(s)X (resp. dg1(s1)X). En
utilisant le théorème 4.3.1, on a :
Θg1,τ˜ (ϕG1dG1x) =
∫
G1/G1(s1)
∆G1(x)
−1
∫
G1(s1)εG(s)
θg1,τ˜ ,s1(y)ϕ
x
G1
(s1y)
×| det(1− (s1y)
−1)(g1)s1 |pdG1(s1)ydG1/G1(s1)x˙,
où dG1/G1(s1)x˙ est la mesure G1-invariante sur G1/G1(s1) tangente à la mesure de Haar
quotient dg1X/dg1(s1)X sur g1/g1(s1) et ϕ
x
G1
est la fonction sur G1 définie par ϕxG1(y) =
ϕG1(xyx
−1), y ∈ G1. On a :
Θg1,τ˜ (ϕG1dG1x) = | det(1− s
−1
1 )(g1)s1 |p
∫
G1/G1(s1)
∆G1(x)
−1 ×∫
Og1,λτ ,s1
(1g1(s1)εG(s)|nF |pϕ
x
G1
(s1 exp(.))dg1(s1)X )̂ g1(s1) φg1,τ˜ ,s1dµOg1,λτ ,s1dG1/G1(s1)x˙.
Maintenant, considérons la décomposition q = q(s)⊕ qs et choisissons des mesures de
Haar dq(s)X et dqsX sur q(s) et qs respectivement de sorte que dqX = dq(s)XdqsX. En
utilisant la formule (9.6) appliquée à g(s) et q(s), nous pouvons écrire, pour x ∈ G et
X ∈ g,
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1(g1(s1)εG(s)|nF |p)(p1(X))ϕ
p1(x)
G1
(s1 exp(p1(X))) =
| detAdxq|p1(g(s)εG(s)|nF |p+qs)(X)
∫
q(s)
{
∫
qs
ϕx(s exp(X + Y ) exp(Z))dqsZ}dq(s)Y.
Or, l’application g(s) −→ g1(s1), X 7−→ p1(X), est linéaire surjective de noyau égal
q(s). Ceci permet d’identifier g(s)/q(s) à g1(s1). Pour l ∈ g1(s1)∗, on a :
(1(g1(s1)εG(s)|nF |p)ϕ
p1(x)
G1 (s1 exp(.))dg1(s1)X )̂ g1(s1) (l) = | detAdxq|p ×∫
g(s)×qs
ϕx(s exp(X) exp(Z))1(g(s)εG(s)|nF |p )(X)ς(< l,X >)dqsZdg(s)X.
Comme, pour tout Z ∈ qs et X ∈ g(s)εG(s)|nF |p,
exp(Z)s exp(X) exp(−Z) = s exp(X) exp(((s exp(X))−1 − 1)Z),
on a :
(1(g1(s1)εG(s)|nF |p)ϕ
x
G1(s1 exp(.))dg1(s1)X )̂ g1(s1) (l) = | detAdxq|p| det(1− s
−1)qs|p
×
∫
g(s)×qs
1(g(s)εG(s)|nF |p)(X)ϕ
x exp(Z)(s exp(X))ς(< l,X >)dqsZdg(s)X
= | detAdxq|p| det(1− s
−1)qs|p
×
∫
qs
(1(g(s)εG(s)|nF |p)ϕ
x exp(Z)(s exp(.)dg(s)X))g(s)̂ (l)dqsZ.
Cependant,
| det(1− s−11 )(g1)s1 |p| det(1− s
−1)qs |p = | det(1− s
−1)gs |p,
| detAd(p1(x))g1 |p| detAdxq|p = | detAdxg|p = ∆G(x)
−1, pour tout x ∈ G,
et
φg1,τ˜ ,s1 = φg,τ,s.
Maintenant, en utilisant le fait que G1/G1(s1) = G/G(s) exp(qs), nous obtenons de ce
qui précède,
Θg,τ (ϕdGx) = | det(1− s
−1)gs |p
∫
G/G(s)
∆G(x)
−1
×
∫
Og,λτ ,s
(1(g(s)εG(s)|nF |p)ϕ
x(s exp(.))dg(s)X )̂ g(s) φg,τ,sdµOg,λτ ,sdG/G(s)x˙.
C’est la formule cherchée.
10.2.2 Nous retournons désormais à la situation générale du cas considéré en 9.2.
Fixons une mesure de Haar à gauche dGx (resp. dHx) sur G (resp. H) et notons dgX
(resp. dhX) la mesure de Haar tangente sur g (resp. h) et réalisons la représentation
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induite πg,τ = IndGHπh,τ˜ = Ind
G
H(πg1,τ˜ ◦ p1) (voir les formules (7.2) et (7.3)) en utilisant
la mesure invariante dG/H x˙ sur G/H , quotient de dGx par dHx. Soit ϕ ∈ C∞c (G). On
sait que l’opérateur πg,τ (ϕdGx) est un opérateur à noyau continu donné par
Kϕ(x, y) = ∆G(y)
−1
∫
H
∆H,G(z)
− 1
2ϕ(xzy−1)πh,τ˜ (z)dHz,
et grâce au théorème de Mercer, on a :
Θg,τ (ϕdGx) =
∫
G/H
∆G(x)
−1Θh,τ˜(∆H,G
− 1
2ϕxHdHz)dG/H x˙. (10.3)
10.2.3 Dans cette section, on suppose que G.s∩H = ∅. Vu le choix de εG(s), on a :
WG(s, εG(s))∩H = ∅. Ainsi, si le support de ϕ est inclus dansWG(s, εG(s)) alors, pour
tout x ∈ G, ϕxH = 0. Si tel est le cas, la formule (10.3) donne Θg,τ (ϕdGx) = 0. D’autre
part, notre hypothèse implique aussi que Og,λτ ,s = ∅ ; le théorème est donc démontré
dans ce cas.
10.2.4 Maintenant, on se place dans le cas où G.s ∩H 6= ∅. On peut supposer que
s ∈ H . On pose
Gs,H = {x ∈ G tel que x
−1sx ∈ H}.
Alors Gs,H est une sous-variété fermée de G. Le groupe produit G(s)×H opère à gauche
dans Gs,H par la formule : (x, h).y = xyh−1. De plus, l’action conjugaison de H dans
G.s∩H se prolonge en une action de G(s)×H qui soit triviale sur G(s)×{1}. Avec ces
notations, l’application η : Gs,H −→ G.s∩H , x 7−→ x−1sx, est G(s)×H-équivariante.
Elle induit une bijection :
η : G(s) \Gs,H/H −→ H \ (G.s ∩H)
G(s)xH 7−→ H.(x−1sx) = {hx−1sxh−1, h ∈ H}
.
En utilisant ([35] et [3]), on montre que G.s∩H est une réunion disjointe d’un nombre
fini de H-orbites : soit x1 = 1, x2, . . . , xm ∈ Gs,H tels que
Gs ∩H =
m⊔
i=1
H.(x−1i sxi) et Gs,H =
m⊔
i=1
G(s)xiH.
Pour i ∈ {1, 2, . . . , m}, on pose si = x
−1
i sxi. D’après ([28], Proposition 43.3.1), on a
WG(s, εG(s)) ∩H =
m⊔
i=1
WH(si, εG(s)). (10.4)
Soit ϕ ∈ C∞c (WG(s, εG(s))). On pose, pour 1 ≤ i ≤ m, ϕsi = 1WH (si,εG(s))ϕ|H . En
utilisant ce qui précède, la formule (10.3) s’écrit aussi :
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Θg,τ (ϕdGx) =
∑
1≤i≤m
Isi(ϕdGx), (10.5)
où
Isi(ϕdGx) =
∫
G/H
∆G(x)
−1Θh,τ˜(∆H,G
− 1
2 (ϕx)sidHz)dG/H x˙. (10.6)
10.2.5 Description de Og,λτ ,s en terme des Oh,λτ ,si On considère les décompositions
suivantes.
g∗ = g(si)
∗ ⊕ g∗si et h
∗ = h(si)
∗ ⊕ h∗si.
On désigne par r l’application de restriction de g∗ à h∗ et par rsi la restriction de r
à g(si)∗. Si E est une partie de Oh,λτ ,si, on pose [E]si = G(si)r
−1
si
(E). Alors, on le
résultat suivant : soit f ∈ g∗ dont la restriction à ug coïncide avec celle de g, et dont
la restriction à g(g) est égale à λτ .
Lemme 10.2.1 On a :
– r−1(Oh,λτ ) = H.f
– r−1(Oh,λτ ) ∩ g(si)
∗ = r−1si (Oh,λτ ,si)
– Og,λτ ,s =
⊔
1≤i≤m
xi.[Oh,λτ ,si]si
De plus, chaque xi.[Oh,λτ ,si]si est un ouvert de Og,λτ ,s, réunion finie de G(s)-orbites.
L’application ω 7−→ [ω]si induit une bijection de H(si)\Oh,λτ ,si sur G(si)\[Oh,λτ ,si]si.
L’analogue de ce résultat dans le cas réel a été démontré dans ([21], Lemme 8.2.1).
Leur démonstration s’étend à notre cas.
10.2.6 Dans ce numéro, on suppose Og,λτ ,s = ∅. D’après le lemme précédent, on a
Oh,λτ ,si = ∅, pour tout i ∈ {1, . . . , m}. Supposons que le théorème 8.4.1 est vrai pour
(H, h, τ˜). Alors, Isi(ϕdGx) = 0, pour tout i ∈ {1, . . . , m}. Si bien que Θg,τ(ϕdGx) = 0.
10.2.7 Dans ce paragraphe, on suppose désormais queOg,λτ ,s 6= ∅. Comme la fonction
généralisée Θg,τ est G-invariante, on peut supposer que Ad∗s.f = f . On choisit une
mesure de Haar dg(s)X (resp. dh(s)X) sur g(s) (resp. h(s)). On munit chaque g(si)
(resp. h(si)) de la mesure de Haar dg(si)X (resp. dh(si)X) image de dg(s)X (resp. dh(s)X)
par l’isomorphisme : x−1i : g(s) −→ g(si) (resp. x
−1
i : h(s) −→ h(si)). Le groupe
G(si) (resp. H(si)) est muni de la mesure de Haar dG(si)x (resp. dH(si)x) tangente à
dg(si)X (resp. dh(si)X). Pour chaque i ∈ {1, . . . , m}, on désigne par θh,τ˜ ,si la fonction
généralisée H(si)-invariante sur H(si)εG(s) associée la fonction généralisée Θh,τ˜ par le
théorème 4.3.1. Alors, on a :
Θh,τ˜(∆H,G
− 1
2 (ϕx)sidHz) =
∫
H/H(si)
∆H(y)
−1
∫
H(si)εG(s)
θh,τ˜ ,si(z)∆H,G
− 1
2 (siz)
×ϕxy(siz)| det(1− (siz)
−1)hsi |pdH(si)zdH/H(si)y˙,
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où dH/H(si)y˙ est la mesure H-invariante sur H/H(si) tangente à la mesure de Haar
quotient dhX/dh(si)X sur h/h(si).
Mais, pour tout z ∈ H(si)εG(s), on a :
∆H,G(z) = 1 et | det(1− (siz)
−1)hsi |p = | det(1− s
−1
i )hsi |p.
On pose c(si) = ∆H,G−
1
2 (si)| det(1− s
−1
i )hsi |p. Alors, on peut écrire,
Θh,τ˜(∆H,G
− 1
2 (ϕx)sidHz) = c(si)
∫
H/H(si)
∆H(y)
−1
×
∫
H(si)εG(s)
θh,τ˜ ,si(z)ϕ
xy(siz)dH(si)zdH/H(si)y˙.
Par hypothèse le théorème 8.4.1 est vrai pour (G1, g1, τ˜ , λτ , εG(s), p1(si)). En appliquant
les résultats de la section 10.2.1, on a :
Isi(ϕdGx) = c(si)
∫
G/H
∆G(x)
−1
∫
H/H(si)
∆H(y)
−1 ×
×
∫
Oh,λτ ,si
(1h(si)εG(s)|nF |pϕ
xy(si exp(.))dh(si)X )̂ h(si) ×
×φh,τ˜ ,sidµOh,λτ ,sidH/H(si)y˙dG/H x˙.
La fonction φh,τ˜ ,si (resp. φg,τ,si) est constante sur les H(si)-orbites (resp. G(si)-orbites)
donc les nombres φh,τ˜ ,si(ω), ω ∈ H(si)\Oh,λτ ,si (resp. φg,τ,si(ω), ω ∈ G(si)\Og,λτ ,si)
sont bien définis. D’après la proposition 8.2.1, on a :
φh,τ˜ ,si(ω) = φg,τ,si([ω]si)∆
1
2
H,G(si)| det(1− s
−1
i )(1−si)g/h|p, ω ∈ H(si)\Oh,λτ ,si.
Remarquons que
c(si)∆
1
2
H,G(si)| det(1− s
−1
i )(1−si)g/h|p = | det(1− s
−1
i )gsi |p.
Ainsi,
Isi(ϕdGx) = | det(1− s
−1
i )gsi |p
∑
ω∈H(si)\Oh,λτ ,si
φg,τ,si([ω]si)I
si
ω (ϕdGx) (10.7)
où on a posé, pour ω ∈ H(si)\Oh,λτ ,si,
Isiω (ϕdGx) =
∫
G/H
∆G(x)
−1
∫
H/H(si)
∆H(y)
−1 ×∫
ω
((1h(si)εG(s)|nF |pϕ
xy(si expG(si)( . )))h(si)dh(si)X )̂ h(si) dµωdH/H(si)y˙dG/H x˙.
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Désignons par h(si)⊥ l’espace des formes linéaires sur g(si) nulle sur h(si) (que l’on
identifie canoniquement avec (g(si)/h(si))∗) et par dh(si)⊥t la mesure de Haar sur h(si)
⊥
duale de la mesure de Haar dg(si)X/dh(si)Y sur g(si)/h(si). Soit ω ∈ H(si)\Oh,λτ ,si. On
peut écrire,
Isiω (ϕdGx) =
∫
G/G(si)
∆G(x)
−1{
∫
G(si)/H(si)
×{
∫
ω
∫
h(si)⊥
(1g(si)εG(s)|nF |pϕ
x(si expG(si)( . ))dg(si)X )̂ g(si)(y.(l1 + t))
dh(si)⊥tdµω(l)}dG(si)/H(si)y˙}dG/G(si)x˙.
En appliquant la proposition 6.2.1 aux orbites ω et [ω]si dans h(si)
∗ et g(si)∗, on obtient,
Isiω (ϕdGx) =
∫
G/G(si)
∆G(x)
−1 × (10.8)
×
{∫
[ω]si
(1g(si)εG(s)|nF |pϕ
x(si expG(si)( . ))dg(si)X )̂ g(si)(l)dµ[ω]si(l)
}
dG/G(si)x˙.
Reportant la formule (10.8) dans (10.7), on obtient,
Isi(ϕdGx) = | det(1− s
−1
i )gsi |p
∫
G/G(si)
∆G(x)
−1 ×
×
{∫
[Oh,λτ ,si ]si
(1g(si)εG(s)|nF |pϕ
x(si expG(si)( . ))dg(si)X )̂ g(si)(l)×
× φg,τ,si(l)dµ[Oh,λτ ,si ]si (l)
}
dG/G(si)x˙
Maintenant, pour tout l ∈ g(s)∗, on a : x−1i .l ∈ g(si)
∗ et
(1g(si)εG(s)|nF |pϕ
x(si expG(si)( . ))dg(si)X )̂ g(si)(x
−1
i .l) =
ci(1g(s)εG(s)|nF |pϕ
xx−1
i (s expG(s)( . ))dg(s)X )̂ g(s)(l),
où ci = | det(x
−1
i : g(s) −→ g(si))|p, le déterminant étant calculé relativement à une
base, univolumique pour dg(s)Y (resp. dg(si)Y ), de g(s) (resp. g(si)).
Comme x−1i induit un isomorphisme de variétés symplectique de xi.[Oh,λτ ,si]si sur
[Oh,λτ ,si]si , il s’en suit que
∫
[Oh,λτ ,si ]si
(1g(si)εG(s)|nF |pϕ
x(si expG(si)( . ))dg(si)X )̂ g(si)(l)φg,τ,si(l)dµ[Oh,λτ ,si ]si (l) =
ci
∫
xi.[Oh,λτ ,si ]si
(1g(s)εG(s)|nF |pϕ
xx−1
i (s expG(s)( . ))dg(s)X )̂ g(s)(l)φg,τ,s(l)dµOg,λτ ,s(l)
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Cependant, pour tout h ∈ L1(G;G(s)), on a∫
G/G(si)
h(xx−1i )dG/G(si)x˙ = c
′
i
∫
G/G(s)
h(x)dG/G(s)x˙,
avec c′i = | det(x
−1
i : gs −→ gsi)|p, le déterminant étant calculé relativement à une base
de gs (resp. gsi), univolumique pour la mesure de Haar tangente à la mesure quotient
sur G/G(s) (resp. G/G(si)). Il est facile de montrer que cic′i = ∆G(xi). Il en résulte
que
Ixsi(ϕdGx) = | det(1− s
−1)gs |p ×
×
∫
G/G(s)
∫
xi.[Oh,λτ ,si ]si
(1g(s)εG(s)|nF |pϕ
xx−1
i (s expG(s)( . ))dg(s)X )̂ g(s)(l) ×
×φg,τ,s(l)dµOg,λτ ,s(l)dG/G(s)x˙
Compte tenu de ce qui précède et du lemme 10.2.1, on obtient
Θg,τ (ϕdGx) =
∫
G/G(s)
∆G(x)
−1
{∫
Og,λτ ,s
(1g(s)εG(s)|nF |pϕ
x(s expG(s)( . ))dg(s)X )̂ g(s)(l)
× φg,τ,s(l)dµOg,λτ ,s(l)
}
| det(1− s−1)gs |p dG/G(s)x˙.
D’où la formule désirée.
Mesure de Plancherel.
11 On sait, depuis les travaux de ([17], [8]), que si G est unimodulaire alors il
existe une mesure d
Ĝ
µ sur Ĝ, appelée mesure de Plancherel de G, qui est entièrement
déterminée une fois fixée une mesure de Haar dGx sur G par :
ϕ(1) =
∫
Ĝ
Tr(π(ϕdGx))dĜµ(π), pour tout ϕ ∈ C
∞
c (G).
L’objet de cette partie du présent travail est de décrire explicitement la mesure d
Ĝ
µ.
12 Formes linéaires fortement régulières. Dans ce paragraphe nous allons étu-
dier les formes linéaires fortement régulières de g∗.
12.1 On désigne par k′ soit le corps k soit le corps k¯. On pose gk′ = k′ ⊗k g. Un
élément g de g∗k′ est dit régulier si dim gk′(g) ≤ dim gk′(g
′) pour tout g′ ∈ g∗k′. Si tel est le
cas, gk′(g) est une sous-algèbre de Lie algébrique commutative ([7], Proposition 1.11.7).
On note alors jg l’ensemble des éléments semi-simple de gk′(g). Ainsi, jg est l’unique
facteur réductif de gk′(g). La forme linéaire g est dite fortement régulière si jg est de
dimension maximale. Dans ce cas, la sous-algèbre jg est appelée sous-algèbre de Cartan-
Duflo. L’ensemble des éléments fortement réguliers de g∗k′ est noté g
∗
k′,t.r. Lorsque k
′ = k,
l’ensemble g∗k′,t.r est noté simplement g
∗
t.r.
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12.1.1 Soit jk¯ une sous-algèbre de Cartan-Duflo de gk¯. On note hk¯ le centralisateur
de jk¯ dans gk¯. Puisque jk¯ est une algèbre de Lie réductive, on a gk¯ = hk¯ ⊕ [jk¯, gk¯] ce qui
permet d’identifier g∗k¯ à h
∗
k¯ ⊕ [jk¯, gk¯]
∗.
Lemme 12.1.1 Soit l ∈ h∗k¯ régulier comme élément de g
∗
k¯. On a gk¯(l) ⊂ hk¯ et jl = jk¯,
ce qui donne que l ∈ g∗k¯,t.r.
Démonstration : Puisque [jk¯, hk¯] = 0, [jk¯, [jk¯, gk¯]] ⊂ [jk¯, gk¯], et le fait que l est nulle sur
[jk¯, gk¯], on a jk¯ ⊂ gk¯(l). Comme l est un élément régulier de g
∗
k¯, on a gk¯(l) ⊂ hk¯ et
jk¯ ⊂ jl. A cause de la maximalité de jk¯, on a jk¯ = jl.
12.1.2 Soit B = (e1, . . . , e2d) une base de [jk¯, gk¯] et (e
∗
1, . . . , e
∗
2d) la base duale. Si
l ∈ h∗k¯, on note πB(l) le pfaffien de la restriction de la forme βl à [jk¯, gk¯] calculé dans la
base B : 1
d !
βl
d
|[jk¯,gk¯]
= πB(l)e
∗
1∧ . . . ∧ e
∗
2d.
Lemme 12.1.2 Soit f ∈ h∗k¯. Les assertions suivantes sont équivalantes :
(1) f ∈ g∗k¯,t.r,
(2) f est régulier dans h∗k¯ et πB(f) 6= 0.
Démonstration : Supposons que f ∈ g∗k¯,t.r. D’après le lemme 12.1.1, on a gk¯(f) ⊂ hk¯,
gk¯(f) = hk¯(f), et jk¯ = jf , ce qui prouve que la restriction de βf à [jk¯, gk¯] est non
dégénérée et par suite πB(f) 6= 0. Soit maintenant l un élément régulier de h∗k¯ tel que
πB(l) 6= 0. Comme [hk¯, [jk¯, gk¯]] ⊂ [jk¯, gk¯], on a hk¯(l) ⊂ gk¯(l). Soit X ∈ gk¯(l), écrivons
X = X1 + X2, X1 ∈ hk¯ et X2 ∈ [jk¯, gk¯]. Pour tout Y ∈ [jk¯, gk¯], < l, [X, Y ] >= 0
et ceci implique que < l, [X2, Y ] >= 0. Comme la restriction de βl à [jk¯, gk¯] est non
dégénérée, X2 = 0. Ainsi gk¯(l) ⊂ hk¯ et par conséquent gk¯(l) ⊂ hk¯(l). Si bien que l’on a
gk¯(l) = hk¯(l). D’autre part, on a
dim hk¯(l) ≤ dim hk¯(f) = dim gk¯(f) ≤ dim gk¯(l).
Il en résulte que
dim hk¯(l) = dim hk¯(f) = dim gk¯(f) = dim gk¯(l).
Ce qui prouve le résultat.
On pose H∗k¯,t.r = h
∗
k¯ ∩ g
∗
k¯,t.r. Comme l’ensemble des éléments réguliers de h
∗
k¯ est un
ouvert de Zariski non vide de h∗k¯, on déduit du lemme ci-dessus que H
∗
k¯,t.r est aussi un
ouvert de Zariski non vide de h∗k¯.
12.1.3 Le résultat suivant a un rôle important pour la suite de ce travail.
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Proposition 12.1.1 Avec les notations ci-dessus, toutes les sous-algèbres de Cartan-
Duflo de g sont G-conjuguées.
Démonstration : L’application σ : [jk¯, gk¯] × h
∗
k¯ −→ g
∗
k¯, (X, f) 7−→ exp(X).f , est évi-
demment polynomiale. Sa différentielle en (0, l0), l0 ∈ H∗k¯,t.r est l’application : [jk¯, gk¯]×
h∗k¯ −→ g
∗
k¯, (X, l) 7−→ X.l0 + l. Supposons que l’on ait, pour tout Y ∈ gk¯, < X.l0 +
l , Y >= 0. En prenant Y ∈ hk¯, on trouve que l = 0. Il en résulte que X ∈ gk¯(l0). Par
le lemme 12.1.1, X ∈ hk¯ ∩ [jk¯, gk¯], soit X = 0. La différentielle est donc injective, et
surjective par argument de dimension. Ainsi, σ est étale en (0, l0). Si bien que l’image
de [jk¯, gk¯]×H
∗
k¯,t.r par σ contient un ouvert de Zariski non vide P de g
∗
k¯ formé d’éléments
fortement réguliers. On en déduit qu’il existe g0 ∈ g∗ tel que, notant g˜0 l’élément de g∗k¯
qui s’en déduit par extension des scalaires à k¯, on ait g0 ∈ P. On a alors jg˜0 = k¯⊗k jg0.
On se donne maintenant f ∈ g∗k¯,t.r. Soit h
′
k¯ le centralisateur de jf dans gk¯ et H
′∗
k¯,t.r =
h′k¯
∗ ∩ g∗k¯,t.r. Le raisonnement ci-dessus affirme l’existence des éléments X1 ∈ [jk¯, gk¯],
l1 ∈ H
∗
k¯,t.r, X2 ∈ [jf , gk¯], l2 ∈ H
′∗
k¯,t.r tels que
exp(X1).l1 = exp(X2).l2.
D’après le lemme 12.1.1, on a jl1 = jk¯ et jl2 = jf . On en déduit que jk¯ et jf sont
conjugués par un élément de uG. On vient de montrer que l’ensemble V des sous-
algèbres de Cartan-Duflo de gk¯ est un espace homogène, défini sur k, de
u
G. On note
H le centralisateur de jg˜0 dans G. L’application canonique
u
G/uH −→ V induit une
bijection uG-équivariante de (uG/uH)k sur Vk. En utilisant ([3], Proposition 1.12), les
orbites de uG dans (uG/uH)k correspondent bijectivement aux éléments du noyau de
l’application canonique H1(k, uH) −→ H1(k, uG). Or, H1(k,U) = 0, pour tout groupe
unipotent U défini sur k. Il s’ensuit que les éléments de Vk constituent une seule orbite
sous l’action de uG.
Arrivé à ce stade, nous allons démontrer le résultat suivant.
Lemme 12.1.3 L’ensemble g∗t.r est un ouvert de Zariski, non vide, G-invariant de g
∗.
Démonstration : On suppose que jk¯ est défini sur k. On note H le centralisateur de
jk¯ dans G. C’est un sous-groupe fermé, défini sur k, de G. Considérons le morphisme
κ : G ×H H
∗
k¯,t.r
−→ g∗
k¯
, qui à [x, f ] associe x.f . Puisque κ est injectif et dominant, il
est de type fini. Comme κ est étale, d’après ([31], III.10. Théorème 3) le morphisme κ
est plat. D’après ([29], Théorème 2.12) le morphisme κ est ouvert. Ainsi, g∗k¯,t.r, qui est
l’image de κ, est un ouvert de g∗k¯. Il est défini sur k puisque κ et H
∗
k¯,t.r sont définis sur
k. Si bien que g∗t.r, qui est l’ensemble des points rationnels de g
∗
k¯,t.r, est un ouvert de
Zariski, non vide, de g∗. Il est clair qu’il est G-invariant.
12.2 On suppose désormais que G est unimodulaire.
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Proposition 12.2.1 Il existe un ouvert de Zariski ΩG, non vide, G-invariant de g
∗
contenu dans g∗t.r tel que, pour tout f ∈ ΩG, l’orbite co-adjointe G.f soit fermée dans g
∗.
Démonstration : D’après [5], il existe une partie G-invariante U de g∗k¯ ouverte et dense
dans g∗k¯, telle que toute G-orbite contenue dans U soit fermée dans g
∗
k¯. On sait qu’il
existe f ∈ k¯[g∗k¯], non nul, tel que Df = {X ∈ g
∗
k¯ / f(X) 6= 0} soit contenu dans U.
Soit (v1, . . . , vm) une base de g. Alors (v1, . . . , vm) est une base de gk¯. Désignons par
(v∗1, . . . , v
∗
m) la base duale dans g
∗
k¯. Relativement à cette base, on a f ∈ k¯[x1, . . . , xm].
Soit k1 une extension galoisienne finie de k contenant les coefficients de f . Notons  
le groupe de Galois de k1 sur k. Posons f˜ =
∏
σ∈  f
σ. Il est clair que f˜ 6= 0 et que
f˜ ∈ k[x1, . . . , xm]. Si bien que Df˜ est un ouvert de Zariski (non vide) de g
∗
k¯, défini sur
k, et contenu dans U. Il en résulte que ∪x∈G x.Df˜ est un ouvert de Zariski, défini sur k,
G-invariant, et il est contenu dans U. La proposition résulte alors du lemme suivant.
Lemme 12.2.1 Soit g ∈ g∗. On note g˜ l’élément de g∗k¯ obtenu à partir de g par
extension des scalaires à k¯. Si G.g˜ est fermée (de Zariski) dans g∗k¯ alors G.g est fermée
dans g∗ pour la topologie p-adique.
Démonstration : Puisque la sous-variété G.g˜ est lisse, on démontre par une méthode
analogue à celle utilisée dans ([43], Théorème 1) que le fermé (G.g˜)k de g∗ est une
sous-variété k-analytique de g∗. Pour tout f ∈ (G.g˜)k, l’application de Gk dans (G.g˜)k
qui à x associe Ad∗x.f est une submersion. Il s’en suit que l’orbite de chaque élément
de (G.g˜)k sous l’action de Gk est ouverte dans (G.g˜)k. Comme l’orbite Gk.g est le
complémentaire d’une réunion de Gk-orbites dans (G.g˜)k, elle est fermée dans g∗.
D’autre part, pour tout f ∈ Gk.g, l’application de G dans Gk.g qui à x associe Ad∗x.f
est une submersion. Il en résulte que l’orbite G.g de g sous l’action co-adjointe de G
est fermée dans g∗.
13 Désintégration d’une mesure.
13.1 Posons U = uG et u = ug. Fixons g0 ∈ ΩG. Désignons par u0 sa restriction
à u. Notons j la sous-algèbre de Cartan-Duflo de g(g0). Fixons un facteur réductif t
de g contenant j. Considérons la décomposition g = t ⊕ u et la décomposition duale
g∗ = t∗ ⊕ u∗. Alors, pour tout g ∈ ΩG et pour tout t ∈ t∗, on a :
– l’orbite co-adjointe de t+ g sous l’action de G est fermée dans g∗ ;
– g(t+ g) = g(g).
On peut supposer désormais que
ΩG = t
∗ + ΩG.
On note ΩU l’image de ΩG par l’application restriction de g∗ à u∗. Alors ΩU est un
ouvert de Zariski non vide, G-invariant, de u∗ et on a :
ΩG = t
∗ + ΩU .
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On désigne par ΩG,u les formes linéaires de type unipotent de ΩG. On a alors
ΩG = t
∗ + ΩG,u.
Lemme 13.1.1 La sous-algèbre j est un facteur réductif de g(u0) et tout facteur ré-
ductif de G(g0) est un facteur réductif de G(u0).
Démonstration : Soit ru0 un facteur réductif de g(u0) contenant j et r un facteur réductif
de g contenant ru0. Soit X ∈ ru0. Si Y ∈ r et Z ∈ u, on a : [X, Y ] = 0 et < u0, [X,Z] >=
0. Donc
< g0, [X, Y + Z] >=< g0, [X,Z] >=< u0, [X,Z] >= 0.
Si bien que X ∈ j.
Soit Rg0 un facteur réductif de G(g0) et Ru0 un facteur réductif de G(u0) contenant
Rg0 . Soit x ∈ Ru0 . On a :
< x.g0, Y + Z >=< g0, x
−1Y + x−1Z >=< g0, Y > + < u0, x
−1Z >
=< g0, Y > + < u0, Z >
=< g0, Y + Z >,
pour tout Y ∈ r et Z ∈ u. Donc x ∈ Rg0 .
Proposition 13.1.1 L’orbite G.u0 admet une mesure positive G-invariante.
Démonstration : Il suffit de démontrer que le sous-groupe G(u0) est unimodulaire.
Posons b = j + u et b la restriction de g0 à b. On voit b est un idéal de g et que
b(b) = g(u0).
D’autre part, l’application g/b× b(b)/g(g0) −→ k, (X˙, Y˙ ) 7−→ βg0(X, Y ) est non dégé-
nérée, G(g0)-invariante. Comme l’action de Rg0 dans g/b est unimodulaire donc l’action
de Rg0 dans b(b)/g(g0) est unimodulaire. Etant donné que G est unimodulaire et l’ac-
tion de Rg0 dans g/g(g0) est unimodulaire, l’action de Rg0 dans g(g0) est unimodulaire.
Il en résulte que l’action de Rg0 dans g(u0) est unimodulaire.
13.2 Fixons des mesures de Haar dgX, duX, et djX sur g, u, et j respectivement.
Désignons par dGx la mesure de Haar sur G tangente à dgX et par dBu0x la mesure
de Haar sur Bu0 = G(u0)U tangente à la mesure de Haar dbX = djXduY sur b. La
mesure de Haar quotient sur G/Bu0 est notée dG/Bu0 x˙. Désignons par dµU.u0 la mesure
de Liouville sur l’orbite co-adjointe U.u0.
Lemme 13.2.1 Si ϕ est une fonction borélienne positive sur G.u0, on pose Iu0(ϕ) =∫
G/Bu0
∫
U.u0
ϕ(xl)dµU.u0(l)dG/Bu0 x˙. Alors, Iu0 définit une mesure positive G-invariante
sur G.u0. On la notera βG.u0.
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Maintenant, nous allons démontrer le résultat suivant.
Proposition 13.2.1 On suppose que g0 est de type unipotent et que βG.u0 est une
mesure de Radon sur u∗. Soit ϕ ∈ C∞c (g). On a :∫
G.u0
̂(ϕ|uduX)u(l)dβG.u0(l) =
∫
j∗
∫
Og0,λ
̂(ϕdgX)g(l)dµOg0,λ(l)dj∗λ.
Démonstration : On a :
̂(ϕ|uduX)u(l) =
∫
b⊥×j∗
̂(ϕdgX)g(l˜ + λ1 + λ2)db⊥λ2dj∗λ1,
où l˜ est la forme linéaire sur g nulle sur t et dont la restriction à u est l. Donc
∫
G.u0
̂(ϕ|uduX)u(l)dβG.u0(l)
=
∫
G/Bu0
∫
U/U(u0)
∫
b⊥×j∗
̂(ϕdgX)g(xy.u˜0 + λ1 + λ2)db⊥λ2dj∗λ1dU/U(u0)y˙dG/Bu0 x˙
=
∫
j∗
∫
G/Bu0
∫
U/U(u0)
∫
b⊥
̂(ϕdgX)g(xy.u˜0 + λ1 + λ2)db⊥λ2dU/U(u0)y˙dG/Bu0 x˙dj∗λ1.
Cependant, Bu0(b) = Rg0U(u0), il s’ensuit que
∫
G/Bu0
∫
U/U(u0)
∫
b⊥
̂(ϕdgX)g(xy.u˜0 + λ1 + λ2)db⊥λ2dU/U(u0)y˙dG/Bu0 x˙
=
∫
Og0,λ1
̂(ϕdgX)g(l)dµOg0,λ1 (l).
Si bien que l’on a :∫
G.u0
̂(ϕ|uduX)u(l)dβG.u0(l) =
∫
j∗
∫
Og0,λ
̂(ϕdgX)g(l)dµOg0,λ(l)dj∗λ.
13.3 Le résultat suivant a son propre intérêt.
Proposition 13.3.1 Soit ϕ une fonction borélienne positive sur u∗. L’application
u ∈ ΩU −→ Iu(ϕ)
est borélienne.
Démonstration : Désignons par J le sous-groupe connexe de G d’algèbre de Lie j et
par J l’image réciproque de Jk dans G. On note B = JU . Alors B est un sous-groupe,
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algébrique, normal de G, d’algèbre de Lie j + u. On voit que B est un sous-groupe de
Bu0 d’indice fini. On munit B de la mesure de Haar tangente à djXduY . Par un calcul
élémentaire, on a :
Iu(ϕ) =
1
[Bu : B]
∫
G/B
∫
U.u
ϕ(xl)dµU.u(l)dG/Bx˙, pour tout u ∈ ΩU .
Remarquons que ∫
U.u
ϕ(xl)dµU.u(l) =
∫
U.xu
ϕ(l)dµU.xu(l).
Il suit que l’application (x, u) ∈ G × ΩU 7−→
∫
U.u ϕ(xl)dµU.u(l) est borélienne. Si bien
que l’application u ∈ ΩU −→
∫
G/B
∫
U.u ϕ(xl)dµU.u(l)dG/Bx˙ est borélienne.
Dans la suite, nous allons montrer que u ∈ ΩU 7−→ 1[Bu:B] est borélienne. On désigne par
F(G) l’ensemble des sous-groupes fermés de G que l’on munit de la topologie de Fell
[15]. L’application u ∈ ΩU 7−→ G(u) est borélienne. Donc A := {(u,G(u)), u ∈ ΩU} est
un borélien de ΩU×F(G), où ΩU×F(G) est muni de la structure borélienne produit. Il
suffit maintenant de démontrer que α : (u,G(u)) ∈ A 7−→ [Bu : B] ∈ N est borélienne.
Nous allons prouver, en fait, que α est séquentiellement semi-continue inférieurement.
Soit (un, G(un)) une suite convergente dans A vers (u,G(u)). On a :
α(u,G(u)) ≤ lim inf
n→+∞
α(un, G(un)).
En effet, soit m une valeur d’adhérence de la suite (α(un, G(un))). Il existe une sous-
suite (uβ(n), G(uβ(n))) telle que limn→+∞ α(uβ(n), G(uβ(n))) = m. Soit x1 = e, . . . , xd
(d = α(u,G(u))) des éléments de Bu = G(u)U tels que
Bu =
d⊔
i=1
xiB.
Comme U est un sous-groupe de B, on peut supposer que xi ∈ G(u). Il existe une
suite xiβ(n) ∈ G(uβ(n)) convergente vers x
i, 1 ≤ i ≤ d. Soit 1 ≤ i 6= j ≤ d. On a
xiβ(n)(x
j
β(n))
−1 −→ xi(xj)−1 6∈ B. Comme B est fermé dans G, il suit que, pour n assez
grand, xiβ(n)B ∩ x
j
β(n)B = ∅. Si bien que, pour n assez grand, α(uβ(n), G(uβ(n))) ≥ d.
D’où m ≥ d.
13.4 On désigne par du∗l la mesure de Haar sur u∗ duale de la mesure de Haar duX
sur u. On a le résultat suivant.
Proposition 13.4.1 Il existe une unique mesure borélienne positive µu sur G\u
∗ telle
que l’on ait ∫
u∗
ϕ(l)du∗l =
∫
G\u∗
dµu(ω)
∫
ω
ϕ(l)dβω(l)
pour toute fonction ϕ, borélienne positive, ou intégrable pour du∗l sur u
∗.
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Démonstration : La démonstration de cette proposition est de même style que celle
donnée par ([12], Lemme 5.1.7).
Soit a∗ un réseau dans u∗. La proposition ci-dessus montre que pour presque tout
ω ∈ G\u∗, on a : ∫
ω
1̟na∗(l)dβω(l) < +∞, pour tout n ∈ Z.
Si bien que, pour presque tout ω ∈ G\u∗, la mesure dβω est une mesure de Radon.
14 La mesure de Plancherel de G.
14.1 Rappelons que ΩG,u est l’ensemble des formes de type unipotent contenu dans
ΩG. Soit g ∈ ΩG,u. D’après la proposition 12.1.1, il existe x ∈ G tel que jg = x.j
soit l’unique facteur réductif de g(g). On munit jg de la mesure de Haar djgX, image
de la mesure de Haar djX sur j par l’application j −→ jg, X 7−→ x.X. Soit Rg un
facteur réductif de G(g) (d’algèbre de Lie jg). On note
̂(Rgg)− l’ensemble des classes des
représentations unitaires irréductibles τ de Rgg telle que τ(1,−1) = −Id. Alors
̂(Rgg)−
est un ouvert de R̂gg (voir [16], Corollaire du Théorème 1.3). On désigne par dRggx la
mesure de Haar sur Rgg tangente à djgX et par dR̂gg
τ la mesure de Plancherel de R̂gg
correspondante. Si τ ∈ ̂(Rgg)−, on désigne par τ ⊗ χg l’élément de YG(g) défini par
τ ⊗ χg(xy) = χg(y)τ(x), x ∈ R
g
g, y ∈
uG(g)g.
L’application ̂(Rgg)− −→ YG(g), τ 7−→ τ⊗χg est un homéomorphisme : elle est continue
bijective, l’application réciproque étant YG(g) −→
̂(Rgg)−, τ 7−→ τ|Rgg qui est continue
d’après le corollaire du théorème 1.3 de [16]. On note alors dgτ la mesure image de
d
R̂gg
τ sur YG(g). Remarquons que cette mesure ne dépend pas du choix de Rg.
14.1.1 On désigne par Zg le centre de Rgg et par N = {(1,−1), (1, 1)}. Alors Zg est
un sous-groupe fermé, d’indice fini, de Rgg contenant N . Soit χ0 le caractère non trivial
de N et Ẑg− = {χ ∈ Ẑg, χ|N = χ0}. Alors, Ẑg− est ouvert et fermé dans Ẑg (voir [42],
Chapitre 6). On munit Zg de la mesure de Haar dZgz restriction de la mesure de Haar
dRggx sur R
g
g et Ẑg de la mesure de Haar d
∗
Zgχ duale de dZgz. Pour chaque χ ∈ Ẑg−, on
pose
(Rgg )̂ χ = {τ ∈ R̂
g
g tel que τ|Zg = (dim τ)χ}.
Si I est un ensemble fini, on note |I| le nombre de ses éléments. D’après ([18], Théorème
4.1), on a, pour tout β ∈ C∞c (R
g
g),
∫
(̂Rgg)−
Tr(τ(βdRggx))dR̂gg
τ =
∫
Ẑg−
∑
τ∈(Rgg )̂ χ
dim τ Tr(τ(βdRggx))
1
|Rgg/Zg|
d∗Zgχ. (14.1)
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14.1.2 Fixons 0 < ε < aG. Alors, Rgg,εN est un sous-groupe ouvert compact de Zg.
On pose (Rgg,εN)
⊥ = {χ ∈ Ẑg , χ|Rgg,εN = 1}. C’est un sous-groupe compact de Ẑg. On
munit (Rgg,εN)
⊥ de la mesure de Haar normalisée dεχ et Ẑg/(Rgg,εN)
⊥ de la mesure de
Haar quotient d∗Zg χ˙ = d
∗
Zgχ/dεχ. On a :
d∗Zg χ˙ =
1
mes(Rgg,εN)
∑
χ∈Ẑg/(R
g
g,εN)⊥
δχ.
On munit également le sous-groupe compact (jg,ε|nF |p)
⊥ de j∗g de la mesure de Haar
normalisée et j∗g/(jg,ε|nF |p)
⊥ de la mesure de Haar quotient d∗jg λ¯. On a :
d∗jg λ¯ =
1
mes(jg,ε|nF |p)
∑
λ¯∈j∗g/(jg,ε|nF |p)
⊥
δλ¯.
Remarquons que
mes(Rgg,εN) = 2mes(jg,ε|nF |p).
D’autre part, chaque élément λ¯ ∈ j∗g/(jg,ε|nF |p)
⊥ définit un caractère ψλ¯ de R
g
g,εN en
posant,
ψλ¯(1,−1) = −1 et ψλ¯(expRgg(X)) = ς(< λ,X >), pour tout X ∈ jg,ε|nF |p,
λ étant un relèvement de λ¯ dans j∗g. Alors, l’application λ¯ 7−→ ψλ¯ est une bijection de
j∗g/(jg,ε|nF |p)
⊥ sur ̂(Rgg,εN)− := {χ ∈
̂(Rgg,εN), χ(1,−1) = −1}.
Il en résulte que, pour toute fonction αmesurable positive ou intégrable sur Ẑg−, l’on a :
∫
Ẑg−
α(χ)d∗Zgχ=
1
2
∫
j∗g/(jg,ε|nF |p )
⊥
∫
(Rgg,εN)⊥
α(ψ˜λ¯.χ)dεχd
∗
jg
λ¯, (14.2)
ψ˜λ¯ étant un caractère de Zg prolongeant ψλ¯.
Si bien que, pour toute fonction α mesurable positive ou intégrable sur ̂(Rgg)−, l’on a :
∫
(̂Rgg)−
α(τ)d
R̂gg
τ =
1
2
∫
j∗g/(jg,ε|nF |p)
⊥
∫
(Rgg,εN)⊥
∑
τ∈(Rgg )̂ ψ˜
λ¯
.χ
dim τ
|Rgg/Zg|
α(τ) dεχd
∗
jg
λ¯. (14.3)
14.2 Pour g ∈ g∗ de type unipotent et τ ∈ YG(g), on rappelle que πg,τ est la classe
de représentations unitaires irréductibes de G, associée à (g, τ) par la méthode des
orbites de Kirillov-Duflo. Si πg,τ est admissible alors Θg,τ désigne son caractère, c’est
la fonction généralisée sur G définie par la formule (6.1).
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Proposition 14.2.1 Soit g0 ∈ ΩG,u. On note u0 sa restriction à u. On suppose que
dβG.u0 est une mesure de Radon. Soit ϕ ∈ C
∞
c (G). Alors, pour tout g ∈ G.g0 , la
fonction τ 7−→ Θg,τ (ϕdGx), définie sur YG(g), est mesurable et on a,∫
YG(g)
|Θg,τ(ϕdGx)|Cdgτ < +∞.
Dans ce qui suit nous allons démontrer cette proposition.
14.2.1 Pour m ∈ N× et χ ∈ ̂((Rgg)εN)−, on note
m
̂(Rgg)χ = {τ ∈ ̂(Rgg)− , dim τ = m et τ|Rgg,εN = χ}.
Alors m
̂(Rgg)χ est une partie localement fermée de ̂(Rgg)−. Elle est localement compacte.
• On suppose que le support de ϕ est contenu dans Gε. On a, pour tout τ ∈ m
̂(Rgg)χ,
Θg,τ (ϕdGx) = dim τ
∫
Og,λ
(ϕ ◦ exp dgX )̂ g(l)dµOg,λ(l),
où λ ∈ j∗g vérifiant χ(expG(X)) = ς(< λ,X >), pour tout X ∈ jg,ε|nF |p. Ainsi, la
fonction τ 7−→ Θg,τ(ϕdGx) est constante sur m
̂(Rgg)χ. Comme ̂((Rgg)εN)− est au plus
dénombrable, on en déduit que la fonction τ 7−→ Θg,τ (ϕdGx) est mesurable sur
̂(Rgg)−.
• Soit s 6= 1 un élément semi-simple de G et 0 < ε(s) < min{ε, a′G(s), a
′′
G(s)} tel
que l’application : G ×G(s) G(s)ε(s) −→ WG(s, ε(s)), [x, y] 7−→ xsyx−1, soit un difféo-
morphisme. On suppose que ϕ ∈ C∞c (WG(s, ε(s))). On a, pour tout τ ∈ m
̂(Rgg)χ,
Θg,τ (ϕdGx) = | det(1− s
−1)g/g(s)|p
∑
ωs∈Og,λ∩g∗(s)
φg,τ,s(ωs)∫
G/G(s)
∫
ωs
(1g(s)ε(s)|nF |pϕ
x
s ◦ exp dg(s)X )̂ g(s)(l)dµωs(l)dG/G(s)x˙.
Cependant, pour chaque x˜ ∈ Rgg, la fonction τ 7−→ Tr τ(x˜) est continue sur m
̂(Rgg)χ.
Ainsi, pour chaque ωs ∈ Og,λ ∩ g∗(s), la fonction τ 7−→ φg,τ,s(ωs) est continue sur
m
̂(Rgg)χ. Si bien que la fonction τ 7−→ Θg,τ(ϕdGx) est continue sur m ̂(Rgg)χ. On conclut
que la fonction τ 7−→ Θg,τ(ϕdGx) est mesurable sur
̂(Rgg)−.
• Soit S un système de représentants des G-orbites semi-simples de G. En utilisant
une partition de l’unité subordonnée à (WG(s, ε(s)))s∈S, on voit que la fonction τ 7−→
Θg,τ (ϕdGx) est mesurable sur
̂(Rgg)−.
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14.2.2 Soit a un réseau de g contenu dans gε tel queK = expG(a) soit un sous-groupe
(compact ouvert) de G et ϕ soit K-bi-invariante. On a :
1
(mes(K))2
1K ∗ ϕ ∗ 1K = ϕ,
où on a noté, pour ϕ1, ϕ2 ∈ C∞c (G), ϕ1 ∗ ϕ2(x) =
∫
G ϕ1(y)ϕ2(y
−1x)dGy, x ∈ G. Soit
Hg,τ une réalisation de πg,τ et soit v ∈ Hg,τ . On a :
< πg,τ (ϕdGx)v, v >=
1
(mes(K))2
< πg,τ (ϕdGx)πg,τ (1KdGx)v, πg,τ(1KdGx)v > .
En utilisant l’inégalité de Cauchy-Schwarz (| < ξ, ζ > |C ≤ ||ξ||.||ζ ||, ξ, ζ ∈ Hg,τ ) et le
fait que πg,τ est unitaire, on a :
| < πg,τ (ϕdGx)v, v > |C≤
Mϕ
mes(K)
< πg,τ (1KdGx)v, πg,τ(1KdGx)v >
≤Mϕ < πg,τ (1KdGx)v, v >,
où Mϕ = 1mes(K)
∫
G |ϕ(x)|CdGx. En utilisant une base hilbertienne de Hg,τ , on obtient,
|Θg,τ(ϕdGx)|C ≤MϕΘg,τ (1KdGx).
Soit λ ∈ j∗g tel que τ|Rgg,εN = (dim τ)ψλ¯ . On a :
|Θg,τ(ϕdGx)|C ≤ Mϕ dim τ
∫
Og,λ
(1K ◦ expG dgX )̂ g(m)dµOg,λ(m).
Par conséquent, en utilisant la formule (14.3) puis la proposition 13.2.1, on a :
∫
(̂Rgg)−
|Θg,τ (ϕdGx)|CdR̂gg
τ ≤
1
2
Mϕ
∫
j∗g
∫
Og,λ
(1K ◦ expG dgX )̂ g(m)dµOg,λ(m)dj∗gλ
≤
1
2
Mϕ
∫
G.u0
(1K∩U ◦ exp duX )̂ u(l)dβG.u0(l) < +∞.
Proposition 14.2.2 Soit g0 ∈ ΩG,u et u0 sa restriction à u. On suppose que dβG.u0
est une mesure de Radon. Alors, pour tout g ∈ G.g0, on a :
∫
YG(g)
Θg,τ (ϕdGx) dgτ =
1
2
∫
G.u0
̂(ϕ|U ◦ exp duX)u(l)dβG.u0(l) (14.4)
pour tout ϕ ∈ C∞c (G).
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Grâce à la proposition ci-dessus, on pose, pour ω ∈ G\ΩU ,
Θω(ϕdGx) = 2
∫
YG(g)
Θg,τ(ϕdGx) dgτ,
où g ∈ ΩG,u dont la restriction à u appartient à ω.
Corollaire 14.2.1 Soit ϕ ∈ C∞c (G). La fonction ω 7−→ Θω(ϕdGx) est dµu-intégrable.
14.3 Le résultat principal de cette partie est le suivant.
Théorème 14.3.1 Pour tout ϕ ∈ C∞c (G), on a :
ϕ(1)=
∫
G\u∗
Θω(ϕdGx)dµu(ω). (14.5)
Démonstration : Le théorème 14.3.1 résulte de la formule (14.4) et de la proposition
13.4.1.
15 Démonstration de la proposition 14.2.2 Soit g ∈ ΩG,u telle que dβG.(g|u)
soit une mesure de Radon. Soit Rg un facteur réductif de G(g).
15.1 Dans ce numéro, nous allons démontrer la proposition 14.2.2 lorsque ϕ ∈
C∞c (Gε). Soit λ¯ ∈ j
∗
g/(jg,ε|nF |p)
⊥, λ ∈ j∗g un relèvement de λ¯, et ψλ¯ le caractère de
Rgg,εN :
ψλ¯(1,−1) = −1 et ψλ¯(expRgg(X)) = ς(< λ,X >), pour tout X ∈ jg,ε|nF |p.
On désigne aussi par ψλ¯ un prolongement en un caractère de Zg. Soit ψ ∈ (R
g
g,εN)
⊥.
Pour tout τ ∈ (Rgg )̂ ψλ¯.ψ, on a,
Θg,τ (ϕdGx) = dim τ
∫
Og,λ
(ϕ ◦ exp dgX )̂ g(l)dµOg,λ(l).
Comme
∑
τ∈(Rgg)̂ψ
λ¯
.ψ
(dim τ)2 = |Rg
g/Zg|, on a :
∑
τ∈(Rgg )̂ψ
λ¯
.ψ
dim τ
|Rgg/Zg|
Θg,τ(ϕdGx) =
∫
Og,λ
(ϕ ◦ exp dgX )̂ g(l)dµOg,λ(l).
Si bien que l’on a :
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∫
j∗g/(jg,ε|nF |p)
⊥
∫
(Rgg,εN)⊥
∑
τ∈(Rgg )̂ψ
λ¯
.ψ
dim τ
|Rgg/Zg|
Θg,τ(ϕdGx) dεψd
∗
jg
λ¯
=
∫
j∗g
∫
Og,λ
(ϕ ◦ exp dgX )̂ g(l)dµOg,λ(l)d
∗
jg
λ.
La formule (14.4) résulte alors de ce qui précède, de la formule (14.3), et de la propo-
sition 13.2.1.
15.2 Soit s un élément semi-simple de G, s 6= 1, et 0 < ε(s) < min{ε, aG(s), a′′G(s)}.
15.2.1 Soit ϕ ∈ C∞c (WG(s, ε(s))) et λ¯ ∈ j
∗
g/(jg,ε|nF |p)
⊥.
Proposition 15.2.1 On a :
∑
λ¯′∈(jg,ε(s)|nF |p)
⊥/(jg,ε|nF |p)
⊥
∫
(Rgg,εN)⊥
∑
τ∈(Rgg )̂ψ
λ¯+λ¯′
.ψ
dim τ
|Rgg/Zg|
Θg,τ (ϕdGx) dεψ=0. (15.1)
Dans ce qui suit, nous allons prouver ce résultat. Soit λ¯′ ∈ (jg,ε(s)|nF |p)
⊥/(jg,ε|nF |p)
⊥. On
note λ¯+ λ¯′ = λ¯0 et λ0 ∈ j∗g un représentant de λ¯0.
− On suppose que Og,λ0 ∩ g
∗(s) = ∅. D’après le théorème 8.4.1, on a, pour tout
ψ ∈ (Rgg,εN)
⊥ et pour tout τ ∈ (Rg
g)̂ ψλ¯0 .ψ,
Θg,τ (ϕdGx) = 0.
− On suppose que Og,λ0 ∩ g
∗(s) 6= ∅. Comme Θg,τ est G-invariante, on peut supposer
désormais s ∈ Rg. On choisit sˆ ∈ Rgg un relevé de s. Soit ψ ∈ (R
g
g,εN)
⊥. En appliquant
successivement les théorèmes 4.3.1 et 8.4.1 , on a, pour tout τ ∈ (Rg
g)̂ (ψλ¯0 .ψ),
Θg,τ (ϕdGx) =
∫
G/G(s)
∫
G(s)ε(s)
θg,τ,s(y)ϕ(xysx
−1)| det(1− (sy)−1)g/g(s)|pdG(s)ydG/G(s)x˙
= | det(1− s−1)g/g(s)|p
∑
ω∈Og,λ0∩g
∗(s)
φg,τ,s(ω)
∫
G/G(s)
∫
ω
(1g(s)ε(s)|nF |pϕ
x
s ◦ exp dg(s)X )̂ g(s)(l)dµω(l)dG/G(s)x˙.
• En premier lieu, on suppose que sˆ 6∈ Zg.
Lemme 15.2.1 On a, pour toute G(s)-orbite ω dans Og,λ0 ∩ g
∗(s),∑
τ∈(Rgg)̂ψ
λ¯0
.ψ
dim τ φg,τ,s(ω) = 0.
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Il résulte du lemme ci-dessus que l’on a :
∑
τ∈(Rgg )̂ψ
λ¯0
.ψ
dim τ
|Rgg/Zg|
Θg,τ(ϕdGx) = 0.
• En deuxième lieu, on suppose que sˆ ∈ Zg. Soit ω ∈ Og,λ0 ∩ g
∗(s) et x ∈ G tel que
x.(g + λ0) ∈ ω. On peut supposer que x = 1. On a :
φg,τ,s(ω) = cTr(τ(sˆ)) = c (dim τ)(ψλ¯0 .ψ)(sˆ),
où c est un nombre complexe bien déterminé (voir paragraphe 8.1 pour la définition de
φg,τ,s). Il en résulte que∫
(Rgg,εN)⊥
∑
τ∈(Rgg )̂ψ
λ¯0
.ψ
dim τTr(τ(sˆ))dεψ = |R
g
g/Zg|ψλ¯0(sˆ)
∫
(Rgg,εN)⊥
ψ(sˆ)dεψ.
– Premier cas : on suppose que s ∈ Rg,ε. Alors, on a :∫
(Rgg,εN)⊥
ψ(sˆ)dεψ = 1.
Il s’en suit que
∑
λ¯′∈(jg,ε(s)|nF |p)
⊥/(jg,ε|nF |p )
⊥
∫
(Rgg,εN)⊥
∑
τ∈(Rgg )̂ (ψ
λ¯+λ¯′
.ψ)
dim τTr(τ(sˆ))dεψ
= |Rgg/Zg|ψλ¯(sˆ)
∑
ψ∈(Rgg,εN/R
g
g,ε(s)
N )̂
ψ(sˆ).
Compte tenu du choix de ε(s), on a sˆ /∈ Rgg,ε(s)N . Ainsi, le deuxième membre de
l’égalité ci-dessus est égale à 0.
– Deuxième cas : on suppose que s 6∈ Rg,ε. Alors, il existe ψ0 ∈ (Rgg,εN)
⊥ tel que
ψ0(sˆ) 6= 1. Par suite, on a :∫
(Rgg,εN)⊥
ψ(sˆ)dεψ = ψ0(sˆ)
∫
(Rgg,εN)⊥
ψ(sˆ)dεψ = 0.
Ainsi, la proposition est démontrée.
15.2.2 Soit ϕ ∈ C∞c (WG(s, ε(s))). Il résulte de la proposition 15.2.1 que l’on a :∫
YG(g)
Θg,τ (ϕdGx) dgτ = 0.
D’autre part, on a : WG(s, ε(s)) ∩ U = ∅. Si bien que l’on a :∫
G.(g|u)
̂(ϕ|U ◦ exp duX)u(l)dµG.(g|u)(l) = 0.
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15.3 Soit S un système de représentants des G-orbites semi-simples de G. La pro-
position 14.2.2 résulte des résultats établis dans les paragraphes 15.1 et 15.2 et d’une
partition de l’unité subordonnée à (WG(s, ε(s)))s∈S.
15.4 Démonstration du lemme 15.2.1 On note χ = ψ.ψλ¯0 . D’après le théorème
de Frobenius, on a :
⊕τ∈(Rgg )̂ χ (dim τ) τ = Ind
Rgg
Zgχ.
Il en résulte que l’on a,
∑
τ∈(Rgg )̂ χ
dim τ Tr(τ(sˆ)) = Tr(( IndR
g
g
Zgχ)(sˆ)).
La représentation induite Ind
Rgg
Zgχ agit dans l’espace Hχ des fonctions continues ϕ de
Rgg à valeurs dans C vérifiant :
ϕ(xy) = χ(y−1)ϕ(x), pour tout x ∈ Rgg, y ∈ Zg.
On désigne par (y1, y2, . . . , ym) un système représentatif de Rgg/Zg. On définit, pour
chaque i ∈ {1, 2, . . . , m}, une fonction fi par :
fi(x) = 0 si x /∈ giZ et fi(giy) = χ(y
−1), pour tout y ∈ Zg.
On vérifie que {fi, i = 1, 2, . . . , m} est une base de Hχ. Si f ∈ Hχ, on note f sˆ la
fonction définie par
f sˆ(x) = f(sˆ−1x), pour tout x ∈ Rgg.
Pour chaque i ∈ {1, 2, . . . , m}, on note ji l’entier de {1, 2, . . . , m} tel que sˆyi ∈ yjiZg.
On pose sˆyi = yjizi, zi ∈ Zg. Alors, on a :
f sˆi = χ(zi)fji.
Compte tenu de l’hypothèse sˆ /∈ Zg, on a i 6= ji, pour tout i ∈ {1, 2, . . . , m}. Si bien
que l’on a :
Tr((Ind
Rgg
Zgχ)(sˆ)) = 0.
D’où le lemme.
16 Exemple. On pose
G =

(a, x, y)G =

a 0 x
0 a−1 y
0 0 1
 , a ∈ k×, x, y ∈ k

.
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Alors G est l’ensemble des points rationnels d’un groupe algébrique défini sur k. On
note g l’algèbre de Lie de G :
g =

(x, y, z)g =

x 0 y
0 −x z
0 0 0
 , x, y, z ∈ k

.
On pose E1 = (1, 0, 0)g , E2 = (0, 1, 0)g, et E3 = (0, 0, 1)g. Alors, (E1, E2, E3) est une
base de g et on a :
[E1 , E2] = E2 , [E1 , E3] = −E3 , [E2 , E3] = 0.
Si bien que g est résoluble. La mesure de Haar dG(a, x, y)G = | a |−1p dµ(a)dµ(x)dµ(y)
de G est invariante par translations à gauche et à droite. Le groupe de Lie G est
unimodulaire.
16.1 Orbites co-adjointes. On désigne par (E∗1 , E
∗
2 , E
∗
3) la base duale de (E1, E2, E3).
Pour (α, β, γ) ∈ k3, on note fα,β,γ = αE∗1 + βE
∗
2 + γE
∗
3 et Oα,β,γ = G.fα,β,γ. On a :
Oα,β,γ = {fα−βx+γy,βa,γa−1 , a ∈ k
×, x, y ∈ k}.
Les orbites co-adjointes fermées dans g∗ sont :
(1) les points fα,0,0 , α ∈ k .
(2) O0,1,γ , γ ∈ k×.
Les formes linéaires fortement régulières sur g sont fα,β,γ, avec (β, γ) 6= (0, 0). On a,
pour (β, γ) 6= (0, 0),
G(fα,β,γ) = {(1, x, y)G / βx− γy = 0 , x, y ∈ k}.
Si bien que l’on a j = 0. On pose ainsi
ΩG = {fα,β,γ , α ∈ k, β, γ ∈ k
×}.
Alors, ΩG est un ouvert de Zariski de g∗, G-invariant.
D’autre part, le radical unipotent de G est U = {(1, x, y)G, x, y ∈ k}, d’algèbre de Lie
u = {(0, y, z)g, y, z ∈ k}.
Pour (β, γ) ∈ k2, on note u(β,γ) = βE∗2|u + γE
∗
3|u. Avec ces notations, on a :
ΩU = {u(β,γ), β, γ ∈ k
×}.
Soit ΓU le graphe de la relation déquivalence définie par G sur ΩU . On a :
ΓU = {(u(β,γ), u(βa,γa−1)) , β, γ, a ∈ k
×}.
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On voit que ΓU coïncide avec l’image du plongement :
k×
3
−→ ΩU × ΩU , (β, γ, a) 7−→ (u(β,γ), u(βa,γa−1)).
Il en résulte que G\ΩU admet une structure de variété k-analytique telle que la pro-
jection canonique de ΩU dans G\ΩU soit une submersion.
Pour β, γ ∈ k×, on note O(β,γ) = G.u(β,γ). On a :
O(β,γ) = {u(βa,γa−1) , a ∈ k
×} = O(1,βγ).
On en déduit que l’application :
ψ : k× −→ G\ΩU , γ 7−→ O(1,γ),
est un difféomophisme.
Pour γ ∈ k×, on a O(1,γ) est fermée dans u∗ et G(u(1,γ)) = U. On munit U de la mesure
de Haar dU(1, x, y)G = dµ(x)dµ(y), u de la mesure de Haar du(0, y, z)g = dµ(y)dµ(z),
et u∗ de la mesure de Haar du∗l duale de du(0, y, z)g. Alors, on a :∫
O(1,γ)
ϕ(l)dβO(1,γ)(l) =
∫
k×
ϕ(u(a,a−1γ))
dµ(a)
| a |p
.
Ainsi, pour toute fonction ϕ continue à support compact dans u∗, on a :∫
u∗
ϕ(l)du∗ l =
∫
k×
∫
O(1,γ)
ϕ(l)dµO(1,γ)(l)dµ(γ).
16.2 Mesure de Plancherel de G. Soit γ ∈ k×. On désigne par χγ le caractère de
U défini par :
χγ((1, x, y)G) = ς(< f0,1,γ, (0, x, y)g >) = ς(x+ γy), x, y ∈ k.
On note πγ = Ind
G
Uχγ . Alors, πγ est une représentation unitaire irréductible de G. Elle
se réalise dans L2(k×, |x|−1p dµ(x)), l’action de G étant définie par :
πγ((a, x, y)G)ϕ(b) = ς(b
−1x+ bγy)ϕ(a−1b).
On a πγ est admissible. En effet, soit K un sous-groupe compact ouvert de G. Il s’agit
de démontrer que (L2(k×, |x|−1p dµ(x)))
K est de dimension finie. Pour cela, on note
K1 = {a ∈ k
× / (a, 0, 0)G ∈ K}, K2 = {(x, y) ∈ k
2 / (1, x, y)G ∈ K}. Alors, K1 (resp.
K2) est un sous-groupe compact ouvert de k× (resp. k2). Soit ϕ ∈ (L2(k×, |x|−1p dµ(x)))
K
que l’on suppose non nulle. Si b ∈ k× tel que ϕ(b) 6= 0 alors on a b−1x + bγy ∈ ker ς,
pour tout (x, y) ∈ K2. Ainsi, il existe un compact M de k× dépendant de K2 tel
que le support de ϕ soit contenu dans M . On note M¯ l’image de M dans k×/K1
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par la projection canonique de k× dans k×/K1. Alors M¯ est un ensemble fini et on a
dim(L2(k×, |x|−1p dµ(x)))
K ≤ |M¯ |.
On note Θγ le caractère de πγ . Pour tout ϕ ∈ C∞c (G), on a :
ϕ((1, 0, 0)G) =
∫
k×
Θγ(ϕdGx)dµ(γ).
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