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Abstract 
The subject of mobility modeling within the broader context of physical 
\ 
device modeling is reviewed. The physics of carrier mobility and its implications 
for mobility modeling are discussed. An analysis of the MINIMOS simulation 
program and of its carrier mobility model is performed. An extensive search for 
experimental data and mobility models presented in the literature is conducted 
and several cases of interest are presented and discussed. A semi-empirical 
velocity-field model and a physical mobility model are developed using Monte 
Carlo random search techniques for parameter estimation. Several modeling 
results are presented and compared to corresponding experimental data. Our 
semi-empirical velocity-field model compares very favorably with experimental 
data for intrinsic silicon at both room and cryogenic (4.2°K and 77°K) 
temperatures. Our physical mobility model as compared to data for various 
doped silicon samples seems most applicable for low and intermediate doping 
levels (1012cm-3 to about 5xto16-1017 cm-3) without heavy compensation where 
the agreement to experimental data is to within 20%. 
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Introduction 
This work ha~ been motivated by the need for a better understanding of 
carrier mobility modeling at cryogenic temperatures. Models for the mobility 
dealing with such temperature ranges are largely absent from the electronics 
literature. Reasons for this situation vary from experimental setup difficulties to 
necessities for more complex theoretical and modeling considerations because of 
new physical effects important only at very low temperatures. 
A particular stimulus has been the case of the MINIMOS simulation 
package, which is an MOS device modeling program and makes use of a 
sophisticated mobility model but can only be used at temperatures above 250°K 
This program is widely available in the scientific community and has been 
extensively used. 
As in the case of the MINIMOS program, carrier mobility models 
constitute a crucial part of general device models and simulation packages 
because the mobility is a critical quantity that determines the response of the 
free carriers inside a semiconductor to external applied electric fields. This 
means that the development of satisfactory models for the mobility is very 
important for the purpose of device simulation. 
The organjzation of this thesis is as follows: 
In Chapter 1 the general subject of semiconductor device modeling is 
discussed. The purpose of this overview is to present the larger context within 
which mobility modeling is done and to view mobility models from a broad~r 
perspective. The importance of modeling for the purpose of understanding 
device operation is examined and, particularly, physical device modeling is 
considered in more detail. 
Chapter 2 deals with the physics of electron and hole mobility and the 
6 
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implications of relevant physical phenomena and dependencies for ·mobility 
modeling considerations. The physical origins of the various components of 
carrier mobility and the dependencies of these components on doping, 
temperature and other quantities are discussed. Hot carrier effects are also 
considered. Modeling considerations for the mobility components based on these 
dependencies and physical effects are then discussed. 
The MINIMOS model is discussed in Chapter 3. The subroutine structure 
of the MINIMOS program is analyzed. The organization and the functioning of 
the program as well as the acceptable ranges of values of physical quantities for 
the model to be applicable are discussed. Finally, the mobility model used in the 
MINIMOS program is considered and examples of its application are given. 
Our literature search for experimental data and proposed models is 
presented in Chapter 4. Available experimental data are presented and 
empirical velocity-field models, mobility models and saturation velocity models 
are discussed. 
In Chapter 5 we discuss our work on the development of a semi-empirical 
velocity-field model. Several of our considerations are discussed and a velocity-
field model is presented. Velocity-field characteristics obtained from this model 
are presented and compared t.o experimental data. 
We discuss the development of our physical mobility model in Chapter 6. 
-
Our physical reasoning and modeling of the mobility components as well as the 
relationships and the parameters of this model are presented. Cryogenic 
considerations are also discussed. Mobility-temperature plots obtained from our 
model and corresponding experimental data are presented. A velocity-field 
model corresponding to our physical mobility model is discussed and velocity-
field plots obtained are shown. 
Our conclusions are discussed in Chapter 7. The utility of our semi-
7 
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empirical velocity-field model is considered. Then existing physical mobility 
models are considered and our physical mobility model is discussed. Specifically, 
our results are discussed as compared to experimental data and several 
conclusions and suggestions are drawn. 
Finally, the mathematical techniques that we have considered and used 
are discussed in the Appendix. Nonlinear regression methods were considered 
and abandoned for several stated reasons. Monte Carlo random search 
· techniques that we used are presented and discussed. The functioning of our 
random search program is also presented. 
8 
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Chapter 1, 
Semiconductor device modeling 
• 1.1 Role of modeling in understanding seniiconductor device 
operation 
Semiconductors today seem to be the closest thing one could think of to 
the capital material of contemporary technology, much as steel had been in the 
earlier 20th century. The use of semiconductor devices is so extensive and the 
applications of semiconductor technology so broad that one could not think of a 
single high technology product not utilizing such devices as one of its 
components or in the process of its fabrication. The main reason for this 
preeminence is the excellent and unprecedented control and capability of 
d 
manjpulation of the composition and of the many useful properties of 
semiconductor materials that has been achieved. Semiconductor device 
fabrication processes can be controlled down to the atomic scale. No other class 
of materials can offer such a degree of control of so many useful properties, a 
fact that is explained by the unique atomic and crystal stracture of 
semiconductors. 
The ever increasing sophistication and dramatic development of 
semiconductor devices over the last quarter century has led to the appearance of 
exceedingly small and complex devices and components. For such devices, 
traditional trial and error methods and simplistic ideas of operation are no 
longer adequate. It has therefore been necessary to develop new physical 
theories and techniques to understand their operation and char~cteristics. And 
the key to this understanding lies in the development of satisfactory models to 
represent the device characteristics. 
Modeling as a means of simulation of the operation of a device can provide 
9 
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insights for understanding the functioning of the device and of the physical 
,. 
processes taking place in its interior. This understanding can guide the 
,: 
fabrication of semiconductor devices to improve its quality and economy, since it 
is achieveable prior to the fabrication process. Several iterations of trial and 
error in fabrication have to be performed until predetern1ined design conditions 
are reached. The application of device models to fabrication can substantially 
reduce the number of these trial and error steps during device development. The 
degree of improvement depends on the specific device development project at 
hand and on the models considered, but a serious speculation about the average 
savings in development effort could be on the order of forty percent [67]. 
However, one could not expect the total elimination of trial and error procedures 
in the forseeable future. Device behavior cannot be totally predicted to any 
desired accuracy before fabrication. The reason is that although many 
contemporary models are already very sophisticated, the uncertainties of 
several of their perameters are still too large. 
1.2 Categories of semiconductor device niodels 
We can distinguish two broad categories of semiconductor device models: 
Physical device models and equivalent circuit models [75]. The former are based 
on the electrical performance of a device, while the latter are based on the 
physics of carrier transport and attempt to reflect the physical processes going 
on in the interior of the device. A single characteristic of a device (such as the 
electron velocity-field characteristic) can also be described by an empirical 
model, which can be very practical but does not provide the physical insight that 
one could get from a physical model. 
!• 
Equivalent circuit models are usually easy to imple~ent and can be 
readily related to the electrical performance of devices. Therefore they are 
10 
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ideally suited for circuit design applications and for testing of devices. However, 
they are not suitable for prediction of characteristics of new devices because 
, they are described by equivalent circuit elements which cannot be easily related 
' ! 
to the physical parameters of devices. 
It is physical device models that can provide insight into the detailed 
operation of a device since they are based on physical phenomena that are 
expected to occur in its interior. They can be u_sed to predict the characteristics 
of new devices within the constraints of the information that is available on the 
semiconductor material properties. 
1.3 Development of physical device ntodeling - current state 
and trends 
1.3.1 Closed-form analysis 
In the earlier years of the development of semiconductor technology, 
devices were theoretically characterized using closed-form analytical models 
which were based on approximate solutions to the carrier transport processes. 
This was done because semiconductor devices at that time were large and 
simple enough for closed-form analysis to be possible and because the lack of 
powerful computers made numerical models impractical. An example of such a 
technique is Shockley's analysis of the unipolar field-effect transistor [72]. 
Usually the idea is to devide the device into regions in which simplified 
linearized approximations that make closed-form analysis tractable are applied 
and which are joined by appropriate boundary conditions. 
The closed-form analysis approach not only offers relative simplicity and 
ease of programming but also allows a basic insight into the physical processes 
involved in device operation. But although closed-form analyses of increasing 
,, 
complexity were carried out to include more and more important physical 
11 
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effects, this technique was only proved effective for large geometry devices 
where the approximations on which it is based remain sound. With the advent 
of VLSI and device miniaturization it became clear that, even before reaching 
the scale where quantum effects become important, the high-dimensional 
transport processes and rapidly varying electric fields in sub-micron devices and 
many planar devices cannot be suitably modelled using closed-forn1 analysis. ~,_/ 
1.3.2 N11merical methods 
These shortcomings of closed-forn1 analysis have spurred interest in the 
numerical simulation of semiconductor devices using physical device models. 
Initially restricted to one dimension due to limited computing capacity, such 
simulations were firstly succesfully demonstrated in one-dimensional devices as 
for a bipolar junction transistor in [30]. A.13 ever increasing computer resources 
became available, two-dimensional and even, more recently, three-dimensional 
numerical simulations capable of taking most physical phenomena of 
importance into consideration have appeared. Typical examples of widely 
available simulation programs are SEDAN [3] for one-dimensional, 
MINIMOS [68] for two-dimensional and WATMOS [33] for three-dimensional 
numerical simulation. At least two-dimensional simulations are needed to 
obtain a realistic representation of planar and three terminal devices and three-
dimensional simulations should be used to account for three-dimensional 
phenomena occuring in miniaturized devices with narrow widths (channel 
widths of the order of the gate length) [75], [67]. 
Beyond dimensionality, a further consideration in numerical simulation 
models is the fact that many modern devices are subject to regions of high 
electric fields, carrier gradients and carrier densities resulting in non-
equilibrium transport conditions (hot carrier effects). A typical non-equilibrium 
12 
transport phenomenon is velocity overshoot, and an efficient technique for two-
dimensional simulation of velocity overshoot effects in Si and GaAs devices is 
described in [17]. Such conditions are not accounted for by traditional drift-
diffusion transport equations [75]. Therefore sub-micron and high-frequency 
devices where these conditions are encountered cannot be adequately 
represented by models utilizing such equations. 
1.3~3 Monte Carlo methods 
The essence of Monte Carlo methods is the invention of games of chance, 
that is, of random sampling or searching procedures whose behavior and 
outcome can be used to study some interesting phenomena [ 41]. Because of the 
immense number of calculations usually performed in Monte Carlo simulations, 
such methods have only become practical and effective as a serious scientific tool 
in recent years when modern digital computers and supercomputers are 
available. Monte Carlo techniques have been applied to semiconductor device 
modeling since the 1960's (the frrst application is found in the work of Kurosawa 
in 1966 [75] ). The steady and rapid improvement in computer speed and 
memory is making Monte Carlo methods in device modeling all the more 
attractive with time. 
Convenience, ease, directness and expressiveness of Monte Carlo methods 
are important advantages, increasingly so "as vast computational power becomes 
available with the advent of supercomputers. In addition, when treating many-
., 
dimensional problems Monte Carlo methods are even computationally effective 
compared with deterministic methods [41]. 
The foundations of Monte Carlo theory lie in probability theory and the 
theory of random walks. Theoretical advances and invention of powerful error-
reduction methods cause a far more pronounced advance of applications of 
18 
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Monte Carlo methods than would be justified from the increase in computer 
resources alone. 
1.3.4 Trends in physical device modeling 
1.3.4.1 Miniaturization and new physical effects 
The basic trend in semiconductor technology is the drive toward 
miniaturization of devices. Device dimensions have now reached the 0.lµm 
scale, while even for device dimensions of the order of lµm the need to take non-
~quilibrium transport phenomena into account made the incorporation of new 
ideas in the theoretical foundations of device models a necessity. The advent of 
VLSI has revealed the need for a better understanding of basic device behavior 
which would be valid for miniaturized devices. 
Physical models for semiconductor device simulation are based on some 
underlying model of electron transport. Models used to date have been within 
the quasi-free-particle approximation and, within this approximation, have most 
usually used the low-order drift-diffusion approximation [6]. Until recently, this 
has been adequate for most technologically feasible devices. · But this situation 
was altered ,Nhen devices reached submicron dimensions. The drift-diffusion 
approximation seems often to be inappropriate for modeling such small devices 
I 
and better models of electron transport are considered. 
There are two major approaches better than the drift-diffusion 
approximation, but still within the quasi-free-particle approximation and thus 
within a classical framework [6]. One is the "hydrodynamic" approach which is 
based on taking a finite number of velocity moments of the Boltzmann transport 
equation. The other approach is to directly simulate electron motion, using 
either statistical Monte Carlo or deterministic iterative techniques. 
However, for device size of less than a quarter micron, quantum transport 
14 
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phenomena become so evident that the classical Boltzmann transport equation 
fails and quantum transport theory has to be used. It is very difficult to 
implement this theory for device modeling [75]. Although the mathematical 
' 
complexity and computer power required is formidable, quantum transport 
theory has been used to explain the operation of ultra small scale 
devices [24], [25]. This theory should also be used for the description of devices 
operating in optical frequencies, where the Boltzmann transport theory has 
been shown to be inadequate [25]. Quantum modeling techniques are expected 
to become more important as device dimensions continue to decrease. 
Cryogenic operation of electronic devices would make even further 
miniaturization possible, since the thermal voltage ~ would be greatly reduced, q 
thus reducing noise and allowing further down-scaling of operating voltages and 
other characteristic quantities. In this way, cryogenic operation is linked to 
miniaturization and would therefore contribute to reinforcing the sense of 
inadequacy of the drift-diffusion approximation and the importance of better 
classical models and of quantum-mechanical considerations. 
1.3.4.2 Low-dimensional device structures 
By "low-dimensional" we mean structures whose active and important 
regions are confmed to less than three dimensions (e.g., a surface). The 
introduction of such structures has led to interest in characterizing the surf ace 
and contact properties of these devices [75]. Physical device models for such 
devices need to take surface phenomena into account. 
15 
1.3.4.3 Reduction of fabrication iterative steps 
In the near future computer resources are going to be cheaper compared 
' 
,. 
\, 
to drastically increasing costs for experimental investigations used in trial and 
error fabrication steps [67]. This is bound to make device modeling more and 
more important with time as a tool for decreasing the number of costly trial and 
error steps by providing more and more accurate predictions of device behavior 
and characteristics prior to the fabrication process. 
1.3.4.4 Model dimensionality 
Although one-dimensional models are stil in use for devices of a vertical, 
. 
\ 
essentially one-dJmensional structure, and two-dimensional models are used for 
I 
\ 
simulation of all kinds of Field Effect Transistors, the trend for increasing the 
dimensionality of simulation models is evident. This trend is linked to the drive 
for device miniaturization. For very small devices three-dimensional models are 
often the only existing and imaginable tool for the accurate prediction of device 
performance [67]. 
-~ 
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Chapter2 
Mobility and its modeling 
2.1 Physics of carrier n1obility 
2.1.1 Origins of mobility components 
Carrier mobility is a very important quantity that describes the motion of 
charge carriers (electrons and holes) inside a semiconductor crystal as a result 
of a driving force originating from an applied external electric field. When such 
a field is applied, the carriers drift with a velocity that is proportional to the 
applied field. The proportionality factor is the mobility. 
The fact that the mobility i,a finite reflects the imperfection of the crystal 
lattice. A perfectly periodic lattice would not scatter free carriers; that is, there 
/F would be no mechanism for the carriers to interchange energy with a stationery, 
perfect lattice [50]. This fact is based on the quantum-mechanical wave-particle 
duality: the wavefunctions representing the free carriers moving in the interior 
of a perfect lattice can be shown to have the periodicity of the lattice (Bloch's 
theorem) and propagate through the lattice without attenuation. This means 
that the mobility of the carriers in a perfect lattice would be infmite. This is 
obvio,usly not the case in any real semiconductor lattice, where the carriers do 
not accelerate indefinitely when an external electric field is applied, but, after a 
brief initial acceleration period, attain a finite drift velocity. 
The factor that limits carrier mobility is the existence, in a real crystal, of 
scattering processes. It is through such processes that the carriers can lose 
energy and thus are prevented from increasing their energy indefinitely by 
taking up energy from the applied field. The foundamental sources of scattering 
processes are the thermal energy of the atoms of the lattice and lattice 
• 17 
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imperfections of any kind. Generally, scattering processes are created by any .,/ 
At any temperature above absolute zero the atoms that form the crystal 
lattice possess thermal energy and vibrate. Such vibrations, according to the 
wave-particle duality, can be considered as energetic "particles", called phonons, 
which have energies quantized in units of hv, where v is the vibrational 
frequency and h is Planck's constant. The existence of phonons poses a 
foundamental limitation on carrier mobility; a scattering process, collisions of 
free carriers with phonons, is present which allows energy to be transferred 
between the carriers and the lattice. 
In addition to vibrations of the atoms of a lattice, imperfections in the 
structure of the crystal lattice constitute distortions in the periodicity of the 
lattice and create corresponding scattering processes. Such imperfections are: 
• Dopant impurities. 
• Unintentional impurities (contamination). 
• Crystal defects, such as vacancies and interstitials (point defects), 
dislocations (line defects), and stacking faults (surface defects). 
• Surfaces and interfaces, like the external surface of the crystal or 
the interfaces between the grain boundaries in a polycrystalline 
material. 
Every additional scattering process corresponds to an additional mobility 
component. There is one more such process which corresponds to the interaction 
between the free carriers, the carrier-carrier scattering process. This becomes 
important when the independent particle approximation breaks down, as is the 
case at very large carrier concentrations. It is characterized by the fact that ·it 
only redistributes energy and momentum among the c~ers, without changing 
these quantities for the ensemble of the carriers as a w~ti:~ 
To sum up, we can distinguish the following carrier mobility components: 
• Mobility component due to lattice scattering (i.e., scattering of 
18 
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carriers on phonons or crystal defects), µL. 
• Mobility component due to ionized impurity scattering, µ1. 
• Mobility component due to neutral impurity scattering, µN. 
• Mobility component due to surface scattering, µ8 . 
• Mobility component due to carrier-carrier scattering, µc. 
Every scattering process is characterized by the average time between 
scattering events resulting from this process 't. If this time is 'ti for the 
""---. ,__) 
scattering process i, then the probability that a carrier is scattered in a time 
interval dt by process i is ~. If the average time between scattering events 
't. 
I 
. 
resulting from any process is tc, then the ~tal probability ~ that a carrier is 
scattered in the time interval dt is given by 
dt - "1 dt 
--L.i-
'tc · 'ti l 
C 
(2.1) 
The mobility components are proportional to the corresponding average 
times [50], and thus we may write 
.!.= L _!_ 
µ . µi 
l 
(2.2) 
which is the simple Mathiessen's rule. Because this is a reciprocal 
relation, the overall mobility is dominated by the process for which µi (and thus, 
ti) is smallest. However, Mathiessen's rule has sometimes been shown to give 
incorrect results [67]. 
2.1.2 The velocity saturation effect 
The proportionality between the drift velocity imparted to the free carriers 
by the applied field and the field strength is based on the assumption that the 
average time between scattering events 'tc is not affected by the applied field. 
However, this is only a good approximation when the drift velocity vd is much 
less than the random thermal velocity vth which is proportional to the square 
root of absolute temperature and is of the order of 107 cm·sec for Silicon at room 
19 
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temperature [50]. This is indeed the case at low field values, and the mobility is 
then termed "low-field mobility". But at higher fields the drift velocity is no 
longer negligible compared to the random thermal velocity and becomes an 
important increment to the thermal motion, the more so as the field strength is 
increased. Then the total energy of the carriers increases significantly because 
of the additional kinetic energy corresponding to the drift velocity and becomes 
greater than the ambient thermal energy that corresponds to the lattice 
'$ temperature. In this case the total energy of the carriers corresponds to an 
effective temperature Te [ 48] larger than the lattice temperature T, and the 
carriers are characterized as "hot carriers". 
,p 
As the effective temperature of the carriers Te increases with increasing 
field strength, finally it becomes sufficiently higher than the lattice temperature 
Tso that substantial transfer of energy from the carriers to the lattice occurs. 
Effectively this means that a part of the energy supplied }o the carriers by the 
( 
electric field is transferred to the lattice (increasing it? thermal energy) and 
thus the value of the drift velocity is lower than the value that would be 
expected if this transfer did not occur. Thus the velocity-field relationship is no 
longer linear, and the notion of the mobility as a proportionality constant has no 
longer meaning. A way to describe this would be to consider mobility as a field-
dependent quantity. Thus the distinctive term "low-field" mobility, by which we 
mean the field-independent mobilit)t of the linear region, is useful. 
I 
Energy is transferred to the lattice through collisions of the hot carriers 
with phonons. Carrier-phonon collisions also occur at thermal equilibrium, but 
in this situation the carriers both emit and absorb phonons with the net rate of 
exchange of energy being zero [78] because the energy distribution of the 
carriers is symmetric Maxwellian and their average energy corresponds to a 
·temperature equal to the lattice temperature. In the presence of an electric field 
20 
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the carriers become hot, their energy distribution is perturbed and they emit 
more phonons than they absorb, thus giving up energy to the lattice. Initially, 
carriers interact only with acoustic phonons. As the applied field is increased 
the energy of the carriers increases and more and more such collisions occur. 
Moreover, collisions of the hottest carriers with high) energy optical phonons 
' ~ 
become more and more important. The result is th.at the percentage of the field-
supplied energy that is transferred to the lattice increases and thus the rate of 
increase of the drift velocity decreases. When the energy of the hot carriers 
reaches a critical value determined by the optical phonon energy, collisions with 
optical phonons become the dominant scattering process. This process is very 
effective in transferring energy from the hot carriers to the lattice,and results in 
the essential leveling-off of the velocity-field characteristic with the carriers 
approaching a "saturation velocity" that no longer increases with the field. By 
assuming that the carriers emit an optical phonon as soon as they reach the 
hro0 
energy EP = 21t of the phonon, it can be shown that the saturation velocity 
is [78], [34] 
4hro0 
V sat=..,/ i2 3 m 
where ro0 is the optical phonon frequency. 
I 
(2.3) 
This explanation for the velocity saturation, in which optical phonon 
emission is alone considered responsible for limiting the drift velocity in the 
high field limit, is due to Shockley [73]. Although it is indeed indicative, it is 
now considered simplistic because at very high electric fields the transport 
process is the result of many factors including several phonon dispersion curves, 
phonon absorption as well as emission and band nonparabolicity [34]. The kind 
of temperature dependence of the saturated drift velocity suggests that it is 
limited by some strongly coupled phonon scattering [23].But the equation (2.3) 
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is still useful as a rough evaluation of the saturation velocity. And it is indeed 
expected, as this equation also suggests, that, contrary to the low field mobility, 
the saturation velocity reflects an effect,_that pertains to lattice properties and is _ 
independent of the doping, so long as the doping density is not so exceedingly 
high as to distort the energy bands. 
It should be noted that velocity saturation is soundly established only for 
electrons. In the case of hbles, saturation is neither predicted theoretically nor 
found experimentally [34]. However, measured velocity-field characteristics for 
holes do show a leveling-off although they do not actually reach saturation [52]. 
It seems that saturation in holes occurs at fields higher than one is able to 
reach. 
When the free carriers move next to the semiconductor surface, as in the 
case of silicon inversion layers, surface scattering is of paramount importance. A 
surface or interface is an abrupt abnormality in the lattice itself. Because of 
surface effects, saturation velocities in this case have been found to be 
significantly smaller than their bulk values [23]. 
As it appears from the above discussion, velocity saturation is essentially 
a hot carrier effect. It is a manifestation of the tendency to restore thermal 
equilibrium between the carriers heated by the field and the lattice. In some 
cases where the carriers enter regions of abruptly increasing electric field and 
are accelerated before equilibrium can be established, they may reach velocities 
higher than the saturation velocity. This is the velocity overshoot effect. In the , 
case of abruptly decreasing electric field and abruptly decelerating carriers an 
analogous effect where the carrier velocity becomes lower than the equilibrium 
value, the velocity undershoot effect, may occur. ,' 
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2.1.3 Dependencies and relative signif!cauce of mobility 
I 
.. 
components 
All mobility components depend on temperature and on the corresponding 
distortions in the lattice (such as the presence of dopants in the case of the 
impurity-related mobility) that give them rise. In the case of µc, which is only 
related to the carriers and not to any lattice distortions, the dependence is on 
temperature and on carrier densities. 
2.1.3.1 Lattice-related mobility 
This partial mobility decreases with increasing temperature. It can be 
, r 
"·- .I 
(2.4) 
where µLO and a depend on the nature of the carriers and the temperature 
range under consideration. Theoretical analysis indicates that a should have a 
value between 1.5 and 2.5, while experimentally values of a range between 1.66 
and 3 with a=2.5 being common [50]. The temperature dependence of the 
lattice-related mobility is primarily due to acoustic scattering below about 50°K, 
while above this temperature several inter-valley scattering mechanisms 
become more important [34].This mobility component has a very heavy 
influence in the behavior of the overall mobility with temperature, especially at 
higher temperatures where it has smaller value. 
2.1.3.2 Ionized impurity-related mobility 
This partial mobility increases as the temperature T increases or the 
doping concentration N decreases. Theoretical analysis yields a proportionality 
to T1·5 and to !, but in fact these are rough (but indicative) expressions and 
dependencies are more complex. 
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2.1.3.3 Neutral impurity-related mobility 
This component may be due either to frozen-out dopant impurities or to 
unintentional neutral impurities constituting contamination. It only becomes of 
any importance at very high concentrations of neutral impurities (larger than 
1018 cm·3) [20]. Since fabrication processes have reached such a level of 
perfection that contaminant concentration is far below any reasonable doping 
level, this partial mobility can be safely neglected at room temperature where 
carrier freeze-out is totally negligible. However, it is an important consideration 
at cryogenic temperatures (below 100°K) where carrier freeze-out is very 
important. It is believed to be approximately inversely proportional to the 
neutral impurity concentration. • 
2.1.3.4 Carrier-carrier scattering-related mobility 
This component becomes very influential when carriers of both types are 
at high concentrations. This is the case in devices subjected to high injection 
levels [20] and high fields. At low injection levels this component is usually 
accounted for by considering it as a perturbation to the other components; 
specifically, by multiplying the partial mobilities µL and µ1 with a coefficient of 
between 0.88 and 1 for µL and between 0.632 and 1 for µ1 depending on the 
concentration of the majority carriers [19]. However, these weighting 
coefficients and their exact variation law are poorly understood. 
"' The term carrier-carrier scattering as usually used means scattering of 
carriers of the same charge sign (most importantly, majority carriers), but 
electron-hole scattering has been also considered. However, the effect of 
electron-hole scattering on mobility is negligible below 1200°K [ 49] . 
• 
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2.1.3.5 Surface scattering-related mobility 
This is a component that only exists when the active region of the device 
where the carriers move is very close to a surface or interface; however, this is 
the case in most important devices such as field effect transistors. The higher 
the surface carrier density is, the more important this component becomes. 
Practical devices can only operate when this partial mobility is not so small as 
to totally degrade the overall channel mobility, as would happen for surface . 
carrier densities much in excess of about 2xl012cm-2 [4]. Usually it is accounted 
for by multiplying the overall mobility resulting from all other components with 
a surf ace scattering reduction factor depending on the distance from the surface 
and approaching unity as this distance becomes large. Several suggestions have 
been made, as in [67], [82]. 
2.2 Mobility niodeling considerations 
2.2.1 Importance of mobility models for device modeling 
0 
Carrier mobility is the most important quantity in the description of the 
motion of carriers inside a semiconductor crystal; in fact it constitutes the 
crucial link between applied external stimuli (electric fields) and the responce of 
the free carriers to them. It is a link of cause and effect that is foundamental in 
device operation. Therefore, mobility modeling is of equally foundamental 
importance in the broader context of device modeling. And the multiplicative 
dependence of the current (one of the quantities the estimation of which is most 
desired in predictive, i.e. prior to manufacture, simulation) on mobility makes 
the importance of mobility modeling instantly evident. 
Mobility models can be used independently for estimation of mobility 
values, but usually they are used as parts of device simulation packages. An 
important example is the MINIMOS MOSFET simulation program, which is 
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considered in Chapter 3. It employs a mobility model which makes use of 
merging expressions first proposed by Debye and Conwell [19]. 
2.2.2 Modeling the low field mobility components 
Modeling the partial mobility components requires expressing them in a 
mathematical formulation where the temperature and the quantities that 
reflect scattering processes (like the ionized or the neutral dopant density, the 
point defect density, the distance from a surf ace or interface etc) are 
independent variables. In such formulas there are several parameters whose 
values are estimated by physical reasoning and by fitting of the model under 
consideration to existing data. 
Since mobility modeling is a form of physical modeling, the techniques 
discussed in Section 1.3 can be applied. Parameter estimation can in principle 
be done with closed-form theoretical analysis, while in practice deterministic 
iterative numerical methods or statistical Monte Carlo methods are used. 
The formulation of the low field mobility components is based on the 
dependencies discussed in Section 2.1.3. It should be noted that many of the 
scattering mechanisms that give rise to mobility components are extremely 
complicated and hence very difficult to model exactly [67]. This is especially true 
for the interactions between these mechanisms. Because of that, it is common 
practice in the literature to model the various experimentally observed mobility 
phenomena with phenomenological expressions instead of rigorous physical 
reasoning, and several such approaches have been published [67]. Expressions 
for mobility models that have been proposed are discussed in chapter 4, while 
our work on a mobility model at cryogenic temperatures is discussed in chapter 
6. 
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2.2.3 Modeling the velocity-field characteristic 
The modeling of the velocity-field characteristic poses the necessity to deal 
with the field-dependent intermediate field mobility and with the velocity 
saturation effect that occurs at high field values. The most physically complete 
approach is to develop a model for the low field mobility in the low field linear 
region, a model for the saturated drift velocity in the high field saturation region 
and then to juxtapose these models by using a relationship that would approach 
linearity at low field values and saturation at high field values, such as 
1 1 
V = [ ( )~ + ( )f3]-lfi3 (2.5) 
µlfE vsat 
where µzf is the low field mobility and ~ is a weighting factor that 
determines the steepness of the velocity-field characteristic in the indermediate 
field region between the linear and the saturation regions. 
However, because of the difficulty of this approach, several empirical 
phenomenological velocity-field expressions that are practically useful have 
been proposed. They are presented in Chapter 4. Our work on phenomenological 
models is presented in Chapter 5, while the above mentioned more physical 
approach is followed in Chapter 6. 
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Chapter3 
The MINIMOS model 
3.1 Analysis of the MINIMOS progra:m 
3.1.1 Purpose of the model 
MINIMOS is a highly user oriented software tool for the two-dimensional 
numerical simulation of planar MOS transistors. It was developed by 
S. Selberherr, A. Schutz and H. Potzl at the Technical University o·f Vienna in 
1979/1980 [68], [71]. Subsequent versions of MINIMOS have since then been 
released to include more subtle physical phenomena and even, most recently, 
low temperature operation [32], [69]. 
The foundamental semiconductor equations are solved using Gum.mel's 
linearization method [30] and the finite differences method given originally by 
Scharfetter and Gummel [64] and extended to two dimensions by Slotboom [74]. 
The resulting linear system is solved using Stone's method. Sophisticated 
programming techniques are used to allow very low computer costs and great 
efforts have been made to ensure up-to-date modeling of the relevant physical 
parameters like doping profile and carrier mobility. 
3.1.2 Input format 
Use of the MINIMOS program is greatly facilitated by the development of 
a "problem oriented language" in which the input data are stated and which 
enables the input to be natural and its syntax easy to remember. 
The input parameters are specified by a sequence of lines (cards) called 
"input deck" in a data file. The first 72 characters in the line are used to parse 
information, but 80 characters are read and written to the output file in order to 
offer the user the possibility to sequence his cards. The first line in the data file 
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is interpreted as a title card which is only used to identify the prmtout. All other 
lines conform to an easily remembered syntax according to which input 
parameters given as data are provided. The basic form of th.is syntax is 
!DENT, KEYl=VALUEl, KEY2=VALUE2, ... , KEYi=VALUEi, ... 
where !DENT is a character string stating the kind of information given 
in this card. Possible IDENT's are DEVICE, BIAS, STEP, PROFILE, IMPLANT, 
OPTION, OUTPUT, END. 
A KEY is a character string reflecting the name of the parameter to be 
specified as data in the corresponding VALUE string. For example 
CHANNEL=N (that is, KEYl=CHANNEL and VALUEl=N) specifies an n-
channel device in the DEVICE card (that is, in the card with IDENT=DEVICE). 
Many possible KEY character strings exist, several of them for each !DENT. 
Detailed information on the construction of input decks suitable for every 
specific application is provided in the MINIMOS User's Guide. 
3.1.3 Organization and functioning 
3.1.3.1 MINIMOS subroutine structure 
MINIMOS is a sophisticated program with a complex subroutine structure 
designed to facilitate the input~ of data for the particular MOS transistor 
structure which is to be simulated, to execute the calculations necessary for the 
simulation output to be produced and to check for any errors or inconsistencies 
in data specifications. The version presented here is MINIMOS 1.1 which is 
found to be inadequate for cryogenic temperatures operation. The subroutine 
structure of the program is revealed in figures 3-1, 3-3, 3-2, 3-4, 3-5, 3-6 and 3-7. 
As it is clear from these figures, there are several levels of subroutine calls. 
At the lowest level, the MINIMOS main program calls subroutines 
ZZZSEC which controls the CPU time, SUBOl which controls the input data and 
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SUB02 which controls the mathe,cal calculations. At the next leve~ these 
subroutines call oter subroutines to perform more specific functions. A brief 
description of the function of subroutines at each level is stated in these figures. 
3.1.3.2 F11nctioning of the program 
When MINIMOS is run, the directives processor SUBOl is called to 
control the data input. Within SUBOl, subroutines ERRORA, ERRORC, and 
ERRORD are called to check for syntax, occurence or range error respectively 
and subroutine CLASH is called to check for specification clashes. In each case 
that an error is found, input error message processor ERRMSG is called to give 
an error message and abort processor ABTMOS is called to abort the MINIMOS 
program. 
After the input of data is complete, the mathematical processor SUB02 is 
called to execute all necessary calculations. SUB02 calls the initial processor 
SUB02A, the pre-iteration processor SUB02B, the iteration processor SUB02C 
and the output processor SUB02D in that order. Within SUB02A, TEST is 
called to test and normalize the input data, GRID to perform mesh generation, 
CONCNT to calculate the doping profile and INIT to give an initial solution 
estimation. Within SUB02B, POICO is called to calculate Poisson's equation 
coefficients, BOUND to add boundary conditions and SIMUL to solve the one-
dimensional continuity and discretized Poisson's equations. Within SUB02C, 
MOB is called to estimate the mobility distribution, CEQMIN to solve the 
continuity equation for minority carriers, and POIEQ to solve Poisson's 
equation. And within SUB02D, FIELDL is called to calculate the lateral electric 
field, FIELDT to calculate the transversal electric field, QUAPHI to calculate 
the quasi-Fermi level, CHARGE to calculate the space charge density, CURT to 
calculate the transversal current and CURL to calculate the lateral current. If 
any range errors occur, ABTMOS is called to abort the program. 
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MINIMOS 
SUB01 SUB02 
' ......... ' .................... ' 
Figure 3-1: MINIMOS lowest level structure 
CLASH 
BTMOS 
EFERT 
ZZDAT 
Figure 3-2: SUBO 1 structure 
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SUB02 
Figure 3-3: SUB02 structure 
SUB02A 
INIT 
CONCT 
TEST 
GRID 
Figure 3-4: SUB02·A structure 
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SUB02B 
BOUND ZZZCLO SAVE 
SIMUL 
... 
Figure 3-5: SUB02B structure 
SUB02C 
REFERT 
Figure 3-6: SUB02C structure 
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SUB02D 
CURT 
ZZZGET 
FIELDT 
FIELDL QUAPHI 
CURL 
Figure 3-7: SUB02D structure 
It is in subroutine MOB where the mobility is calculated according to the 
mobility model used in MINIMOS, which is described in Section 3.4. This is the 
subroutine that is to be modified if a new mobility model is used. One could even 
create several mobility estimation subroutines MOBl, MOB2, ... , each based on 
a different mobility model. For any given conditions (e.g., low temperature 
operation) the subroutine corresponding to the mobility model most suitable for 
these conditions would be called for m~bility estimation. 
3.2 Applicability of the inodel 
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3.2.1 Range of values of physical quantities 
Values of many physical quantities are specified in the MINIMOS input 
deck as KEYs in !DENT cards. For example, implantation element and dose are 
specified as KEYs in the IMPLANT !DENT card, the channel length and width 
as KEYs in the DEVICE !DENT. Detailed information about the ranges of 
values of all physical quantities corresponding to the KEYs of all !DENT cards 
is contained in the MINIMOS User's Guide. The values for some quantities 
must be specified in KEYs, while for other quantities such explicit specification 
is optional. In the latter case, if values of such quantities are not specified 
certain default values are used. If a value out of the corresponding allowed 
range is specified, ERRORD calls ERRMSG and ABTMOS to abort the program 
with an error message, as discussed in paragraph 3.1.3.1. 
In a particular case of interest, the simulation temperature is specified as 
the TEMP KEY in the OPTION !DENT. As stated in the Guide, the allowed 
range of values is 250°K to 450°K (default value is 300°K). Also, in the 
MINIMOS source code it is found that in the line where ERRORD is called, 
250°K and 450°K are specified as the minimum and the maximum temperature 
respectively. It is clear that the program is not applicable for cryogenic 
temperatures. 
3.2.2 Nature of constraints 
The constraints that determine the allowed ranges for the physical 
quantities specified in the MINIMOS input deck are either physical or 
mathematical in nature. Mathematical constraints are imposed mainly by the 
need to obtain convergence of the iterative techniques used. If some specified 
values are such that no convergence is obtained, no solution can be found and 
the program will be aborted. On the other hand, physical constraints have to do 
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mainly with physical phenomena that can be overlooked as negligible within the 
allowed ranges and thus were not included in the simulation package so that it 
could be more tractable. However, for specified values out of the allowed ·ranges 
such phenomena may no longer be negligible and the fact that they are not 
considered renders the simulation package useles_s..~-, 
For the specific constraint on simulation temperature, two are the most 
important physical factors th.at determine the minimum value of about 250°K 
One is that the phenomenon of carrier freeze-out which is totally negligible near 
room temperature and not included in the MINIMOS model is very important at 
cryogenic temperatures. This phenomenon has to be taken into account in the 
solution of Poisson's equation and in the calculation of the neutral impurity-
related mobility component. The other factor is that the mobility model used in 
MINIMOS is inaccurate at cryogenic temperatures (one of the reasons is the 
absense of the neutral impurity-related component mentioned above). 
3.3 The MINIMOS control progrant 
A control program to facilitate the use of MINIMOS was developed by 
Richard Booth at the Sherman Fairchild Solid State Studies Center. The use of 
this program makes MINIMOS simulations easy to perform in an extremely 
user-friendly manner. With the availability of this control pragram, all that one 
has to do in order to run MINIMOS for any specific application is to construct a 
suitable input deck and store it in a file. One can then call the control program 
which asks for the name of the file containing the input deck and fuen runs 
MINIMOS with the data given in that input deck. 
After executing MINIMOS for the given data, the control program offers 
the user many options about the choice of the specific electrical quantities or 
characteristics which are to be printed out or plotted, of printi"ng or plotting 
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devices, of plotting coordinates etc. In this way, the user has complete control of 
the simulation output and its desired form. 
3.4 The niobility niodel used in MINIMOS 
3.4.1 Equations of the model 
The formulas for the electron and hole mobility of the mobility model used 
in the MINIMOS program are given as follows [68]: 
A. Electron mobility 
The overall mobility is merged out of two components 
_ 1 1 -1~ µn(T,Ep,Er,Y, C,n)-( J3 + f3) 
µLI µEPET 
(3.1) 
As seen from (3.1), merging is done using a type of Mathiessen's rule with 
a temperature dependent weight [10] 
~ = 2.57xlo-2T 0·66 (3.2) 
µLI describes the influence of lattice scattering, impurity scattering and 
screening as a function of temperature, tha~ is, µLl=µLl(T,C,n) whµe µEPET 
describes the influence of velocity saturation~ and surface scattering as a 
function of temperature and the distance to the Si-Si02 interface, that is, 
µEPET= µEPET(T,Ep,Er,Y) 
µLI is also constructed from two components, the lattice scattering-related 
mobility µL and the impurity scattering-related mobility µI as given in [7] 
µL=7.12xl08T-2·3 (3.3) 
7.3xl017T1·5 
µI= 15 i 
C:ftl.52x10 T ) 
n 
with 
X 
JCx)=ln(l +x)- 1 +x 
These components are merged using a formula first given in [19] 
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(3.4) 
(3.5) 
.... 
(3.6) 
with 
g(x) =x2(Ci(x)cos(x) + sin(x)(Si(x)-i)> (3.7) 
It is clear that no distinction between ionized impurity-related and neutral 
impurity-related mobility components is made and that µl is the ionized 
impurity-related component, while carrier freeze-out and the neutral impurity-
, 
related component are neglected. This could not have been done in cryogenic 
temperature simulation. µEPET is in tum built up from two parts, µEP which 
describes the influence of velocity saturation and µET which models surface 
scattering. These parts are combined using a Mathiessen's rule with weight 2. 
µEPET=( l + l )-l/2 (3.8) 
µep2 µET2 
with 
µEP= 1.53xto9y-o.s1 ·( y+ 10-1 )112 
-Ep yx2xlo-7 
µET= 108-(y+2x10-7)112.h(Er)-1fl 
and 
h(x) =x + (x2)0·5 
B. Hole mobility 
(3.9) 
(3.10) 
(3.11) 
The formulas for hole mobility are exactly similar to the ones for electron 
mobility, with differences only in the values of the constants. The functions f, g 
and h are exactly the same. We have 
µL= 1.35xto8r-2·2 (3.12) 
5.6xl017T1·5 
µJ= 15 r2 
Cft2.5x10 T ) 
p 
(3.13) 
and then 
µLi= µL(l + g(c6:::,)112)) (3.14) 
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Also, 
µEP= 1.62xto8r-0·52 ·<y+ 2x10-7 ) 112 
ep y+4x10-1 
µET= 2.6xl os.(y + 4xl o-7) 112.h(-Er)-112 
and then 
The overall mobility is 
µpCT,Ep,Er,y,C,p)=( l J3 + l 13 r1J13 µLI µEPET 
where 
~=0.46T0.17 
3.4.2 Mobility-temperature characteristics 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
Using the MINIMOS mobility model stated above we produced the 
example mobility-temperature plots shown in figures 3-8 for electrons and 3-9 
for holes and for concentrations of 1014 1016 and 1018 cm-3 of donors or 
' 
acceptors respectively. 
3.4.3 Velocity-field characteristics 
Velocity-field example plots for the same dopant densities as stated in 
subsection 3.4.2 and .for temperatures of 4.2°K, 77°K and 300°K were produced. 
Figures 3-10, 3-11 and 3-12 are for the case of electrons, while figures 3-13, 3-14 
and 3-15 are for the case of holes. 
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of 1014 1016 and 1018 cm-3 from the MINIMOS 
' mobility model. 
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Figure 3-10: Electron velocity against field for Nn=1014 cm-3 
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Figure 3-11: Electron velocity against field for Nn=1016 cm-3 
at temperatures of 4.2°K, 77°K and 300°K. 
42 
4 
4. 
. 
,,....., 
,• ") 
..__ 
LJj 
,· :"' 
\.J .J 
' ~ 
(_J 
::,-
t--
..... .__... 
(_"'· 
0 
.-l 
w 
> 
:z 
0 
a:: 
t--
(_) 
w 
__J 
w 
--
..---. 
u 
LL 
. -
'._) J 
' z 
(_) 
,...; 
t--
.--
(.) 
0 
__J 
w 
> 
LL.J 
__J 
0 
I 
,s, 
..__, 
~ .I 
··"""\ 
........ 
~""") 
• 
0 
\ 
._., 
0 
0 
C) 
• 
0 
~ 
0 
0 
0 
• 
0 
\; :\1 
0 
0 
0 
0 
X 
0 
.-
0 
0 
0 
ex) -
0 
0 
0 
• 
~ -
0 
0 
0 
• 
.ooo 10,CJOO c:.O. C)OO 30.000 ·40.Doox10 
E C P .A R A L L E L F I E L D ·v I C M) 
Figure 3-12: Electron velocity against field for Nn=l018 cm-3 
~t. t.P.mnP.r~t.11rP.~ of 4.2°K. 77°K :lTIC1 ~oo°K . 
.ooo 
I 
8.CJOO 
I 
'.j 2 ,, 00 0 
E (P.ARALLEL FiELD V/CM) 
. 
l 
16.000X10 
Figure 3-13: Hole velocity against field for NA= 1014 cm-3 
at temperatures of 4.2°K, 77°K and 300°K. 
43 
4 
. 
3 
-·· 0 
~ 
u; 
'· ~ 
--C· 
>-
t---
;-,-"'I 
G"' 
0 
~ 
LJJ 
> 
uJ 
_ _j 
0 
-' _.__ 
._, 
>-
t--
u 
0 
~ 
LJJ 
> 
Lu 
~ 
0 
I 
·._) 
'--:, 
. 
1."\1 
.-
0 
0 
a 
. 
·'-· 
~ 
0 
0 
0 
• 
.._,.. 
0 
0 
0 
0 
-
-
.JOO 
' 
I 
4.000 
. I . 
8,000 
• 
I 
12.000 
E (P.ARALLEL FIELD 'V/CM) 
. 
l 
J 
·1 ·6 . 0 0 0 X 1 O· 
6 Figure 3-14: Hole velocity against field for NA=1016 cm-3 g at temperatures of 4.2°K, 77°K and 300°K . 
-
• 
(\I 
.-
0 
0 
c-::> 
• 
0) 
a 
0 
0 
.. 
-
~ -
I 
.> c::J . . ' .. 
0 
0 
---
. oocr_ 
I 
4.000 
I 
s.ooo 
I 
12.000 
E (PARALLEL FIELD V/CM) 
1 
16.000XlO 
Figure 3-15: Hole velocity against field for NA=1018 cm-3 
at temperatures of 4.2°K, 77°K and 300°K. 
44 
j 
• I ''I,~ ' ,, ' ' ' '·' • ' '° ', ,~ . , " :. " ... : ' · ' ' ' • -' \' • ' , ' ~\'f I.'' ' ', . /,. . 
I 
' . 
Chapter4 
Mobility and velocity-field data and 
models proposed to date 
4.1 Literature search 
In this chapter we discuss the mobility models that have been already 
proposed and the experimental data found in the literature that could be used in 
efforts to develop new models to fit them, while in chapters 5 and 6 we discuss 
the velocity-field and mobility models that we developed and tested. 
All important work that has been done up to the present on mobility 
models, velocity-field models and on the collection of experimental data had to 
be investigated. In order to have reasonable assurance that this has been done, 
an extensive literature search was performed. The literature that has been 
reviewed is presented in the references. The main sources of this search were: 
• BRS after dark search of INSPEC database. 
• References to the papers which were obtained from the BRS after 
dark search. 
• Physics Abstracts search from 1978 to the present. 
• Papers presented in Low Temperature Electronics [ 43] and 
references to them. 
• Laux & Byrnes paper [ 45] and its references. 
• Models presented by Selberherr [67]. 
4.2 Experim.ental data 
\' 
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4.2.1 Velocity-field data 
A considerable amount of work has been done on experimental 
measurements for obtaining data on the carrier velocity versus field 
characteristics for silicon devices. However, most of this work has been done at 
room temperature. By "field" here we mean the electric field component parallel 
to the carrier motion, i.e. the source to drain field in field effect transistors. 
The velocity-field data for electrons and holes which are presented in the 
literature and which we have reviewed have been obtained and discussed by 
Cook and Frey [16], J acoboni et al [34], Canali et al [10], Caughey and 
Thomas [11], Park et al [57], Coeure [14], Gaensslen [27], Sugano et al [76] and 
Fang and Fowler [23]. For fitting a phenomenological velocity-field model for 
carriers in silicon we used the data of Jacoboni et al (for the (100) 
crystallographic direction) and of Sugano et al because they are obtained over a 
very wide temperature range including very low temperatures, down to 4-8°K 
Sugano et al report surface measurements, while the data of J acoboni et al are 
for bulk silicon. The data are shown in figures 4-1, 4-2 and 4-3. 
4.2.2 Mobility-temperature data 
Several researchers have obtained and discussed data for the overall 
mobility or tl1e lattice scattering-related mobility component against 
temperature. Such data have been presented for several doping densities and 
temperature ranges by Jacoboni et al [34], Rogers [59], Tewksbury [80], 
Jonscher [38], Oosaka and Nakamura [56], Swartz [77], Morin and Maita [49], 
Fang and Fowler [23] and Meyer and Bartoli [47]. Because we are primarily 
interested in operation at cryogenic temperatures we have used the data 
presented by Meyer and Bartoli which are for the temperature range of 10°K to 
100°K and which have the additional advantage of being obtained for samples 
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Figure 4-1: Velocity-electric field characteristics of electrons on 
the (100) surface of silicon. 
After Sugano et al [76], [27] 
for which not only the majority but also the minority doping density has ·been 
. 
specified. These data are shown in figures 4-4, 4-5 and 4-6. They have been 
originally obtained by Betjemann [5] and Norton et al [54]. 
4.2.3 Saturation velocity-temperature data 
Data for the variation of the saturation velocity (a quantity fairly 
independent of doping, as discussed in Section 2.1.2) with temperature have 
been obtained with different measurement techniques by some authors. They 
are presented by Jacoboni et al [34] and are shown in figure 4-7. 
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Figure 4-2: Experimental results of electron drift velocity against the 
electric field applied parallel to (111) and (100) crystallographic 
directions at se.veral temperatures. After Jacoboni et al [34] 
4.2.4 Mobility-doping density and mobility-electric field data 
Several authors have obtained and presented data for the dependence of 
mobility on doping density and on the electric field. We have reviewed such data 
in Jacoboni et al [34] and in Caughey and Thomas [11] for the mobility versus 
doping density and in Rogers [59] and in Kaiser and Wheatley [40] for the 
mobility versus the electric field, but we have not used them directly in Monte 
Carlo simulations. 
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4.3 Models presented in the literature 
4.3.1 Empirical velocity-field models 
Several empirical velocity-field expressions presented for a specific 
temperature (most usually room temperature) or for a range of temperatures 
with temperature-dependent parameters and which can be very practical in 
providing a fit to experimental velocity-field data have been proposed. Such 
empirical models found in the literature are: 
1. After Laux and Lomax [44] 
f El 4 µol E I + V sat( E ) 
0 lvnl=------
l + (IE I )4 
Eo 
(4.1) 
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Figure 4-4: Mobility versus temperature data for n-type silicon at very 
low temperatures. 
After Betjemann [5] and Norton et al [54] 
with the fitting parameters 
cm2 7 cm 3 V µ0 =5000i, , v 1=10 - and £ 0 =2.691x10 -. 
-sec sa sec cm 
2. After Yeager and Dutton [87] 
E µo 
V =V sat"tanh(E ) = V sat"tanh( ·E) 
max V sat 
(4.2) 
which is a general empirical model that can be used not only for silicon but also 
for GaAs devices with values of the fitting parameters v sat, Emax and µo 
dependent on the material of the device. 
3. After Nelson et al [52] 
Nelson et al present the following empirical relations 
µET 
V=-----
[1 + ( µEy )G] 1/a 
vs 
I 
50 
(4.3) 
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Figure 4-5: Mobility versus temperature data for n~type silicon at 
very low temperatures. After Norton et al [54]" 
with 
(4 .. 4) 
where ET and EN are the tangential and normal electric fields respectively and 
µ0, Ee, c, vs and a are adjustable fitting parameters. Nelson et al arbitrarily 
.., 
fi d 7 cm • cm""' V 1xe vs at l.OxlO - and estimated the values µ0 =342v , Ee= 15.4-, c=0.617 sec ·sec µm 
and a=0.968 for a fit to data for holes at room temperature. 
4. After Sze [79] 
V=-----
where 
£ 
[1 +( ~)'Y]l/y 
E 
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Figure 4-6: Mobility versus temperature data for n-type silicon at 
very low temperatures. After K orton et al [54] 
E0 =7x103 ~ and y=2 for electrons cm 
V £0 ~2xla4- and y=l for holes cm 
4.3.2 Mobility models 
A significant amount of work has been done on models for the mobility 
and the drift velocity of carriers which are still essentially phenomenological in 
character but use physical reasoning and insight in accounting for the 
dependencies on several quantities and on a few really physical mobility models, 
with sound underlying physical reasoning. However, most of this work has been 
done near or above room temperature. This is the case in the models which we 
have reviewed in the literature and present here, unless otherwise mentioned. 
We reviewed these models in order both to know what has been done (and thus 
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electrons in silicon. After J acoboni [34] 
gain a broader perspective) and to be able to consider any possible modifications 
that could give a model suitable for our purpose. 
1. After Nulman et al [55] 
This is a local high field transport model for thin films given by the 
following equations: 
1 1 1 
-= +--
µ µ(N n) µr(y) (4.6) 
with 
(4.7) 
(4.8) 
and 
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where y is the depth and Ve is the "phonon" velocity. Other quantities 
appearing in the above equations are fitting parameters. Expression (4.9) has 
been suggested by Thomber [82]. 
2. After Rahall [58] 
This model was proposed by Rahali for MOS transistors. It is a 
modification of a model proposed by Yamaguchi [85]. 
µo 
µ=-----
' ~fiEJ) + g(EN)- l 
with 
(4.10) 
(4.11) 
(4.12) 
; 
where EL and EN are the lateral and normal field components, NB is the 
impurity concentration and µ0, A, B, S, N and a are constants (with values 
suitable for fitting data). 
3. After Hamaguchi et al [31] 
To account for the hot electron effect, the field-dependent mobility µ is 
assumed to follow the relation 
µo 
-=(l +aE2+~.E4+yE6)1/2 µ 
with the electron drift velocity given by 
µC,: 
Vd= 
(1 + ( JJ.oE )2 )112 
vsat 
(4.13) 
(4.14) 
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where µ0 is the ohmic (low-field) mobility and a, P and y are adjustable fitting 
parameters. The first two terms in (4.13) dominate at lower field values, while 
the higher power terms are included to account for the intervalley transfer of 
hot electrons (which becomes more important at higher field values). 
4. After Caughey and Thomas [11] 
An expression of the form 
µmax-µmin 
µ(NT)=µmin+ N 
l+(N T )a 
ref 
(4.15) 
·I 
is claimed to fit experimental data for electron and hole mobilities, with suitable 
parameter values. NT=Nv+NA is the total doping concentration. 
Anheier and Engl [1] claim to fit data by using (4.15) with 
Nr=0.34(Nv+NA)+0.66(n) where n=n+p is the total carrier concentration. 
Jung and Kyung use the approach of Anheier and Engl and account for 
' 
the field-dependent mobility by using the expression 
µ(N, ri, E) = µ(N, ii)[ 1 + ( µ(N, ri)E )flr 1/13 
vsat 
with ~=2 for electrons and~= 1 for holes. 
5. After Scharfetter and Gum.mel [64] 
(4.16) 
This is the model that preceded and constituted the basis for the models 
proposed by Yamaguchi et al and by Rahali, which are also mentioned here. It is 
given by the expression 
(4.17) 
where µ0 is the low-field mobility, E is the (lateral) field, Nn is the impurity 
concentration andN, S, A, F and Bare fitting parameters. 
6. After Yamaguchi et al [85] 
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The mobility is expressed by the following relation 
µ(NB,EL,EN)=~f(NB,EU·g(EN) \ 0 (4.18) 
wheref{NB,EV expresses the bulk property (bulk mobility) and is given by 
EL 
N (-)2 E 
ft..Ns,EU=[l+(NB B )+(E: )+<-j'frl/2 (4.19) 
-+N -+F S A 
: I 
while g(EN) is introduced so as to represent the property of surface mobility 
(which originates from surface scattering) and is given by the approximate 
formula 
(4.20) 
NB is the impurity concentration, EL and EN are the lateral and normal 
field components andN, S, A, F, Band a are fitting parameters. 
7. After Thornber [82] 
In the low-field limit the mobility is expressed as 
N µ(N)=µo[l + ]-112 
N (S+Nr) 
and the drift velocity is modelled by 
Vd= µ(N)E[l +(µ(N)E )2(µ(N)E +Grl +(µ(N)E)2rl/2 
Ve Ve Vsat 
(4.21) 
(4.22) 
where N is the dopant density, vc is the phonon velocity, vsat is the saturation 
velocity and E is the electric field. Again other quantities appear as fitting 
parameters. 
8. After Dorkel and Leturcq [20] 
Lattice scattering-related mobility is modelled by a power law 
T -a µL=µw~) (4.23) 
0 
while the ionized impurity scattering-related mobility is modelled by the 
expression of Brooks and Herring [8] 
56 
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[ 
(4.24) 
The neutral impurity scattering-related mobility is ignored (this could not be 
done at very low temperatures) while the carrier-carrier scattering-related 
mobility is modelled by Choo's expression [12] 
2x1017r1·5 
µccs= ·[ln(l + 8.28xt08T2(pn)-1/3)]-1 
"1 (pn) 
The overall mobility is then given by 
- [ 1.025 0 025] µ-µL X - . 
1 + ( )1.43 
1.68 
with 
X=~6µL(µ1+µccs) 
µ~ccs 
(4.25) 
(4.26) , 
(4.27) 
where µ£0, a, A and B are parameters which depend on the nature of the 
• carriers. 
9. After Arora et al [2] 
By using an expression for the mobility similar to the one due to Caughey 
and Thomas [11] and taking into account the temperature variations of the 
parameters, the following relations for the electron mobility µe and the hole 
mobility µh in silicon were derived: 
7 4 losr-2.33 
=88T -0.57 . X ~ n + N 
1 +0.88[ 17 2 4 ]Tn-0.146 
(1.26x10 Tn · ) 
(4.28) 
and 
=54 3T -o.s1 1.36x1osr-2.23 
µh · n + N 
1 + 0.88[ 17 2 4 ]Tn -0.146 
(2.35x10 Tn · ) 
(4.29) 
T 
where Tn= 300 . 
However, these expressions can only be used with acceptable accuracy in 
57 
the temperature range 200 to 400°K. They are supposed to be accurate to within 
an error of 14% in this range [2] ~nd for doping densities of 1013 to 1020 
cm-3 [67]. 
10. After Debye and Conwell [19] 
Debye and Conwell have derived from theoretical reasoning the following 
expression for the combined mobility µu due to lattice scattering and ionized 
impurity scattering: 
µu= µL·[l + x2·(Ci(x)·cos(x) + Si(x)·sin{x))] 
with 
6·µL 
x=....J-
µI 
C.( ) J00cos(t) d l X =- · t 
X f 
S ·c ) J 00sin(t) d l X =- · t 
X f 
(4.30) 
(4.31) 
(4.32) 
(4.33) 
This model has been used in the MINIMOS simulation program. The 
Mathiessen's rule is considered inapropriate for combining the lattice-related 
and the ionized impurity-related mobility components and (4.30) is used instead. 
The reason is that these two components are not fully independent mechanisms, 
which is a definite requirement for the applicability of Mathiessen's rule [66]. 
However, for combinations of other mobility components the utility of 
Mathiessen's rule remains very sound. 
11. After Sah et al [62] 
Sah et al have proposed an approach for combined lattice-related and 
ionized impurity-related mobility in silicon for electrons and holes. It makes use ,... 
of Mathiessen's rule, despite its shortcomings. 
1 µL =--------
n 1 1 
----+----
4195T -l.S 2153T -3.13 
n n 
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{4.34) 
1 
µL = l 1 
p +----
2502T -l.5 591T - 3·25 
n n 
2xl018 cm-3 
µIn =90·(1 +Tn· CI ) 
µIP =45·(l+Tn· l.2xl~;cm-3) 
with the combined mobility being, for both types of carriers 
1 
µu= 1 1 
-+-
µL µ/ 
T 
where T n = 3ocr 
(4.35) 
(4.36) 
(4.37) 
(4.38) 
CI is the sum of all ionized impurity species times the magnitude of their 
charge state, that is 
n 
CI= I1zi1-ci 
i=l 
! (4.39) 
Dopants usually have a charge state with magnitude one (one free carrier 
per dopant ion). But for some specific applications, such as solar cells, Zinc can 
be used which has two acceptor levels, one of which is doubly ionized, thus 
corresponding to Z=2 [62], [67]. 
Relations (4.34) and (4.35) are claimed to predict reliably lattice-related 
mobility component values in silicon even at cryogenic temperatures. 
4.3.3 Saturation velocity models 
As discussed in Subsection 2.1.2, the saturation velocity is fairly 
independent of the doping. Also, its temperature dependence is expected to be 
fairly weak [67]. By theoretical investigations a r-o.5 dependence is predicted 
in v sat [ 42]. Some expressions for the temperature dependence of the saturation 
velocity have been suggested. 
1. After Selberherr [67] based on Canali et al [10] 
' 
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T 
V =V · ( )-a 
sat O 3QOOK (4.40) 
where v0 =107 cm/sec and a=0.87 for electrons and v0 =8.37x106cm/sec and a=0.52 
for holes. 
2. After Jacoboni et al [34] 
2.4x107 cm/sec 
Vsat= T 
1 +0.8 · exp( ) 
, 600°K 
(4.41) 
which refers to electrons. A plot of the saturation velocity versus 
temperature according to this model compared to several data points is shown in 
figure 4-7. 
' ' 
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Chapter5 
Phenomenological velocity-field models 
considered and developed 
In this chapter we discuss our considerations and development of velocity-
field models which are either purely empirical velocity-field expressions tested 
against experimental data, or semi-empirical models that contain expressions 
for the mobility with an underlying physical reasoning but are still tested 
against velocity-field data. 
5.1 Enipirical :models 
At first we considered expressions which are based on empirical velocity-
field models presented in the literature which were proposed for room 
temperature. We attempted to make them applicable for a wide temperature 
range by including a temperature dependent term which would model the 
temperature dependence of the drift velocity. The models that we considered 
were: 
Model 1: 
~ . T 
v=CµoE·[l+( )13]-llf3.[D+exp( )]-1 
Ve 600°K 
(5.1) 
i 
I 
' 
where C, µ0, ve, ~ and D are adjustable parameters. The temperature-
independent part of (5.1) has the form of a well known velocity-field fitting 
expression (see equation (2.5)). This expression can also be written in the form 
Eo T 
V=V ·[l+(-)'Y]-1/'Y.[D+exp( )]-1 (5.2) 
C E 60QOK 
where ve, E0, 'Y and D are adjustable parameters. 
The idea for the second form of this expression was to substitute the 
empirical formula given by Jacoboni et al [34] for the temperature dependence 
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J 
of vsat in the model given by·Sze [79]. 
Model 2: 
(5.3) 
where vc, Em and D are adjustable parameters. The temperature-independent 
part of (5.3) is similar to an empirical model proposed at room temperature by 
Yeager and Dutton [87]. 
In all these models the temperature-dependent term has a structure 
similar to that of the empirical relation presented by Jacoboni et al [34] for vsat· 
The idea was that the temperature dependence of the whole velocity-field 
characteristic might be satisfactorily modelled even in the low-field regime in 
the same fashion as in the saturation regime. But this would be a very 
simplistic assumption, overlooking the real temperature dependence of the low-
field mobility. Low-field mobility and saturation velocity have to be scaled 
separately with temperature. These models could not be proved satisfactory 
and, after initial investigations were conducted, were not pursued further. 
5.2 Modifications of existing semi-empirical niodels 
Another consideration had been to use parameters instead of certain 
numerical constants in already proposed models and then let these parameters 
take values within ranges ("parameter spaces") around the values proposed in 
the original models. Then a random search technique using the least sum of 
squares criterion is applied to find the parameter values that would yield the 
best fit to experimental data which we use and which include very low 
temperature conditions. It was hoped that in this way a modification of an 
existing model that would be applicable at cryogenic temperatures could be 
constructed. 
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This approach has been followed with attempts for modifications of the 
mobility model proposed by Yamaguchi [85], as well as of the mobility model 
used in MINIMOS with the saturation velocity being given by the expression 
proposed by Jacoboni et al [34], but no satisfactory results to fit velocity-field 
data could be obtained. It seems that such attempts to "fix up" room 
temperature models in order to make them applicable at cryogenic temperatures 
cannot be really successful; besides, they miss the point of the need to consider 
phenomena that are characteristic of very low temperatures, as discussed in 
Chapter 6. 
5.3 A proposed senii-em.pirical model 
5.3.1 Equations and parameters of the model 
We model the velocity-field characteristic by the equation 
v=[( 1 )13+(~)13rlfl3 (5.4) 
µE vs 
where for µ we use the expression 
aTl.5-c 
µ=---
r-c +bTl.5 
and for v 8 the expression 
Vo 
(5.5) 
(5.6) 
Essentially, (5.5) was obtained by taking an impurity-related mobility 
component proportional to T1·5 and a lattice-related component proportional to 
r-c. The two components are then combined by employing Mathiessen's rule. 
For v8 we used (5.6), which is reminiscent of the model proposed by 
Jacoboni et al [34] for the saturated drift velocity. 
In these equations ~, a, b, c, v0, D and Tc are fitting parameters. We 
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should point out that parameter values were estimated for best fit of (5.4) to the 
velocity-field data of Jacoboni et al [34] (which are for electrons at 8°K, 77°K 
and 300°K and for holes at 6°K, 77°K and 300°K) and not for fit of (5.5) or (5.6) 
to any mobility-temperature or saturation velocity-temperature data. Therefore 
we do not claim (5.5) or (5.6) individually with the estimated values of the 
corresponding parameters to be fitting models for the low-field mobility or the 
saturation velocity respectively, but we present the system of the three 
equations as a whole as a semi-empirical model for the velocity-field 
characteristic of electrons and holes in undoped Si (to which the data refer).A 
more complete and physical model that accounts for the modeling of the low-
field mobility itself and for any doping density at cryogenic temperatures is 
presented in Chapter 6. 
After initial attempts to use non-linear regression as the mathematical 
tool to produce the best parameter values for fitting of the model to velocity-field 
data, a random search procedure was finally us~µ. The mathematical methods 
\·,._....., .• f;> 
'\:" 
used both here and in the model of Chapter 6 are discussed in the Appendix. 
We made every effort to obtain a'good fit of the model to the experimental 
data while keeping all the parameters appearing in (5.4), (5.5) and (5.6) 
independent of temperature. The result was what we call "Version 1" of the 
model. However, we have found that by relaxing this constraint we can greatly 
improve the fit to experimental data. Specifically, we estimate with our random 
search program the best temperature-independent values for the seven 
parameters and then we keep five of them independent of temperature while 
accepting a and v0 as temperature-varying and we apply trial and error search 
to fmd the best fitting values for these two parameters at each temperature. 
After that we could try to estimate how these two parameters depend on 
temperature and incorporate this dependence in the model. This is 'Version 2" 
64 
of the model. The estimated best fitting values were (a is in cm2N-sec,v0 in 
cm/sec, Tc in °K and the other parameters are dimensionless): 
A.Version 1 
I.For electrons 
a=4.2372xt08 , b=44.304, c=l.402, v0 =1.9782x107 , D=0.437, Tc=533.6 and 
~=0.814. 
2.For holes 
l a= l.3368xt08 , b=46.477, c= 1.340, v0 = 1.5821x107 , D =0.734, Tc= 1693.9 
~ and ~=0.765. 
B.Version 2 
1. For electrons 
' 
At all temperatures: b=48.078, c=l.758, D=0.361, Tc=544.2 and ~=1.853. 
At 8°K: a=2.5066x107 and v0 = 1.7512x107 • 
At77°K: a=6.0007x108 and v0 =1.8512xt07 • 
At 300°K: a= 1.2ox109 and v0 =2.0012x107 • 
2. For holes 
At all temperatures: b=48.23, c=l.453, D=0.147, Tc=1192 and ~=0.80. 
At 6°K: a=l.05x107 and Vo= 1.23x107 . 
At 77°K: a= 1 .. 99x108 and v0= 1.315x107 • 
At300°K: a=l.15xto8 and Vo=l.70x107 • 
5.3.2 Velocity-field characteristics 
Velocity-field characteristics obtained from this model for different 
temperatures compared to respective data are shown in figures 5-1, 5-2 and 5-3 
for electrons and 5-4, 5-5 and 5-6 for holes for version 1 and in figures 5-7, 5-8 
and 5-9 for electrons and 5-10, 5-11 and 5-12 for holes for version 2. The data 
points are denoted by "x" symbols. 
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Figure 5-2: Velocity-field model characteristic and corresponding 
data for electrons at 77°K. Version 1 
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As for the tempe~ature dependence of a and v0 (in Version 2), it is clear 
that v0 is slowly increasing with temperature for both electrons and holes. This 
could be represented by a proportionality to a small power (like 0.5 to 1) of 
temperature. On the other hand, a seems also to increase with temperature, 
but to have a more complex dependence, especially in the case of holes. We have 
not suggested an analytical expression for this behavior. 
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Chapter 6 
Mobility-doping-temperature model and 
corresponding velocity-field model 
6.1 Developnient of the niobility-doping-temperature niodel 
6.1.1 A more physical model 
The most physically reasoned way to model the response of free carriers to 
applied electric fields is to model the components of the mobility itself. Such a 
mobility model can be obtained by proposing reasonable expressions for the 
mobility components, combining them to obtain the overall mobility, and then 
fitting them with experimental mobility data. 
To obtain a velocity-field model one could then develop a model for the 
saturation velocity or use an already proposed one and juxtapose the low-field 
mobility and the saturation velocity using an expression like (2.5). Compared to 
the semi-empirical model of Chapter 5, this model would be more general and 
would provide more physical insight. 
We have tried to make the mobility model that we present here as general 
as possible, suitable for a wide range of doping densities and temperatures. Our 
emphasis has been on cryogenic temperatures and the data we used are for such 
temperatures, as discussed in Chapter 4. They are data for n-type silicon and 
thus we talk about electron mobility. All the quantities that appear in this 
model and are not dimensionless have units of the system (cm, V, sec, eV, 0K). 
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6.1.2 Mobility components 
The mobility components that we explicitly considered are lattice-related, 
ionized impurity-related and neutral impurity-related mobilities. Lattice-related 
mobility is taken to be proportional to a negative power of temperature, while 
ionized impurity-related and neutral impurity-related mobilities are taken to be 
proportional to a power of temperature and inversely proportional to a power of 
the concentration of the impurity ions or the neutral impurity atoms 
respectively. These exponents and proportionality constants are considered as 
fitting parameters in the model. 
6.1.3 Relationships and parameters 
6.1.3.1 Terminology for doping and energy quantities 
The following symbols for the doping-related quantities are used: 
• N: Total doping concentration. 
• N n= Total donor concentration. 
• NA: Total acceptor concentration. 
• N ion: Total ionized impurity concentration. 
• N neutral: Total neutral impurity concentration. 
• N Dion: Ionized donor concentration. 
• N Dneutral: Neutral donor concentration. 
• N Aion: Ionized acceptor concentration. 
• N Aneutral: Neutral acceptor concentration. 
Also, the following energy-related quantities are considered: 
• EF: Fermi level. 
• E c= Conduction band edge. 
• Ev: Valence band edge. 
• En= Donor level. 
• EA: Acceptor level. 
• Ea: Energy band gap. 
• AEcv= Energy difference between the conduction band edge and the 
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donor level. 
• llE AV: Energy difference between the acceptor level and the valence 
band edge. 
• ll.EFD: Energy difference between the Fermi level and the donor 
level. 
• t:iE AF: Energy difference between the acceptor level and the Fermi 
level. 
• llEpc: Energy difference between the Fermi level and the conduction 
band edge. 
• ll.EVF: Energy difference between the valence band edge and the 
Fermi level. 
6.1.3.2 Equations of the model 
The mobility components related to ionized and neutral impurities are 
modeled by the expressions 
and 
A1-T0 1 
µion= (N. )bl 
ion 
(6.1) 
(6.2) 
These two components are combined using Mathiessen's rule to give an 
overall impurity-related mobility component 
1 1 ( )-1 µi= + 
µion µneutral 
(6.3) 
The lattice-related mobility is given by the expression 
µ1=AL·T-aL (6.4) 
Then, µi and µz are combined to yield the ove1rall mobility µ: 
µ= ( . !..+! )-1 (6.5) 
µl µi 
For the doping quantities we have 
N=ND+NA (6.6) 
N. =Nv· +NA. (6.7) ion ion ion 
and 
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(6.8) 
For n-type silicon where NA is negligible N Dion is given by the 
expression [43], [28] 
ND 
NDion= M 
FD 
1 +2exp( kT ) 
and for p-type silicon where ND is negligible N Aion is given by 
NA 
MAP 
1 +4exp( kT ) 
(6.9) 
(6.10) 
These expressions are based upon Fermi-Dirac statistics including the 
1 
appropriate factors for conduction and valence band degeneracy [84], [28]. It is 
therefore clear that they are strictly valid only under thermal equilibrium 
conditions. Certainly, equilibrium cannot be assumed for depletion regions 
where electric fields are present and field ionization of dopants can occur. In 
these regions, ionized dopant densities are in fact higher than the values 
predicted by (6.9) and (6.10); however, no analytical expressions are available. 
We thus use these equations for all cases. 
., 
aEFD and MAF are the energy differences between the Fermi level and the 
donor or acceptor energy levels respectively. These quantities have meaning 
because the donor and acceptor concentrations are assumed not to be so 
exceedingly great as to broaden the impurity energy levels into bands that 
would finally merge with the conduction and valence bands (the "band tailing" 
effect); that is, the semiconductor is assumed not to be degenerate. 
In situations where none of the donor or acceptor densities is negligible 
compared to the other, the compensation effect must be taken into account. 
Because of this effect, the two ionization processes, that of the donors and that 
of the acceptors, are not independent of each other. Our data are for n-type 
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silicon and thus acceptors are the minority dopants. We accept that all the 
acceptors are compensated by an equal number of donors (thus producing 
acceptor and donor ions) and that a part of the remainder of the donors is 
ionized according to (6.9). Therefore the ionized donor and acceptor 
concentrations will be given by 
and 
by: 
(6.11) 
(6.12) 
Hence, the total ionized impurity concentration for n-type silicon is given 
Nv-NA 
Nion=2NA+ M 
FD 
1 +2exp( kT ) 
For p-type silicon we would similarly have: 
NA-ND 
Nion=2Nn+ M 
AF 
1 +4exp( kT ) 
(6.13) 
(6.14) 
As discussed by Sze [78], calculations using the hydrogenic atom model for 
the donors and the acceptors yield: 
AEcD=0.025eV (6.15) 
and 
AEAv=0.050eV (6.16) 
"' 
These energy differences in practice show some variation for different 
donors and acceptors, but we will accept the above values for all dopants. 
We then have 
, 
Mpv=Ep-ED=(Ep-Ec)+(Ec-ED)=Ep-Ec+0.025eV (6.17) 
and 
MAF=EA-Ep=(Ey-Ep)+(EA-Ev)=Ey-Ep+O.OSOeV (6.18) 
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We now need to consider the temperature variation of these energy 
quantities. Using data and experimental curves presented by Grove [29] and 
Sze [78] we have derived the following empirical relationships for the variation 
of the Fermi level with doping density and temperature: 
EF(C, D =EF(C, 300°K)+ s(C)·(300°K-T) 
with 
(6.19) 
(6.20) 
where s(C)<O for p-type silicon (for acceptors), s(C)>O for n-type silicon (for 
donors) and C is either donor or acceptor concentration. 
.. 
For the temperature variation of the band gap and the band edges we use 
the empirical formula presented by Sze [78], [79]: 
eT2 
Ea(1)=Ea(O)-T+d 
where e = 4. 73xl o-4 e VIK and d = 636° K. 
(6.21) 
By accepting an even split of the band gap temperature variation between 
the two band edges (as seems very reasonable from the curves in Sze [78] that 
we examined) we get: 
eT2 
Ec(T) =Ec(O)-2(T + 
and 
eT2 
Ev(T) = Ey(O) + 2(T + 
(6.22) 
(6.23) 
Using the above relationships for temperatures 300°K and T and 
combining the results we arrive at the expressions: 
and 
E (T)=E (3QOOK)+ e(3ooozy - eT2 
C C 2(300° K + tl) 2(T + a) 
Ev(1)=Ey(300oK)- e(300°K)2 + eT2 
2(300° K + tl) 2(T + a) 
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(6.24) 
(6.25) 
if 
Thus, (6.24) and (6.25) give the temperature variation of the band edges. 
Using (6.17), (6.19) and (6.24) we finally get 
MpD=Mpc(300°K)+s(C)(300°K-n- e(300°K)
2 
+2(e::d) +0.025eV (6.26) 2(300°K+d) 
and using (6.18), (6.19) and (6.25) we get 
e(300°K)2 eT2 
MAF=MVF(300°K)-s(C)(300°K-n- + 2(T d) +0.050eV (6.27) 2(300°K +d) + 
where 
Mpc(300°K)=Ep(C,300°K)-Ec(300°K), 
MVF(300°K)=Ev(300°.K)-Ep(C, 300°.K) and 
, N 
C 
Mpc(300°K)=-kT·ln(N ) 
D 
N 
MVF(300°K)=-kT·ln.(Nv) 
A 
(6.28) 
(6.2~) 
At room temperature carrier freeze-out 'is totally negligible and the 
ionized donor or acceptor densities are equal to the total donor or acceptor 
densities respectively; hence, Nn and NA are used in (6.28) and (6.29). The 
temperature dependencies of the quantities Mpv and MAP which appear in 
"" 
(6.9), (6.10), (6.12), (6.13) and (6.14) are expressed by (6.26) and (6.27). 
N c and Ny are the effective densities of states in the conduction and 
valence bands respectively. For silicon at 300°K they are given by [78]: 
Ne= 2.8xl019 cm-3 
Nv= 1.04xl019 cm-3 
6.1.3.3 Parameters 
(6.30) 
(6.31) 
The parameters of this model are the proportionality constants and the 
exponents of the temperature and of the doping quantities appearing in the 
expressions for the mobility components, that is, the quantities AL, aL, A1, a1, b1, 
AN, aN and bN. Ranges of possible values for these parameters are determined 
which are called "parameter spaces" and then a Monte Carlo random search 
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technique is employed to determine the value of each parameter within its 
parameter space that would correspond to the best possible fit of the model to 
the experimental data used, as discussed in the Appendix. 
From theoretical reasoning discussed by Sze [78] we find that the value of 
A1 should be of about the order of magnitude 
64-.J"n. e 2 . (2k)3/2 
A s 
1- q3. (m*)lfl (6.32) 
which yields a value of about 1022 in the system of units that we use. And 
since Coulomb scattering on ions is far stronger than scattering on neutral 
impurities, values of AN are expected to be a few orders of magnitude smaller 
than values of A1. Also, as an inspection of the model used in MINIMOS 
indicates, values of AL should be of the order of 10 7 to 108 in our system of units. 
Values for aL reported in the literature range from 1.3 to 2.9, while the 
theoretical value for a1 and aN is 1.5 and values reported from experiments are 
not very far off this value. The values of b1 and bN should npt be far from 1 (in ~ 
the model of Caughey and Thomas [11] a best fitting value of 0.91 of the 
exponent of the doping density in the expression for the electron mobility is 
reported). 
After these considerations we chose the f ollo · g parameter spaces: 
• For AL: 107 to 5xl09 
• For aL: 1.3 to 2.6 
• For A1: 1019 to 3xto24 
• For a1: 1 to 2 
• For AN: 1017 to 2xto22 
• For aN: 1 to 2 
• For b1: 0.7 to 1.6 
• For bN: 0.7 to 1.6 
Our results are discussed in Section 6.3. 
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6.2 Cryogenic considerations 
6.2.1 Carrier freeze-out 
The emphasis in our model lies in cryogenic temperatures and therefore it 
is imperative that we consider phenomena which are important at such 
temperatures. The most important effect that is negligible at room temperature 
(and therefore not taken care of in room temperature models) but becomes very 
· evident at cryogenic temperatures is carrier freeze-out. This phenomenon 
results from the fact that at such low temperatures the thern1al energy of the 
carriers is so small that not all · of them have thern1al energies exceeding the 
small energy differences between the donor or acceptor levels and the 
conduction or valence bands respectively; these small differences are no longer 
negligible, as would be the case at room temperature. A significant percentage of 
the carriers are then "frozen out", that is, they are bound by the dopants. 
It is thus necessary to adopt a model for the carrier freeze-out and include 
it in any mobility model that would concern cryogenic temperatures. We have 
done this by considering a neutral imp1.1rity-related mobility component and 
' 
using ionized and neutral dopant concentrations in the expressions for the 
respective mobility components, instead of assuming all dopants ionized as is 
always done for temperatures not very far below room temperature. The ionized 
dopant concentrations are given by the temperature dependent expressions (6.9) 
and (6.10), as presented in [28], for non-compensated n-type or p-type 
semiconductors respectively, or by (6.11),(6.12) and (6.13) (or (6.14), for p-type) 
in the compensation-doped case of our data. 
Since contamination in contemporary silicon devices is unimportant, 
carrier freeze-out is the main factor influencing the neutral impurity-related 
mobility component. However, the strong band bending in depletion and 
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inversion layers in MOSFET's inhibits carrier freeze-out in these regions [36]. 
This band bending brings the conduction or the valence band edge very close to 
the Fermi level (which may even come to lie inside the conduction or the valence 
band), a fact that is the equivalent of a very heavy doping in which case the 
carrier wavefunctions tend to overlap. Moreover, the electric fields present in 
these areas (their presence is reflected by the band bending) sweep away 
carriers emitted from neutral impurity sites and thus the local carrier density is 
suppressed, the capture rate becomes negligible and carrier emission proceeds 
slowly to completion, resulting in total ionization [81]. Direct ionization of 
dopant atoms by the electric field (the "field ionization" mentioned in Paragraph 
6.1.3.2) also contributes to that end. Only at extremely low temperatures does 
freeze-out become important even in these layers. Because of these 
considerations, carrier freeze-out is usually ignored in such devices even at 
liquid nitrogen temperature (77°K). But this certainly cannot be done at much 
lower temperatures in which we are interested. 
Carrier freeze-out • lS more important • lll compensation-doped 
semiconductor devices [28], [81]. It is also far more pronounced when deeper 
energy level dopants, such as tellurium or indium, are used [81]. 
6.2.2 Other quantities dependent on temperature 
Besides the ionized dopant densities there are several other quantities 
that depend on temperature, such as the energy band gap Ea and the intrinsic 
carrier density ni. However, these quantities do not have the direct influence on 
mobility that the degree of dopant ionization has. Since no carrier-carrier 
scattering-related mobility component is explicitly included in our model, the 
temperature dependence of the intrinsic carrier density is not relevant. The 
temperature dependence of the energy band gap is empirically expressed by 
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(6.17). 
6.3 Shnulation results 
6.3.1 Mobility-temperature characteristics 
We used the data obtained by Betjemann and by Norton et al and 
presented by Meyer and Bartoli (as discussed in Chapter 4), which were 
measurements for the following samples of doped silicon: 
• Sample of Betjemann: Nv=3xl013 cm-3 and NA =3xto12 cm-3 
• Sample P3 of Norton et al: Nv=2.5xl014 cm-3 and NA =2.3xto13 cm-3 
• Sample P6 of Norton et al: Nv=4.3xl014 cm-3 and NA =7.7xto12 cm-3 
• Sample Sbl of Norton et al: Nv=7.4xto15 cm-3 and NA =5.3xto12 cm-3 
• Sample Pl of Norton et al: Nv=9.5xl015 cm-3 and NA =4.2xl012 cm-3 
• Sample As3 of Norton et al: Nv=7.5xl016 cm~3 and NA= l.8xl013 cm-3 
Using these data and our random search technique for 80000 searches we 
derived the following optimal parameter values: 
•AL= 1.419594x107 
• aL = 1.66664 
• A1=9.244091xl023 
• a1= 1.70891 
• AN= 1.620601xlo21 
• aN=l.86225 
• bi=0.79104 
• bN=l.19066 
For the number of searches that we performed we expect the random 
number generator to produce about one parameter value in each hundred 
thousandth of the parameter space of this parameter. We would thus conclude 
that only the first five or, at most, six: digits of the estimated parameter values 
are significant, and these are presented here. With these parameter values we 
have obtained the graphs of mobility versus temperature shown in figures 6-1, 
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6-2, 6-3, 6-4, 6-5 and 6-6 (in order of increasing doping concentrations). The data 
points are represented by "x" symbols. 
~- 6.3.2 Relative significance of mobility components 
As stated in Subsection 6.1.2, the mobility components explicitly included 
in our model are lattice-related, ionized impurity-related and neutral impurity-
related mobilities. Any influence of surface scattering or carrier-carrier 
scattering can only appear in the values of the parameters of these components. 
For one of the samples, Pl of Norton et al, we have obtained graphs for 
the specific mobility components against temperature. These graphs are shown 
in figures 6-7 for the lattice-related mobility, 6-8 for the total impurity-related 
mobility and 6-9 for the neutral impurity-related mobility. The data points also 
shown (by "x" symbols) in these graphs are for the overall mobility; by 
comparing them with the plots for the mobility components (and bearing in 
mind figure 6-5 for the overall mobility) we can derive conclusions about the 
relative significance of the components. 
For the same scale of values the plotter routine aborted the ionized 
impurity-related mobility versus temperature plot with the message that the 
maximum mobility value was too high; this should be due to the fact that at 
extremely low temperatures (below about 10-20°K) freeze-out becomes so 
dominant that Coulomb scattering on ions, which is the scattering mechanjsm 
expressed by the ionized impurity-related mobility, becomes unimportant (the 
corresponding relaxation time becomes very large) and thus the corresponding 
mobility component becomes very high. From figures 6-8 and 6-9 we can also see 
that at very low temperatures the total impurity-related mobility is essentially 
determined by the neutral impurity-related component, which thus see1:11s to be 
significantly smaller than the ionized impurity-related component. 
84 
--,. ... \...-) 
~ 
CJ) 
l 
> 
' \.\J 
-
L 
(.) 
_, 
>-
.,__ 
r--
........J 
.-
m 
0 
L 
0 
-X 
,""'i 
-C 
0 
• 
0 
..-
0 
0 
0 
.. 
~ 
0 
0 
0 
• 
w 
0 
0 
0 
• 
..:;:-
r""I 
.._,, 
0 
0 
• 
~ 
0 
0 
0 
. 
' ····--;11.·.i , • , • . ,.-,·:. ·, ,-. , ' ( '1', "":''·,•':; ,?+ • .. ,,, '.· .·'" 
., 
I 
• 
.ooo 4.000 8.000 
~ 
12.000 16.000X10 ' 
TEMPERATURE CK) 
M -- T G R A P H / N A = 3 d ·E + 1 2 r N D = 3 ,. d E + 1 3 
Figure 6-1: Mobility-temperature plot for the sample of 
Betjemann 
85 
-,-.,. 
(_) 
LJj 
C./) 
1 
> 
'-.. 
(\J 
-
'.L 
0 
..__, 
>-
t--
~ 
--1 
,--
m 
0 
~ 
0 
. -
X 
0 
0 
·O 
V)---------------------, 
'" 
0 
0 
0 
... 
0 
.'J 
0 
0 
0 
.. 
V) 
.-
0 
0 
0 
.. 
0 
.-
0 
0 
0 
.. 
lJ") 
0 
0 
0 
·•. =·. , •. ,,. 
J 
I 
/J 
~ 
.ooo 4.000 8,000 'j 2. 000 1 6 • ooox 1 0 I 
TEMPERATURE CKJ 
M-T GRAPH/ NA=2-3E+·I3vN0-2'd5E+l4 
Figure 6-2: Mobility-temperature plot for the sample P3 
I of Norton et al 
f 
C 
86 
\.: 
,,. 
1 
.•. 
'• 
~·-
!,' 
i 
,, 
I· 
,· 
ii . 
,--.... 
0 
Lu 
U) 
l 
> 
' \"\J 
-
L 
(._) 
...__, 
>-
....... 
,..._ 
~ 
·:-~ 
m 
0 
~ 
0 
-
>< 
0 
0 
0 
•. 
0 
0 
0 
.. 
c..O 
.-
0 
0 
0 
.. 
(\J 
.-
a 
0 
0 
• 
co 
0 
0 
0 
• 
~ 
0 
0 
0 
.. 
.ooo 4 .. ooo 8.000 12.000 i6.000X10 1 
TEMPERATURE CK) 
Figure 6-3: Mobility.temperature plot for the sample PG 
of Norton et al 
87 
. •"' •' ... /' ',.,. •,, _,. '' .... 
. ,, ' ' '.' t 
....--.. 
(_) 
LLJ 
U) 
I 
> 
' (\j 
-
~ 
(.) 
..._./' 
>-
1--
,--
_J 
r---
m 
( ) 
L 
0 
-X 
0 
0 
0 
) 
0 __ ---J,_--4 _______ __,;_ _ ___.;.__,;_ ___ --i 
....,. 
0 
0 
0 
• 
(\J 
,rv-:> 
0 
a 
0 
• 
~ 
(\I 
0 
0 
0 
• 
c.O 
.-
0 
0 
0 
• 
00 
0 
0 
0 
• 
,, 
.ooo 4.000 8.000 12.000 16.000X10 1 
' 
TEMPERA TUR-E CK) 
M-T GRAPH/ NA=Sd3E+l2vN0=7-4E+15 
Figure 6-4: Mobility-temperature plot for the sample Sbl 
of Norton et al 
.of'_ 
88 
--
...-.. 
(_) 
L.LJ 
U) 
J 
> 
'-... 
(\J 
--
L 
u 
'--" 
>-
t--
r--
__J 
,._ 
m 
.0 
L 
,--, 
0 
..-
X 
0 
0 
0 
• 
0 
-.q-
0 
0 
0 
• 
" I 
·. \,i 
n 
0 
0 
0 
• 
"q"" 
C\1 
0 
0 
0 
.. 
lO 
..-
0 
0 
0 
. 
CQ 
0 
0 
0 
.. 
/' 
l, 
\ 
.ooo 4.000 8.000 12.000 1 6. OOOX1 0 1 
TEMP ERA TUR E CK) 
M-T GRAPH/ NA=4~2E+l2rND=9d5E+15-
Figure 6-5: Mobility-temperature plot for the sample Pl 
of Norton et al 
89 
--.. 
(_) 
L1J 
U) 
l 
> 
'-
(\J 
-
L 
(_) 
......... 
"' 
>-
t--
,.._ 
_J 
r--t 
QJ 
0 
E 
0 
-X 
0 
0 
0 
• 
: ' . '' ;~ . . . •• " I. •• , • ' , i -· . . '. ! . ' .••. 
0---------------------------. (\J 
0 
0 
0 
.. 
c.O 
.. -
0 
0 
C) 
• 
(\J 
.-
0 
0 
0 
• 
00 
0 
0 
0 
• 
~ 
0 
0 
0 
.. 
-
.ooo 4 .. 000 8.000 1 6. ooox 1 0 ' 
TEMPERATURE CK) 
M-T GRAPH/ NA=l.8E+13rND=7.SE+16 
Figure 6-6: Mobility-temperature plot for the sample As3 
of Norton et al 
90 
• 
From figures 6-7 and 6-8 we conclude that, for this level of doping density, 
. 
. 
the overall mobility is limited by the lattice-related component for temperatures 
higher than about 40-45°K, where the impurity-related component b~comes very 
/ 
I 
high, and by the impurity-related component for temperatures lower than that, 
where the lattice-related component increases precipitously. 
6.4 Velocity-field model 
6.4.1 Relationships of the model 
We can now obtain a model for the velocity-field characteristic by 
combining the mobility model that we developed as discussed in Section 6.1 with 
a model for the temperature dependence of the saturation velocity (such as those 
discussed in Subsection 4.3.3) and expressing the velocity-field relation as in 
equation (2.5). We make use of the saturation velocity-temperature model 
proposed by Jacoboni et al [34], as stated in equation (4.41). 
Therefore the relations of this velocity-field model are equations (6.1) 
0 
, 
through (6.8) and (6.11) through (6.31) which estimate the low field mobility, 
(4.41) for the saturation velocity and (2.5) with ~=2 (the value of the exponent 
widely used for electrons; e.g. in [11], [82]) for the drift velocity as a function of 
the field, the low field mobility and the saturation velocity. A temperature 
dependent expression for ~, the value of which would then determine the 
sharpness of the velocity-field characteristic in the intermediate field regime, 
would yield a more refined model, but no such expression has been proposed in 
' 
the literature and no velocity-field data for many different doping densities are 
available to test any suggestion of our own. 
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6.4.2 Velocity-field characteristics 
Using the above velocity-field model for the samples of Betjemann and 
Norton et al we obtained the velocity-field plots shown in figures 6-10, 6-11, 
6-12, 6-13, 6-14 and 6-15. No velocity-field data for these samples exist. 
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Chapter 7 
Conclusions. 
tr 
7.1 Phenomenological velocity-field models 
11•-:·\ ·, ...... ' 
. ,,1, 
Empirical velocity-field models that have been proposed in the literature 
are mentioned in Section 4.3. Although the utility of such models is questioned 
because of their lack of physical insight and generality, they can be very 
practical for specific applications. 
However, most such models are restricted to a specific temperature, which 
is most usually the room temperature. Certain parameters would have to be 
changed at other temperature values. We present a phenomenological velocity-
field model in Chapter 5. The version of this model in which all parameters are 
independent of temperature gives a satisfactory agreement to data in the case of 
electrons (in the worst case, at 8°K, the velocity is overestimated by about 
5-10%), but clearly less so in the case of holes. A version of the model with two 
out of the seven parameters being temperature dependent was then developed 
which produces very good agreement to data for both electrons and holes at all 
three temperatures to which the data refer. 
This velocity-field model could be used for several different temperatures 
in a very wide temperature range including very low temperatures. Its 
drawback is that it refers to undoped silicon (the data to which it is fitted are for 
undoped Si); some of its parameters depend on doping and would be changed for 
doped silicon. 
• 
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7 .2 Physical niobility niodels 
7.2.1 Models from the literature 
., 
Several physical mobility models have been proposed in the literature and 
are mentioned in Section 4.3. The one that is used in the MINIMOS program 
and others proposed by Scharfetter and Gummel [64], Yamaguchi [85], [86], 
Arora et al [2] and Sah et al [62] are the most sophisticated. 
As discussed in Chapter 3, the mobility model used in the MINIMOS 
simulation program as originally proposed in 1980 (version MINIMOS 1.1) is 
not suitable for simulation at cryogenic temperatures (while the most recent 
~ 
~-
version MINIM OS 4, ~resented in October 1987, is claimed to be suitable for 
that purpose). In both the MINIMOS User's Guide and the MINIMOS program 
source code a minimum simulation temperature of 250°K (temperature range 
250-450°K) is specified. Mobility-temperature and velocity-field plots from 
MINIMOS simulation are presented in Chapter 3 for several doping densities. 
The models of Scharfetter and Gummel and of Yamaguchi are room 
temperature models, while the model of Arora et al is claimed to give results 
with acceptable agreement to data in the temperature range 200-400°K The 
model of Sah et al is claimed to give reliable predictions of the lattice-related 
mobility even at cryogenic temperatures, but not of the overall mobility. It is 
clear that none of these models could be used at cryogenic temperatures. 
7 .2.2 Mobility-doping-temperature model proposed 
By examining the mobility-temperature plots that we produced using our 
model (discussed in Chapter 6) as compared to the experimental data of 
Betjemann and Norton et al, we observe that the agreement is best for the 
silicon samples where the doping is not very heavy and the difference between 
the majority dopant concentration and the . minority dopant concentration is 
100 
. ; 
large. In other cases there are discrepancies between the model and the data 
points; but although these discrepancies are sometimes significant, the general 
• 
variation of mobility with temperature is attributed correctly, except for the 
case of the most heavily doped sample which is the only case where the mobility 
maximum does not correspond to the same temperature value for the model and 
for the data. The fact that our model is worse at higher doping concentrations 
may be at least partially attributed to an inadequacy of the form of doping 
. dependencies that we have used for the mobility components at high doping 
densities; specifically, the inverse proportionalities of the ionized and neutral 
impurity-related components to a power of the ionized and neutral doping 
densities respectively are probably less descriptive of the real dependencies at 
high doping levels. 
This model could be used as a model for carrier mobility estimation at 
cryogenic temperatures of the range 4-100°K in simulation packages (like 
MINIMOS). It is applicable mainly for low and intermediate doping levels in the 
range 1012cm-3 to about 5xl016 - to17cm-3 and it seems most accurate when 
compensation is not very heavy; in such cases the agreement to data is to within 
20% or less. Its utility for the purpose of simulation of surface field effect 
transistors like MOSFETs would be enhanced by the inclusion of a surface 
~ 
scattering-related mobility component with a proper analytical expression and 
by the use of non-equilibrium expressions for the ionized donor and acceptor 
concentrations. However, the development of such expressions theoretically is 
very complicated. 
It is true that the dispersion of experimental data and of modeling results 
reported in the literature is notorious; it is mentioned by several researchers 
such as Dorkel and Leturcq [20], while Arora et al [2] state that, taking into 
';.· 
consideration the spread of the mobility values reported in the literature, an 
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error of 14% which they claim for a specific temperature range for their model is 
very acceptable. Nelson, Cooper and Tretola [52] report that their 
measurements for the hole drift velocity range up to 60% higher than those of 
Coen and Muller [13] and Laux and Byrnes [ 45] report significant differences 
shown by various mobility models. 
However, we would still want to have a better agreement to the 
experimental data that we use. But it seems that the results that we have 
obtained are the best that we can have from a model with the specific mobility 
components and functional dependencies that we have considered. For a better 
fit the model should be made more sophisticated; surface scattering-related and 
carrier-carrier scattering-related ·mobility components µsu,f and µccs with 
appropriate functional dependencies should be included and a more accurate 
combination formula than unweighted Mathiessen's rule for ~ombining the 
lattice-related and impurity-related components might be used in a more 
rigorous theoretical treatment. More complex functional dependencies on the 
doping quantities might be considered. The uncertainties in the parameters of 
the model should also be reduced; large uncertainties constitute a serious 
problem in mobility modeling. 
• 
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Appendix A 
-Mathematical techniques used 
A.1 Nonlinear regression approach 
' ,-,\,·• , __ ,.' 
.. 
The subject of nonlinear regression techniques is the fitting of models 
which are not linear in the parameters. Since we expected to propose a model 
which would not be linear in the parameters, we initially considered this 
deterministic numerical technique as a possible tool to obtain parameter 
estimates. 
A model which is linear in the parameters is of the form: 
'.. - -~ ,, 
Y=~o+~1Z1 +~2Z2+·. ·+~,,zp+e (A.I) 
.. where ~i are the parameters, Zi are any functions of the basic predictor 
variables X 1, X2, ... , Xk and Y is the response to these predictor variables. Linear 
regression is involved with the fitting (usually by the least squares method) of 
such linear models. 
Any model which is not of the form given in (A.1) is a nonlinear model, 
that is nonlinear in the parameters. Such are all the models that we have 
discussed in chapters 5 and 6, as well as virtually all the mobility models that 
have been proposed in the literature. 
We have attempted to get parameter estimates with two nonlinear 
regression programs, one that we wrote using library IMSL routines and we ran 
on a Cyber mainframe and a BASIC program developed by Dave Whitman 
(Hanover, New Hampsire) which we ran on a Zenith PC. In both cases, however, 
the iterations yielding parameter values did not converge. The reason is that 
our initial guesses were necessarily very poor for such convergence to be 
achieved; as we have observed from some examples of applications of IMSL 
routines, initial guesses should be within a few percent of the final optimal 
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values in order to obtain convergence. Moreover, the more complex the model 
function and the parameter dependencies are, the closer the initial guesses 
should be to the final values, and the equations that we use in mobility models 
are quite complex, jndeed. There is also the problem of the iterations converging 
to a local minimum of the square error instead of the absolute minimum, which 
becomes more likely the poorer the' initial guess is. 
Such problems of convergence are very common in this method [21]; they 
have been encountered in several research projects, as in the case reported in 
[21]. In our case, it would be certainly impossible to know the best fitting 
parameter values in advance to within one or two percent (which is the case in 
examples of both the BASIC program and of programs in IMSL guides), even 
though we tried to obtain a better initial guess using a random search. Nowhere 
in the literature are mobility data or proposed models reported to anything 
approaching such a degree of accuracy. 
A.2 Monte Carlo simulations 
The mathematical approach that we finally adopted was the use of 
stochastic Monte Carlo techniques, that is the use of random values produced 
from random number generators for the model parameters and a subsequent 
search for the optimal of the resulting mobility functions that describe carrier 
motion; this corresponds to the best fitting parameter values.The term "optimal" 
refers to the best possible fit of the specific functional forms and dependencies 
that have been adopted for the mobility to experimental data. Monte Carlo 
methods are briefly discussed in Subsection 1.3.3; our main reference is Kalos 
and Whitlock [ 41]. 
The random number generators that we con~idered and used were the 
routines RANF of the FORTRAN library and RNUN, RNUNF and GGNQF of 
104 
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the IMSL library. The first three are uniform generators; they produce pseudo-
random numbers within the range (0,1) that have a uniform distribution. 
GGNQF produces random numbers having a Gaussian distribution. The term 
"pseudo-random" refers to the fact that these numbers are not truly random 
since they are produced by a routine using a detern1inistic procedure, but they 
do simulate the statistical properties of random numbers and this is what 
matters most. 
A.3 Random search program. 
A random search program to implement Monte Carlo simulations and 
obtain the best fitting values for our model parameters was constructed. In this 
program each parameter is assigned a parameter space, which is the range of 
values that it is allowed to have. A random number generator produces random 
numbers in the range (0,1) which are then mapped uniformly in the ranges 
(pimin'pimax) where P min and pimax are the minimum and the maximum 
• 
allowable values respectively for the parameter P. In the version of our 
program which produced the best fitting values reported in Section 6.3 the 
uniform generator RANF is used, though no significant difference from a version 
using RNUNF (or RNUN, which is only a version of RNUNF that produces 
random arrays instead of individual random numbers each time it is called) has 
been observed. 
This procedure is repeated many thousands of times, and thus many 
thousands of sets of parameters that correspond to an equal number of model 
functions containjng these parameters are constructed. Values for the mobility 
resulting from all these functions for several temperature values (or values for 
the velocity for several electric field values, in the case of the velocity-field 
model of Chapter 5) are then computed ("model values"). Consequently, an error 
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function equal to the sum of the squares of the differences of the model values 
from the experimental data values at all temperatures considered is formed and 
computed. The program then finds the specific model function and its 
corresponding parameter values that minimize the error function (which is 
essentially a minimization of the variance). These parameter values are then 
the "best fitting'dJ/alues. This is an application of the so-called "least squares fit" 
criterion. 
·"' It is clear that the goodness of the fit of a model to experimental data 
depends heavily on how sophisticated the model is, that is on the degree to 
which all dependencies have been accounted for by reasonable functional 
expressions, and on the choice of the parameters and their possible variations. 
This is what determines how flexible and descriptive of the data this model is. 
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