Abstract. Suppose K is a finite field extension of Q p containing a primitive p-th root of unity. Let K <p be a maximal p-extension of K with the Galois group of period p and nilpotent class < p. In this paper we develop formalism which allows us to study the structure of Γ <p = Gal(K <p /K) via methods of Lie theory. In particular, we introduce an explicit construction of a Lie F p -algebra L and an identification Γ <p = G(L), where G(L) is a p-group obtained from the elements of L via the Campbell-Hausdorff composition law. In the next paper we apply this formalism to describe the ramification filtration {Γ (v) <p } v 0 and an explicit form of the Demushkin relation for Γ <p .
Introduction
Everywhere in the paper p is a prime number, p > 2. Let K be a complete discrete valuation field with finite residue field k F p N 0 , N 0 ∈ N. Let K sep be a separable closure of K and Γ = Gal(K sep /K).
A profinite group structure of Γ is well-known, [11] . Most significant information about this structure comes from the maximal p-quotient Γ(p) of Γ, [12, 18, 19] . As a matter of fact, the structure of Γ(p) is not too complicated: its (topological) module of generators equals K * /K * p and if K has no non-trivial p-th roots of unity (e.g. if charK = p) then Γ(p) is pro-finite free; otherwise, Γ(p) has finitely many generators and only one (the Demushkin) relation of a very special form. In [1, 2, 3] the author introduced new techniques (nilpotent ArtinSchreier theory) which allowed us to study p-extensions of characteristic p with Galois groups of nilpotent class < p. Such groups come from Lie algebras via classical equivalence L → G(L) of the categories of Lie F p -algebras and p-groups of period p of the same nilpotent class s 0 < p, [15] . This equivalence can be briefly explained as follows. has p-integral coefficients modulo p-th commutators. If L is a finite (resp., profinite) Lie F p -algebra of nilpotent class < p, we can introduce the finite (resp., profinite) group G(L) which equals L as a set and is provided with the Campbell-Hausdorff composition law l 1 • l 2 = l 1 + l 2 + (1/2)[l 1 , l 2 ] + . . . . The correspondence L → G(L) induces the above equivalence of categories. Under this equivalence any morphism of Lie algebras L 1 −→ L is at the same time a group homomorphism G(L 1 ) −→ G(L). In particular, I is an ideal in L iff G(I) is a normal subgroup in G(L); any l 1 , l 2 ∈ L are congruent modulo the ideal I iff these elements (when considered as elements of the group G(L)) are congruent modulo the subgroup G(I).
Suppose K is a complete discrete valuation field of mixed characteristic containing a primitive p-th root of unity ζ 1 . Let K <p be the maximal p-extension of K in K sep with Galois group of nilpotent class < p and period p. Then Γ <p = Gal(K <p /K) has finitely many generators and one relation. (This terminology makes sense in the category of p-groups of nilpotent class < p and period p.)
In this paper we use the nilpotent Artin-Schreier theory and the fieldof-norms functor to obtain an explicit construction of a Lie F p -algebra L and a group identification Γ <p = G(L). The group G(L) starts reflecting all essential information about the field K when provided with the filtration by the ramification subgroups Γ
cf. [16, 4, 5] . (Here Γ (v) <p are the images of the ramification subgroups Γ (v) in Γ and all L (v) are ideals in L.) In the second part [8] of this paper we describe the ramification filtration L (v) , v 0, and find an explicit form of the Demushkin relation in terms related to this filtration. Note that a similar technique ( [7] and papers in progress) can be used to treat not only the similar quotients Γ <p (M ) of Γ of period p M but also the case of higher local fields K.
For the first approach to ramification filtration cf. [21] , where the ramification filtration in Γ p C 2 (Γ)/Γ p C 3 (Γ) was studied under some restrictions to the basic field K. The methods and techniques from [21] could not be applied to a more general situation. The principal advantage of our method is that we work with the whole group Γ <p rather than with the quotients of its central series.
Main steps.
Notation. If G is a topological group and s ∈ N then C s (G) is the closure of the subgroup of commutators of order s. With this notation, G/G p C s (G) is the maximal quotient of G of period p and nilpotent class < s. Similarly, if L is a topological Lie F p -algebra then C s (L) is the closure of the ideal of commutators of order s and L/C s (L) is the maximal quotient of nilpotent class < s. For any topological F p -module M we use the notation L M = L⊗ Fp M. In particular, if σ is the Frobenius automorphism of k F p N 0 then id L ⊗σ acts on L k . For simplicity, we denote id L ⊗ σ just by σ. Note that L k | σ=id = L. a) Relation to the characteristic p case.
Let π 0 be a fixed uniformizer in K and K = K({π n | n ∈ N}), where π p n = π n−1 . If X is the field-of-norms functor [20] , then X( K) = K is a complete discrete valuation field of characteristic p with residue field k and fixed uniformizer t = lim ← − π n . The functor X induces identification of G = Gal(K sep /K) with Γ K = Gal(K/K). This gives us the following fundamental short exact sequence in the category of p-groups (where This theory allows us to fix an identification η 0 : G <p G(L), where L is a profinite Lie F p -algebra. The identification η 0 depends on the uniformizer t and a choice of α 0 ∈ k such that Tr k/Fp (α 0 ) = 1. Note that L k appears with the system of generators
where Z + (p) = {a ∈ N | gcd(a, p) = 1} and for any a, σ(D an ) = D a,n+1 . We will treat D 0 in the context of all D an by setting for all n ∈ Z/N 0 ,
With respect to the above identification η 0 the ramification subgroups
In [1, 2, 3] we constructed explicitly the elements F 0 γ,−N ∈ L k with non-negative γ ∈ Q and N ∈ Z, such that for any v 0 and sufficiently large
Using the above equivalence of the categories of p-groups and Lie algebras we replace (0.1) by the exact sequence of Lie F p -algebras
If τ <p is a lift of τ 0 to L then the structure of (0.2) can be described via the differentiation adτ <p onL.
e) Replacing τ 0 by h ∈ AutK.
When studying the structure of (0.2) we can approximate τ 0 by a suitable h ∈ AutK. This automorphism can be defined in terms of the expansion of ζ 1 in powers of π 0 . Then the formalism of nilpotent Artin-Schreier theory allows us to specify a lift τ <p , to find the ideal L(p) and to introduce a recurrent procedure of obtaining the elements
Analyzing the above recurrent procedure modulo C 2 (L) k we will see that the knowledge of adτ <p (D an ) allows us to kill all generators D an ofL k with a > e * := e K p/(p − 1). (Here e K is the ramification index of K over Q p .) In other words, L k has a minimal system of generators
and, therefore, gives us the Demushkin relation in L.
The following two steps will be done in the second part [8] .
For v > e * , all ramification ideals L (v) are contained inL and come from the appropriate ideals L (v ) , where the upper indices v and v are related by the Herbrand function ϕ K/K of the field extension K/K. As one of immediate applications we found for 2 s < p, the biggest upper ramification numbers v[s] of the maximal p-extensions K[s] of K with the Galois groups of period p and nilpotent class s. We obtain the remaining ramification ideals L (v) with v e * by specifying "good" lifts τ <p (i.e. such that τ <p ∈ L (e * ) ) of τ 0 .
h) Explicit formulas for adτ <p with "good" τ <p .
The formulas for adτ <p (D an ) and adτ <p (D 0 ) are obtained modulo C 3 (L k ) as a second central step in the recurrent procedure from e), cf. Subsection 3.6 of this paper. In [8] we obtain a general formula for adτ <p (D 0 ). This will give us an explicit form of the Demushkin relation in terms of the ramification generators F 0 γ,−N from c). As a matter of fact, in both papers we work mostly with the automorphism h and only in the very end prove that all results obtained in the context of h also hold with τ 0 .
Main results. Introduce the weights wt
Suppose for all a, V a0 ∈L k are such that adτ <p (D a0 ) = V a0 . In particular, V 00 = α 0 V 0 , where V 0 = (adτ <p )D 0 ∈L. The knowledge of these elements determines uniquely the differentiation adτ <p (note that for all n,
Theorem 0.2. The elements V a0 can be found from the following recurrent relation inL K
where in all last three sums the indices a 1 , . . . , a k run over the set
In the above system of equations we are looking for the solutions of the form {c 1 ∈L K , {V a0 ∈L k | a ∈ Z 0 (p)}}. These solutions correspond to different choices of the lift τ <p of τ 0 , in particular, c 1 is a strict invariant of a lift τ <p . Actually, we have more: if c 1 = i∈Z c 1 (i)t i with all c 1 (i) ∈L k , then c 1 (0) is a strict invariant of τ <p .
The content of this paper is arranged in a slightly different order compared to above principal steps a)-f). In Section 1 we briefly discuss auxiliary facts and constructions from the characteristic p case. In Section 2 we study an analogue G h of Γ <p which appears if we replace τ 0 by a suitable h ∈ AutK; we also describe the commutator subgroups of G h and, in particular, find the ideal L(p). In Section 3 we develop the techniques allowing us to switch the languages of p-groups and Lie algebras. Finally, in Section 4 we prove that all our results obtained for the group G h actually hold in the context of the group Γ <p .
The main results of this theory (which will be called the contravariant nilpotent Artin-Schreier theory) can be briefly explained as follows.
Let G 0 be the group such that G 0 = G as sets but for any g 1 , g 2 ∈ G their composition in G 0 equals g 2 g 1 . In other words, we assume that
Let L be a Lie F p -algebra of nilpotent class < p. Then the absolute Frobenius σ and G 0 act on L Ksep through the second factor. We have
, where g ∈ G 0 , should be written in the form (id L ⊗ g)f but in most cases we use the first notation. On the other hand, we would prefer the second notation if, say, g ∈ AutK sep and g| K = id K . (Similarly, we have already agreed in the Introduction to use the notation σ instead of id L ⊗ σ.)
We have the following properties:
The covariant version of the above theory can be developed quite similarly. We just use the relations σ(f ) = e • f and g → (−f ) • g(f ) to define the group homomorphism π f (e) : G −→ G(L). Then we have the obvious analogs of above properties a) and b) with the opposite formula e 1 = σ(x) • e • (−x) in the case b).
In this and next paper we use the covariant theory but need some results from [3] which were obtained in the contravariant setting. These results can be adjusted to the covariant theory just by replacing all involved group or Lie structures to the opposite ones, e.g. cf. Subsection 1.4 below.
1.2.
Lifts of analytic automorphisms. Let Aut K and Aut K sep be the groups of continuous automorphisms of K and K sep , respectively. 
. Therefore, η 1 is equal to the composition of the conjugation by h sep on G (we shall denote it by Ad h sep below) and η. Then h sep (K e ) = K e means that Ker η = Ker η 1 . This implies the existence of an automorphism A of the group G(L) (which is automatically automorphism of the Lie algebra L) such that η 1 = Aη.
This means that f and f 1 give the same morphisms G → G(L) and there is c ∈ G(L K ) such that f 1 = c • f , that is a) implies b). Proceeding in the opposite direction we can deduce b) from a).
Remark. From the proof of the above proposition it follows that a choice of the lift h sep uniquely determines its ingredients c ∈ L K and A ∈ Aut Lie L. Indeed, A appears as Ad(h sep | Ke ) (with respect to the identification G/Ker η = G(L) induced by η) and c is recovered then as (id L ⊗ h sep )f • (A ⊗ id Ksep )(−f ). This shows that the couple (c, A) depends only on the restriction h sep | Ke and we can consider the map h sep | Ke → (c, A) from the set of all lifts of h to K e to the set of appropriate couples (c, A). But the knowledge of (c, A) allows us to recover uniquely the element (id L ⊗ h sep )f and the Galois group Gal(K e /K) acts strictly on the set of all such elements. Therefore, any couple (c, A) appears from no more than one lift of h to K e , that is the map h sep | Ke → (c, A) is injective. We will study this map in more details below, cf. Proposition 2.3.
1.3. The identification η 0 . Let K = k((t)) be a complete discrete valuation field of Laurent formal power series in variable t with coeffi-
Denote by L k a free pro-finite Lie algebra over k with the set of free generators {D an | a ∈ Z + (p), n ∈ Z/N 0 } ∪ {D 0 }. As earlier, denote by the same symbol σ, the σ-linear automorphism of L k such that σ : D 0 → D 0 and for all a ∈ Z + (p) and n ∈ Z/N 0 , σ :
Then the morphism η = π f (e) induces the isomorphism of topological groups η 0 :
In the remaining part of the paper we use (without additional notice) the above introduced notation e, f , η and η 0 . The appropriate field K e coincides with K G p Cp(G) sep and will be denoted by K <p .
Remark at the end of Subsection 1.2. Therefore, the appropriate choice of the ingredients c ∈ L K and A ∈ Aut L from Proposition 1.1 can be used to describe efficiently the lifts of automorphisms h of K to automorphisms h <p of K <p .
We also use in Subsection 2.2 and [8], Subsection 2.5, the following interpretation of this property:
If h ∈ Aut K then its lifts to Aut K <p will be denoted usually by h <p . As we have already pointed out, G(L) acts transitively on the set of all lifts h <p of a given h:
<p be the image of the ramification subgroup
of the Lie algebra L with respect to the identification η 0 .
When working with the above standard generators of L k we very often denote them by D an , where n ∈ Z, by having in mind that they depend only on the residue of n modulo N 0 , i.e.
Here:
The appropriate theorem in the contravariant setting was obtained in [1] (or in a more general form in the context of groups of period p M in [3] ) and uses the elements F γ,−N given by the same formula but with the factor (−1) s−1 . Indeed, when switching to the covariant setting all commutators of the form [.
2. The groups G h and G h 2.1. The automorphism h. Let c 0 ∈ pN. Denote by h a continuous automorphism of K such that h| k = id and
where all α i (h) ∈ k and α 0 (h) = 0. This automorphism will be fixed in the remaining part of the paper.
Proof. For part a), ω h appears as a unique element from tk
. Now apply induction on n. If our proposition is proved for n 1 then
Remark. In all applications below the knowledge of the automorphism h will be essential only modulo t 1+pc 0 and, therefore, in the above proposition we can use instead of E(X) the truncated exponential exp(
. The proof of the following lemma is straightforward.
Remark. A typical situation where we refer to the above lemma appears as follows: suppose N ⊂ M is an F p -submodule and
2.3. Specification of h <p . We are going to specify a lift h 0 <p of h to K <p by using formalism of nilpotent Artin-Schreier theory. Recall that for any lift h <p of h, we have a unique c ∈ L K and
The following proposition describes the image of this map. 
(Indeed, one of most known properties of Campbell-Hausdorff formula, cf. [9] , Ch.II, Section 6.5, gives that
This defines the action (c, A) → (c, A) * l of G(L) on all solutions (c, A) of (2.1). Verify that the map Π is compatible with above defined
and therefore, Π(h <p * l ) = (c, A) * l . So, our proposition will be proved if we show that G(L) acts transitively on the set of all solutions (c, A) of (2.1).
Suppose (c, A) and (c , A ) are solutions of (2.1). Then the existence of l ∈ G(L) such that (c , A ) = (c, A) * l will be implied by the following lemma.
Proof of lemma. Use induction on s.
If s = 1 there is nothing to prove. Suppose lemma is proved for some 1 s < p.
Because (c s , A s ) and (c , A ) are solutions of (2.1) we obtain
. The lemma and Proposition 2.3 are completely proved.
Remark. Suppose (c 1 , A 1 ) and (c 2 , A 2 ) satisfy the identity (2.1) and
is uniquely determined by the residue c mod C s (L K ). Now from the proof of the above proposition it follows that all lifts of a given h <s to automorphisms
are uniquely determined by the residues (c+δ,
Using the above proposition and operators R and S from Subsection 2.2 we can specify a unique choice h 0 <p in the set of all lifts of h by specifying a unique solution (c 0 , A 0 ) of (2.1) as follows. Suppose 1 s < p and we have chosen (c s , A s ) ∈ L K × AutL such that the identity (2.1) holds modulo C s (L K ). If s = 1 we just choose c 1 = 0 and A 1 = id L . Then we can find the solution (
By Lemma 2.2b) the recurrence relation (2.2) uniquely determines the elements
. (This will affect the righthand side of (2.2) at the next (s + 1)-th step and so on.) Note that the knowledge of the elements
(cf. also the remark after the proof of that proposition). In particular, we can uniquely specify the lift h Remark. It is not easy to control the lifts h <p because condition (2.2) contains highly non-trivial Campbell-Hausdorff operation •. In Section 3 we resolve this problem by introducing the procedure of linearization.
2.4.
The group G h . Denote by G h the group of all liftsh <p ∈ Aut K <p of the elementsh of the closed subgroup in Aut K generated by h.
Use the identification η 0 from Subsection 1.3 to obtain a natural short exact sequence of profinite p-groups
Recall that the weight filtration L(s), s ∈ N, in L was defined by setting wt(D an ) = s if (s − 1)c 0 a < sc 0 . With this notation L(s) k is generated over k by all [. . . [D a 1 n 1 , D a 2 n 2 ] , . . .
Proof
Let L lin = ( a,n kD an )| σ=id be "the subspace of linear terms" of L. We have the following properties:
where
We prove this Lemma below after finishing the proof of Theorem 2.5. Clearly, Lemma 2.6 has the following corollaries:
In the opposite direction, note that by inductive assumption,
and then from (c2) we obtain that
and Theorem 2.5 is completely proved.
Proof of Lemma 2.6. Let
where m is the maximal ideal of the valuation ring O K of K. Clearly, N has the structure of Lie algebra over
Then recoveringẽ from the following relation
, is a part of the procedure of specifying h 0 <p described at the end of Subsection 2.3, i.e.ẽ = (A 0 ⊗ id K )e. Now note that e ∈ N and the operators R and S map N to itself. Therefore, when following the procedure of specifying h 0 <p at each step we obtain that B s , R(B s ), S(B s ) ∈ N and, therefore,ẽ, c 0 , σc 0 ∈ N . For any i 0, introduce the ideals N (i) := t c 0 i N of N . Note that for all i 0, the operators R and S map N (i) to itself.
Consider the following properties:
, where e 1 = e
(note that e or, more explicitly,
It remains to prove that this congruence is equivalent to the statement of our lemma. Note that any element l ∈ L K can be uniquely Then it follows directly from definitions that:
It remains to compare the coefficients in the last congruence forẽ.
The group
where m <p is the maximal ideal of the valuation ring of K <p . Then M has the induced structure of a Lie F p -algebra (use the Lie bracket from L K ) and for i 0, M(i) := t ic 0 M is a decreasing filtration of ideals in M. Note that e ∈ M. Similarly, M <p is a Lie F p -algebra (containing M as its subalgebra) and for i 0,
There is a natural embedding ofM : 
Proof. Prove by induction on 1
. . , l j s 0 +1 ∈ L be such that for all 1 s s 0 + 1, l js+1 , . . . , l j s 0 +1 give an F p -basis of L(s) modulo L(s 0 + 1). This means that for all such s, the elements l js+1 , . . . , l j s+1 form F p -basis of L(s) modulo L(s + 1).
With above notation for 1 j j s 0 +1 , there are unique
Thus, σf − f ≡ j a j l j , where for all s s 0 and j s < j j s+1 , we have a j ∈ m <p t −c 0 s . In particular, for the indices j s 0 < j j s 0 +1 , we have σb j − b j ∈ m <p t −c 0 s 0 . Therefore,
and this implies that b j t c 0 s 0 /p ∈ m <p and σb j , b j ∈ m <p t −c 0 s 0 . Lemma 2.7 is proved.
Proposition 2.8. Exact sequence (2.3) induces the following exact sequence of p-groups
Proof. Consider the orbit off := f mod M <p (p − 1) with respect to the natural action of
. This fact and the remaining part of the proof appear as just a special case of the proof of Proposition 3.5 in [7] .
Structure of L h
Recall that we use the notation h <p for arbitrary lifts of h to K <p , in particular, we do not require that h <p coincides with h 0 <p from the end of Subsection 2.3. We will use the notation
) allow us to recover the group structure on G h /G(L(p)). There are also induced conjugations (still denoted by Adh(p)) on
) which can be used as well to study the structure of the group G h and its Lie algebra L h from Corollary 2.9.
The conjugations Ad h(p) appear as unipotent automorphisms of the Lie algebraL and we can introduce a differentiation ad h(p) ofL by the relation Ad h(p) = exp(ad h(p)), where exp is the truncated exponential, cf. Subsection 2.1. So, the knowledge of the Lie algebra L h is equivalent to the knowledge of the differentiation ad h(p). The lift h(p) of h can be fully desribed via the nilpotent Artin-Schreier theory by the use of the element f mod L(p) K<p ∈L K(p) . As a matter of fact, the identification Gal(K(p)/K) G(L) is given by the correspondence τ → (−f ) • τ (f ), wheref = f mod M <p (p − 1), and the natural identificationL =M <p | σ=id .
3.1.
Interpretation of the action of idL ⊗ h onM. Consider the induced action of idL ⊗ h onM (and agree to use for this action the same notation). Recall that h(t) = tE(ω with all A i (h) ∈ k, A 0 (h) = 0, cf. Subsection 2.1.
Let H be a linear continuous operator on L K such that for all a ∈ Z and l ∈ L k , H(t a l) = at a ω p h l. Then onM we have idL ⊗ h = exp(H) (use that H p = 0 onM and E(X) ≡ exp(X) mod deg p). Set for 0 i < p, h i := H i /i! :M −→M and for i p, h i = 0. Then for any j 0, h i (M(j)) ⊂M(i + j) and for any natural n, (idL ⊗ h) n = i 0 n i h i . An analogue of these properties appears below when we study the action of idL ⊗ h(p) onf ∈M <p .
3.2. General situation. The situation from Subsection 3.1 can be formalized as follows.
Suppose M is an F p -module (actually we can assume that M is a module over any ring where (p−1)! is invertible). Suppose g : M −→ M is an automorphism of M such that g p = id M . Assume that
Set g 0 (m) = m and g i (m) = 0 if i p. 
Proof. For any m ∈ M, g 1 (m), . . . , g p−1 (m) are unique solutions of the non-degenerate system of equations
where n = 1, . . . , p − 1. Therefore, all g i (m) are unique and depend linearly on m. This proves a).
In particular, for 0 j < i, ∆ i (m⊗U j ) = 0 and (∆ i )(m⊗U i ) = i!m. Therefore, for any i 0,
where all f ij ∈ F p . Note that for every value n 0 0,
and so on. Therefore, for any i 0,
M). This proves b).
In c) use induction on s. The case s = 1 is proved in b). If s > 1 then we must prove with j = i 2 + . . . i s that
This can be obtained from a) by replacing M to (g − id M ) j M. For any natural numbers n 1 , n 2 the relation g
and implies that we have the appropriate identity of formal power series
with the coaddition ∆ = ∆ Ga in G a such that ∆(U ) = U ⊗ 1 + 1 ⊗ U . This proves d).
If i 1 the above identity for g U implies the identity
⊗i for G a . Then e) can be obtained by compairing the coefficients for U ⊗i in this identity.
By Proposition 3.1e) the action of g on M can be uniquely recovered from its differential dg U .
3.3. Auxiliary statement. Suppose L is a finite Lie F p -algebra and A = A(L) is its enveloping algebra. Then there is a canonical embedding L −→ A and A can be provided with a coalgebra structure ∆ : A −→ A ⊗ A by setting ∆(l) = l ⊗ 1 + 1 ⊗ l for all l ∈ L. Let J = J(L) be the augmentation ideal of A generated by all l ∈ L. Note that A ⊗ A can be identified with the enveloping algebra of L ⊕ L and the appropriate augmentation ideal equals J(L⊕L) = J⊗A+A⊗J.
Suppose L has nilpotent class < p. Then we have the following interpretation of the Campbell-Hausdorff operation • on L in the envelopping algebra A:
is the group of " diagonal elements of A modulo degree p" with respect to the operation induced by the multiplication in A;
is given via the truncated logarithm log.
Let l 1 , . . . , l r be an F p -basis of L. Then by the Poincare-BirkhoffWitt Theorem,
p can be identified with the submodule M 1 of A generated by the elements of B 
p can be identified with the module M 2 generated by the subset B <p 2 of B 2 consisting of elements with s+t < p.
and it is easy to see that: In other words, we have a direct sum of non-zero submodules
The above facts prove α). The verification of β) and γ) is formal.
In this paper we are dealing with more elaborate situation. Suppose L is provided with a decreasing filtration of ideals
Define the weight function on L by setting wt * (0) = ∞ and wt
r} of L is compatible with the filtration {L i } i 0 , i.e. there are 0 = j 0 j 1 · · · j p = r such that for any i 0, {l j | j i < j r} is an F p -basis of L i . Use again B 1 as a basis of A over F p . Extend wt * to A by setting for every non-zero
Proof. Prove the existence of l i ∈ L i . (For the uniqueness of l i , proceed similarly to Proposition 3.1a).)
Clearly, B = exp(B), where B is a linear operator on L such that for 
Proof of Lemma. First, consider the case s = 1.
Apply induction on i 1 . If i 1 = 0 then f 0 (n) = n and we can take F 0 = U . Suppose i 1 1, d(i 1 ) < p (i.e. 0 i 1 p − 2) and our Lemma is proved for all indices j < i 1 .
For any m < n we have,
where all C j (i) ∈ Z p . Therefore, for any n 0,
and we can take as F i 1 (U ) the polynomial
Clearly, the degree of F i 1 equals i 1 + 1 = d(i 1 ) and F i 1 (0) = 0. The case s = 1 is considered.
Suppose s > 1 and use induction on s. Then for any m < n,
By the inductive assumption we have
Then for any n 1 (note that
and we can take
The above lemma implies that for all n 1,
. Applying to this equality the truncated logarithm we obtain that
The proposition is proved.
As a matter of fact, the proof of Proposition 3.2 gives the following result:
We should formally follow the above proof of Proposition 3.
This allows us to state the following result.
Proposition 3.4. There are linear maps
Lie algebraM f and the action of idL ⊗ h(p). Here we study the action of idL
Note that if h 0 <p is the lift from the end of Subsection 2.3 then h
Proceeding inM we have for
where we setc = c mod
Proceeding similarly to Subsection 3.1 we obtain that
. Clearly, L and its filtration {L i } i 0 satisfy the assumptions from Subsection 3.3 andc ∈ L 1 (cf. the beginning of this Subsection). It remains to apply Proposition 3.2.
As a result, we can specify (idL ⊗ h(p) U )f by the following linearization of (3.3). Recall, cf. Subsection 2.1, that
Proposition 3.7. We have the following recurrent congruence modulo
(the indices a 1 , . . . , a k in all above sums run over Z 0 (p)).
Proof. The following properties are very well-known from the CampbellHausdorff theory. Suppose X and Y are generators of a free Lie
For the first formula cf. [9] , Ch.II, Section 6.5 or Exercise 1 for Ch.II, Section 6. The second congruence is much more important; it can be extracted from [9] , Ch.II, Section 6.5, Prop.5 or Ch.II, Exercise 3 for Section 6.
Using that the coefficients in the above formulas are p-integral in degrees < p we can use them in the context of Lie F p -algebras in the following form (where E 0 (x) = ( exp(x) − 1)/x):
Remark. a) In the above formulas and this paper we use the following notation: (adX)Y = [Y, X] and (AdX)Y = (−X)•Y •X (this notation is opposite to the notation from [9] ). b) Note the following easy rules:
Then for the left-hand-side (LHS) of (3.3) modulo U 2 we have:
Similarly, the RHS of (3.3) modulo U 2 appears in the following form
It remains to cancel by e and equalize the coefficients for U .
. This follows easily from Lemma 2.2b) because σ is nilpotent on
In other words, we have a unique lift of 
U ))f andf 1 is uniquely recovered from the knowledge of the appropriate solution {c 1 , {V a0 | a ∈ Z 0 (p)}} due to the following proposition 3.8 below. As a matter of fact, the above arguments give more. Suppose c 1 = i∈Z c 1 (i)t i , where all c 1 (i) ∈L k . Then different solutions c 1 have different c 1 (0), i.e. c 1 (0) ∈L k are strict invariants of lifts h(p).
Recall that for m 0,
are the Bernoulli numbers. One of their well-known properties is that
Proof. In earlier notation we have modulo U 2 (use (3.5) and (3.6)):
It remains to note that
Remark. a) As we already mentioned the above proposition implies that the knowledge of the differentialc 1 is sufficient to recover the element (idL ⊗ h(p) U )f =c(U ) •f (U ) and therefore, the elementc. This fact can be obtained directly from the cocycle relation forc(U ). b) Suppose L is an ideal of L such that L ⊃ L(p). Then we can repeat the above arguments to prove that the solutions of (3.4) modulo L K describe uniquely the lifts of h to automorphisms of K G(L ) <p . 3.6. Special cases. Recurrent relation (3.4) describes explicitly step by step the action of the lift h(p). We can agree, for example, to find at each step the appropriate values ofc 1 and V a0 by the use of the operators R and S from Subsection 2.2. This will specify uniquely the lift h(p) together with its action by conjugation onL = L/L(p) and, therefore, will determine the structure of L h (and of the group G h ).
Let (as earlier) ω
gives the following congruence (3.7)
Applying the operator R, cf. Lemma 2.2, we obtain:
• for all b ∈ Z + (p),
The second relation means that all generators ofL k of the form D an with a > c 0 can be eliminated from the minimal system of generators of L hk . Indeed, because A 0 (h) = 0, all D b+c 0 ,0 belong to the ideal of second commutators
The first relation then means that L h has only one relation with respect to any minimal set of generators. This terminology formally makes sense because in the category of Lie F p -algebras of nilpotent class < p the algebras of the form L/C p (L), where L is a free Lie F p -algebra, play a role of free objects. The same remark also can be used for the category of, say, p-groups of period p and of nilpotent class < p. Therefore, G h can be treated as an object of this category with finitely many generators and one relation.
As an illustration of Proposition 3.7, use the relation (3.7) modulo L(2) K +M(p−1) and make the next central step to obtain the following explicit formulas for 
and for all a ∈ Z + (p),
Before sketching the proof of this proposition we explain why the sums in the last formula are finite.
Proof. a) If it is false then F d) In this case there is no linear term, and any appeared second commutator a 1 [D a 1 0 , D a 2 n 2 ] should be such that n 2 = −n, a 1 , a 2 c 0 −1 but then a 1 + a 2 p n 2 will be less than c 0 < c 0 + pi + a/p n .
Proof of Proposition 3.9. From (3.7) we obtain (apply the operator S from Subsection 2.2)
(Modulo L(2) K we can ignore all terms with a > c 0 .) Then the righthand side of
In the above sums the indices a, a 1 , a 2 run over Z 0 (p), i 0 and n 1. The third sum can be ignored because all D a 1 +c 0 +pi,0 ∈ C 2 (L h ) k and for the similar reason we can ignore the restriction 0 < a 1 < c 0 + pi in the last sum. Now note that the terms from the first line can be grouped as follows:
-the constant terms (i.e. the coefficients for t 0 = 1) appear as
-the remaining terms are grouped with respect to the condition a = c 0 + pi + b or a 1 + a 2 = c 0 + pi + bp m , where b ∈ Z + (p) and m 0, and appear as
The terms from the last line are grouped (modulo L(3) K ) with respect to the condition a 1 + a 2 /p n = c 0 + pi + b/p n , where b ∈ Z + (p) and n 1, and appear as
It remains to recover the values of V b by applying the operator R from Subsection 2.2.
Application to the mixed characteristic case
Let K be a finite field extension of Q p with the residue field k F p N 0 and the ramification index e K . Let π 0 be a uniformising element in K. Denote byK an algebraic closure of K, set Γ = Gal(K/K). We assume that K contains a primitive p-th root of unity ζ 1 .
Let
We are going to apply the above results for the group G h to the group Γ <p . Our exposition is not very far from Section 4 of [7] , but we do not discuss the structure of ramification filtration, simplify constructions and correct some inexactitudes. Let R be Fontaine's ring. There is a natural embedding k ⊂ R and t = (π n mod p) n 0 ∈ R. If K = k((t)) and R 0 = Frac R then K is a closed subfield of R 0 and the field-of-norms functor X, cf. [20] Subsection 4.3, identifies X( K) with K and R 0 with the completion of K sep . In particular, there is a natural inclusion ι K : Γ −→ Aut R 0 which induces the identification of G = Gal(K sep /K) and Γ K .
We use the results of the above sections and the appropriate notation related to our field K, e.g. G <p = Gal(K <p /K), where K <p = K 
Auxiliary statements.
Let v K be a unique extension of the normalized valuation of K to R 0 . Let η be a closed embedding of K into R 0 which is compatible with v K , i.e. for any a ∈ K, v K (a) = v K (η(a)). Let c 0 := e * (= e K p/(p − 1)). As earlier, consider the embeddings M ⊂ L K , M <p ⊂ L K<p and their analogue
where m R is the maximal ideal in R.
We know that e ∈ M, f ∈ M <p (these elements were chosen in Subsection 1.3) and for similar reasons, ifη ∈ AutR 0 is a lift of η then (id L ⊗η)f ∈ M R 0 .
Below we consider the condition (id L ⊗ η)e ≡ e mod t (p−1)c 0 M R 0 . In particular, this congruence holds modulo L m R + L(p) R 0 and following the coefficient for D 10 we deduce that η| k = id. and, therefore, κ(τ 1 τ ) = κ(τ 1 )κ(τ ) (use that G h acts strictly on the orbit off ). In particular, κ factors through the natural projection Γ → Γ <p and defines the group homomorphism κ <p : Γ <p → G h .
Recall that we have the field-of-norms identification of Γ K with G and, therefore, κ <p identifies the groups κ(Γ K ) and G(L) ⊂ G h . Besides, κ <p induces a group isomorphism of τ 0 Z/p and h Z/p . Now Proposition 4.2 implies that κ <p is a group isomorphism.
4.4.
Properties of Γ <p = G(L). By Proposition 4.4 the results obtained for the group G h in the characteristic p case can be extended to the Galois group Γ <p coming from the mixed characteristic case. These results were stated independently in the Introduction. We summarize them here briefly as follows: -the structure of L is determined by a lift τ <p of τ 0 and the appropriate differentiation adτ <p is described via recurrent relation (3.4) .
