Abstract. Numerical methods are studied for the one-dimensional heat equation with a singular forcing term,
1. Introduction. We study numerical methods for time-dependent partial differential equations in one space variable of the form ut u + f(x, t, u) where f is a singular forcing term, or source term, typically a linear combination of delta functions. Here we only consider a single delta function with variable strength c and position a, (1.2) f (x, t, u) c(t) 5(x although the results would extend to more general f.
One simple example is the heat equation with a variable strength delta function source at the fixed point a, (1. 3)
The strength c(t) might be given a priori, or it might be unknown, and determined as part of the solution by imposing some additional constraint such as (1.4) u(a, t) fi(t)
where (t) is given. If the point (t) is moving then this location may be specified or may also be an unknown which is to be determined, perhaps through the specification of a coupled ordinary differential equation of the form (t) (t, Such problems arise, for example, in free-boundary solidification or melting problems where a(t) is the boundary between phases and the latent heat release provides a delta function heat source at this boundary. Although the techniques discussed here can be extended to this problem, we will not study this case in the present paper but will restrict our attention to the case where a(t) is specified.
Our interest in such equations was initially motivated by the desire to study Pcskin's immersed boundary method for incompressible fluid dynamics. This numerical method applies to two or three dimensional versions of (1.1) in which u represents the fluid velocity. The point a(t) then becomes a curve in two dimensions or a surface in three dimensions, which represents a boundary immersed in the fluid. The boundary exerts forces on the fluid, which leads to a singular forcing term in the Navier-Stokes equations, with support only on the immersed boundary. In addition, the boundary moves at the local fluid velocity giving a coupled equation for motion of the boundary analogous to the ODE (1.5) . If the boundary is stationary then the force at the boundary is determined by the constraint that the fluid velocity should be zero along the boundary, analogous to (1.4) . These equations, and Peskin's immersed boundary method for their solution, will be described in more detail in the next section.
The one-dimensional analogue of this numerical method, for (1.1), would take the following form. We specify a uniform fixed grid with grid points xj j h, j 0, 1, ..., N with h 1IN. We also choose a timestep k At and set tn nk. The solution u(x, t) is approximated by the discrete values U u(xj, tn).
The idea in an immersed boundary method is to solve difference equations only on the uniform grid, obtaining the solution value at the point a(t) (if required) via some form of interpolation. Typically the point a(t) will not lie exactly at a grid point xj, and so the delta function forcing function must be replaced by inhomogeneous terms in the difference equations on the uniform grid. One way to do this is to replace the delta function 5(x) by a discrete approximation dh(x). Some examples: the "hat function" with support (-h This last delta function was introduced by Peskin [6] because of certain translation invariance properties.
Once any delta functions appearing in the function f in (1.1) it is simply shifted from the point a to the neighboring grid points.
For the one-dimensional problem there are clearly more sophisticated ways to handle this problem, e.g., using a moving mesh or front tracking algorithm to capture the location of the boundary exactly at a grid point in each step. However, in two or more dimensions there are real advantages to the present approach: very efficient PDE solvers can be used on the uniform rectangular grid and complex immersed boundaries can be handled by using discrete delta functions to spread the singular source terms to the uniform grid.
A related method for elliptic equations in two space dimensions has been developed by Mayo [5] , and also involves embedding the irregular region into a rectangle and then solving discretized equations on a uniform grid. The extended solution over the rectangle has jumps in certain derivatives along the embedded boundary that can be determined by solving an integral equation. These jumps are then used to modify the finite difference equations near the embedded boundary so that the resulting discrete solution has the correct discontinuities. These modifications are analogous to the discrete delta function term in (1.9 2. Peskin's immersed boundary method. The immersed boundary method is a numerical method for solving the incompressible Navier-Stokes equations in domains with geometrically complicated boundaries. This method was originally introduced for studying blood flow in the heart [6] , but has since been used to study other problems, e.g., [2] - [4] . Even in a two-dimensional model, the heart wall has a complicated shape that varies with time as the heart goes through each pumping cycle. Contractions of the heart muscle exert forces at the wall that interact with the fluid dynamical forces, so that the resulting boundary configuration is a part of the desired solution. Due to the complicated shape and the time-dependent nature, it would be very difficult to impose boundary conditions on a numerical method in standard ways.
Peskin's approach is to immerse the entire structure in a rectangular box of fluid. (2.5) to obtain Uff +1. 5. Move the boundary points X to X + using the velocities Uff, Uff + and some discrete approximation to the ODE (2.1). At the edges of the channel the fluid velocity should be zero, so we have the boundary conditions v(O,t) v(1, t) 0. This is of the form (3.1). Hence an analysis of the one-dimensional immersed boundary method on (3.1) gives us direct information about the behavior of the twdimensional immersed boundary method in one special A more realistic situation would be to speci the velocity V(t) of the plate rather than the force f(t). We could solve this by decoupling the problem into two separate channels, giving the heat equation vt gv on 0 x a with v(0, t) 0, v(a, t) V(t) and the heat equation on a x 1 with v(a, t) (t), v(1, t) 0. This would avoid the need for a singular forcing term. However, in the spirit of the immersed boundary method we would instead again solve (3.2) with f(t) now determined implicitly by the requirement that the resulting velocity v(x, t) satis (3.3) v(a, t) (t).
This leads to the constraint (1.4) in the one-dimensional problem. This serves a model for the immersed boundy method in contexts where we wish to impose a solid wall boundary condition, either stationary or moving at some prescribed velocity, and will be studied later in this paper.
We return to the simplest ce (3.1) with c(t) specified, and consider the CrankNicolson method (1.9). The error in the numerical solution depends on our choice of discrete delta function dh(x). Before analyzing the error we first make some comments about these functions. 4 . Interpolation properties of discrete delta functions. The discrete delta function dh(x) is used to spread the delta function source terms to the uniform grid.
At a later stage we will also use discrete delta functions to interpolate grid values u(xj, t) to the point a in order to approximate u((, t). In this section we recall a few fundamental facts about interpolation rules in one space dimension. If f(x) is any function of one variable, we can approximate
This is a discrete form of the statement f(a) f-o f(x)5(x-)dx. Any discrete delta function defines an interpolation formula via (4.1), and conversely, any translation invariant interpolation rule can be used to define a discrete delta function.
If f(x) is a smooth function of x, then we can expand f(xj) in a Taylor The first two terms cancel due to the consistency condition (1.11). We will assume in general that dh has support only over a few mesh widths, say (4.3)
This, combined with (1.11), shows that Condition (1.11) then guarantees that the interpolation error (4) will be at most O(h) as h -0. The error will be smaller if additional terms in the error expansion (4) 
These can be combined to give As an illustration, we present some numerical results on one sample problem with a variety of choices for dh. This is a case where the exact solution is known, although similar results have been observed on other problems where we specify c(t) at will and compare the computed solution to a fine grid solution.
The exact solution we use is -r exp rt 3r exp(-9-t).
We tested grids with n 10, 20, 40,..., 320 grid points and looked at the error in the infinity norm IIEII, and also at the error if we ignore the two grid points closest to the point a, which we denote by II/1].
We choose a 1 / 2 so that this point always lies one third of the way between grid points on each grid. This leads to numerical results that clearly show the expected asymptotic behavior. Other choices of a give results that are harder to interpret since the truncation error depends on the location of a relative to the grid. As a numerical example, we use the same test case as before, (5.4), but now specify u(1/3, t) 0 for all t instead of _specifying c(t). (-w22t) for a. This equation has a unique solution if we take, for example, r < w < 2r and also r < w2 < 2r. We compute a(t) to high precision using a zero-finding routine and also specify c(t) - [ux] , which is easily computed from the exact solution. Figure 4 shows the true solution and the approximate solution with w 5r/4 and w2 7r/4
for n 25 at t 0.1. From this figure we can see that even with a grid as coarse as n 25, we get excellent resolution of the solution even near the point c. Figure 5 shows the error as a function of h together with least squares line fits to estimate the order of accuracy. On this example, the method (5.4) appears to have order 1.7 while the full method (5.7) has order 2.0. 5.5. u((t), t) and c(t) specified. When u((t), t) is specified rather than c(t), then c(t) has to be calculated implicitly. In this case we replace C(tn) and C(tn+l) in (5 AEn+I=BEn-n-k(Tnh) (1 ) The lt term can be interpreted as a delta function source term with magnitude Th/k O(h2) being introduced into the Crank-Nicolson method (compare (6.9) with (6.6) We now return to the analysis of the method (1.9) in the case where c and a are constant. We have already analyzed the accuracy of this method by decomposing the error into the steady state error and the error in the Crank-Nicolson method on the homogeneous heat equation. We now present an alternative analysis bed directly on the truncation error that extends more easily to the case where c(t) varies.
Consider the truncation error (6. Since a lies between grid points we have ut(xj, t) uzx(xj, t) and so the truncation error is clearly O(h3) provided that (6.12) ux(xj, tn) D2u(xj, tn) / cdh(xj a) + O(h2). Away from the point a, u is smooth and so D2u(x, tn) is a second-order accurate approximation to uxx. We can view the term cdh(xj--a) in (6.12) as the modification to D2u(xj, tn) required to approximate uxx to second order near the point a. We claim that the correct modification is obtained by using the hat function d(h 1) (x). With this choice of dh, the condition (6.12) will be satisfied and the method will be second-order accurate.
LEMMA 6.1. Suppose u(x, t) satisfies (6.3). Then at any time t > 0 we can approximate uxx(xj, t) to second-order accuracy based only on grid values of u using (6.13) ux(x, t) D2u(x, t) + Cd(h 1) (xj a) + O(h2).
Proof. To see that (6.13) is valid, consider the typical situation as illustrated in Fig. 2(a) . The function u(x, t) is smooth except at the point a where one or more derivatives of u have jump discontinuities due to the delta function source. Suppose that we want to approximate Uxx(Xj, t) based on the three grid values u(xj, t), j J-1, J, J + 1. Clearly the standard centered difference approximation D2xu(xj, t)
will not work, e.g., in Fig. 2(a) These can be combined into
which is valid for any x. Now consider the centered second difference at xj, 1 Du(, t) ((x+, t) e(x, t) + (-1, t)).
Using (6.3) Ou(,t) + o(h).
To evaluate the second sum in (6.16), we need to know the jumps [Omu] in derivatives of u at the point a. A key observation is that these jumps can be determined directly from the original equation (6. 3) a priori, and need not be estimated from the approximate solution.
If the initial data u0 satisfies (6.5), then the solution u(x, t) will be continuous in both space and time and the singularity ch(x-a) in (6.3) must be balanced at each time by a jump in u of strength -ch(x a) ( These formulas can be combined to give (6.20) D2f(xj)=D2f(xj)-sgn(a-xg) -.'(t)[]. (6.40) We see that when a is moving this jump is nonzero.
To Usin this in 7. Conclusions. We have examined the capabilities of an immersed boundary method for some one-dimensional model problems. We find that it is possible to achieve good accuracy with this approach if we are careful to choose appropriate discrete representations of the delta function. Our analysis guides this choice and explains the success of the method. It is illuminating to view the discrete delta function as a correction term that is needed to adjust the standard centered approximation to u in the ce where u h discontinuous derivatives.
When (t) is not constant, we see that it is sometimes necessary to add correction terms to the naive approximation to the delta function in order to maintain secondorder accuracy. Our analysis shows how such correction terms can be derived. We believe that similar techniques can be used to investigate the immersed boundary method of Peskin for fluid dynamical problems in two (or even three) space dimensions. Our results suggest that a careful choice of delta functions will be required for optimal accuracy and that it may even be necessary to incorporate additional correction terms, particularly in the ce of a moving boundary.
