Abstract. We consider time fractional stochastic heat type equation
Introduction
Recently time-fractional diffusion equations were studied by researchers in many applied and theoretical fields of science and engineering. A typical form of the time fractional diffusion equations is ∂ β t u = ν∆u with β ∈ (0, 1). These equations are related with anomalous diffusions or diffusions in non-homogeneous media, with random fractal structures; see, for instance, [18] . The Caputo fractional derivative defined first by Caputo [3] denoted by ∂ β t is defined for 0 < β < 1 by For some deep and rigorous mathematical approaches to time fractional diffusion (heat type) equations see [16, 23, 24, 27] . The stochastic solutions to fractional diffusion equations can be realized through time-change by inverse stable subordinators and therefore we obtain time-changed processes. A couple of recent works in this field are [17, 18, 20, 25] .
Let γ > 0, define the fractional integral by For every γ > 0, and g ∈ L ∞ (R + ) or g ∈ C(R + ), we have the following relation ∂ γ t I γ t g(t) = g(t). Mijena and Nane [21] have given an argument using the time fractional Duhamel's principle to obtain the following equation:
where the initial datum u 0 is L p (Ω)-bounded (p ≥ 2), that is,
4)
−(−∆) α/2 is the fractional Laplacian with α ∈ (0, 2], and · W (t, x) is a space-time white noise with x ∈ R d , modeling the random effects. The fractional integral above in equation (1. 3) when σ(u) = 1 for functions φ ∈ L 2 (R d ) is defined as
it is well defined only when 0 < β < 1/2. It is a type of Rieman-Liouville process. It would be nice to consider the equation (1.3) with the space-time white noise without the fractional integral. For related time fractional stochastic equations with different noise terms see [5, 6, 7, 14] .
The noise · W (t, x) is a space-time white noise with x ∈ R d , which is assumed to be adapted with respect to a filtered probability space (Ω, F , F t , P), where F is complete and the filtration {F t , t ≥ 0} is right continuous.
Let G t (x) denote the heat kernel of the time fractional heat type equation
The existence and uniqueness of the solution to (1.3) has been studied by Mijena and Nane [21] under global Lipchitz conditions on σ, using the white noise approach of Walsh [26] : We say that an F t -adapted random field {u(t, x), t ≥ 0, x ∈ R d } is said to be a mild solution of (1.3) with initial value u 0 if the following integral equation is fulfilled
Let T be a fixed positive number, and let B T,p denote the family of all
with the convention that B T,2 = B T . It is easy to check that for each fixed T and p, B T,p is a Banach space. Mijena and Nane [21] proved the existence and uniqueness result for the equation (1.3) when d < min{2, β −1 }α: equation (1.3) subject to (1.4) and global Lipschitz condition on σ has an a.s.-unique solution u t (x) that satisfies that for all T > 0,
A related time-fractional SPDE was studied by Chen et al. [9] . They have proved existence, uniqueness and regularity of the solutions to the time-fractional parabolic type SPDEs using cylindrical Brownian motion in Banach spaces, in line with the methods in [12] . For a comparison of the two approaches to SPDE's see the paper by Dalang and Quer-Sardanyons [11] .
In this paper we study intermittency fronts for the solution of the stochastic equation (1.3) . We adopt the definition given in [15, Chapter 7] : The random field u t (x) is called intermittent if inf z∈R d |σ(z)| > 0, and η k (x)/k is strictly increasing for k ≥ 2 for all x ∈ R d , where
The 
where
Therefore, the solution u t (x) of (1.3) is weakly intermittent when inf
There is a huge literature on the study of intermittency of SPDEs, see, for example, [13, 15] and the reference therein.
According to the previous theorem the solution develops tall peaks over time which means that t → sup x∈R d E|u t (x)| 2 grows exponentially rapidly with t. There appears another phenomena called intermittency fronts that the distances of the farthest peaks of the moments of the solution to (1.3) grow linearly with time as θt: if θ is sufficiently small, then the quantity sup |x|>θt E|u t (x)| 2 grows exponentially quickly as t → ∞; whereas the preceding quantity vanishes exponentially rapidly if θ is sufficiently large. In this work, we consider for every θ ≥ 0,
The following is our main theorem which establishes bounds for θ L and θ U that extend the results of [10] and [22] to the case of α = 2 and d ∈ {1, 2, 3} for time fractional SPDEs with crucial nontrivial changes to the methods in [10, 15] . 
In addition, under the cone condition L σ > 0−where L σ was defined in (1.9)-there
(1.12) That is, in this case, the stochastic heat equation has a finite intermittency upper front.
This theorem in the case of d = 1 was proved by Mijena and Nane [22] . In the parabolic Anderson model which is the stochastic heat equation (1.3), when β = 1 and σ(x) = cx, it is now known that there exists a sharp intermittency front, namely θ L = θ U , see the work of Chen and Dalang [8] . It would be nice to consider equality of θ L = θ U for (1.3) when β ∈ (0, 1). We will carry out this project in a forthcoming paper.
Next we want to give an outline of the paper. In section 2, we recall some preliminary results on the subject from the literature. Hence proofs of the results here can be found in the literature, in particular see references therein. Next, we established some useful results that we used in the proof of our main result. Section 3 contains our main result, Theorem 1.3.
Preliminaries
In this section we give some results about the heat kernel G t (x) of the time fractional heat type equation (1.5), and mention some basic facts about the integral (mild) solution of (1.3) in the sense of Walsh [26] . We know that G t (x) is the density function of X(E t ), where X is an isotropic α-stable Lévy process in R d and E t = inf{u : D(u) > t}, is the first passage time of a β-stable subordinator D = {D r , r ≥ 0}, or the inverse stable subordinator of index β: see, for example, Bertoin [2] for properties of these processes, Baeumer and Meerschaert [1] for more on time fractional diffusion equations, and Meerschaert and Scheffler [19] for properties of the inverse stable subordinator E t .
Let p X(s) (x) and f Et (s) be the density of X(s) and E t , respectively. Then the Fourier transform of p X(s) (x) is given by
and Meerschaert and Straka (2013) ] is infinitely differentiable on the entire real line, with g β (s) = 0 for s ≤ 0.
By using (2.2) and change of variable we can show that
By conditioning, we have
We barrow the following definition from [13] : let Φ be a random field, and for every γ > 0 and k ∈ [2, ∞) define
If we identify a.s.-equal random fields, then every N γ,k becomes a norm. Moreover, N γ,k and N γ ′ ,k are equivalent norms for all γ, γ ′ > 0 and k ∈ [2, ∞). Finally, we note that if N γ,k (Φ) < ∞ for some γ > 0 and k ∈ [2, ∞), then N γ,2 (Φ) < ∞ as well, thanks to Jensen's inequality. Definition 2.3. We denote by L γ,2 the completion of the space of all simple random fields in the norm N γ,2 .
We next recall the Walsh-Dalang Integral briefly: We use the Brownian filtration {F t } and the Walsh-Dalang integrals as follows
is an elementary random field when ∃0 ≤ a < b and an
• If h = h t (x) is non-random and Φ is elementary, then
• The stochastic integral is Wiener's; well defined iff
Given a random field Φ := {Φ t (x)} t≥0,x∈R d and space-time noiseẆ , we define the [space-time] stochastic convolution G ⊛ Φ to be the random field that is defined as
This computation follows from Lemma 2.1. Thus, we may interpret the random
2.1. Some Useful Lemmas. We start this subsection with a very important and non trivial result. The next Lemma provide an "a − priori" estimate which allows us to overcome some difficulties in the proof of the main result.
Since for every k ≥ 1 we have
Using the uniqueness of Laplace Transform and Remark 3.1 in [19] , we can easily show that E(D
Using D. kershaw inequality 1/Γ(x+1) < 1/(x+1/2) 1−λ Γ(x+λ) for x = β(k−1)+1 and λ = β, we obtain that
.
Multiplying both sides of the last expression by Γ(k), we get
Adding Γ(1+k) Γ(1+βk) to both side of the last expression, and combine with inequality(2.9) give the proof of inequality (2.8).
Lemma 2.5. For β ∈ (0, 1), k ∈ N ∪ {0} and d ∈ {1, 2, 3} define
for k ≥ 1. 2 )/ √ π, we obtain that , we obtain that
On the other hand, by repeating again the previous arguments with x = β(k −
Inequalities (2.13) and (2.14) combined give
(2.15)
Combining (2.15),(2.16) and we obtain that
Taking square root of both side of the last expression, we get
Inequalities (2.15) and (2.17) complete the proof of (2.10).
The next lemma will also be needed in the proof of our main theorem in the next section.
Lemma 2.6. For every β ∈ (0, 1) and n, k ∈ N ∪ {0}, and d ∈ {1, 2, 3} satisfying the assumption of Proposition 3.2, define
Proof. Proof of inequality (2.18) of Lemma2.6.
Proof of inequality (2.19) of Lemma2.6.
Intermittency fronts
Here we state and prove our main result on the intermittency fronts for the solution of equation (1.3). Our results generalize the work of Jebessa B. Mejina and Erkan Nane see theorem4.1 in [22] . In [22] the authors proved the result for d = 1 and α = 2. With the aid of Lemma2.4, Lemma2.5 and Lemma2.6 we are able to overcome the difficulties in their methods and extend the result for d ∈ {1, 2, 3} and α = 2. Assume that σ(·) in (1.3) satisfies the following global Lipschitz condition, i.e. there exists a generic positive constant Lip σ such that:
Clearly, (3.1) implies the uniform linear growth condition of σ(·). Recall the definition of L (θ) from (1.10). We first state a proposition that implies that the solution of equation (1.3) is square integrable over time in the language of partial differential equations. Proposition 3.1 (Proposition 4.2 in [22] ). Assume that α ∈ (0, 2], and d < min{2, β −1 }α, then u t ∈ L 2 (R) a.s. for all t ≥ 0; in fact, for any fixed ǫ ∈ (0, 1) and t ≥ 0,
The proof of Theorem 1.3 requires the following "weighted stochastic Young's inequality" which is an extension of Proposition 8.3 in [15] . . Then,
where C d (c, γ, β) is a finite constant that depends on d, c , γ, and β.
Using Lemma2.4,Lemma2.5, Lemma2.6 and the last two propositions, we are now ready to give the proof of 1.3.
, direct computations yield
Observe that
We use Holder's inequality to obtain that
From the inequality (3.4), we obtain that
Combining inequality (3.5) and inequality (2.18) of Lemma2.6 we obtain that
Using inequality(2.19) of Lemma2.6, the last inequality can be improved to
Next, using inequality(2.10) of Lemma2.5 and the fact that 2k
The last series converges if and only if
. Therefore from inequality(3.7), we obtain that
The right-hand side is independent of (x, t). Therefore, by optimizing over (x, t) and then square roots of both side , we get
Which complete the proof of Proposition 3.2.
The next corollary is a generalization of Corollary 4.4 in [22] .
, then the solution to the tfspde (1.3) for α = 2 satisfies 10) simultaneously for all x ∈ R d and t ≥ 0, where A( c , β) is a finite constant that depends only on c and β.
Proof. The proof generalizes some of the ideas used in the proof of Corollary 4.4 in [22] . Recall that for all γ > 0
Also,
We take γ β := 2ν c 2 to see that for all integers k ≥ 0 
Since u 0 has compact support, there is some constant R > 0 such that u 0 (x) = 0 whenever x ≥ R. Hence we obtain that
Since e R c u 0 ∞ < ∞, it follows from inequality(3.12) that
Since every x ∈ R d can be written as x = x (cos(φ x ) cos(θ x ), cos(φ x ) sin(θ x ), sin(φ x )) and the preceding supremum is independent of θ and φ, then in particular for θ = θ x and φ = φ x we obtain that c(θ x , φ x ).x = c x . The corollary follows readily from this fact.
We are ready to prove Theorem 1.3. We do this in two steps adapting the method in [15, Chapter 8] with crucial nontrivial changes: First we derive (1.11); and then we establish (1.12).
Proof of (1.11). Since u 0 has compact support, it follows that |u 0 (x)| = O(e c x ) for all c > 0. Therefore, we may apply Corollary 3.3 to an arbitrary c Proof of (1.12). We have that
For all t > 0 and
This is a consequence of the triangle inequality. Therefore,
This and (3.14) together show that the function
satisfies the following renewal inequality: for all θ, λ ≥ 0, including θ ∈ (0, θ 0 ) and λ ∈ (0, λ 0 ). Therefore, (3.19) implies that (LM )(λ) = ∞ for θ ∈ (0, θ 0 ) and λ ∈ (0, λ 0 ). for θ ∈ (0, θ 0 ). This proves (1.12) and hence the theorem.
