Motivation: Next generation sequencing (NGS) has been increasingly applied to characterize viral evolution during HIV and SIV infections. In particular, NGS datasets sampled during the initial months of infection are characterized by relatively low levels of diversity as well as convergent evolution at multiple loci dispersed across the viral genome. Consequently, fully characterizing viral evolution from NGS datasets requires haplotype reconstruction across large regions of the viral genome. Existing haplotype reconstruction algorithms have not been developed with the particular characteristics of early HIV/SIV infection in mind, raising the possibility that better performance could be achieved through a specifically designed algorithm. Results: Here, we introduce a haplotype reconstruction algorithm, RegressHaplo, specifically designed for low diversity and convergent evolution regimes. The algorithm uses a penalized regression that balances a data fitting term with a penalty term that encourages solutions with few haplotypes. The regression covariates are a large set of potential haplotypes and fitting the regression is made computationally feasible by the low diversity setting. Using simulated and in vivo datasets, we compare RegressHaplo to PredictHaplo and QuRe, two existing haplotype reconstruction algorithms. RegressHaplo performs better than these algorithms on simulated datasets with relatively low diversity levels. We suggest RegressHaplo as a novel tool for the investigation of early infection HIV/SIV datasets and, more generally, low diversity viral NGS datasets.
Introduction
The first months of Human Immunodeficiency Virus-1 (HIV) infection, a time period we herein refer to as early infection (EI), are characterized by significant viral evolution and a robust immune response, including innate, cellular, and humoral components (Altfeld and Gale, 2015; Cohen et al., 2011) . The multifaceted nature of the immune response creates a complex fitness landscape for the virus, with evolution occurring at multiple viral loci (Goonetilleke et al., 2009; Richman et al., 2003; Rouzine and Coffin, 2005) . Simian Immunodeficiency Viruses (SIVs), a family of viruses infecting monkey and primate species, serve as the main animal model for HIV infection and display similar dynamics during the first months of infection, a time period we also refer to as EI (Hatziioannou and Evans, 2012; Hatziioannou et al., 2009) .
In recent years next generation sequencing (NGS) datasets have become increasingly common for both HIV and SIV studies (Bimber et al., 2009 (Bimber et al., , 2010 Fisher et al., 2010; Henn et al., 2012; Prete et al., 2013) . NGS datasets are composed of many short sequences, referred to as reads. The number of base pairs in a read-the read length-can be roughly 400 base pair for the Roche 454 NGS platform or 150 or 250 base pairs for the Illumina MiSeq platform. Using NGS reads to determine allelic frequencies across 1000s of base pairs is challenging because each read covers only a portion of the sequenced region, meaning that correlations between allelic frequencies at different base pairs must be inferred.
Here, we refer to the problem of estimating the nucleotide sequences and frequencies of viral populations using NGS data as the haplotype reconstruction problem. By haplotype, we mean a specific nucleotide sequence covering the genomic region being considered. Haplotype reconstruction for viral populations was initially considered by Jojic et al. (2008) and subsequently an array of haplotype reconstruction algorithms have been developed, including Shorah (Eriksson et al., 2008; Zagordi et al., 2011) , VisPa (Astrovskaya et al., 2011) , QuRe (Prosperi and Salemi, 2012; Prosperi et al., 2011) , PredictHaplo (Prabhakaran et al., 2014) , BIOA (Mancuso et al., 2011) , QuasiRecomb (Roth et al., 2013) , and HaploClique (Tö pfer et al., 2014) . See Beerenwinkel and Zagordi (2011) and Beerenwinkel et al. (2012) for a review of haplotype reconstruction and algorithms.
Although haplotype reconstruction algorithms span a variety of approaches with no clear cut distinctions, existing algorithms, as noted in Beerenwinkel et al. (2012) , can roughly be split into two categories: graph based algorithms and probabilistic algorithms. PredictHaplo and QuasiRecomb fall in the probabilistic category. In these algorithms, a statistical model defines the probability that a given set of haplotypes generates the NGS dataset. There is no restriction on the set of possible haplotypes. Instead, a prior is put on a haplotype space and haplotype reconstruction is implemented through Bayesian-MCMC.
In contrast, graph based methods construct haplotypes from the read graph of the dataset. Read graphs were introduced in the seminal papers (Eriksson et al., 2008 and Westbrooks et al., 2008) and we refer the reader to those papers for precise details. Briefly, a read graph is a directed graph for which each vertex corresponds to a read. An edge connects two vertices if the corresponding reads overlap in the positions they cover and the two reads have identical nucleotides on the overlap. All graph-based algorithms construct paths through the graphs, with each path corresponding to a haplotype.
While several approaches to haplotype reconstruction exist, EI datasets present some particular difficulties. HIV/SIV infections are typically transmitted by a single or a few viral variants, so called transmitted-founder variants (T/F variants) (Keele et al., 2008) . As a result, during EI, viral variants in the viral population differ from T/F variants at typically <1% of nucleotides and viral diversity is typically located at specific loci spread throughout the viral genome (Bimber et al., 2009; Goonetilleke et al., 2009; Henn et al., 2012; Leviyang and Ganusov, 2015; Pandit and De Boer, 2014) . Further, during EI, convergent evolution often occurs as a result of immune system mediated selection, with certain selected alleles arising independently on multiple haplotypes, meaning that no single nucleotide position or locus can be used to distinguish between viral haplotypes (Leviyang and Ganusov, 2015; Pandit and De Boer, 2014; Pennings et al., 2014) .
Some algorithms-e.g. PredictHaplo, QuRe-use an initial short genome region, which can be covered by a single read, to determine an initial local haplotype reconstruction. The local reconstruction is then iteratively expanded through combination with neighboring local reconstructions to form a global haplotype reconstruction. In the context of low diversity and convergent evolution, local haplotype reconstruction can be biased-since reads that share mutations may have different global haplotypes-and lack of diversity can make merging of neighboring local reconstructions difficult. For graph algorithms-e.g. Shorah, VisPa, BIOA-low diversity and convergent evolution can lead to reads graphs with a large number of paths, with many paths representing in silico recombinants. Studies of existing algorithms have explored the impact of diversity on performance and generally show poor performance at low diversity levels (Eriksson et al., 2008; Prabhakaran et al., 2014; Prosperi et al., 2011) .
To address these difficulties, we introduce a haplotype reconstruction algorithm based on a penalized regression and implemented through an R package we call RegressHaplo. Our algorithm splits the genomic region of interest into subregions; constructs local haplotypes for each subregion, with one local haplotype for each possible path through the subregion's read graph; builds a set of global haplotypes by considering all possible combinations of local haplotypes; and then applies a penalized regression to determine the global haplotypes that will form the haplotype reconstruction. The penalized regression is composed of a fit term that prefers haplotype reconstructions that fit the read data and a penalty term that prefers haplotype reconstructions containing a relatively small number of haplotypes.
Our algorithm is a graph algorithm and is in spirit closest to QuRe. QuRe attempts to pick paths reflecting consistent read frequencies, thereby implicitly limiting the number of haplotypes in the reconstruction. However, QuRe picks paths in a heuristic way while we use a penalized regression and QuRe attempts to merge neighboring local haplotype reconstructions while we perform a single global merging. The BIOA algorithm applies an entropy penalty similar to our penalty, but BIOA uses the entropy to select a minimal set of covering paths and is implemented for amplicon datasets, while our algorithm allows for non-minimal coverings and works for shot-gun NGS datasets, which are more common in HIV and SIV experiments.
We tested RegressHaplo using simulated datasets and in vivo SIV datasets. In a low diversity setting, RegressHaplo performed better than PredictHaplo and QuRe. We suggest RegressHaplo as a novel and useful tool for analysis of low diversity viral populations. Below, we present details of the haplotype reconstruction algorithm in the 'Methods' section. In the 'Results' sections, we present the simulation and in vivo studies.
Materials and methods
Before describing the specifics of our algorithm, we outline our penalized regression approach. Assume that a set of n potential haplotypes is given. The haplotypes may be global, covering all genomic positions considered, or local, covering some subregion of positions. If the haplotypes are global, our data is the full set of reads. If the haplotypes are local, our data is the subset of reads that overlap the given subregion. In either case, our goal is to infer an n-dimensional vector h where h i represents the frequency of the ith haplotype in the set of n potential haplotypes.
From the data, we form an m dimensional vector y and an m Â n matrix P. Taking y and P as given for a moment, we calculate h by fitting the following penalized least squares regression:
subject to :
where q is a tuning parameter that controls haplotype sparseness. The squared norm jjy À Phjj 2 2 quantifies the fit of the data to h, with lower being better, while the double sum is a standard population genetics measure of diversity and serves to penalize h with too many haplotypes of non-zero frequency. When q is large, most entries of h are zero while when q is small, most entries of h are non-zero. For a fixed q, we fit the regression (1) by applying an augmented Lagrangian method, implemented through a fast projected gradient algorithm to solve the unconstrained minimization. In practice, we find run times to vary roughly as n 2 , but see Bloom et al. (2016) and references therein for more details.
To construct the m dimensional vector y, we partition the NGS reads into sets of reads within which all reads cover the same variable positions on the reference. While within each partition set all reads include the same variable positions, the reads may vary in their nucleotide sequences. Given a partition set, say the gth set, we form a vector, y 
y ðgÞ represents the frequencies of sampled nucleotide sequences in partition set g while P ðgÞ h represents the predicted frequencies.
A sum of squares over all partition sets gives a fit of the dataset for a given h: jjy À Phjj 2 .
The algorithm
We assume that NGS reads have been aligned against a reference sequence using existing tools, e.g. bwa (Li and Durbin, 2009) . As with other reconstruction algorithms, we also require an error correction step. Many methods exist for error correction (Henn et al., 2012; Li, 2011; Quince et al., 2009; Zagordi et al., 2010) and the novelty of our algorithm lies downstream of this step. Nevertheless, we include in RegressHaplo an error correction step based on the hierarchical binomial model of Gerstung et al. (2012) . Under this model, read errors occur with probability p, where p is drawn from a beta distribution fit to the read data, see Gerstung et al. (2012) for further details. We call a variant when the P-value is <0.01 with a Bonferonni correction. Other error correction methods could be used and RegressHaplo's workflow allows users to easily substitute their own methods. Given aligned and corrected reads, ideally our algorithm would have the following steps: we would construct the read graph formed by all the NGS reads; collect all paths through the read graph; form a set of global haplotypes, one global haplotype for every path through the read graph; and then apply our penalized regression to the set of global haplotypes. However, for our datasets, which have relatively low diversity, the number of global haplotypes constructed in this manner varies roughly between 1000 and 100 000. While this is low compared to high diversity datasets, which have on order of 10 6 global haplotypes (Eriksson et al., 2008) , fitting the penalized regression takes a significant amount of computation, with practical run times of a few hours achieved only for 1000 or less global haplotypes (all run times are for a single i7-gen5 Intel processor). Given this computational limitation, in practice our algorithm takes on two steps: we first construct 1000 or less global haplotypes and then, second, we form a haplotype reconstruction by applying our penalized regression to the constructed global haplotypes.
Global haplotype construction
To form 1000 or less global haplotypes, we partition the reference into subregions, each of which covers a sequential set of positions, i.e. positions 100-550. For each subregion we construct local haplotypes as follows: we form a read graph limited to the reads covering the subregion, construct all paths in the read graph, and then form a local haplotype for each path. By splitting the reference into subregions, we avoid the large read graph of the full reference and instead compute on the smaller read graphs of the subregions, leading to faster run times. For paired end reads, we first build local haplotypes as if the pairs were separate reads and then throw out local haplotypes containing nucleotides that are not consistent with any paired reads.
We construct global haplotypes by collecting all possible combinations of the local haplotypes. For example, if we have L subregions and the ith subregion has ' i local haplotypes, then we will have
' i global haplotypes. To ensure less than 1000 global haplotypes, we filter the local haplotypes using our penalized regression. For each subregion, we apply our penalized regression with q ¼ :001 to the local haplotypes. The penalized regression gives a subset of haplotypes for which the h coordinate value is non-zero. We use these as a filtered set of local haplotypes. If the number of global haplotypes formed from the filtered local haplotypes is still >1000, we iteratively repeated the process but with q raised by a factor of 2.
Subregions are chosen so that few reads span two subregions, allowing us to consider each subregion separately while losing relatively little linkage information. In practice, we construct subregions so that less than 500 reads span two subregions. In some cases, forming subregions through this criteria does not produce sufficiently small read graphs. With this in mind, if any subregion has more than 1000 paths in the read graph, then we split that subregion in half. We do this iteratively until all subregion read graphs have less than 1000 paths.
Splitting subregions in half is not optimal since we lose linkage information. Further, when many subregions are split the number of total subregions becomes large which then requires more filtering of local haplotypes to achieve the 1000 global haplotypes threshold. This dynamics degrades the performance of our algorithm as diversity levels rise, see Section 3.1.
Haplotype reconstruction
Given a set of global haplotypes, we apply the penalized regression to infer haplotype frequencies. The key question is what value of q to use? Our approach is to try a range of q values: in practice we try q ¼ 0:1; 1; 2; 3:5; 5; 7; 10.
For a fixed q, the target function of the penalize regression is composed of the fit term, which is convex, and the penalty term, which is concave. As a result, the target function has many local minima. In practice, for each chosen q we fit the penalized regression using 100 different starting points in an attempt to find the global minimum. For a given starting point we produce a solution h; h will typically have many zero entries, but the frequencies of the non-zero entries will reflect a tradeoff between the fit and penalty term of the regression and a better fit using only the non-zero entries can be achieved. To calculate such an improved fit, we repeat the optimization with q ¼ 0 and the added constraint that coordinates that equal 0 in h are fixed at zero. This second optimization, which can be done very quickly because it is low dimensional and convex, gives us our final solution, h # for the given starting point.
We then collect all the h # vectors-in practice there are 700 such vectors, 100 for each of the seven values of q-and partition them according to K: the number of non-zero coordinates in h # . K gives the number of reconstructed haplotypes implied by the given solution h # . For a fixed K, we determine the best fit h # within that K value, where the fit is given by jjy À Ph # jj 2 . The fit improves as K rises, but eventually levels out. We choose the smallest K for which the fit does not improve by >10% relative to KÀ1.
Results

Simulated datasets
We present 9 NGS datasets, labeled D1-D9, each composed of 10 independent simulations. To produce a single simulation, we generated an in silico viral population composed of simulated haplotypes and their respective frequencies, and then used the read simulation software ART (Huang et al., 2012) to generate an associated NGS read file. All reads in datasets D1-D9 were generated using Illumina MiSeq read error distributions, but similar results were obtained using Roche 454 error distributions. The datasets differed in the parameters controlling the simulated haplotypes and NGS read file construction, but simulations within a dataset differed only due to stochastic effects. For each simulation, we fixed the number of simulated haplotypes at 7 and considered geometrically distributed frequencies by assigning the haplotypes frequencies of :5; :25; :125; :: and then normalizing the sum to 1. Simulated haplotypes were constructed as follows. We used a 2000 nucleotide region of the env gene in SIVmac239 (NCBI accession M33262) as a reference haplotype, thinking of the reference as a T/F variant. To form haplotypes, we generated two types of mutations on the reference: shared and independent. For shared mutations, we first selected a set of mutation positions, S, on the reference, with mutations occurring independently across positions according to the shared mutation probability l S . Each haplotype was then mutated at a particular position within S with probability 1/2. All mutations at a given position were identical in their nucleotide. The shared mutation model reflects convergent evolution arising in EI due to the selective pressure of immune response. For independent mutations, each haplotype independently selected mutation positions according to probability l I .
Across all datasets we set l S ¼ :01, giving an average of 20 shared mutation positions across the seven simulated haplotypes, of which an average of 10 positions were mutated within any given simulated haplotype. We then distinguished between low diversity and high diversity datasets in which we set l I ¼ :002 and l I ¼ :01, respectively, leading to an average of 4 and 20 independent mutations, respectively, on each of the 7 simulated haplotypes. The low diversity and high diversity datasets had diversity levels of roughly 0.6% and 1.6%, respectively. (As is typical, we define diversity as the average per-position hamming distance between two haplotypes randomly drawn from the population.) A diversity level of 1.6% is not high for HIV/SIV over the full course of infection, but it is in the high range for early infection, the time period we have in mind. To assess the role of conserved regions, we also constructed datasets D7 and D9, in which we removed all mutations between positions 800 and 1500 on all simulated haplotypes.
Each dataset had one of four read error rates: 1.5%, 1.0%, 0.5%, and 0%. Different read error rates were obtained by altering the read error rate parameter in the ART software package. A 0% error rate, meaning no errors, is not realistic, but allowed us to investigate haplotype reconstruction de-convolved from read errors. Read coverage was roughly 6000 reads across all datasets corresponding to roughly 50 000 reads over the whole reference. Datasets D1-D7 were formed using single-end reads, while datasets D8-D9 were formed using paired-end reads. See Table 1 for dataset details.
We compared the performance of our algorithm to PredictHaplo and QuRe. We included PredictHaplo because previous studies have shown PredictHaplo to perform best in general and when applied to HIV datasets (Pandit and De Boer, 2014; Prabhakaran et al., 2014; Schirmer et al., 2014) . We included QuRe because of the connections between its approach and our penalty method. We also tested Shorah and Quasirecomb on a subset of the simulated datasets, but neither performed as well as QuRe and PredictHaplo, so we do not include them here. We ran PredictHaplo and QuRe in default settings, except that we ran PredictHaplo for 4000 MCMC steps instead of the default 400 and with a maximum number of haplotypes set at 15. We ran QuRe for 60 000 iterations, instead of the default 3000. Raising the number of iterations beyond these values did not change the results. For simulated datasets involving pairedend reads, we ran the PredictHaplo-Paired software package. For datasets with no read errors, we ran RegressHaplo and QuRe without their respective error correction steps, while PredictHaplo, which has no independent error correction step, was run as usual. Runs times were roughly 1-2 h per simulation for all three methods using a single i7-gen5 Intel processor.
Datasets D1-D4 had low diversity levels and differed only in their read error rates as shown in Table 1 . Figure 1 shows precision (the fraction of reconstructed haplotypes that recover a true haplotype) versus recall (the fraction of true haplotypes recovered), where we take a reconstructed haplotype as recovering a simulated haplotype if the Hamming distance between the two haplotypes is 2 or less. Also shown is the average number of reconstructed haplotypes over the 10 simulations in each dataset. For all four datasets, RegressHaplo performed best. For all three reconstruction methods, performance for D4, which had no read errors, was not significantly better than performance for D1-D3, which had read errors, suggesting that in a low diversity setting, error rates are not the main determinant of performance. For QuRe, as error rates dropped the number of reconstructed haplotypes rose to an average of 13-far in excess of the 7 simulated haplotypes. The tendency of QuRe to produce many haplotypes has been noted previously (Pandit and De Boer, 2014; Schirmer et al., 2014) .
To determine whether performance differences arose due to differences in error correction, we reran QuRe and PredictHaplo on Note: Datasets are categorized according to low (0.6%) and high (1.6%) diversity levels and read error rates.
p, paired-end dataset; c, simulated haplotypes had a conserved region of 700 nucleotides. datasets D1-D3, but with reads pre-filtered by RegressHaplo's error correction step. (We skipped D4 because it had no read errors.) If a particular variant at a particular reference position was not called by RegressHaplo, we replaced the variant by the consensus within all relevant reads, exactly as done within the RegressHaplo error correction step. On these pre-filtered reads, we ran QuRe with its error correction step turned off, but PredictHaplo has no such step and was run as usual. Results are shown in Figure 1 , where the filtered read results are distinguished by the F annotation. Using RegressHaplo's error correction led to marginal changes in precision-recall for PredictHaplo. For QuRe, the error correction step raised the number of haplotypes reconstructed for D1 and D2 to 17 and 18, respectively, leading to a loss of precision, while the number of haplotypes in D3 stayed roughly similar at 13. Table 2 shows the quality of frequency reconstruction. The results shown are for reconstruction methods run independently, without using RegressHaplo to pre-filter reads for PredictHaplo and QuRe, but results for runs using RegressHaplo to pre-filter were similar (data not shown). For a given haplotype reconstruction, we matched each of the 7 simulated haplotypes to the closest reconstructed haplotype by Hamming distance. Over a given dataset-composed of 10 simulations-this led to 10 frequency estimates for each simulated haplotype frequencies. Shown in the table is the average of these 10 frequency estimates for each simulated haplotype frequency, except that a dash is shown when the average relative error exceeded 30%, reflecting our chosen cutoff for accurate reconstruction. RegressHaplo reconstructed frequencies down to the 6.3% simulated haplotype for D1 and D3 and farther down to the 3.1% simulated haplotype for D2 and D4. In comparison, for D1-D4, PredictHaplo did not consistently reconstruct any of the haplotype frequencies. QuRe reconstructed down to 25.2% for D1 and D2, down to 12.6% for D4, and down to 1.6% for D3. However, these low frequency estimates came at the price of many reconstructed haplotypes. Shown in the table are the number of reconstructed haplotypes that were not matched to any true haplotype: RegressHaplo and PredictHaplo never exceeded an average of 2 while QuRe reached 7.
Datasets D5-D6 had high diversity levels and differed only in read error rates of 1.5% and 0%, respectively. D5 and D6 were identical in all parameters to D1 and D4, respectively, except with high diversity replacing low diversity. Figure 2 shows precisionrecall results. In this high diversity setting, PredictHaplo did best. RegressHaplo performed relatively poorly for both D5 and D6 due to computational limitations. In the low diversity setting of D1-D4, RegressHaplo split the reference into four to five subregions, but in the high diversity setting of D5 and D6, RegressHaplo required 7-8 and 11-13 subregions, respectively. D6 had more subregions because no error correction was performed (the reads had no errors) which led to more variant calls. Since we limited the number of global haplotypes to 1000, more subregions restricted the number of local haplotypes, leading to poor performance. As seen in Table 2 , raising diversity also affected frequency reconstruction, with PredictHaplo reconstructing down to the 1.6% and 6.3% haplotypes in D5 and D6, respectively, while RegressHaplo deteriorated to reconstructing only down to the 12.6% haplotype. QuRe was roughly unaffected by the change in diversity, although this means that precision remained poor. Results for high diversity datasets with error rates of 1% and 0.5%, mirroring D2 and D3, were similar (data not shown).
Dataset D7 had a high diversity level, but with a conserved region inserted. D7 was constructed identically to D6-high Fig. 1 . Precision versus recall of haplotype reconstruction in a low diversity setting. Datasets D1-D4 had identical levels of diversity, 0.6%, and were identical in all other parameters except for error rates of 1.5%, 1.0%, 0.5%, and 0%, respectively. Each datapoint and number above it represent the recall/ precision and number of haplotypes (rounded), respectively, averaged over the 10 simulations in the dataset. Cross-bars on each datapoint give the precision and recall SEs. For D1-D3, results annotated with an F are PredictHaplo and QuRe reconstructions using RegressHaplo's error correction step, see text for details. Cross-bars for these results have been suppressed for readability but were similar to results without RegressHaplo error correction. A haplotype was counted as recovering a simulated haplotype if the Hamming distance between the two was 2 or less. PH, PredictHaplo; QR, QuRe; RH, RegressHaplo Note: Each simulated haplotype was matched to the closest reconstructed haplotype by Hamming distance. Shown are the matched reconstructed haplotype frequencies averaged over the 10 simulations composing the given dataset, with the column headings giving the true haplotype frequency. A dash is shown when the relative error between the reconstructed and true frequencies exceeded 30%. Column n.m. gives the number of reconstructed haplotypes not matched to any true haplotype, averaged over the 10 simulations composing the given dataset. Fig. 2 . Precision versus recall of haplotype reconstruction in a high diversity setting. Datasets D5 and D6 had diversity levels of 1.6% and read error rates of 1.5% and 0%, respectively. Dataset D7 was identical to D6, except that a long conserved region was introduced, see text for details diversity, 0% error rate-except that after assigning mutations to simulated haplotypes as before, we removed all mutations occurring between positions 800 and 1500. In the presence of this long conserved region, PredictHaplo performance suffered, see Figure 2 and Table 2 . In contrast, the conserved region reduced the number of subregions used by RegressHaplo from 11-13 down to 4-6, leading to a substantial increase in performance. QuRe's performance for D7 was roughly similar to D6. Importantly, the high levels of local diversity up and downstream of the conserved region were not sufficient for PredictHaplo to maintain the level of performance seen in D6, while RegressHaplo benefited from the introduction of the conserved region.
Datasets D8-D9 were identical in all parameters to D2-which had low diversity and an error rate of 1.0%-except that D8-D9 had paired-end rather than single-end reads. D9 also had a long conserved region completely analagous to dataset D7 above. All reads in D8-D9 and D2 were 250 nucleotides long, but the paired reads in D8-D9 overlapped and collectively covered 450 nucleotides. Figure 3 shows precision-recall results for D8-D9 compared to D2. The paired-end reads improved the precision and recall of PredictHaplo in D8 relative to D2, but PredictHaplo performance collapsed in D9 with the inclusion of the conserved region. RegressHaplo performance improved from D2 to D8 and did not change from D8 to D9. QuRe, which cannot exploit paired reads, did not significantly improve over D2 in either D8 or D9. Frequency reconstruction results for D8-D9 mirrored trends seen in Table 2 .
In vivo datasets
We applied PredictHaplo, QuRe, and RegressHaplo to a collection of early SIV infection datasets presented in S. Ita, High-resolution sequencing of early SIV infection reveals viral escape strategies from antibody responses, submitted for publication. Using NGS sequencing, Ita et al. investigated the evolution of the env gene in four rhesus macaques infected with SIVmac251 inoculum (Hatziioannou and Evans, 2012): animals 10, 156, 174, and 198 . For each of the four animals, Ita et al. constructed NGS datasets from plasma samples taken at different timepoints. We considered 14 NGS datasets, reflecting different diversity levels as shown in Table 3 . All timeponts are reported in weeks post-infection. For animals 10 and 198, we considered every timepoint sampled by Ita et al. up to week 10 and then added week 23, which might be considered past early infection, as an example of a particularly diverse dataset. Animals 156 and 174 were sampled at only four timepoints and we included two datasets from each animal; the other datasets for these animals were essentially homogeneous. For each animal we also had samples at 2-or 3-week post-infection, which were essentially homogeneous and from which we could infer the T/F variant.
The NGS datasets were paired-end, 150 base pair reads generated using Illumina-MiSeq. Each pair of reads overlapped and together covered 200-220 nucleotides. Read coverage averaged 20 000 reads per position and roughly 350 000 reads. For each dataset, we used the consensus as the reference against which reads were aligned using BWA-MEM (Li and Durbin, 2009) . Parameters for all three methods were set as described in the Simulated Datasets subsection above. All reconstructions were performed on a single i7-gen5 Intel processor.
We applied PredictHaplo and RegressHaplo to the datasets and all reconstructions finished within 1-8 h depending on the number of reads in the dataset, but QuRe reconstruction failed to terminate on the datasets and on downsampled versions of the datasets with coverages of 10 000. When we further downsampled coverages to 3000, QuRe reconstruction failed to terminate on only 2 of the 14 datasets. For those 2 datasets, we stopped QuRe after 4 days of run time-see Table 3 for the specific animals and weeks. Long run times for QuRe have been previously reported (Tö pfer et al., 2014) . Importantly, BAM files for all datasets were constructed identically and had similar read statistics. When we used RegressHaplo's error correction to prefilter reads and then applied QuRe to the downsampled datasets with coverages of 3000, all reconstructions successfully completed within 1 h. Notably, QuRe runs that failed to terminate made it past QuRe's error correction step, so the error correction itself did not prevent termination. Below, all QuRe reconstructions discussed were formed using the downsampled datasets with coverages of 3000.
To evaluate performance, we considered QuRe and PredictHaplo reconstructions using each method's standard workflow and using RegressHaplo's error correction step to pre-filter reads, as described for datasets D1-D3. Overall, using RegressHaplo's error correction step raised performance for QuRe but left PredictHaplo's performance unchanged. Therefore, for clarity, unless specifically mentioned, all reconstructions discussed below were formed using the standard workflow and using RegressHaplo's error correction for PredictHaplo and QuRe, respectively.
To evaluate the reconstructions, we considered each reference position individually and compared the nucleotide frequencies predicted by the haplotype reconstructions at the given position to the nucleotide frequencies obtained from pileups of the reads. We also considered pairs of reference positions that were simultaneously covered by at least 1000 reads and compared the frequencies of nucleotide pairs (e.g. AA, CT, GA) predicted by the haplotype reconstructions to frequencies obtained from the reads. For both single and paired position analyses we only considered positions that were variable in at least one of the PredictHaplo, QuRe, or RegressHaplo reconstructions, thereby focusing only on positions for which variation was inferred to be true. While the error at a given position or pair of positions evaluates the fit of reconstructions at that position or pair of positions, the distribution of errors that represents the best fit is unclear. Below, we use error quantiles as a measure of fit, but whether this measure capture the true error is unclear. Figure 4 shows the 75% quantile, the 95% quantile and the maximum for the single position errors of each dataset. Most positions have small errors across all three methods while a small set of positions have relatively large errors, so the distribution of errors below the median is not informative. Roughly, RegressHaplo and QuRe (with RegressHaplo error correction) had similar error levels, although QuRe did slightly better, while PredictHaplo performance had the highest overall error levels. For example, RegressHaplo had a lower 95% quantile for single position errors than PredictHaplo and QuRe in 11 and 6 of the 14 datasets, respectively. However, as seen in Table 3 , QuRe produced an average of 23.6 haplotypes while PredictHaplo and RegressHaplo produced an average of 6.7 and 6.4 haplotypes, respectively. (Without RegressHaplo error correction, QuRe produced an average of 27.0 haplotypes and higher Fig. 3 . Precision versus recall of haplotype reconstruction for paired-end datasets. Datasets D8 and D9 had low diversity levels, identical to dataset D2, except that D8 and D9 were constructed with paired-end reads and D9 had a long conserved region inserted. The pair-end reads collectively covered 450 nucleotides versus 250 nucleotides covered by the single-end reads in D2. The panel shown for D2 is identical to the D2 panel in Figure 1 error levels than with RegressHaplo error correction.), If we consider the 4 datasets for which QuRe reconstructed at most 10 haplotypes-RegressHaplo constructed less than 10 haplotypes for all 14 datasets-RegressHaplo had a lower 95% quantile for the single position errors in all 4 of these datasets. Figure 5 , which is analogous to Figure 4 , shows paired position errors for each dataset. The trend is similar to the single position error, although for paired position error RegressHaplo did slightly better than QuRe. RegressHaplo had a lower 95% quantile for paired position errors than PredictHaplo and QuRe in 12 and 10 of the 14 datasets, respectively.
As a specific case of the results shown in Figure 4 , we considered the dataset from animal 198 at week 6. Figure 6 shows the error at each variable position from which the quantiles in Figure 4 were derived. For QuRe, we show the errors for reconstruction using RegressHaplo error correction and with QuRe's own error correction labeled as QuRe and QuRe-base in the figure. (Recall, in Fig. 4 QuRe results are with RegressHaplo error correction.) The dataset has a large region, roughly between positions 800 and 1800, with low levels of variability. As seen in Figure 6 , both PredictHaplo and QuRe-base had large errors upstream and downstream of this region. We speculate that this region of low variability caused difficulty for PredictHaplo due to its expanding window approach. Why QuRe-base had large errors is less clear because QuRe (with RegressHaplo error correction) had low error levels across all of Env. We speculate that RegressHaplo error correction reduced the number of positions QuRe viewed as variable, making it easier for the algorithm to match variation in the downstream and upstream regions. Notably, PredictHaplo errors did not essentially change when we included RegressHaplo error correction.
We also considered whether haplotype reconstructions contained the T/F variant as a reconstructed haplotype. The T/F variant can be lost shortly after peak viral load, which is roughly week 2 for these datasets, so its absence from a reconstruction cannot be taken as an error. Nevertheless, especially for the earliest sampled datasets, the presence of a T/F variant is biologically important. As seen in Table 3 , all three methods reconstructed the T/F variant at the earliest timepoint, while for two datasets sampled further into infection PredictHaplo was the sole algorithm to reconstruct the T/F variant. Notably, in four of the six datasets for which all three methods reconstructed the T/F variant, the PredictHaplo or QuRe reconstruction frequencies were outliers while for all six datasets the RegressHaplo reconstruction frequency was within 10% of another method's estimated frequency. Whether this difference reflects accuracy is unclear.
Discussion
As previous authors have noted (Astrovskaya et al., 2011; Mancuso et al., 2011; Prabhakaran et al., 2014) , haplotype reconstruction in a low diversity setting is a challenging and potentially underdetermined problem. Nevertheless, during early infection, HIV and SIV populations are characterized by low diversity and their analysis would Note: For each dataset, shown are the animal sampled; time of sampling in weeks post-infection; diversity level of the dataset; the number of haplotypes in the reconstructions; and if the T/F variant was one of the reconstructed haplotypes, the frequency of the reconstructed haplotype. Values shown for QuRe are based on reconstructions of the datasets downsampled to coverages of 3000 and using RegressHaplo's error correction to pre-filter reads. The T/F present columns give the reconstruction frequency of the haplotype identical to the T/F variant. When no reconstructed haplotype was identical to the T/F variant, no frequency is given. An asterisk next to a week marks a dataset on which QuRe failed to terminate when reads where not error corrected using RegressHaplo. See text for further details. Fig. 4 . Single position errors. For each variable position on the reference, we calculated the estimated and true frequencies of nucleotides and deletions according to the haplotype reconstructions and read pileups, respectively. Shown, for each dataset, is the 95% quantile (bar), maximum value (upper error bar), and 75% quanltile (lower error bar) of the errors. We calculated error by summing the absolute value of the difference between the estimated and true frequencies. Each dataset is labeled as animal/week-diversity and the datasets are arranged from least (left) to most (right) diverse. For example, 156-11/0.3 represents the dataset of animal 156 at week 11 which had a diversity level of 0.3% benefit from haplotype reconstruction. Beyond low diversity, early infection HIV and SIV populations are characterized by convergent evolution, further complicating haplotype reconstruction.
We have introduced a penalized regression approach to haplotype reconstruction that addresses the underdetermined nature of low diversity haplotype reconstruction by preferentially selecting solutions with less number of haplotypes. Our algorithm uses local haplotype reconstruction to form a set of roughly 1000 global haplotypes on which the penalized regression is performed. Several existing algorithms work by iteratively expanding local reconstructions to reach a global reconstruction. Such an approach is problematic in a low diversity, convergent evolution setting because a single or pair of local reconstructions often do not contain enough information to infer the underlying haplotypes. In another direction, several existing algorithms attempt to select global haplotypes by choosing minimal sets that cover the read graph or that fulfill some other criteria. Such an approach is problematic because minimization of haplotype number may not reflect the true number of haplotypes (Eriksson et al., 2008) . Our approach attempts to address these issues by including as many global haplotypes as possible, by using a penalized regression to avoid the need for an expanding window, and by combining frequency inference with haplotype selection.
We compared PredictHaplo, QuRe, and RegressHaplo through simulated and in vivo datasets. Overall, we found that PredictHaplo performs best when diversity is relatively high, while RegressHaplo performs best in settings with low diversity and heterogeneous diversity across the region of interest. QuRe produces a relatively large number of reconstructed haplotypes, as previously noted (Pandit and De Boer, 2014; Schirmer et al., 2014) , making performance evaluation difficult.
Given the high dimensional nature of the haplotype reconstruction problem, specifying precise criteria under which RegressHaplo should be used is difficult. However, our experience suggests that RegressHaplo will work well for diversity levels of 1% or less and possibly for diversity levels as high as 2%. NGS datasets with higher diversity levels are likely best reconstructed using PredictHaplo, as noted in previous studies (Pandit and De Boer, 2014; Prabhakaran et al., 2014; Schirmer et al., 2014) . For some datasets, both PredictHaplo and RegressHaplo may not work well-e.g. a dataset with several regions of high diversity separated by long conserved regions-in such cases QuRe or other tools such as HaploClique may be better choices.
We have found that RegressHaplo works best when it breaks the reference into at most five or six regions. Given our current limitation of roughly 1000 global haplotypes, datasets that require more regions will lead to poor RegressHaplo reconstructions. A good initial approach would be to downsample BAM files to coverages of roughly 5000 and then apply RegressHaplo. These initial runs, which will be relatively quick, can be used to check the number of regions needed by RegressHaplo and, if appropriate, reconstructions on the full datasets can then be formed.
