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The goal of this work is to develop a fast method for solving Galerkin discretizations of
boundary integral formulations of the heat equation. The main contribution of this work is
to devise a new fast algorithm for evaluating the dense matrices of the discretized integral
equations.
Similar to the parabolic FMM, this method is based on a subdivision of the matrices
into an appropriate hierarchical block structure. However, instead of an expansion of the
kernel in both space and time we interpolate kernel in the temporal variables and use of the
adaptive cross approximation (ACA) in the spatial variables.
The second objective of this dissertation is to extend the software package BEM++,
which was written for elliptic operators, to handle thermal layer potentials. To that end,
we use the package’s ACA implementation for the space variables and develop a python
interface to handle time dependence.
The validity of our implementation is tested for several problems with known solution and
for problems with geometries that are more close to realistic engineering applications. The
results demonstrate that the fast method can reproduce the theoretical convergence rates of
the direct method while improving the computational cost to nearly linear complexity in the
number of discretization parameters.
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The goal of this work is to develop a fast Galerkin method for solving the heat equa-
tion with Dirichlet or Neumann boundary conditions. The heat equation is a simple model
problem for other types of parabolic problems. Solving the heat equation has many applica-
tions in physics and engineering. The primary application in three dimensions is modeling
heat flow in an isotropic medium. Other applications include pressure diffusion in porous me-
dia or diffusion of a chemical substance from a region of higher to one of lower concentration.
In addition to area in physical engineering, the heat equation can also arise in problems
in computer science and finance industry. For example, when a bank trying to use the Black-
Scholes option pricing model to determine the value of a certain financial derivative, the B-S
model can be easily transformed into a heat equation by change of variables. Having solved
the solution of the heat equation, we can transform it back to the B-S model can get the
solution of the Black-Scholes PDE [33].
Conventional numerical methods for solving parabolic equations include Finite Difference
Method(FDM) and Finite Element Mehtod(FEM), which using a variational formulation on
a simple subdivision of the domain to approximate the solution. [29]
The solution of parabolic problems by boundary integral techniques is a well known
alternative to the finite element or finite difference method and has a long history, begin-
ning in the 1960’s [29]. However, the application of integral equation methods to realistic,
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three dimensional problems was hampered by the high computational expense of evaluating
parabolic boundary integral operators.
In reality, engineers often deal with complicated spatial domains, the boundary element
method can be very useful since it only requires to descritize the boundary of the domain,
making it easier than domain methods such as finite element method or finite difference
method. Therefore, it does not require the data inside the domain, instead just the solution
or its derivatives on the boundary.
In this project, we use Galerkin discretization for the boundary integral formuation of
the heat equation. The adavantage of the Galkern discretization is it is stable for different
geometries with any combination of mesh size hx, ht. An alternative to Galerkin method is
offered by Nystrom method.
For the heat equation several options for the fast evaluation of layer potentials are avail-
able.The first approach is based on spectral expansions of the heat kernel [9, 11, 17, 18, 32].
Here, the time convolution is restarted and thus volume potentials have to be computed in
every time step.
The paper [6] discusses a parallel implementation of the direct evaluation of thermal layer
potentials in two dimensions.
The space-time version of the fast multipole method was originally described in [28],
which is a fast approach for the evaluation of thermal layer potentials, i.e., the evaluation
is on the boundary of the space-time cylinder. The method was extended to sparse grid
discretizations in [15].
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BEM++ is a novel open-source library for the solution of boundary integral equations
for Laplace, Helmholtz and Maxwell problems in three space dimensions. BEM++ is a C++
library with Python bindings for all important features, making it possible to integrate the
library into other C++ projects or to use it directly via Python scripts. [31]
In this project we developed the implementation framework in BEM++ to solve parabolic
equations in three space dimensions and assembly the boundary integral operator using a
Hierarchical Method. Parabolic layer potentials involve a time convolution in addition to
surface integrals. The calculation of potentials significantly increases the complexity, both
computationally and algorithmically.
The new contributions of this work is on the algorithm development for the heat equa-
tions. We use a new clustering method in time and hierarchical matrix method in space to
calculate the heat potentials. In addition, we applied adaptive cross approximation tech-
nique to efficiently accelerate the spatial integration of layer potential.The combined algo-
rithm achieved the optimal O(NxNt) complexity.
Moreover, the developed software will be useful to researchers who are interested to solve
parabolic boundary integral equations using the BEM++ software.
1.2. Organization of the Chapters
In Chapter 2 we introduce the heat equation and outline the boundary reduction. We also
introduced the discretization of the integral equations and discusses some implementation
issues, such as matrix structure and a simple method to solve the linear system efficiently.
It also contains the discussion of convergence rate.
In Chapter 3 we introduce the concept of Hierarchical matrix in space and the adaptive
cross approximation technique. The idea is using rough approximations for the far-field and
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precise only in the near-field. The ACA technique is generally efficient when the matrices
are dense. We use it to accelerate the setting up matrices process.
In Chapter 4 we showed how we construct the block hierarchical matrix in time. Then
we introduced our space-time Hierarchical method for parabolic equations. We show that
our method can achieve O(NxNt) complexity for solving parabolic problems.
In Chapter 5 we give a brief introduction on BEM++.
In Chapter 6 we first show numerical results to verify the convergence rate. We also
recorded the time used to show that our algorithm achieved the O(NxNt) complexity. Last
we did some simulations on a heat sink as an example to show how our code works.
In Chapter 7 we conclude with a summary and a discussion of future work.
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Chapter 2
The Galerkin Boundary Element Method
In this chapter, we will discuss the heat equation and the Galerkin Boundary Element
Method. One of the main advantage of the Boundary Element Method over domain dis-
cretization methods such as Finite Difference Method or Finite Element Method is we only
need to consider the discretization on the boundary. Hence compared to Finite Difference
Method or Finite Element Method, Boundary Element Methods will use far less number of
nodes. The main idea of BEM is using Green’s identity equation and fundamental solution
to find the solution inside the domain by using the solution on the boundary only. BEM
are introduced in details in the books [25], [16] and [27]. Although the main focus of these
books are on elliptic problems, most ideas can be easily transferred to parabolic problems.
First we will discuss the heat equation, the Green’s Identity Equation and fundamen-
tal solutions. Then we will introduce the discretization in space by piecewise linear basis
functions and in time by piecewise constant basis functions. Next, we will discuss the dis-
cretization of the single layer operators and double layer operators. Finally, we discuss the
structure of the discretized matrices and its related implementation issues.
2.1. Definition of Spaces
Ω ⊂ R3: domain in R3
Γ = ∂Ω: the boundary surface of Ω
I = [0, T ]: time interval
Q = Ω× I: the space-time domain
Σ = Γ× I: the space-time boundary
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2.2. Function Spaces
In order to give the solvability and uniqueness results for the Neumann and Dirichlet
problems, we will require certain anisotropic Sobolev spaces. Thus, we start this section by
introducing L2 spaces and the standard Sobolev spaces Hr. Then we define the anisotropic
spaces Hr,s. The Sobolev spaces needed for this work are constructed using the function
spaces L2(Σ). The main reference for the material in this section is Costabel. [5]







Thus, we have a norm defined as ||u||L2(Σ)=
√〈u, u〉 and we can define the space of square
integrable functions
L2(Σ) = {u : ||u||L2(Σ)<∞}

For simplicity we will start by defining isotropic Sobolev spaces. We will then introduce
two types of anisotropic Sobolev space. Note that we denote multi-indices (i.e. sequences of
natural numbers) by k = (k1, k2, ..., kd) ∈ Nd. Further, we write the 1-norm of these vectors
as |k|:= ∑di=1 ki.











where C∞0 (U) is the space of infinitely differentiable functions with compact support in U.
We denote the weak derivative v by Dku 
Definition 2.3 Let s ∈ N and U ⊂ Rd an open set, then




where Dku is the weak derivative of u. 
There are a variety of ways to define Sobolev spaces with real-valued regularity exponents.
We define them directly using Sobolev-Slobodeckij semi-norms. Alternatively, they can be
understood as interpolation spaces of the whole-numbered Sobolev spaces or via Fourier
transforms.
Definition 2.4 For an open subset U ⊂ Rd, for θ ∈ (0, 1) and for f ∈ L2(U), the Slobodeckij








Let s>0 be a non-integer and set θ = s− s′ ∈ (0, 1). Then
Hs(U) = {f ∈ Hs′(Ω) : sup
|k|=s′
|Dkf |Hθ(U)<∞}
where Dku is the weak derivative of u. The norm of Hs(U) is given by





Remark: if Γ is a surface in R3, then the spaces Hs(Γ) are defined as in definition 3. by
pull back into a parameter space U ⊂ R2. Likewise, the Slobodeckij seminorm is defined by
replacing the integral over u by integrals over Γ.
Definition 2.5 Let r,s > 0. Then the anisotropic Sobolev spaces Hr,s(Σ) and H˜r,s(Σ)
Hr,s(Σ) := L2(I,Hr(Γ)) ∩Hs(I, L2(Γ))
Here
L2(I,Hr(Γ)) := {f ∈ L2(I × Γ) : t→ ||f(t, ·)||Hr(Γ)∈ L2(I)}
Hs(I, L2(Γ)) := {f ∈ L2(I × Γ) : t→ ||f(t, ·)||L2(Γ)∈ Hs(I)}
We can restrict ourselves to spaces which have zero initial conditions,
H˜r,s(Σ) = {u ∈ Hr,s((−∞, T )× Γ : u(t, x) = 0, t < 0}
Both types of anisotropic spaces can be equipped with a simple graph norm
||u||2Hr,s(Σ)= ||u||2L2(I,Hr(Γ))+||u||2Hs(I,L2(Γ))
Using the dual space we can define H−r,−s = (Hr,s)′ 
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2.3. Trace Operators
To formulate the heat equation we first introduce two types of trace operators for suffi-
ciently smooth functions.
Definition 2.6 The trace operator γ0 is the restriction of a function on Q to Σ.
γ0w = w|Σ
is the function w restricted to the mantle of the space-time cylinder. 
Definition 2.7 We denote γ1 the conormal derivative of a function, so
γ1w = ∂nw = (∇w|Σ) · n
is the normal derivative of a function w restricted to the mantle of the space-time cylinder

The following are essential to show that boundary value problems for the heat equation are
well posed
Theorem 2.1 The trace operator γ0 and γ1 are continuous and surjective as a mapping.
γ0 : H˜
1
2 (Q) −→ H 12 , 14 (Σ)
γ1 : H˜
1, 1
2 (Q, ∂t −∆) −→ H− 12 ,− 14 (Σ)
Here, H˜1,
1
2 (Q, ∂t − ∆) is the space of functions in H1, 12 for which the heat operators is in
L2(Q).
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2.4. The Heat Equation
The heat equation describes heat diffusion through a given region over time. In order to
give a full description of a heat diffusion problem we need to supplement the heat equation
(∂t −∆)u = 0, in Q
with a combination of initial and boundary values. This means that we prescribe
u = 0, at {t = 0} × Ω
in the entire domain.
Figure 2.1: The domain Q for 2d case
Further we need to prescribe values on the boundary (Dirichlet problem) or the boundary
heat flux (Neumann problem). Thus, the Dirichlet and Neumann problems are formulated
as follows.
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Dirichlet Problem: Given g ∈ H 12 , 14 (Σ), find u: ∈ H1, 12 (Q) satisfying:
(∂t −∆)u = 0, in Q
u = u0, at {t = 0} × Ω
γ0u = g in Σ
Neumann Problem: Given h: ∈ H− 12 ,− 14 (Σ) , find u: ∈ H1, 12 (Q) satisfying:
(∂t −∆)u = 0, in Q
u = 0, at {t = 0} × Ω
γ1u = h in Σ
Note that in this work we restrict ourselves to the homogeneous heat equation and homo-
geneous initial conditions. To handle the non-homogeneous cases with a boundary integral
approach requires further thermal layer potential, which is beyond the scope of this work.
2.5. Boundary Reduction
We now transform the boundary value problems into an integral equations on the bound-
ary Γ. For this we require a version of Green’s Theorem.




∇u(x, t)∇v(x, t0 − t)dxdt+
∫
Q
∂tu(x, t)∇v(x, t0 − t)dxdt =∫
Σ
γ1u(t, x)γ0v(x, t0 − t)dxdt+
∫
Q
(∂t −∆)u(x, t)∇v(x, t0 − t)dxdt
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If additionally (∂t −∆)v ∈ L2(Q), then there holds Green’s second formula:
∫
Q
(∂t −∆)u(x, t)v(x, t0 − t)− u(x, , t0 − t)(∂t −∆)v(x, t)dxdt =∫
Σ
γ1u(t, x)γ0v(x, t0 − t)dxdt+
∫
Q
(∂t −∆)u(x, t)∇v(x, t0 − t)dxdt












0, t ≤ 0
for any dimension d ≥ 1.
Applying the second Green’s theorem to the Dirichlet problem or the Neumann problem








G(x− y, t− s)u(y, s)]ds(y)ds
(x, t) ∈ Q (2.1)
Both integrals in V and K have smooth kernels when (x, t) ∈ Q and the above formula
motivates us to define the kernel potential for (x, t) ∈ Q:
V˜ φ(x, t) =
∫
Σ







G(x− y, t− s)dyds, (x, t) ∈ Q
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Here both potentials satisfy the heat equation in Q. When (x, t) ∈ Σ, the above expressions
are still defined as weakly singular integrals. In this case we write V φ(x, t) and Kφ(x, t).
The potentials and operators are connected by the jump relations
γ0V˜ φ(x, t) = V φ, φ ∈ H− 12 ,− 14
γ0K˜φ(x, t) = −1
2
φ+Kφ, φ ∈ H 12 , 14
The result is classical for smooth functions [24]. The extension for Sobolev Spaces is shown
in [4].




γ0u = V (γ1u)−K(γ0u) (2.2)
This equation is the basis of solving the Dirichlet and Neumann problems with the direct
boundary element method.
An alternative way to solve the Dirichlet problem is to use the indirect formulation with
the single layer potential. Here the solution of the heat equation is solved by
u(x, t) = V˜ q(x, t) (2.3)
with unknown density q ∈ H− 12 ,− 14 . Tanking the trace on the boundary and using the jump
relation leads to the integral equation for q
13
V˜ q = g (2.4)
where g is the given Dirichlet data.
The indirect method is simpler since there is no need to evaluate the matrix of double layer
operator for the Dirichlet problem.




4 (Σ) → H 12 , 14 (Σ) is continuous and
coercive, i.e. there are constants c1, c2 such that
〈 ψ, V φ〉 ≤ c1‖φ‖H− 12 ,− 14 ‖ψ‖H− 12 ,− 14




This implies that the single layer operator V is invertible , therefore the integral formula-




4 (Σ). In particular, the Dirichlet problem has




4 (Σ) when φ ∈ H 12 , 14 (Σ)
2.6. Space Time Discretization
The last result is important because of its analogy to the familiar solvability theory of





4 (Σ). This observation implies that (2.2) and (2.4) are well posed and the
error analysis of finite element discretizations of (2.2) and (2.4) follow along similar lines as
the discretization of the Poisson equation with conforming finite elements.
In this section we discuss the discretisation in space and time. We initially discuss the
discretisations without giving an explicity description of the discrete space since the following
results hold for all choices of conforming discrete subspace. In the following sections we
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will give details of the construction of a full tensor product discretisation with piecewise
polynomials.
Let χL be a nested sequence of discrete spaces, i.e.
χ0 ⊂ χ1 ⊂ χ2 ⊂ ... ⊂ χL ⊂ ... ⊂ H− 12 ,− 14 (Σ)
Further, let ψL ∈ χL be the solution to either the direct or indirect formulations of the heat
equation with Dirichlet data. The Galerkin method consists of finding ψL ∈ χL such that
< V φL, ψ >=< g, ψ >, for all ψ ∈ χL (Direct Method)
< V φL, ψ >=< (
1
2
+K)g, ψ >, for all ψ ∈ χL (Indirect Method) (2.5)
Since the Single Layer potential is elliptic, Cea’s lemma can be applied just as in hte well
known theory for elliptic PDE’s [3]. Thus, the following estimate holds for both the direct
and indirect method.









We now turn to a specific discretization scheme of functions on Σ, where φ is the exact
solution and the constants c1, c2 are the same as in (2.5). A simple method to construct
solving spaces is by discretizing the space and time variable separately and then forms tensor
products, which will be discussed next.
2.6.1. Time Discretization
For a given level lt ∈ N , choose Nt = n02lt (n0 is a small natural number) and the
index set ∆lt = {0, 1, 2, ..., Nt − 1} We subdivide the time interval of interest I = (0, T ) by
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tltk = Tk/Nt with k ∈ ∆lt . This gives us an equidistant partition of the time interval. The








Then the discrete space in time is given as the span of these functions
χlt = span{χk}Ntk=1
Once we have defined the space discretization we can tensorise the two spaces to form the
discrete space.
2.6.2. Space Discretization
We consider a parametric representatin of a surface in three dimension. To that end,
the surface needs to be cut up into smaller non-overlapping patches Γi, each with its own
parametrisation
γi : [0, 1]
2 → Γi
Each patch is meshed individually.
We create a mesh Th on [0, 1]2, for example, by division into rectangles or triangles. We
denote the elements of this mesh by τ ∈ T .
Then we define the discrete space X pxlx as the image of the space of piecewise polynomials
of degree px. Here lx gives the number of elements in the mesh. More precisely, there are
2lx elements τ ∈ Th and
X pxlx = {v ∈ L2(Γ) : v|τ ·γ ∈ Ppx ,∀τ ∈ Th}
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where Ppx is an appropriate space of polynomials of degree px.
The basis functions on Γ can also be given using the parametrisation γ. This gives a basis
defined on each element τ of the triangulation:
bj = bˆj · γ−1, j = 1, ..., (px + 1)d−1
where bˆj are the basis functions on the interval I = [0, 1].
The number of basis functions on each elements is given under the assumption that tensor
product polynomials of degree px in each direction are used.
The collection of these functions for all τ ∈ Th forms a basis for X pxlx . Thus, if there are
Nx elements in Th, then there are (px + 1)d−1Nx basis functions. It is convenient to denote
them by {bα(x)}α. Then {bα(x)Xn(t)}α,n forms a basis of XL := Xlt ⊗ X pxlx . This is the well
known full tensor product space.
At this point, it is important to emphasize that even though the spaces may be discrete
in time, they are still conforming, i.e., XL ⊂ H− 12 ,− 14 The Galerkin solution ψL belongs to







where Nx is the number of basis functions in space and Nt is the number of basis functions
in time.






< bαXm, V bβXn >=< bαXm, f > α = 0, 1, ...Nx − 1
m = 0, 1, ...Nt − 1
The Direct Method can be discretised analogously and gives a similar linear system to solve.
2.7. The Single-Layer Operator
Discretisation of the single-layer operator V leads to a square matrix Gα+nNx,β+mNx .
When we discretise with piecewise constant basis functions in time the matrix has a block
Toeplitz structure. We examine each of the Nt blocks corresponding to a pair of time steps
m, n. The blocks each have size Nx. where Nx is the number of basis functions in space and
Nt is the number of basis functions in time. To keep the notation compact we will also refer
to the matrix blocks as Gm,n, their entries are






bα(x)bβ(y)Xm(t)Xm(s)G(x− y; t− s)dxdydtds
where Xm is the characteristic function of the interval [tm, tm+1], bα is the ansatz function in


















The time integration can be performed analytically. Note that the kernels only depend on
the difference of the indices m-n. In a slight abuse of notation we write gm−n = gm,n. After
the calculation, let d = n−m, we can summarize the result as
gm,n(r) = Vd(r˜) =
√
ht[G























)], δ ≥ 0
The structure of the matrix of the single-layer operator depends on the choice of basis
functions in time and space. We use piecewise constant basis functions in time, leading to a
block Toeplitz structure for the matrix.
As before we refer to the matrix block corresponding to the time intervals m and n as
Gmn. Several of these block matrices are zero, more precisely
for ∀m < n, < Xm, V Xn >= 0
since G(r; t-s) = 0 if s>t.
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This means that when using piecewise constant polynomial basis functions in time the






V3 V2 V1 V0
... ... ... ... ...

This means we can save storage space by only saving one block matrix for each nk and
we store only Nt matrices instead of Nt
2 matrices.
Lemma 2.1 The diagonal matrix blocks Gnn for n = 1,...,Nt are symmetric positive definite








The time integrated kernel gnn(x) only depends on x
2, therefore switching x and y does not
change the value of the integral. Thus, Gn,n is symmetric.
The single layer operator has been shown to be coercive in 2.2, therefore the diagonal
blocks also need to be positive definite.
Combine the previous results together, the diagonal blocks are symmetric positive defi-
nite. 
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2.8. The Double-Layer Operator
Then we start to look at the double layer operator, we need to assemble it when we
use direct method. It is very similar to the discretization of the single layer operator. The
difference is we need to evaluate the normal derivative of the green’s function.
The normal derivative of green’s function is given by
∂
∂ny










< ny, x− y > t > 0
0, t ≤ 0
The matrix of the double layer operator is given by




































, d+ 1)− 2∇yG(−2)( r√
αht





















)], δ ≥ 0
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The structure of the discrete double layer operator is identical to the single operator.
This also implies that the fast algorithms described later for the single layer operator can be
easily modified to handle the double layer operator.
2.9. Right Hand Side
The direct and indirect methods for solving the Dirichlet problem were given in equation
2.5. The right hand side for these problems was given by g or 1
2
g +Kg, for the indirect and
direct methods respectively. Thus, to solve the resulting linear systems we need to compute
F (x, t) =
1
2









G(x− y; t− s)g(y, s)dyds (x, t) ∈ Σ
for the indirect method and
F (x, t) = g(x, t) (x, t) ∈ Σ
for the direct method.











2.10. Solving the Linear System
The next step is to solve the linear system. Due to the block lower triangular form of the







As discussed before, since the symmetric positive definite matrix V0 is same for every
step, it can be inverted once and then reused. For large problems, computing the inverse
may be costly. In this case, we can also calculate the LU decomposition of V0 once and then
use it to solve efficient in each iteration.
Thus, we got a very simple method for solving the linear system for both the direct
method and indirect method. This algorithm only works for constant time steps.
2.11. Error Estimate of the Space-Time Galerkin Method
In this section we summarise some classical results of the error analysis for the boundary
integral formulation of the heat equation from Costabel and Noon.
2.11.1. L2-orthogonal Projections
Through out this and the following chapters we will require the properties of L2- orthog-
onal operators





< f, g − Πχg >= 0 ∀f ∈ X , g ∈ L2(Σ)
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Definition 2.8 We refer to the projection:
Πχ : L
2(Σ)→ X
defined above as the L2-orthogonal projection 
2.11.2. Classical Error Estimates
In the following section, we introduce some classical results on the approximation prop-
erties of piecewise polynomial full tensor product spaces XL = Xlx ⊕Xlt ⊂ Hp,q(Σ).
The following well-known theorem on the convergence in the energy norm is taken from
[23].
Theorem 2.3 Let ψL ∈ XL be the Galerkin approximation to the Dirichlet problem and let
ψ ∈ Hpx+1,pt+1(Σ) be the solution. Here px+1, pt+1 are the polynomial degrees of the spaces
Xlx and Xlt respectively. Then











The proof of this theorem requires knowledge of the approximation properties of the L2-
projection operators to the spaces Xlx and Xlt . These are denoted by ΠXlx and ΠXlt . The
polynomial degrees of the spaces Xlx and Xlt are px and pt respectively and the mesh widths
in the spaces are hx and ht.
Lemma 2.2 Let β1, β2 satisfy







||u− ΠXltu||Hβ1 (I)≤ ch
β2−β1
t ||u||Hβ2 (I)
Further, let α1, α2 satisfy






||u− ΠXlxu||Hα1 (Γ)≤ chα2−α1t ||u||Hα2 (Γ)
For ease of notation we denote by ΠXlx the space projection:
(ΠXlxu)(x, t) = (ΠXlxu(x, ·))(t), forx ∈ Γ
Analogously,
(ΠXltu)(x, t) = (ΠXltu(x, ·))(t), fort ∈ I
Then ΠXltΠXlx = ΠXlxΠXlt is the L
2(Σ)-orthogonal projection onto XL = Xlx ⊕Xlt .
Lemma 2.3 Let λ, µ,r,s denote values satisfying
−px ≤ λ ≤ 0 ≤ r ≤ px + 1 and
−pt ≤ λ ≤ 0 ≤ r ≤ pt + 1
Then, for all u ∈ Hr,s(Σ), there exists c ≥ 0 which depends on λ, µ,r,s such that








where ΠXlx , ΠXlt are the L
2 projections on to XL = Xlx and Xlt respectively.
Proof: For this proof λ, µ,r,s are fixed. Remember that λ, µ ≤ 0. Therefore, we add zero
gives us
u− ΠXlxΠXltu = (u− ΠXlxu) + ΠXlx (u− ΠXltu)
Using the triangle inequality and Lemma 2.2 we get
||u− ΠXlxΠXltu||L2(Σ) ≤ ||u− ΠXlxu||L2(Σ)+||ΠXlx (u− ΠXltu)||L2(Σ)
≤ chrx||u||L2(I,Hr(Γ))+hst ||u||L2(I,Hr(Γ))
Therefore,
||u− ΠXlxΠXltu||L2(Σ)≤ c(hrx + hst)||u||L2(I,Hr(Γ))
Then we can use Aubin-Nitsche argument to get
||u− ΠXlxΠXltu||Hλ,µ(Σ) = sup
v∈H−λ,−µ(Σ)










≤ c(h−λx + h−µt )||u||L2(Σ)
Since (Id− ΠXlxΠXlt ) = (Id− ΠXlxΠXlt )2, so we can get
||u− ΠXlxΠXltu||Hλ,µ(Σ) = ||(Id− ΠXlxΠXlt )2u||Hλ,µ(Σ)
≤ c(h−λx + h−µt )||u− ΠXlxΠXltu||L2(Σ)
≤ c(h−λx + h−µt )(hrx + hst)||u||Hr,s(Σ)
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This theorem can be applied to different choices of polynomial degrees. The term
h−λx + h
−µ
t in the estimate is determined by the H
µ,(Σ)-norm in the left hand side of the
estimate. For all further estimates we will choose λ = −1
2
and µ = −1
4
, leading to estimates
in the energy norm of our problem.
Then we need to balance the term h−λx +h
−µ




t . If our right hand side
is assumed to be arbitrarily smooth, the only restrictions on r and s come from the choice
of polynomial degree.
Due to Theorem 2.3 we have the restrictions r ≤ pt + 1 and s ≤ px + 1. If we choose
px + 2pt + 1, then s can be at most pt + 1 and r at most px + 1 = 2pt + 2 = 2s. This leaves
us with two terms of the same form and Theorem 2.3 gives





for a scaling of ht ∼ h2x. For fixed polynomial degrees px and pt the total number of degrees
of freedom N is proportional to h
−(d−1)
x h−2x = h
−(d+1)
x . Rewriting the convergence estimate
with respect to degrees of freedom gives




with a constant c > 0 depending on the polynomial degrees px and pt.
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With the restriction px = 2pt + 1 the basis functions in time and space can not be chosen
independently. Therefore, the simplest case is piecewise linear basis functions in space and
piecewise constant functions in time.
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Chapter 3
Fast Method in Space
Since the green’s functions have global support, discretizations of integral equations gives
dense matrices. Researchers try to avoid dealing with dense matrices directly because dense
matrices need O(n2) storage space without compression, and matrix operations involving
densely populated matrices are usually quite expensive. For example, for an n × n dense
matrix, the computational complexity of the direct matrix-vector multiplication may be up
to O(n2). Researchers have long been working on the methods to deal with dense matrices
more efficiently. A breakthrough in this effort is the Fast Multipole Method by Greengard
and Rokhlin [10]. The Fast Multipole Method computes potentials of the Laplace kernel by
approximating distant interactions by a truncated series expansion. Together with hierar-
chical clustering, this method reduces the complexity of the potential calculation to o(p2n),
where p is the truncation parameter. [8]
Very soon, a number of related approaches followed to handle dense matrices: Wavelets
( [4], [26] and [7]), PFFT [30] and panel clustering [14]. In 1998, Hackbusch expanded the
idea of panel clustering methods and first proposed what are called hierarchical matrices,
since this new format of matrices adapts a hierarchical tree structure. The H-format enables
efficient storage and efficient numerical linear algebra algorithm [12]. In 2000, the defini-
tion and approach to construct H-matrices for one dimensional problems were presented
and the complexity of H-matrices operations was analyzed for two specific H-matrix tree
structures [19]. In general, the H-matrix approach uses a data sparse representation to ap-
proximate fully populated matrices, in which certain matrix blocks are approximated in the
Rank k matrix format. This new format of matrices adapts a hierarchical tree structure.
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The H-matrix approach uses a data sparse representation to approximate fully populated
matrices, in which certain low rank matrix blocks are represented in the Rank k matrix for-
mat. The data sparse representation of H-matrices uses a tree structure, called block cluster
tree TI×I , which describes a hierarchical block partitioning of a matrix MI : the root of the
tree is I × I, representing the whole matrix. An internal node s × t ∈ TI×I represents a
matrix block that is partitioned further on the next level; the leaves of TI×I represent the
smallest blocks that are not partitioned further and the leaf blocks are either approximated
by Rank k matrices or just represented as full matrices.
In the course of a boundary element simulation, a system of linear equations is set up to
find the unknown part of the boundary data. For this purpose, it is necessary to evaluate the
discrete weak formulations of the boundary operators involved. Their explicit computation
is usually the most expensive part of a boundary element simulation, since classically O(N2)
integrals have to be evaluated numerically for a BEM problem with N elements.
Hierarchical Matrices (H-Matrices) based on the Adaptive Cross Approximation (ACA)
approach can reduce this complexity to O(NlogN). Together with the relative simple im-
plementation of ACA, it has therefore become the method of choice for many large-scale
industrial applications. H matrices are well established for elliptic (i.e. space dependent)
integral operators. The novel aspect of this dissertation is to apply this concept for parabolic
operators.
The following sections describe these concepts in more mathematical detail, to set the
foundation for the discussion of space-time integral operators.
3.1. Model Problem
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on a subdomain Ω ⊂ R with g : Rd × Rd → R as a kernel function. Discretize L using
Galerkin’s method with basis functions {φ0, . . . , φn−1}, where φi : Ω R. We then obtain








φi(x)g(x, y)φj(y)dxdy; i, j ∈ {0, 1, ..., n− 1}
Here L usually is not a sparse matrix since g is non-local. In typical applications, the kernel
function g is asymptotically smooth, that is, the singularities only occur on the diagonal
of Ω × Ω and g is smooth elsewhere. For singular kernels it is usually not possible to find
a degenerate kernel approximation that is valid for all x, y ∈ Ω. Instead one seeks such
approximation in subsets of Ω× Ω, which leads to the concept of H-matrices. Therefore we





There are numerous ways to obtain such an expression, e.g. Taylor polynomials interpolation,
exponential expansions, etc. Replacing g by its degenerated approximation in Li,j, we obtain
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Let s,t ∈ I = {0, 1, ...n−1} and their corresponding supports be defined as Ωs = ∪i∈ssupp φi
and Ωt = ∪j∈t supp φj and the rank of Ls×t is at most k, where k is a constant independent
of s and t. The approximation of the sub-blocks of a full matrix L by low rank matrices in
a hierarchical way leads to H-matrix techniques.
3.2. Concept of H Matrices
Here we start to discuss the concept of Hierarchical matrices. The hierarchical matrix is
a dense matrix discretized from integral operators, the H matrix A ∈ Rn×n. The key ele-
ments of H matrix techniques are index cluster tree T1, block cluster tree TI∗J , admissibility
conditions and Rank-K matrices.
Before we introduce the concept of H-matrices, we define the symbols and notations that
are used to describe H matrices. Let #s denote the number of the elements in a set s and
L(T) denote the set of the leaves of a tree T. S(i) is the set of the children of a given node i in
a tree; sl denotes a node s on the level l in a tree. We assume that the level of the root is 0.
If the level of a node i is l, then the children are on the level l+1. We let I = {0, 1, 2, ..., n−1}
be an index set. In this thesis, we assume that an index set I is ordered, which means I =
{0, 1} and I = {1, 0} are two different sets. For geometric (or classic) H matrix construction
approaches, an index i represents an index set of finite elements or boundary element basis
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functions ; for algebraic H matrix construction approaches, I represents a row or column
index set of a matrix.
3.2.1. Index Cluster Tree TI
An index cluster tree TI describes a hierarchical partitioning over an index set I={0, ..., n1}.
A tree TI is called index cluster tree if and only if it satisfies the following properties:
• The root of TI is the index set I;
• Each node sl ∈ TI in level l is either a leaf, or an internal node with children S(sl);
• The children of the same parent are pairwise disjoint, that is ∀jl+11 , jl+12 ∈ S(il) and
jl+11 6= jl+12 , then jl+11 ∩ jl+12 = ∅
• The parent node is the union of its children, that is, sl = ∪tl+1∈S(sl)tl+1
• L(T) forms a partition of I.
If each internal node in TI has exactly two children, then TI is a binary tree. In general, the
number of children of each internal node can be any number, it does not have to be a binary
tree. A tree TI can be constructed top-down: starting from the root, recursively split each
set into subsets and make subsets as the children. Alternatively, it can be built bottom-up:
starting from the leaves (smallest sets), recursively build clusters over the sets on the same
level and make each cluster the parent to the sets in the cluster until the cluster equals I,
which is the root of the tree.
3.2.2. Block Cluster Tree TI×I
A block cluster tree TI×I describes an hierarchical partitioning over the cartesian product
of an index set I. If I is the row and column index set of a matrix MI×I , then TI×I describes
a hierarchical block partitioning over MI×I . Given an index cluster tree TI , a block cluster
tree TI×I is related to the cartesian product of TI . For this block cluster tree:
1. if s× t ∈ TI×I then s, t ∈ TI are nodes on the same level
33
2. if s, t ∈ TI , then it does not necessarily imply that s× t ∈ TI×I , the s× t are nodes of a
block-cluster tree
An admissibility condition (defined in 3.2.4) is used to determine if a node s× t ∈ TI×I is an
Rk-matrix leaf or not [13]. Roughly speaking, two clusters are admissible if the corresponding
nodes are well separated in space. The purpose of the block-cluster tree is to describe
a decomposition of the matrix MI into submatrices Ms×t, which is illustrated in Figure.
Therefore the block-cluster tree will satisfy the following completeness conditions.




and if s× t and s′ × t′ are two distinct nodes of TI×I then
s× t ∩ s′ × t′ = ∅
The algorithm to construct a block cluster tree TI×J is described follows:
1. The root of TI×I is I × I.
2. If a node sl × tl ∈ TI×I satisfies the given admissibility condition, then sl × tl is an
Rk-matrix leaf on level l.
3. If sl× tl does not satisfy the given admissibility condition, but #sl ≤ Ns or #tl ≤ Ns,
then sl × tl is a full-matrix leaf.
4. If sl × tl is an internal node then its children on level l+1 are defined as:
S(sl × tl)={il+1 × jl+1|il+1 ∈ S(sl) and jl+1 ∈ S(tl)}.
5. Repeat step 2, 3 and 4, until each leaf s× t either satisfies the admissibility condition,
or #s ≤Nˆsor#t≤Nˆs.
Here Ns is a constant to control the size of the smallest leaves in order to maintain the
efficiency of H-matrix arithmetic. Usually it is set to Ns ∈ [10, 100].
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3.2.3. Rk-matrix
Rk-matrices (low rank matrices) are the basic building blocks of H-matrices. An m× n
matrix Mm×n is called Rk-matrix if rank(Mm×n) ≤ k and it is represented in the form of
matrix product:
Mm×n = Am×kBTn×k
with A and B in full-matrix format. The exisitence of such a factorization follows easily from
the SVD of Mm×n.
Cdm ≈
K  P ⇒ cost K2  PK.
Figure 3.1: Matrix Factorization of Rk-matrix
However, the SVD is costly to compute and we we describe in chapter 3.3 a more efficent
way to obtain Am×k and Bn×k The storage for a matrix Mm×n in full-matrix format is
m × n, but the storage in Rk-matrix format is k(m + n). The computational complexity
of matrix-vector multiplication in full matrix format is (2nm n), but if a matrix is an Rk-
matrix then the complexity is reduced to (2k(n+m)nk). So if k is much smaller than m




Admissibility conditions are used to determine whether to approximate a matrix block
s× t by an Rk-matrix during the construction of H-matrices. If a block s× t is admissible,
then it will be approximated by an Rk-matrix. The admissibility conditions vary for different
H-matrix construction approaches.
In classic H-matrix construction approaches, admissibility conditions are defined using
the geometric information underlying a problem such as the domain information and the
supports of index clusters. Given TI , TJ , and s×t ∈ TI×J , the general form of an admissibility
condition in classic H-matrix construction approaches can defined as:
either s× t is admissible⇐⇒ s 6= t are domain clusters,
or s× t is admissible by the strong admissibility condition.
The admissibility condition for algebraic H-matrix construction approaches is simply defined
using the information contained in a matrix graph instead of the geometric problem:
s× t is admissible⇐⇒ s and t are not connected in the matrix graph.
3.3. Adaptive Cross-Approximation (ACA)
In this section, we present a method which generates an H-matrix approximant of the
Galerkin matrix. In contrast to other methods like fast multipole, panel clustering, etc.,
the low-rank approximant is not generated by replacing the kernel function of the integral
operator by a degenerate kernel expansion. Instead, the algorithm uses a few of the original
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Figure 3.2: Hierarchical Matrices in Space
matrix entries to compute the low-rank matrix approximation [1,20]. Note that this does not
require to build the whole matrix beforehand. The proposed algorithm will specify which
entries have to be computed. Obviously, this has the advantage that the algorithm can be
applied to any appropriate problem without changing the algorithm, since only the original
entries change, and, what is even more important for practice, existing codes for the compu-
tation of the entries can be used, whereas methods like multipole require a complete recoding.
The singular value decomposition would find the lowest rank that is required for a given
accuracy; However, its computational complexity makes it unattractive for large-scale com-
putations. The presented technique can be regarded as an efficient replacement which is
tailored to asymptotically smooth kernels. Note that not the kernel function itself but only
the information that the kernel is in this class of functions is required. This enables the
design of a black-box algorithm for discrete integral operators with asymptotically smooth
kernels.
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We assume that a H matrix partition P of the matrix A has been generated as discussed
before. If a block b ∈ P does not satisfy the admissibility conditions, then its entries are
stored without approximation. Therefore, this case is not treated here. If condition holds
for b, then we will show how to construct a low-rank approximant to the original matrix
entries A ∈ Rt×s corresponding to b = t× s. For simplicity, in the rest of this section we will
therefore focus on a single block A ∈ Rt×s.
Given an admissible block τ × v, the following procedure allows us to construct its low
rank approximation.
Algorithm 1 Fully pivoted ACA
1: Initialization
2: R0 = t× s, S0 = 0
3: For i = 1,2,3....
4: ki+1, li+1 = ArgMax|(Ri)kl|
5: γi+1 = ((Ri)ki+1li+1)
−1
6: ui+1 = γi+1Rieli+1, vi+1 = R
T
i eki+1
7: Ri+1 = Riui+1v
T
i+1




Since the search for a pivot element (Step 4) involves scanning the full block, the method
is coined the fully pivoted ACA. The numerical cost is O(|τ ||v|), which results in a quadratic
complexity for the blockwise low-rank approximant. However, the final memory requirement
is almost linear.
A minor modification of the above procedure in Step 4 leads to so-called partially pivoted
version of the ACA. In this procedure, the pivot element is chosen among already computed
entries of the residual R. A closer investigation shows that the numerical cost for constructing
the blockwise low-rank approximant of the whole matrix is almost linear. Using a limited
amount of block entries during the procedure requires corrections to the stopping criteria
to ensure that the approximant covers the whole block even in some pathological cases.
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This reduces the complexity of the algorithm to O(r(|v|+|τ |)), where r is the rank of the
approximation.
The idea of the algorithm is as follows. Starting from R0 := A, find a nonzero pivot in
Rk, say (ik,jk), and subtract a scaled outer product of the ik-th row and the jk-th column:
Rk+1 = Rk − [(Rk)ikjk ]−1(Rk)1:m,jk(Rk)ik,1:n
where we use the notations (Rk)i,1:n and (Rk)1:m,j for the i-th row and the j-th column of Rk,
respectively. It will turn out that jk should be chosen the maximum element in modulus of




Since in the k-th step only the entries in the jk-th column and the ik-th row of Rk are used
to compute Rk+1, there is no need to build the whole matrix Rk. Taking advantage of this,
the following algorithm is an efficient reformulation of Rk+1. Note that the vectors uk and




Algorithm 2 Partial pivoted ACA
1: Let k=1; Z = ∅;
2: repeat
3: randomly find an ik
4: γi+1 = ((Ri)ki+1li+1)
−1
5: v˜k := aik,1:n
6: for l = 1, ..., k1 do v˜k := v˜k(ul)ikvl
7: Z := Zik
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8: if v˜k does not vanish then
9: jk := argmaxj=1,...,n | v˜k |
10: uk := a1:m,jk
11: jk := for l = 1, ..., k1 do u˜k := u˜k(vl)jkul
12: k := k+1
13: endif
14: until the stop criterion is fullfilled or Z={1, 2, 3, ...,m}
3.4. Full Algorithm
Algorithm 3 Full Algorithm
1: Let k=1; Z = ∅;
2: repeat
3: randomly find an ik
4: γi+1 = ((Ri)ki+1li+1)
−1
5: v˜k := aik,1:n
6: for l = 1, ..., k1 do v˜k := v˜k(ul)ikvl
7: Z := Zik
8: if v˜k does not vanish then
9: jk := argmaxj=1,...,n | v˜k |
10: uk := a1:m,jk
11: jk := for l = 1, ..., k1 do u˜k := u˜k(vl)jkul
12: k := k+1
13: endif
14: until the stop criterion is fullfilled or Z={1, 2, 3, ...,m}
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Figure 3.3: Adaptive Cross Approximation
After we do the adaptive cross approximation for each small blocks, the matrix will look
like as follow. Here the red blocks are dense matrices, the green blocks are approximated by
ACA technique.
41
Figure 3.4: Space matrix after ACA, here the entries of the red blocks are computed
directly, the entries of green blocks are approximated by ACA
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Chapter 4
Fast Method in Time
Similar to the idea in [21], we want to use numerical quadrature to calculate the time
integrals. An alternative way to do the approximation is using wavelet basis functions [2].




t− τ g(τ)dτ = f(t)
where the kernel k(·,·) is a smooth function on the triangle.
Since the heat kernel is singular on the diagonal τ = t, it will succeed only locally, in a
rectangular region (t, τ) ∈ I × J , where the intervals I and J are sufficiently separated. If






can be achieved with few terms in the summation on the right hand side. An example is the
truncated Taylor expansion of the kernel. In this case, the Li’s are monomials and the ki,j
’s are partial derivatives of the kernel at the centroid of I × J . This may not be the optimal
choice as the Taylor polynomials may converge slowly and derivatives are often difficult to
compute. A more straight forward approximation is a two-variate polynomial interpolation.
Note that in our time clustering scheme, I and J are always intervals of same length 2δ with
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centers t¯ and τ¯ , respectively. The intervals are always separated by another interval of length
2δ or 4δ. We introduce local variables with the transform
t = t¯+ δt′, τ = τ¯ + δτ ′, 1 ≤ t, τ ≤ 1
and select interpolation nodes ωp0, ..., ω
p









t = t¯+ δωpi , τ = τ¯ + ω
p
i







and ωpk are the roots of the (p+1)-st Chebyshev polynomial because of their optimality
















Here α, β denote the selection of Chebyshev points; k,l denote the row and column range of
hierarchical spatial matrix in a single time step; i,j denote the corresponding time step for















where χi(t) denote the characteristic function of the interval [i ∗ ht, (i + 1) ∗ ht]. Then the











After we do the approximation, the whole matrix will be partitioned as in figure 4.1 ,
here each small block is a spatial matrix, the bigger blocks have several time steps, and we
use the algorithm mentioned previously to efficiently compute the matrix vector product and
save the time to set up the matrices.
4.1. Full Algorithm
Algorithm 4 describes the complete solution of system by block forward elimination and
the sparse matrix format. Here NTimeStep is the number of time steps in each smallest
blocks.
45


















































Figure 4.1: Hierarchical Matrices in Time
Algorithm 4 Full algorithm
1: For i = 0:2∗NTimeStep-1
2: Generate Matrix[i] and Corresponding RHS[i]
3: For j= 0:i-1
4: RHS[j] = RHS[j] - Matrix[i-j]∗Sol[j]
5: End
6: Sol[i] = GMRES[ Matrix[0], RHS[j] ]
7: End
8: For j = 1:l-1
9: Generate Block Matrices BMatrix[2*j-1],BMatrix[2*j]
10: Generate Corresponding Right hand side RHS[2j∗NTimeStep:2j+1∗NTimeStep-1]
11: PList = Ones(j+1,1)
12: Fori = 2j:2j+1 − 1
13: BList = Binary-Transform(j+1,1)
14: Pos = FirstDiffPos(PList,BList)
15: PList = BList
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16: SPos = i∗NTimeStep
17: count = 0
18: For num = 1:Pos-1
19: BSize = 2l−num−1∗NTimeStep
20: If Blist[num] == 0
21: count = count + BSize
22: Else
23: count = count + 2∗BSize
24: EndIf
25: End
26: For num = Pos:l-1
27: BSize = 2l−num−1*NTimeStep
28: If Blist[num] == 0
29: R = BMatrix[2*(j-num)]∗Sol[count:count+BSize-1]
30: RHS[SPos:SPos+BSize-1] = RHS[SPos:SPos+BSize-1] - R
31: count = count + BSize
32: Else
33: R = BMatrix[2*(j-num)]∗Sol[count:count+BSize-1]
34: RHS[SPos:SPos+BSize-1] = RHS[SPos:SPos+BSize-1] - R
35: count = count + BSize
36: R = BMatrix[2*(j-num)]∗Sol[count:count+BSize-1]
37: RHS[SPos:SPos+BSize-1] = RHS[SPos:SPos+BSize-1] - R
38: count = count + BSize
39: EndIf
40: End
41: For ResOrder = 0:NTimeStep-1
42: jj = i*NTimeStep + ResOrder
43: For ii = NTimeStep+ResOrder:1
44: RHS[jj] = RHS[jj] - Matrix[ii]∗ Sol[jj-ii]
45: End
47





To better understand this algorithm, we provide explanations for each steps;
• For step 1 to 7, we generate the matrix for each time step, and generate the corre-
sponding right hand side. For each time step, the right high side minus the matrix
vector product for all the previous steps, then we use GMRES method to compute the
solution for the current step.
• From step 8 to step 48, we start to use fast method to compute the solution. In this
part, instead using single time step matrix, we start to use a single big block matrix
to replace a bunch of small matrices. As discussed before, the big block matrix is
represented by several basis matrices and corresponding chebyshev polynomials.
• Therefore, start from step 8, rather than compute it from one timestep to another time
step, we use level to represent the matrices. Suppose for each smallest block, we have k
time steps, then for level j, the size becomes 2j−1× k and we only need to do iteration
from 2j to 2j+1 − 1. For each level, we generated two new block matrices, each block
matrices has a group of basis matrices and Chebyshev polynomials, in step 9 we call
it BMatrix.
• Since we want to use the least computational cost for the matrix vector product com-
putation, we only want to do matrix vector product once, so we proposed an algorithm
to check what matrix vector product we did before. In step 13, we transformed the
iteration number m to a binary vector. The binary vector help us to ensure we do not
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calculate the same matrix vector product in several times. In step 14, we compare the
difference of the current binary vector and the previous one. Since at first iteration,
there is no previous binary vector, we set up a vector of ones at step 8 to give us the
correct start position. In step 15, we store the current binary list vector to the previous
one for the next iteration.
• In step 15, we calculate the index of corresponding right hand side for this iteration.
From step 18 to step 25, we calculate the start index for the matrix vector product
based on the binary list.
• From step 26 to step 40, based on the binary list vector, we start to compute the block
matrix vector product, here the computation cost is O(Nt) since it is Hierarchical ma-
trix. If the corresponding element in the binary vector is 0, we only select the first
block matrix in this level to do the matrix vector product(step 29). Then in step 30, we
find the corresponding right hand side and minus the product. In step 31, we update
the index for matrix vector product. If the corresponding element in the binary vector
is 1, we did the same procedure twice(step 32 to step 39).
• After we go through the last element in the binary list vector, we need to calculate the
solution. This procedure is similar to step 3-7.
4.3. Example
For example, suppose we are at iteration 20, then the binary list will be [1,0,1,0,0], and the
previous one is [1,0,0,1,1]. Hence the start position will be 2, which mean the biggest block-
matrix vector product has already been calculated. The first element start from position 2
is 1, which means we need to go to step 27. Suppose further NTimeStep = 5, then SPos =
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100(step 16), in step 15 to step 20, since it is from position 1 to 1, we only compute once,
l=5, num=1, so Bsize = 40, the element in binary list is 0, so count= 40.
from Pos = 2 to Pos = l-1 = 4, we do the following iterations. In the first iteration,
num = 2, Bsize = 20, since the corresponding element equals to 1, we go to step 28, here
we do the matrix vector product, the first vector we multiply is from index 40 to index 59,
the second one is from index 60 to index 79. After each matrix vector product, we select
the right hand side from index 100 to index 119 and minus the matrix vector product, and
after this iteration, count = 80. On the second iteration, the element in binary list equals
to 0, so we go to step 24, l=5, num=3, so Bsize = 10, we do the matrix vector product, the
vector we multiply is from 80 to 89(length 10), after the matrix vector product, we select
right hand side from index 100 to index 109, and subtract the product for this part of right
hand side.
After all three iterations, count = 95, and we start step 40. here ResOrder equals from 1
to 4, so in the first iteration, jj=100, the inner iteration is from 5 to 1, so jj-ii is from 95 to
99, which means we minus all the matrix vector needed for time step 100, then we can solve
the solution at time step = 100. In the next iteration jj = 101, similarly, we can minus the
needed matrix vector product and derive the result at time step = 101, we can derive the




One of the main focus of our project is to extend BEM++ functionality of solving
parabolic equations.
BEM++ is an ongoing project and its functionality is continuously extended. The most
recent version of BEM++ 3.3.4, includes the following features:
— Easy-to-use Python interface
— Support for triangular surface meshes
— Import and export in the Gmsh format
— Easy formulation of acoustic and electromagnetic transmission problems
— Built-in fast hierarchical matrix compression techniques
— Parallel matrix assembly and matrix-vector product on shared-memory machines
— FEM/BEM computations via interfaces to FEniCS
— CPU and GPU parallelisation
— A comprehensive operator algebra that makes it easy to formulate complex product op-
erator formulations such as operator preconditioning
The source code of the library is available from its home page, www.bempp.org. The
library comes with a dedicated Python-based installer that automatically downloads and
installs all necessary dependencies before building and installing BEM++ itself. Full instal-
lation instructions can be found on the website of the library.
The current version of BEM++ can only solve Laplace, Helmholtz and Maxwell prob-
lems. We developed implementations of these frameworks that allow an intuitive formulation
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of the typical parabolic boundary integral formulations within a few lines of code. [22]
There is also a new OpenCL version for BEM++. It is a complete rewrite of the Bempp
library that uses PyOpenCL for just-in-time compilation of computational kernels. This new




In this section we examine the convergence of a boundary element discretisation using
our Hierarchical method. To illustrate the convergence properties of the method we first
solve the Dirichlet and the Neumann problem of the heat equation in the interior of the unit
sphere for the time interval [0,1].
6.1. Numerical Result on a Sphere
Green’s formula (2.2) is an integral equation of the first kind for the Dirichlet and of the
second kind for the Neumann problem. We use a sphere to test our problem, the sphere is
triangulated, the coarsest refinement has 192 quadrature nodes, and is four times uniformly
refined. The mesh with 768 vertices is shown in figure 6.1.
The errors as a function of time are shown in figure 2 and the overall errors in figure
4. It is apparent that the results obtained with both integral formulations reproduce the
theoretical O(h3/2) estimate well. The integral equation of the first kind shows some minor
oscillations in the finest meshes which are caused by the truncation error of the fast method.
First we want to show that our method can achieve a similar accuracy compared to the
direct method. Therefore, we choose to test the results with a fixed size of time steps and
different number of Chebyshev points. Here I choose the time step size equals to 0.025 and
did the simulation with 640 time steps.
From the previous result we observe that when the number of Chebyshev points is 3,
the accuracy is quite low compared to the results approximated by 5 Chebyshev points,
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Figure 6.1: Grid of Sphere
Number of Chebyshev Points level 1 level 2 level 3
3 7.36×10−2 4.02×10−2 1.52×10−2
4 3.76×10−2 1.17×10−2 4.47×10−3
5 3.65×10−2 1.04×10−2 3.12×10−3
Direct Method 3.65×10−2 1.04×10−2 2.98×10−3
Table 6.1: Numerical results for uniform space refinement with different number of
Chebyshev Points
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especially for a finer grid. In the second experiment, we want to examine the numerical
result when we fixed the grid and only do uniform refinement in time for different number
of Chebyshev points. Here we use the level 2 grid to test our results.
For the third experiment, we decide to examine the convergence rate of our method to
the Dirichlet problem. Here we use 5 Chebyshev points to approximate the blocks, and for
each smallest block, it contains 5 time steps. The time interval we considered is same as the
previous table. When the time step size equals to 0.025, it computes 640 time steps.
From table 6.3 we can find the convergence rate is a quite close to 4.0 when we do uni-
form refinement both in space and time.(one refinement in space and two refinement in time)
The CPU time used for setting up the matrices, for computing the solution and the total
times used are shown in table 6.4. Because of the nature of the Galerkin method, the total
time used to solve the problem mainly depends on the time used to compute the matrices,
but not so much on solving the linear systems. Here we also use 5 Chebyshev points to
approximate the matrix blocks. The refinement scheme is ht = o(h
2
x). We observe that the
optimal hx+
√
ht convergence is achieved. Furthermore, we can find the solution is obtained
Timestep size 3 4 5 Direct Method
0.4 1.95×10−2 1.95×10−2 1.95×10−2 1.95×10−2
0.2 1.82×10−2 1.82×10−2 1.82×10−2 1.82×10−2
0.1 1.52×10−2 1.47×10−2 1.47×10−2 1.47×10−2
0.05 3.20×10−2 1.36×10−2 1.36×10−2 1.36×10−2
0.025 4.02×10−2 1.17×10−2 1.04×10−2 1.04×10−2
Table 6.2: Numerical results for uniform time refinement with different number of
Chebyshev Points
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Timestep size level 1 level 2 level 3
0.4 5.33×10−2 1.95×10−2 9.78×10−3
0.2 4.84×10−2 1.82×10−2 7.52×10−3
0.1 3.97×10−2 1.47×10−2 6.26×10−3
0.05 3.65×10−2 1.36×10−2 4.50×10−3
0.025 3.65×10−2 1.04×10−2 3.12×10−3
Table 6.3: Numerical results for uniform refinement in space and time with same number of
Chebyshev Points
in optimal complexity with respect to the total number of unknowns Nt ∗Ns.
From table 6.4 we can find the time spend for setting up matrices is increased by a factor
of 8, which is consistent to the theory that the time needed to set up matrices is close to
hx
√
ht. In theory, the time needed for computing solution should increase by hxht. However,
since on the first two level, the dimension of the spatial matrices is relative small, therefore
the ACA techniques did not help to accelerate the computation a lot. On the third level,
with the increased size of matrices, the ACA technique start to use low rank matrices to
approximate dense matrices and we observe the factor decreased to 10 compared to the the-
oretic factor.
N˙t*N˙s ||q − qh||/||q|| Set up matrices Compute Solutions Total CPU Time
7680 5.33×10−2 43.0 0.3 43.3
122880 1.47×10−2 460 5 465
1966080 3.12×10−3 3265 53 3318
Table 6.4: CPU time needed for uniform refinement in space and time with same number
of Chebyshev Points
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Timestep size level 2 level 3 level 4
0.4 52 70 79
0.2 49 63 73
0.1 44 57 68
0.05 39 51 62
0.025 35 46 57
Table 6.5: Number of GMRES iterations needed for uniform refinement in space and time
with same number of Chebyshev Points
The last experiment for the sphere mesh is to test the number of GMRES iterations
used for solving each problem. In [22], it showed that the eigenvalues and spectral condition
number of the diagonal matrix should be very close. Therefore we test the number of GMRES
iterations needed for different timestep size and different mesh.
From table 6.5 we can find the result is consistent with the theories. When we do two
uniform refine in space and one uniform refinement in time, the number of GMRES iterations
used are pretty close.
6.2. Heat Sink Example
The next experiment we plan to do is to compute a problem with a geometry that is more
close to an industrial application. We test our method to a heat sink geometry, which is a
passive heat exchanger that transfers the heat generated by an electronic or a mechanical
device to a fluid medium. The grid of heat sink is shown in figure 6.2.
We want to examine how temperature changes with a heat source on the bottom and the
rest part in contact with the cooling medium surrounding it, such as the air. The idea of
using boundary element methods is motivated by the fact that the geometry of hot forming
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Figure 6.2: Grid of Heat sink
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tools is extremely complicated (especially the cooling channel geometry inside the tools),
and only the surface temperature of the tool is required. Therefore we use the Neumann
boundary conditions(∂u
∂n
) to derive the temperatures. We suppose there is a heat source
under the heat sink and have a fixed conduction rate transferring heat. At the same time,
the rest part are surrounded by the cooling medium with a homogeneous fixed conduction
rate. The heat sink has 1468 panels, and we do run the simulation for 512 time steps with
time step size equals to 0.01s. Generally it takes 20 minutes to run a single experiment.
6.2.1. Experiment 1
In the first experiment for the heat sink, we set up the heat source conduction rate is
same as the cooling medium. However, since in our geometry, the area of cooling is much
larger than the area of heating, the amount of heat coming into the heat sink is less than the
amount of heat leaving it. Therefore from figure 6.5 and figure 6.6 we can find the average
temperature of the heat sink is decreasing. We also plot the temperature distribution of the
heat sink at certain time in figure 6.3 and 6.4. From the temperature distribution we can
find the base part has the highest temperature since it is close to the heat source. We can
also observe that in the middle of the fin, the temperature reaches to the lowest.
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Figure 6.3: Heat Sink at t = 0.02
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Figure 6.4: Heat Sink at t = 0.32
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Figure 6.5: Maximum Temperature when ∂u
∂n
= 1





For the second experiment of the heat sink, we set up the heat source conduction rate is
50 times as the cooling medium. Therefore, the amount of heat coming into the heat sink is
greater than the amount of heat leaving it. Therefore from figure 6.8 we can find the average
temperature of the heat sink is increasing.








In the third experiment of the heat sink, we set up the heat source conduction rate is
18 times as the cooling medium. Therefore, the amount of heat coming into the heat sink
is only slightly higher than the amount of heat leaving it. From figure 6.10 we can find the
average temperature of the heat sink first decrease then start to increase after it get to the
equilibrium.
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Figure 6.9: Maximum Temperature when ∂u
∂n
= 18





In the last experiment of the heat sink. During the fist 0.1s, we set up the heat source
conduction rate is 30 times as the cooling medium. After that, we change the heat conduction
rate to a sine function added with a fixed value. Therefore, the amount of heat coming into
the heat sink equals to the amount of heat coming out in a cycle. From figure 6.11 and figure
6.12 we can find the maximum temperature and the average temperature trend also imitate
the shape of a sin wave.










In this chapter we briefly summarise the main results of this thesis. Then, we offer an
outlook on possible directions for future research.
7.1. Summary
We started this thesis with an introduction of heat equation. We first introduced some
elementary concepts(like the function spaces) for the subsequent sections. Then we discussed
the Galerkin discretization of the boundary integral formulation of the heat equation. We
also give analytical formulas for the time integrals, both for the single and double layer heat
operators. We also provide an error analysis of the full-tensor product approximation spaces
for the boundary reduced heat equation. In particular, we found that when using piecewise
constant basis functions in time and piecewise linear basis functions in space, the scaling
ht h
2
x leads to the best convergence rates in the energy norm.
In Chapter 3, we discussed matrix compression. These can be applied without loss of
accuracy when we use ACA technique to approximate the matrices. We use ACA technique
in space and show that each block has only O(Nx) non-zero entries.
In Chapter 4, we showed how we use Chebyshev polynomials to construct the block
hierarchical matrix in time, which enable us to only store O(Nt) matrix blocks. And we
developed our fast space-time method to enable the computational complexity reduced from
O(N2xN
2
t ) to O(NxNt).
68
In Chapter 6, we verified our numerical results to the theoretical optimal convergence
rate. We also recorded the time used to show that our algorithm achieved the optimal
O(NxNt) complexity.
7.2. Future Work
In addition to hierarchical matrix method, there are some other method can also lead
to optimal O(NxNt) complexity, such as fast multipole method, wavelet method. Therefore,
a possible extension would be extending the method to the combination of panel cluster-
ing method and wavelet functions. Another interesting extension in theory would be the
comparison between the combination of these methods, such as hierarachical method, fast
multipole method and wavelet methods. Another possible extension is to develop a discon-
tinuous Galerkin framework cappable of accommodating non-conforming meshes.
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