A potential solution to the weight transport problem, which questions the biological plausibility of the backpropagation of error algorithm, is proposed. We derive our method based upon an (approximate) analysis of the dynamics of leaky integrate-and-fire neurons. We thereafter validate our method and show that the use of spike timing alone out-competes existing biologically plausible methods for synaptic weight inference in spiking neural network models. Furthermore, our proposed method is also more flexible, being applicable to any spiking neuron model, is conservative in how many parameters are required for implementation and can be deployed in an online-fashion with minimal computational overhead. These features, together with its biological plausibility, make it an attractive candidate technique for weight inference at single synapses.
Introduction
Backpropagation of error is a successful approach for training rate-based neural network models (LeCun et al., 2015; Schmidhuber, 2014) . However, since its inception it has been criticised for its lack of biological plausibility (Grossberg, 1987; Crick, 1989) . In particular, in order to update individual synaptic connections weights within a network, information is required about distant error signals and the weights of other synaptic connections of the network -information which is not available locally to the synapse. However, backpropagation's flexibility, unrelenting success in application-based research, and most significantly its capacity for modelling and reproducing neural response statistics has contributed to a recent re-examination of its potential role and plausibility in neural systems Whittington and Bogacz, 2019; Lillicrap and Santoro, 2019; Yamins and DiCarlo, 2016; Güçlü and van Gerven, 2015) .
A number of attempts have been made to explain mechanisms by which backpropagation's implausibilities can be addressed. These can be divided into methods which propose alternative implementations of backpropagation, namely energy-based and dynamical systems methods which converge to backpropagation of error (Whittington and Bogacz, 2017; Guergiuev et al., 2016; Sacramento et al., 2017) , for an overview see (Whittington and Bogacz, 2019) , and methods which show that components which are considered implausible can be approximated using alternative and plausible computations (Kolen and Pollack, 1994; Akrout et al., 2019; Guerguiev et al., 2019; Kunin et al., 2020) . We focus on the latter approaches in this study.
One particularly difficult-to-reconcile component of backpropagation is the need to propagate error signals backwards through a network (see Figure 1 ). This requires that the backward propagating error signal between layers of neurons is weighted according to the forward synaptic connection weights, as mathematically described in Panel B and graphically depicted in Panel C of Figure 1 . This requires a situation in which feedback weight matrices are copies of the feed-forward matrices. The duplication of weights has been identified as particularly troubling in terms of a plausible biological implementation and is known as the "weight transport problem" (Grossberg, 1987) . (Panel B, bottom) that the derivative of the loss function with respect to a weight matrix (W 1 ) deep in the network depends upon the weight matrices in the higher layers (W 2 ). Panel C graphically shows the backward propagation of error, which requires a copy of the weights of the forward network.
Early attempts to address the weight transport problem included proposals that the feedback weights can be learned by duplicating weight changes during training, rather than duplicating the weights (see (Kolen and Pollack, 1994) ). This explanation was soundly criticised for simply shifting the problem from transporting weights to transporting weight changes in a network. More recently, feedback-alignment was proposed as a method to completely sidestep the need for weight symmetry . Here, it was empirically shown that by having fixed random feedback weight matrices between the layers of a network, the feed-forward weight matrices are modified by backpropagation such they they come into alignment with the feedback matrices. This approach can also be implemented with a randomly weighted direct feedback error to every layer (direct feedback alignment, (Nøkland, 2016) ), a method which has also been applied in spiking neural networks (Samadi et al., 2017) . Though such an error distribution process is biologically plausible, the effectiveness of the approach is limited to shallow networks and the accuracy of deep networks appears to suffer severely under such a protocol (Bartunov et al., 2018) .
Beyond static feedback matrices, matrices with arbitrary magnitudes but alignment of the signs of weights (i.e. positive feed-forward weights are mirrored with positive feedback weights and vice versa) show greatly improved performance over feedback alignment (Moskovitz et al., 2018; Xiao et al., 2018) . However, once again the mechanism of this duplication, in this case of the sign of feedback weights, is unclear and is itself a further transport problem.
Recently, methods have been proposed by which the symmetric feedback weight matrices could be learned by biologically plausible methods (using local only information). Specifically, methods have emerged which carry out a process of synaptic weight inference (Akrout et al., 2019; Guerguiev et al., 2019) . In essence the backwards synaptic connections (which would propagate the error) act to attempt inference of the feed-forward weight between two neurons by observation of their activity alone. This is a process in which, based upon the activity patterns of a pair of neurons, a feedback synapse can infer the strength of the feedforward synapse. Such a method was successfully applied in a rate-based neural network by Akrout et al. (2019) (hereafter referred to as the Akrout method). This methods makes use of inference phases during which neurons are randomly stimulated and their activation is correlated in order to infer synaptic weights. Alternative rate-based methods are available though we do not consider them given their non-locality (Kunin et al., 2020) .
A more recent proposal (Guerguiev et al., 2019) considers a spiking neural network model and makes use of the spiking threshold of neurons to implement a quasi-experimental, causal inference method known as regression discontinuity design (we hereafter refer to this method as RDD, also see (Lansdell and Kording, 2019) ). This method similarly uses inference phases in between training epochs in order to infer the backward synaptic weight matrices.
These inference methods have proven successful in inferring the feed-forward synaptic weights for use in the feedback weight matrices but also suffer from a number of drawbacks. First, the Akrout method operates on firing rates and requires a de-meaning process which is carried out in batches. This de-meaning and batching process is particularly troublesome when applied to spiking networks where the learning must then be carried out offline and firing rates measured by aggregating spikes at specific intervals. In the RDD method, weight inference requires a piecewise linear fitting process (about the spiking threshold) in order to infer the synaptic weight. This procedure requires the storage of four times more parameters per synapse (than just the synaptic weight), a second state variable per neuron and a high computational complexity per update. Though these components and the calculation protocols might be possible for a neuron to compute, they incur a significant computational overhead. Furthermore, our results in this paper bring into question whether the RDD method consistently outperforms the Akrout method for the task of estimating synaptic weights.
Here, we propose a spike-timing-dependent mechanism for synaptic weight inference. Our method is motivated by analysis of the time-to-spike of various neuron models under the influence of incident spikes from pre-synaptic neurons. In order to estimate this in a biologically plausible and computationally efficient manner, we only make use of local information for this computation, in particular only the spike-times of the pre-and post-synaptic neurons. We show in the Results section below that our method outperforms the firing-rate-based Akrout method as well as the RDD method when these methods are applied to weight estimation in spiking neural network models.
We also compare our method to an optimal Bayesian update rule for an integrate-and-fire neuron with stochastic input. Our rule proves effective as an approximation of this update rule. Furthermore, for networks in which the pre-and post-synaptic neurons emit action potentials at random times (i.e. without a correlation structure), our learning rule can analytically be shown to approximate a rate-based learning rule similar to the method described by Akrout et al. (2019) . Finally, the update rule we propose can be computed in an online fashion (without any averaging over batches), and is computationally simple.
Methods

Problem formulation
As described in the Introduction, we aim to address the weight transport problem; one particular issue facing the biological plausibility of the backpropagation algorithm (see Figure 1 ). In order to overcome this issue, it has been proposed that the feedback synaptic weights required for error propagation can be inferred based upon network activity (Akrout et al., 2019; Guerguiev et al., 2019) . Here we focus upon this issue in a spiking neural network model.
We can formulate this problem as follows: Consider two neurons, labelled "A" and "B", embedded in a larger network structure. Amongst other connections, there exists a synaptic connection from neuron A to neuron B. Therefore, the activity of neuron B is dependent upon the neuron's dynamics and the network activity as a whole, including the activity of neuron A, via incoming synaptic connections. How can we infer the synaptic weight from neuron A to neuron B given knowledge of the spike times (indexed k) of these neurons (t k A and t k B respectively)?
We describe below a method (Section 2.4) which, by use of appropriate approximations, achieves this aim with minimal computational complexity and local-only information. These features make it a plausible method which could be employed at the synaptic level in order to learn feedback weights for synaptic error propagation.
Spiking neural network model
For much of this study, we consider neurons with membrane leakage and conductance based synaptic kernels. In short, components result in membrane voltage dynamics for a single neuron which can be described
where τ mem is the leakage time constant, v rest is the rest voltage, g D and g L are the dendritic and somatic leakage conductances, respectively, w j is the synaptic weighting of the jth pre-synaptic neuron and κ j describes a filtered form of the pre-synaptic neuron spike train. The form of the synaptic filtering kernel is taken as a double exponential with a fast rise and slow decay, such that
where τ short and τ long are the timescales of the fast rise and slow decay, taken to be 10ms and 3ms respectively, and H(·) is the Heaviside function.
As with the non-leaky case, above, we must separately describe the processes of action potential emission and resetting. When the membrane voltage, v i (t), reaches a threshold, v thresh , an action potential is recorded and propagated. The membrane voltage is thereafter reset to a reset voltage (v ← v reset ). For the simulations in this study, we do not implement a refractory period explicitly. This is not expected to cause much deviation of the analysis in our low firing rate regime.
Deriving a weight inference method
In order to derive our proposed weight inference rule, we analyse a deterministic leaky integrateand-fire (LIF) neuron with drift and then consider the impact of noise. A deterministic LIF neuron has a membrane voltage, v(t), which follows the ordinary differential equation defined
where τ mem is the membrane time constant, v rest is the rest voltage and µ is the drift. In the absence of any input spikes, this equation can be solved, for an arbitrary initial condition v 0 , at
With this expression we can now consider two cases, one in which the neuron is not stimulated by any incoming spikes and, beginning at voltage v 0 at time t 0 , it spikes with some time delayT .
The other case is one in which the neuron received an additional instantaneous voltage injection of magnitude w at time t 0 (i.e. a pre-synaptic spike arrives and stimulated the neuron) and it spikes with a different time delay, T (such that the second case involves replacement of v 0 with v 0 + w). These cases can be subtracted in order to give an expression for w, the stimulation magnitude, of the form
Equation (5) provides an exact solution for determining the amount of instantaneous voltage (w) injected to a neuron at some time t 0 given that its spike time was modified from an expected timeT to the time T . This is under the assumption that other than the instantaneous voltage injection and a background drift, there are no other inputs to the neuron during this time. We wish to make use of this deterministic solution for application to noisy conditions. In particular cases where the background drift is due to input from many other neurons. However, the current expression includes a number of terms which are highly susceptible to noise. First, the exponential term, e T /τmem , is a strictly positive function which is exponential in the time that the neuron took to spike. If we consider a case in which T is noisy, this term scales our noise exponentially but never changes sign. Therefore, given this susceptibility to noise, we replace this term with a constant C and empirically show good performance despite this assumption.
Second, the expected time to spike,T is difficult to estimate in a noisy neuron. However, this term is crucial for our ability to accurately identify positive and negative weights. It must, therefore, be approximated. In order to approximate this term and to deal with noisy samples, let us average our estimate of the weight over K observations. In particular, let us consider a set of samples T k , indexed by k, each of which correspond to the time to spike given that the postsynaptic neuron started from some initial voltage v k 0 just before an incoming pre-synaptic input. For each of these samples, there exists an "expected" time from pre-to post-synaptic neuron spike, T k , which corresponds to when the neuron would have spiked if not for the pre-synaptic spike. Taking an average of the weight estimate over these K samples yields an estimated weight, w K with K indicating the number of observations used to determine w, computed
If we assume that our K samples are chosen independently of the post-synaptic neuron activity, then the values of the initial voltage, v k 0 , and expected times to spike,T k , are both independent of the weight and the true time to spike, T . Therefore, these can be independently averaged and, hence, replaced with v 0 and T .
We can further simplify this equation by grouping the constant terms, which gives an expression
where D = v rest + µ − v 0 combines the various constants and scales our estimate of the weights.
If we now finally consider how we aught to update our estimate of w (to get w K+1 from w K ) when we receive an additional (K + 1th) sample, we arrive at
Inspecting our derived update rule, the first exponential term in Equation (8) is exponential in the time since our output neuron was stimulated. Since this time is also the time since the stimulation arrived from a pre-synaptic neuron, it is equivalent to an exponential measure of the pre-synaptic neuron's firing rate when the post-synaptic neuron spikes. The second exponential term in our update rule is rather different. It is exponential in the average time since we would expect a pre-synaptic neuron spike if the weight had been zero, T . This term we can therefore approximate as an exponential measure of the average firing rate of the pre-synaptic neuron. With these two observations, we can make the necessary approximations to describe a local spike-timingdependent weight inference rule.
Spike-timing-dependent weight inference
We propose a spike-timing-dependent rule for the purpose of weight inference (STDWI) which can be deployed for parallel and online updates with minimal computational complexity. Our method maintains multiple online estimates of a neuron's firing rate through eligibility traces (Izhikevich, 2007; Gerstner et al., 2018) and makes use of these for synaptic weight estimation.
In particular, each pre-synaptic neuron (indexed j) maintains two traces, one fast and one slow ( f j (t) and s j (t) respectively). These fast and slow traces are calculated for each pre-synaptic neuron, as
where τ f and τ s are the decay constants of the fast and slow traces respectively, and as above, S j (t) is the spike train of the jth pre-synaptic neuron. This spike train is computed from the set of k spike times of the jth pre-synaptic neuron,
is the Dirac delta function. Note that these two traces have an equal area (across time) when they both start with an initial value of zero. This is achieved by setting a scaling factor upon the slow trace equal to τ f /τ s . This property ensures that both eligibility traces act to measure the firing rate of the pre-synaptic neuron with the same scale (see firing rate analysis which follows).
Having defined these eligibility traces, we define our weight update rule (with resepct to the weight from the jth pre-synaptic neuron) as
where S is the spike-train of the output neuron, α is the learning rate and η is the relative level of weight decay (a constant hyper-parameters). This learning rule and the fast and slow measures of the pre-synaptic neuron's firing rates are inspired by the synaptic inference rule derived in Section 2.3. Figure 2 : An illustration of the difference between our derived method (see Equation (8)) for weight inference by analysis of a deterministic LIF neuron (left), versus our proposed STDWI method (see Section 2.4) which uses a slow trace as an approximation of the average value firing rate of the neuron. "Instant. FR" and "Average FR" in the left box correspond to an instantaneous firing rate measure (the first exponential term in Equation (8)) and the exponential measure of average time to spike without intervention (second exponential term in Equation (8)) which we relate to an average firing rate measure.
The formulation for weight update given in Equation (8) and our proposed STDWI rule given in Equation (10) are very similar. Ignoring the scale of constants, both of these formulations include updates which occur upon post-synaptic spikes (as Equation (8) is applied for each additional post-synaptic spikes). Furthermore, we approximate the first exponential term of Equation (8) (an exponential measure of the time since the pre-synaptic neuron's last spike) with a fast timescale measure of the pre-synaptic neuron's firing rate (the fast trace) and we use a slow timescale measure of the pre-synaptic neuron's firing rate (the slow trace) to approximate the second exponential term (which computes the average pre-synaptic neuron firing rate). Figure 2 shows a graphical depiction of how updates are calculated upon post-synaptic neuron spikes for both the deterministic LIF and STDWI update. This visualisation highlights both the similarities and key differences between these implementations.
Alternative approaches and comparisons
We compare our above proposed STDWI method to a Bayesian optimal method (applied to a stochastic neuron model) and two existing synaptic weight inference methods: a rate-based Akrout method (Akrout et al., 2019) , and regression discontinuity design (RDD), which is a quasiexperimental causal inference method (Guerguiev et al., 2019) . Implementations of our STDWI method as well as the Akrout, RDD, and Bayesian methods are provided in an online repository (available at https://github.com/nasiryahm/STDWI).
Bayesian analysis of a stochastic neuron model
As a method of verification of our proposed STDWI rule and an exhibition of its flexibility, we compare it against an optimal Bayesian method for inferring synaptic inputs to a neuron with internal state modelled by Brownian motion with drift and diffusion (a Wiener stochastic process). Unlike a stochastic leaky integrate and fire neuron model, this model has a tractable hitting-time analysis and thereby we can form an optimal Bayesian update rule for estimating the size of a synaptic input given a subsequent output neuron spike time. This neuron model, the synaptic weight inference analysis, and its similarity to our STDWI rule is described in Appendix Section A.2.
The Akrout method
In our simulations of LIF neurons, we compare also against the Akrout method. This rate-based method makes use of an inference phase in which neurons are stimulated (with mean zero) and then the levels of activity of pre-synaptic and post-synaptic neurons are correlated to form a weight estimate. This approach was shown to be highly successful for weight inference and thereby training of rate-based neural network models. However, since we simulate spiking neurons, which cannot have a negative firing rate, we instead de-mean the firing rates of pre-and post-synaptic populations and randomly stimulate the pre-synaptic neurons. In particular, we use an update rule of the form
where ∆w ij is the update to our weight estimate (w ij ) for the synaptic connection from a presynaptic neuron indexed j to a post-synaptic neuron indexed i, r i and r j denote the firing rates of the ith and jth neurons, and · indicates an average of these over time. Parameters η and λ are the learning rate and the weight decay respectively, with values η = 0.0005 and λ = 0.5η. The firing rates r i and r j are calculated by computing the firing rates within the (non-overlapping) 100ms stimulation periods of the network. The averages of these firing rate measures are calculated by computing the firing rates of those neurons over the past 1000 stimulation periods.
Regression discontinuity design
The regression discontinuity design method was proposed for application in spiking neural networks and makes use of all times at which a post-synaptic neuron spiked or almost spiked (i.e. its membrane voltage came within some margin of the spiking threshold but never reached it). It thereafter separately fits the almost-spiked and spiked events linearly against the membrane voltage. Notably, for the spiking events, a non-reset version of the membrane voltage is used for the linear fitting. Following a fitting process, the discontinuity of these linear fits at the spiking threshold is used as a measure of the synaptic weight. For full details of the RDD implementation, see Guerguiev et al. (2019) . We use a grid search to find optimal parameters for the RDD implementation. This procedure is described in the Results section.
3 Results
Comparison of STDWI to a Bayesian optimal method
Before simulating networks of neurons, we compare the effectiveness of the Bayesian approach described in Section A.3, against the spike-timing-based approach of Section 2.4, on a neuron modelled as a pure Wiener process, a form of Brownian motion with drift (see Appendix, Section A.1). This is the process for which we derived a Bayesian approach to weight estimation (see Appendix, Section A.2).
We simulate many such stochastic neurons each with a single synaptic input connection. This synaptic input randomly spikes at a rate of 20Hz and causes an instantaneous jump in the membrane voltage. We simulate the system for 50s and thereafter use the network activity for this time period for synaptic weight inference.
Since our Bayesian update rule for this neuron model is derived based only upon knowledge of when the last pre-synaptic spike occurred (rather than knowledge of all pre-synaptic spikes), it would be an improper comparison to test the optimal Bayesian method against our full STDWI rule (which makes use of all previous spikes in its eligibility traces). Therefore, to ensure a fair comparison we use our single-spike approximation for weight inference (a reduced version of our STDWI rule), see Equation (8). We replace the second exponential terms (which relates to the intractable parameter T ) with a constant and optimise this constant. Figure 3 plots various measures of the similarity between the true and inferred jump widths for this simulation when using either the Bayesian or our derived method for weight inference. Panels A and B show example scatter plots of the inferred vs true weights for a single network run with the Bayes method, labelled A, and the LIF-neuron derived method (see Equation (8)), labelled B. Figure 3C shows the evolution of the Pearson correlation of the true and inferred synaptic input weights through training. Figure 3D shows the sign accuracy of the inferred weights over training is plot. This is the ratio of inferred weights which have the correct sign. Both of these measures of the accuracy of the synaptic inference show that though the Bayesian method (labelled "Bayes") is a superior method, the spike-timing method has very similar performance albeit after a longer training time. This similarity of performance validates our choices of approximation for the STDWI method.
Comparison of STDWI to alternative methods
In this section we compare our proposed STDWI approach to two existing methods for synaptic weight inference. In particular, we compare against RDD and the Akrout methods (see Section 2.5). In order to simulate a neural network model which is amenable to all of these weight inference methods, we use the same neural network models and setup as that described by Guerguiev et al. (2019) (see also Methods, Section 2.2). This network is composed of LIF neurons with kernel-filtered, conductance-based synaptic inputs. We simulate two-layer network models with an input layer of 100 LIF neurons fully connected to an output layer of 10 LIF neurons. The synaptic weight matrix connecting these is drawn from a normal distribution with a small but positive mean (such that a large number of negative synaptic weights are also drawn). It is this weight matrix which must be inferred by the range of methods.
The network structure is stimulated by selectively exciting input neurons. For the results which follow, the percent of neurons stimulated varies but in general some percent of the input neurons are randomly sampled every 100ms and these are excited with background Poisson distributed input spike trains (with a fixed positive synaptic connection weight from stimulation nodes to the
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Randomly Spiking Input LIF Der. LIF Der. Figure 3 : Weight inference accuracy of Bayes and our LIF-neuron derived approaches applied to a pure Wiener process with jumps. Panels A and B show scatter plots of the true and inferred weights for the Bayes attempt and LIF-neuron derived attempt, respectively, at the end of the training time (t = 50s). C and D show how measures of similarity between the true and inferred weights evolve through the training process. In panel C the Pearson correlation between the inferred and true weights are plotted, and panel D shows a measure of sign alignment where 1.0 indicates that all weights which are truly positive are identified as positive and vice versa. In C and D, the standard deviation of the measures across 10 random network seeds are shown as envelopes about the curves. neurons). Every 100ms the input neurons being stimulated are re-sampled. During this stimulation process, non-selected neurons are left un-stimulated with zero input.
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Given this network stimulation protocol, we apply the Akrout method by computing the firing rates of neurons in 100ms bins (corresponding to the 100ms stimulation intervals) and then batch these into batch size of 100. We then demean the firing rates in each batch and correlate the demeaned pre-and post-synaptic neuron firing rates according to the weight-mirror gradient descent method described in the Appendices of Akrout et al. (2019) .
We also implement the RDD method for comparison. There are two key parameters which characterise the RDD method: the distance to threshold at which samples are initiated, and the window duration of a sample. These two parameters are chosen from a grid-search using a single test network's spike trains. The parameters producing highest Pearson correlation between the inferred and true weights are then chosen for analysis of a further 9 networks (each with a different random seed for input stimulation and the synaptic weight matrix). This same procedure is used to select parameters for the STDWI method. The RDD, Akrout and STDWI methods are all trained with a learning rate of 0.001. Figure 4 shows the result of weight inference with the range of techniques discussed above for networks in which 20% of input neurons are simultaneously stimulated. The plots labelled D and E show the evolution of the Pearson correlation and sign accuracy (respectively) between the true and inferred weights through training for the range of methods. As can be seen, our proposed Figure 4 : Weight inference accuracy comparison between the regression discontinuity design (RDD), Akrout, and STDWI approaches for a network of LIF neurons with conductance-based synapses. Panels A, B and C show scatter plots of the true and inferred weights for the RDD, Akrout, and STDWI methods (respectively) at the end of the training time (50s) for a single network. Panels D and E show measures of the similarity of inferred vs true weights during the training process. In Panel D, the Pearson correlation between the inferred and true weights are plot, and in Panel C the measure of sign alignment is shown where 1.0 indicates that all weights which are positive are identified as such and vice versa. Solid lines show the mean of these measures across ten randomly seeded networks and the shaded areas show the standard deviation across these networks.
STDWI method out performs both the RDD and Akrout methods in both cases, though the difference in the Pearson correlation of all three methods is small. As was described in the paper by (Guerguiev et al., 2019) , the RDD method outperforms the Akrout method, this is particularly clear in measures of sign accuracy.
Above these plots ( Figure 4A , B, and C) we show scatter plots of the synaptic weights inferred by each method. Notably, the scale of the synaptic weights inferred differs from the true weights for all methods. We do not carry out any scaling or tuning of scales for these techniques though an arbitrary scaling can be applied. Figure 6 (see Appendix B) shows the performance of our chosen parameters versus others within the grid-search which was used for parameter selection. The parameters chosen maximised the measures shown in the plots of Figure 4 .
Stimulation protocol affects methods ranking
Empirically we find that under alternative network stimulation protocols, the RDD implementation is outperformed by the Akrout method. This is something which was not explored in the study by Guerguiev et al. Such an example is shown in Figure 5 . Here, the synaptic weights are inferred in a network in which all input neurons are simultaneously stimulated across the entire stimulation period. As we can see, the STDWI method remains most successful (as measured by the Pearson correlation and sign alignment mean) when compared with RDD and Akrout methods. However, the RDD method suffers significantly in this regime and therefore does not systematically outperform the Akrout method as reported in their original study.
Scatter plots of the inferred vs true weights (see Figure 5A , B, and C) also show the strength of the STDWI method which produces a tighter distribution of weights than competitors. This Figure 5 : Weight inference accuracy comparison between the regression discontinuity design (RDD), Akrout, and STDWI approaches for a network of leaky integrate and fire neurons with conductance-based synapses. All input neurons stimulated. This figure is organised with the same arrangement as Figure 4 . The difference between these results is the effect of directly stimulating all input neurons in this case where in Figure 4 shows results for stimulation of a randomly sampled 20% of the input neuron population.
highlights the smaller impact of correlated activation upon the STDWI inference method compared with the Akrout or RDD methods. Furthermore, it highlights the attention that must be paid to stimulation methods when comparing various synaptic weight inference methods.
Discussion
The results presented above show significant successes of our proposed STDWI method across a range of network models and stimulation protocols. Not only is this success meaningful in a like-for-like comparisons against alternative methods (see Section 3.2) but also in application to network models for which this approach was not explicitly designed (Section 3.1). This showcases the efficacy and robustness of our proposed technique while validating the approximations which we made to derive it (see Section 2.3).
Furthermore, other competing methods cannot be so indiscriminately applied to arbitrary neuron models. For example, the implementation of regression discontinuity design (RDD) requires a neuron model which has a second state variable mimicking the membrane voltage. This state variable should relax to the same value as the membrane voltage when the neuron is not spiking and otherwise should reflect how "driven" the neuron is when it spikes. However, such a state variable is not necessarily sensibly constructable for an arbitrary neuron model. By comparison, our proposed method of making use of spike timing alone is agnostic to the neuron dynamics being simulated.
It is also important to note that the number of variables stored per synaptic connection in order to implement the RDD method is greater than the number stored for either the STDWI or Akrout methods. RDD requires a fitting process using data-points corresponding to events within which the neuron's membrane voltage was near the spiking threshold. For this fitting it uses four variables per synaptic connection to characterise a piece-wise linear function (with linear functions fit above and below the spiking threshold). By comparison, the STDWI rule we propose uses but two variables for the fast and slow eligibility traces of pre-synaptic neurons and the Akrout method uses two variables storing the mean firing rate of the input and output neuron. Thus, when considering data efficiency, the method we present is also favourable compared to the alternatives.
In order to derive our learning rule, we made use of a deterministic analysis of a LIF neuron and considered the spike times of a single pre-synaptic neuron. Our deterministic analyses later required approximations in order to remove terms which are highly affected by noise. Ideally we would instead have carried out a stochastic process analysis for a LIF neuron. The particular stochastic processes case to which our leaky neuron model corresponds is known as an Ornstein-Uhlenbeck process. Unfortunately a general analysis of such a stochastic process which describes when we ought to expect such a neuron to spike (commonly referred to as the hitting time) is nontrivial (Lipton and Kaushansky, 2018) . Nonetheless, the efficacy of our assumptions are validated by the quality of our results. Furthermore, under a rate-based analysis of our proposed STDWI rule, we can show a correspondence to the Akrout rule (see Appendix C).
Finally, one limitation of our derivation is that it considers only a single pre-synaptic neuron. Instead, a multi-variate analysis which would take into account the set of spike-times of all presynaptic neurons to infer synaptic weights could prove more powerful at such weight inference. Indeed multi-variate analyses, often making use of such multi-neuron spiking information along with cross-correlation measures and statistical significance testing, have been applied previously in approaches which aim to infer real neural circuit connectivity from neural data (Van Bussel et al., 2011; Timme and Casadiego, 2014; Kobayashi et al., 2019; Gerhard et al., 2013) . These approaches, however, make use of all available network information for synaptic weight inference and do not consider whether this information is locally available at synaptic connections. Here we instead took a simplified but powerful approach which could plausibly be implemented at the single synapse level and is a candidate solution to the weight transport problem.
Conclusion
Here, we presented a theoretically motivated method for the inference of synaptic connection weights in a spiking neural network model. This approach is proposed as a method to address the weight transport problem and we therefore compare our spike-timing-dependent method to two competing approaches, namely regression discontinuity design (Guerguiev et al., 2019 ) and a correlative rate-based method (Akrout et al., 2019) . We find that not only does our model out-compete these alternative approaches but it is also more flexible, being capable of application to any spiking network data, and performs similarly to a Bayesian optimal rule in a system with simple stochastic neurons. Beyond its capabilities, our method is also conservative in how many parameters are required for implementation and can be deployed in an online-fashion with minimal computational complexity. These benefits of data efficiency and online computation, mixed with the proposed methods computational simplicity and accuracy make it a prime candidate for future biologically plausible attempts at spiking neural network training by backpropagation.
The above details are all approximations but provide us with a simple description of the neural dynamics such that
where X(t) is a Wiener process (Brownian motion with drift). This equation captures all but the spike emission and membrane voltage reset processes, which are additions to the model. In Section A.3, we take this simple neuron model and estimate how a single pre-synaptic spike impacts the spike time of a post-synaptic neuron in order to construct a Bayesian update rule for this inference problem. We then verify our calculations and compare an ideal Bayesian update rule to our proposed STDWI rule in Section 3.1.
A.2 A Bayesian rule for estimating synaptic weight updates
As described above, we wish to estimate the weight of synaptic connection given local-only information. In particular, this involves estimating the weight of a synaptic connection given pre and post-synaptic neuron spike times. Constraining this further, let us estimate a particular synaptic connection weight, w = W ij , given a single pre-synaptic spike time, t pre , and the first post-synaptic spike time which follows the pre-synaptic spike, t post where t post > t pre . We can formalise our attempt to estimate this weight as determining the probability: P (w | t post , t pre ). In our setup for this estimation problem, we have a set of pre-synaptic spike times to which we align our analysis and therefore we can treat t pre as a constant. Therefore, by Bayes' rule
This inversion of probabilities provides a probability P (t post | w, t pre ) which can be computed through analysis of the neural dynamics. In order to compute this probability, we must account for the impact of spikes from all other pre-synaptic neurons. In general this is non-trivial. In order to simplify this analysis, let us assume the case of the non-leaky integrate-and-fire neuron. Furthermore, assuming that there are a large number of randomly spiking pre-synaptic neurons, we can approximate their impact as a random Gaussian input with some mean and variance. This describes a stochastic process, known as a Wiener process, with some drift (mean input) and a diffusion constant (variance). This approximation for a neuron's membrane voltage is valid in the limit of a large number of synaptic connections with small synaptic weight magnitudes.
Under these assumptions, we can group the impact of all but the jth pre-synaptic neuron into a stochastic term, X(t), such that the non-leaky integrate-and-fire model becomes
where X i (t) is a Wiener process with drift µ and variance scaled by D. We can now attempt to determine the "hitting time" of this system, i.e the time at which it makes contact with our neuron membrane voltage threshold.
A.3 The hitting time of a non-leaky neuron
The hitting-time density for a Wiener process with drift (by which we are approximating our non-leaky neuron) can be calculated as;
where ∆ is the distance to the boundary, T is the first-passage time, µ is the drift of our Wiener process, and D is the variance of our Wiener process. In our neuron model, ∆ corresponds to the difference between some initial membrane voltage, v 0 , and the threshold, v thresh , and µ corresponds to the average input to the post-synaptic cell from all input synapses in volts. The description assumes that the membrane voltage starts at some value, v 0 and is under constant drift. However, instead we wish to assume that at the initial time, t 0 , our pre-synaptic neuron fired and added some voltage w to the membrane voltage. Furthermore, rather than computing a probability distribution over the possible times at which the post-synaptic neuron might spike, we instead know the next spike time of the post-synaptic neuron, t post , and wish to use it to infer the weight, w.
We can therefore assume that for a given pair of pre and post-synaptic spikes, we have a fixed hitting time equivalent to T = t post − t pre , where t pre is a specific pre-synaptic spike time and t post the next post-synaptic neuron spike time. Furthermore, under our synapse description for the non-leaky neuron (where synaptic inputs cause an instantaneous change in post-synaptic membrane voltage of size proportional to the synaptic weight) our initial membrane voltage, v 0 , can be represented as the membrane voltage just prior to the pre-synaptic spike , plus the synaptic weight, v 0 = lim t→t − 0 v(t) + w (where the super-scripted negative in our limit indicates taking the limit from below).
This allows us to augment our first-passage density in terms of w such that
With this formulation of the hitting-time density, we can compute an estimate of the weight w given a particular set of pre-and post-synaptic neuron spike times. Thereafter we can update our estimate of the synaptic weight of interest through Equation (12).
In order to make Bayesian updates to our estimate of w tractable, we first take a Laplace approximation of Equation (15). This produces a Gaussian with mean weight
calculated as the maximum of our likelihood f (T | w, δ), and a variance σ, given
Now since we have Gaussian distributions for our likelihood, we can take a Gaussian conjugate prior for our Bayes update and therefore describe a closed form solution to our posterior (in terms ofŵ for a single pre-post spike pair) aŝ
Similarly, we can define the update to the variance, σ, of our estimate ofŵ as
A.4 Similarity to the STDWI rule
We can examine Equations (16) and (17) and show that our proposed STDWI rule is computing a similarly signed update as that proposed as optimal under our Bayesian attempt. Let us assume that the diffusion term, D, is sufficiently small compared to the drift µ (such that µ D). This allows us to ignore the diffusion term in the numerator of Equation (16). Having assumed this small diffusion scale, we can then describe the maximum likelihood estimate of the weight asŵ ≈ ∆ − µT .
Furthermore, we ought to remember that ∆ is the distance to threshold when the pre-synaptic neuron spikes, ∆ = v thresh − v(t pre ). By dividing this distance, ∆, by the drift, µ, we can calculate the expected time of the post-synaptic spike under drift alone,T , such that
Given these assumptions, we can approximate Equation (16) aŝ
This formulation can be understood well if we consider a non-leaky neuron under the effect of drift alone (without any stochastic input) and a single pre-synaptic neuron providing instantaneous voltage injections. In such a case, with knowledge of the initial membrane voltage and drift of the neuron, we have a deterministic system which will spike at a specific time,T . If we perturb this system with a spike from a pre-synaptic neuron (which causes a jump in the membrane voltage), we can decode the synaptic weight by simply measuring the effect on the timing of post-synaptic spike time. The induced change in the post-synaptic spike time is linearly proportional to the synaptic weight. This description for the estimated weight can be compared to the analysed effect of the STDWI rule (see Equation (22)) to show a strong correspondence. First, the STDWI update, instead of making use of an estimate of the a drift, µ, makes use of the post-synaptic firing rate as a proxy. This is appropriate given the linear relationship between drift and firing rate for a nonleaky neuron. Furthermore, rather than directly comparing the expected and true time since the pre-synaptic spike,T and T respectively, the STDWI rule keeps track of a s(µ ∝ λ out )low and fast estimate of the pre-synaptic neuron firing rate, throughλ slow pre andλ fast pre respectively. The subtraction of these firing rate estimates in Equation (22) provides a measure with a similar form to the subtraction of expected and true spike times (T − T ). Specifically, an earlier than average spike time induces a positive weight estimate and a later than average spike time induces a negative weight estimate.
B Parameter maps for STDWI and RDD methods
STDWI Parameter Maps
RDD Parameter Maps
Sign Alignment Pearson Correlation
Sign Alignment Pearson Correlation Figure 6 : Variation in the performance of the STDWI and RDD methods with changes in the method parameters. STDWI has two key parameters: the time constants of the fast and slow eligibility traces. RDD also has two key parameters: the distance from the spiking threshold at which analyses begin, and the time window size which determines the duration of the analysis. Top is shown the variation in the sign alignment and Pearson correlation measures of the STDWI method when applied to a single seeded network of the results described in Figure 4 . This analysis is repeated for a range of time constants. Similarly at the bottom, the performance of the RDD method is shown across a range of its parameters. The best parameter sets are highlighted in a black box and these were the parameter used to analyse all other seeded networks, thereby producing plots shown in Figure 4 .
C Rate-based analysis of the STDWI rule
In order to appreciate the effect of our proposed learning rule (Equation (10)), we can considering its approximate rate-based form under the assumption of random Poisson process sampled preand post-synaptic spikes (for a review of the rationale of such methods see (Morrison et al., 2008) ). This produces an update rule based upon the firing rates of the pre-synaptic neurons, λ pre . In our case, the dependence upon the pre-synaptic firing rate has two forms which correspond to a quickly-adapting exponential average λ fast pre and a slowly-adapting exponential average λ slow pre of the firing rate of the pre-synaptic neuron. Given the assumption of Poisson random spiking and the notation described, we can describe our weight update in a rate-based form as dŵ dt = αS(t) (λ fast pre − λ slow pre ) − ηŵ) .
We can solve this equation for its fixed point ( dŵ dt = 0), producing an expression for the fixed point weight asŵ
when S i (t) is non-zero. Note that this condition means that this fixed-point applies only for the firing rates of the pre-synaptic neuron when the post-synaptic neuron is spiking. Otherwise, for times when the post-synaptic neuron does not spike, there is zero change to the synaptic weight and the equation is trivially at a fixed-point. Since these updates only occur upon post-synaptic spikes (and therefore are based upon a gated-form of the pre-synaptic firing rates), this fixed point is implicitly affected by the post-synaptic neuron spike times. For networks with solely positive firing rates, Akrout et al. (2019) proposed correlating the demeaned firing rates of pre-and post-synaptic neurons in order to estimate synaptic weights. If we here interpret the slow firing rate measure of the pre-synaptic neuron activity as an approximation of its average value, then our method similarly correlates post-synaptic spikes with the demeaned pre-synaptic neuron firing rate.
Though this rate-based analysis shows similarities to the Akrout method, our spike timing implementation is unique in that it makes use of asymmetric causal kernels and has a demeaning process which slowly tracks the pre-synaptic firing rates (rather than making use of batches). We attribute our gains in performance (see Results) to these features. Furthermore, given the spiketiming-dependent feature of the rule, weight updates can be computed in an event-driven fashion and with minimal communication between neurons (weight updates requiring communication only upon spike times).
