The ITU-R BS.1387-1 gives a method for objective measurement of perceived audio quality known as PEAQ (Perceptual Evaluation of Audio Quality). This algorithm has been developed for measuring the quality of mid and high quality audio. In this paper we show that the Advanced version of the PEAQ performs poorly when compared to the previously developed Energy Equalization Approach (EEA) for evaluating quality of low bitrate scalable audio. We also show that including Energy Equalization parameter as one of the Model Output Variables (MOVs) of the Advanced version will improve its performance significantly; the performance of this modified version is superior to that of EEA.
INTRODUCTION
Lossy audio compression algorithms are popular as they provide higher compression compared to their lossless counterparts. Most of these algorithms take advantage of the perceptual characteristics of the human auditory system like absolute hearing threshold, simultaneous masking, spread of masking along the Basilar membrane and temporal masking [1] . To evaluate the quality of such compressed audio, subjective listening tests are required. Since these are often time consuming and impractical, an objective measurement method based on the perceptual model of the human ear is preferred. Many algorithms have been proposed for objective measurement of audio quality [2] - [6] and their best features have been combined into a single measurement method brought out as a recommendation by the International Telecommunication Union (ITU) i.e. ITU-R BS.1387-1 [7] . This recommendation includes two versions-the Basic and Advanced versions-which tradeoff accuracy and speed. The Basic version includes a Fast Fourier Transform (FFT)-based ear model whereas the Advanced version includes an ear model based on both the FFT and a Filter bank. To be ______________________ Research sponsored by the NSF, grant # CCR-0133115. more specific, the Advanced version generates 5 psychoacoustically based Model Output Variables (MOVs) which include parameters for distortion loudness, changes in modulation, linear distortion and harmonic structure of the error [7] . The MOVs are mapped to a single quality measure called the Objective Difference Grade (ODG) using an artificial neural network.
Most audio compression standards ensure perceptual transparency at high to mid bitrates. The method for assessment of its quality using subjective testing is done according to ITU-R BS.1116 [8] and the objective measurement is done using the PEAQ. More recent standards like Motion Pictures Experts Group-4 (MPEG-4) support scalable audio compression that encodes audio data at a higher bitrate and decodes it at bitrates less than or equal to the original bitrate. Objective quality measurement of low bitrate scalable audio using PEAQ has been found to be poor for the Basic version [9] . In this paper we show that the Advanced version also performs poorly for high impairment audio using subjective test data and, further, that EEA is superior to it. We also show that incorporating the EEA into the Advanced version will improve its performance considerably.
SUBJECTIVE TESTING
In our subjective and objective audio quality measurements, we use codecs (encoder/decoder) from MPEG-4 family namely Bit Slice Arithmetic Coding (BSAC), Transform Weighted Interleaved Vector Quantization (TwinVQ) and Advanced audio coder (AAC). BSAC is a scalable codec which is a variant of AAC, TwinVQ is a nonscalable codec that is known to perform well at low bitrates, and AAC is nonscalable, performing best at higher bitrates. We use the audio sequences and follow the subjective test methodology as discussed in [9] . Specifically, we work with seven monaural sequences, two of which are from MPEG-4 test set and the rest from various classical and popular music sources. Each audio sequence is encoded and decoded using the above mentioned codecs. For BSAC, we encode the audio at 64 kbits/s (kb/s) and decode it at 32 kb/s and 16 kb/s. For TwinVQ, we encode and decode at 32 kb/s and 16 kb/s, and for AAC we encode and decode at 32 kb/s. In addition to 16 kb/s BSAC, we use another variant of BSAC for which the original audio is low-pass filtered to 6 KHz prior to encoding at 64 kb/s and decoding at 16 kb/s respectively.
Since we perform subjective tests for high impairment audio, Comparison Category Rating (CCR) approach is followed [10] . The CCR rates two audio sequences on a scale of -3 to 3. A score of 0 indicates that the two algorithms are equivalent and a score of 3 indicates that the first is 'much, much better' compared to the second. In [9] it is shown that TwinVQ at 16 kb/s has significantly better perceptual quality compared to BSAC at 16 kb/s. Pre-filtering the BSAC-compressed audio improves the quality of reconstructed audio by a small amount. Furthermore, BSAC at 32 kb/s is found to be equivalent to that of nonscalable algorithms [9] .
PERFORMANCE COMPARISON
In this section, we compare the performance of the Advanced ITU metric to that of the EEA. We also evaluate the Advanced version with and without Energy Equalization parameter as one of its MOVs. A comparison is made based on the correlation coefficient that is obtained from subjective and objective test data and the robustness of the metric in predicting the audio quality.
Advanced ITU metric versus Energy Equalization
The EEA has been discussed in detail in [9] where it was shown to achieve superior performance when compared to the Basic ITU metric for measuring the quality of highly impaired audio. In this section we compare performance of Advanced version to that of Energy Equalization algorithm.
In the EEA, we first compute the energy of an encoded/decoded audio signal in the frequency range 2.2 to 4.3 KHz. We then compute truncation threshold kn T for each codec k and audio sequence n such that the energy of original uncoded audio truncated by a threshold value kn T equals the energy of the test audio. The comparison between two codecs is performed in differential manner since subjective comparison is itself differential. The optimal predictor based on truncation threshold is determined by solving the linear equation
for a scalar x where a is a column vector containing differential threshold data and p is a column vector containing the subjective test data. (1) is given by
The solution from (2) is plotted in Fig.1 and it is observed that the predictor x has a slope close to 1.0. This indicates that the difference in thresholds can be used directly as a metric for measuring relative audio quality between two codecs. Testing for the robustness of the predictor is done by successively eliminating each of the 14 test cases from (1) and computing the predictor x using (2) for the modified system. The optimal predictor is then applied to the data point that was not used in the design process. Figure 2 shows that the squared error is less than 1.0 except for two cases. This indicates that the training set depends upon audio sequences whose corresponding squared error is greater than 1.0. The robustness may improve if a larger number of audio sequences of different types are included in our training set. We now consider the Objective Difference Grade values kn ODG of the Advanced version, computed for each audio sequence n and encoded and decoded with codec k. From these values, we obtain a vector containing difference in ODG values corresponding to pairs of reconstructed audio sequences i.e., a = [(
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predictor x for the linear system (1) with redefined a is determined using (2 
Advanced version with and without Energy Equalization MOV
In [9] it was concluded that relative performance of two codecs could be directly calculated from the difference of their truncation threshold. We therefore consider the possibility of including the truncation threshold as an additional MOV in the Advanced version of the ITU metric in order to improve its performance on highly impaired audio. These 6 MOVs are mapped to a single quality measure, and this is done using a simple linear equation
where d is the ODG value, m is a 6x1 vector containing 6
MOVs and w is a vector containing the difference of MOVs and p is a vector containing subjective test data. In our experiments, A is 14x6 matrix, w is 6x1 vector and p is 14x1 vector. The system represents an over-determined system and the least square solution for the weights is given by
Once the weights are determined, we compute the ODGs for each audio sequence using (3). The ODG differences are computed and a linear equation is built as in (1) . Its least squares solution x is determined using (2). The predictor is tested for robustness for perturbations in the training set using the method stated in the previous section. From Fig 4, we observe that the maximum squared error is less than 0.9, which is smaller than that for Energy equalization approach.
The correlation coefficient for the modified Advanced version is found to be 0.8254, indicating that it has superior performance over EEA, ITU-basic and ITU-advanced metric. Figure 3 shows the least square fit for Advanced version with and without Energy equalization parameter as its MOV. The fit for the Basic version is also shown. Table 1 compares the correlation coefficient and slope parameters of the different objective measurement methods discussed in this paper. Clearly, the ITU-advanced metric with the Energy Equalization parameter as an MOV performs the best in measuring high impairment audio quality. 
CONCLUSIONS
In this paper we have shown that the Advanced version of PEAQ performs poorly for measuring low bitrate scalable audio quality compared to both the Basic version and the EEA. By including the Energy Equalization parameter as an additional MOV in the Advanced ITU metric, the performance is better than either the Basic ITU metric or the EEA alone. Since ITU-R BS.1534-1 [13] provides a method for subjective assessment of high impairment audio quality and is recent compared to the CCR approach, we plan to follow this recommendation for obtaining subjective test data in our future research. Also, the performance of Advanced version with and without Energy equalization parameter will be evaluated for the 32 kb/s audio data.
