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Cytochrome bc1, also known as complex III, is the third enzyme of the electron transfer chain in
cellular respiration, which is the main process generating energy in living cells. Complex III operates
by oxidizing ubiquinol, and transferring two electrons to cytochrome c, while reducing ubiquinone.
The electron transfer is coupled to proton translocation across the inner mitochondrial membrane.
Thus, complex III contributes to generation of a proton electrochemical gradient, which is required
for the function of ATP synthase. Cardiolipins (CLs), constituting up to 20 mol % of lipids in
the inner mitochondrial membrane, have an important role in the structure and dynamics of the
membrane, as well as in maintaining the correct function of the whole electron transfer chain.
Cardiolipins are especially vulnerable to oxidation by reactive oxygen species (ROS) due to
their dimeric structure with four doubly unsaturated acyl chains. Cytochrome bc1 is one of the
main producers of ROS in mitochondria, increasing the exposure of tightly bound CLs to oxidation.
Oxidative stress and CL oxidation have been associated with, for instance, programmed cell death
and aging, and developing Alzheimer’s and Parkinson’s diseases.
The objective of this thesis was to build a new computational model of cytochrome bc1 in a
membrane, and to study the lipid interactions of complex III using atomistic molecular dynamics
simulations. A model system with a high-resolution structure of complex III, embedded in a mul-
ticomponent bilayer mimicking the inner mitochondrial membrane was constructed. Four atomistic
simulations of 1 µs each were performed to reveal possible cardiolipin binding sites and to examine
the effects of CL oxidation on the complex.
Altogether, eight CL binding sites on cytochrome bc1 were found, out of which two have not
been suggested previously. The key residues of each binding site were listed, to compare with
earlier results, and to identify the new binding sites in detail. In order to investigate the effects
of CL oxidation, carboxylic acid and hydroperoxyl groups were attached to the acyl chains of
three crystallographically resolved CLs. The oxidized region of the CL tails changed the nature
of interactions with the protein and the surrounding water. As the tail was oxidized, the results
showed an increase in the number of water molecules surrounding it. Additionally, the oxidized tails
were found to affect the configuration of CL by bending the tail towards the lipid headgroup, or by
reaching out to the water interface of the opposite leaflet. Normally, the acyl chains of CL mostly
interact with the nonpolar residues of the protein. After oxidation, the number of polar and charged
amino acids in the vicinity of the acyl chain increased.
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Kumpulan kampuskirjasto
Sytokromi bc1, toiselta nimelta¨a¨n kompleksi III, on soluhengitykseen kuuluvan elektroninsiirtoket-
jun kolmas komponentti. Soluhengitys on ela¨vien solujen pa¨a¨asiallinen energiantuottamisprosessi.
Kompleksi III:n toiminta ubikinonin pelkistyessa¨ perustuu elektronien siirta¨miseen ubikinonilta sy-
tokromi c:lle. Elektroninsiirto on kytketty protonien pumppaamiseen mitokondrion sisemma¨n kal-
von yli. Na¨in kompleksi III osallistuu elektrokemiallisen gradientin muodostamiseen, joka vaaditaan
ATP-syntaasin toimimiseen. Kardiolipiineilla¨, joiden osuus mitokondrion sisemma¨n kalvon lipideis-
ta¨ on jopa 20 mol %, on ta¨rkea¨ osa kalvon rakenteen ja dynamiikan seka¨ koko elektroninsiirtoketjun
toiminnan ylla¨pita¨misessa¨.
Kardiolipiinit ovat erityisen herkkia¨ reaktiivisten happiradikaalien aikaansaamalle hapettumi-
selle johtuen niiden dimeerisesta¨ rakenteesta ja nelja¨sta¨ tyydyttyma¨tto¨ma¨sta¨ hiilivetyketjusta. Sy-
tokromi bc1 on yksi suurimmista reaktiivisten happiradikaalien tuottajista mitokondriossa, mika¨
kasvattaa kompleksiin tiukasti sitoutuneiden kardiolipiinien hapettumisriskia¨. Oksidatiivinen stres-
si ja kardiolipiinien hapettuminen on yhdistetty esimerkiksi ohjelmoituun solukuolemaan ja ika¨a¨n-
tymiseen seka¨ Alzheimerin ja Parkinsonin tautien kehittymiseen.
Ta¨ma¨n tyo¨n tavoitteena oli rakentaa uusi laskennallinen malli sytokromi bc1:sta¨ solukalvossa, ja
tutkia sen avulla proteiini-lipidi -vuorovaikutuksia ka¨ytta¨en atomaarisia molekyylidynamiikkasimu-
laatioita. Malli rakennettiin asettamalla korkearesoluutioinen rakenne kompleksista mitokondrion
sisempa¨a¨ kalvoa matkivaan kaksoiskalvoon. Nelja¨ 1 µs atomistista simulaatiota paljastivat kardio-
lipiinin mahdollisia sitoutumiskohtia ja antoivat tietoa kardiolipiinin hapettumisen vaikutuksista
kompleksiin.
Yhteensa¨ kahdeksan kardiolipiinin sitoutumiskohtaa ja niiden ta¨rkeimma¨t aminohapot identi-
fioitiin. Kuusi sitoutumiskohdista ta¨sma¨a¨va¨t aiempiin tutkimuksiin. Kahden uuden sitoutumispai-
kan ma¨a¨ritys tuo lisa¨ksi aivan uutta tietoa. Kardiolipiinin hapettumisen vaikutuksia tutkittiin li-
sa¨a¨ma¨lla¨ kolmeen tiukasti sitoutuneen kardiolipiinin hiiliketjuun karboksyylihappo- tai hydroperok-
siryhma¨. Hapettuminen muutti kardiolipiinin vuorovaikutuksia proteiinin seka¨ ympa¨ro¨ivien veden
kanssa. Kun hiiliketju oli hapettunut, huomattiin vesimolekyylien ma¨a¨ra¨n kasvavan sen la¨heisyydes-
sa¨. Lisa¨ksi huomattiin hapetetun kardiolipiinin asennon muuttuvan, kun sen hiiliketjut ka¨a¨ntyva¨t
kohti lipidin polaarista pa¨a¨ta¨ tai kurottautuvat kohti kaksoislipidikalvon vastakkaista puolta. Kar-
diolipiinin hapettuminen lisa¨si poolisten ja varauksellisten aminohappojen ma¨a¨ra¨a¨ hiilivetyketjujen
ympa¨rilla¨.
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11 Introduction
All living organisms require energy to develop and function. The energy obtained
from foodstuffs is converted into the chemical bonds of adenosine triphosphate
(ATP), the energy currency of cells. ATP is primarily produced by ATP synthase,
a protein located in mitochondria. Generation of ATP requires a proton electro-
chemical gradient across the membrane, which is formed by the enzymes of the
electron transfer chain (ETC).
Ubiquinol-cytochrome c oxidoreductase, also known as cytochrome bc1 or complex
III, is the third respiratory enzyme in ETC. Complex III functions by the so-called
Q-cycle, where the electron transfer is coupled to proton translocation across the
inner mitochondrial membrane. Thereby, the complex is vital in maintaining the
electrochemical gradient, which enables the function of ATP synthase.
The enzymes of the respiratory chain have been studied since the 1960s. Since
the first hypothesis of protonmotive force driving ATP synthesis was proposed
[1], an enormous amount of research has been done both experimentally and
computationally. The first atomistic structures of cytochrome bc1 were revealed in
the late 90’s [2–4], after which more and more experimental and computational
research has been performed to deepen the understanding of the complex. A
variety of simulations regarding complex III have been performed in the recent
years. Especially the atomistic details of the Q-cycle, and the lipid binding sites of
complex III, have been partially revealed by computational approaches [5–7]. With
new experimental methods, together with increasing computational research, new
insights of complex III are constantly gained.
Complex III is one of the main proteins responsible for the creation of reactive
oxygen species (ROS) in mitochondria [8]. ROS are able to react within the
mitochondrial membrane, thereby oxidizing lipids [9]. The function of complex III
is strongly affected by the phospholipids in the inner mitochondrial membrane
[10, 11]. The characteristic lipid of mitochondria, cardiolipin (CL) has been found
to be vital for cytochrome bc1, and any changes in its structure may affect the
operation of the complex. CL is also especially sensitive to oxidation by ROS due to
its unsaturated acyl chains, and thereby oxidation accounts for the importance of
CLs to health. For instance, developing Alzheimer’s and Parkinson’s diseases have
2been associated with oxidative stress and cardiolipin oxidation [12, 13]. Another
example of a special condition related to a lowered concentration of CLs in the
membrane is Barth syndrome, which typically leads to cardiomyopathy, neutropenia,
or problems in muscle formation [14].
The aim of this study was to build a new computational model of complex III
in a membrane and to study its properties using atomistic molecular dynamics
(MD) simulations. The first goal of the simulations was to validate and identify
new potential CL binding sites on cytochrome bc1. Secondly, the novelty of this
research were the simulations performed to study the effects of CL oxidation. These
goals were reached by developing a functional scheme for the construction of the
model to perform the simulations using the GROMACS software. In total, four
different model systems were created and simulated for 1 µs each. Two of the model
systems were used as a reference, and two contained CL oxidized by a carboxylic
acid or hydroperoxyl group. Earlier, MD simulations of cytochrome bc1 have been
performed using the NAMD software [15]. Converting the topology and building a
novel model for GROMACS provides improvements on the running speed. Once a
validated model of complex III is constructed, there is a possibility to extend the
simulations for other and more advanced purposes.
The thesis is divided into six chapters. Chapter 2 presents the basic biological
concepts behind the function of complex III and deepens the understanding of
cardiolipin oxidation. Chapter 3 introduces the theory behind MD simulations.
In Chapter 4, the construction of the model systems, simulation details, and the
analysis methods are explained. Chapter 5 provides the most relevant results.
Finally, in Chapter 6 we discuss the conclusions. The results and their biological
importance are summarized, followed by future prospects of the study.
32 Biological Background
2.1 Energy Production in Cells
Energy production in cells is carried out by cellular respiration. The main pathways
of the process are glycolysis, citric acid cycle, and the electron transfer chain
(ETC). One key product of these complex multi-reaction pathways is adenosine
triphosphate (ATP), which is the currency of energy in living cells.
The process of energy production begins with catabolism of nutrients. When
nutrient molecules are broken, the chemical energy stored in the bonds is released
for cells to use. Polysaccharides, more commonly known as sugars, work as a fast
reservoir of energy for cells, and they are stored as long chains of glucose in the
liver and muscle cells. Lipids make up the long-term energy reservoir, as they are
stored in adipocytes, fat cells. Proteins are also used as an energy source, even
though this is not their primary task [16].
Glucose molecules are degraded to pyruvate in a process called glycolysis. This
process does not require oxygen. Once formed, the pyruvate molecules are further
converted to acetyl coenzyme A (CoA). CoA is the essential component for the
second fundamental part of energy production, the citric acid cycle, which takes
place in the mitochondrial matrix. Aerobic conditions are necessary for the operation
of the citric acid cycle, while an insufficient amount of oxygen leads to the reduction
of CoA to lactic acid [16]. The citric acid cycle, also referred to as the Krebs cycle,
consumes CoA to reduce NAD and FAD to NADH and FADH, respectively. The
process also gives an energy yield of 2 ATP molecules, along with carbon dioxide as
a waste product. As one of the tasks of proteins is to work as enzymes and catalyze
chemical reactions, also numerous enzymes catalyze different steps of the Krebs
cycle. The electron carrier molecules NADH and FADH2 provide the electrons
further to the third part of the respiratory system, ETC [17].
The electron transfer chain consists of four main components, formally referred to as
NADH ubiquinone oxidoreductase (complex I), succinate dehydrogenase (complex
II), ubiquinol-cytochrome c oxidoreductase (complex III), and cytochrome c oxidase
(complex IV). Complexes I-IV, their main reactions, and the electron carriers of
ETC are shown in Figure 2.1. In mitochondria, the components of ETC are located
in the inner mitochondrial membrane. Complexes I, III, and IV function as proton
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Intermembrane space
Mitochondrial matrix
Q
cyt c
I II III IV
VNADH NAD+ + H+
FADH2 FAD + 2H+
O2 H2O
ADP + H+ ATP
H+ H+ H+ H+
Figure 2.1: A scheme of the respiratory chain in mitochondria. Roman numbers
indicate different complexes. Components Q and cyt c refer to the electron carrier
molecules ubiquinone and cytochrome c, respectively. The electron transfer route is
shown with blue, and the proton translocation with red arrows.
pumps, releasing protons to the intermembrane space between the inner and outer
mitochondrial membranes. A proton gradient builds up between the intermembrane
space and the mitochondrial matrix, also referred to as the P-side and N-side,
respectively, which finally drives ATP synthase generating ATP [17].
The complexes I and II reduce the fat-soluble ubiquinone (Q) molecules to ubiquinol
(QH2), which transfers electrons further to complex III. In complex I, the reduction
occurs by transferring electrons from the electron carrier NADH to the ubiquinone
via iron-sulphur clusters. In this process, four protons are pumped to the inter-
membrane space. In turn, complex II oxidizes a succinate molecule and transfers
two electrons to reduce the ubiquinone, while no protons are pumped [16, 18].
Complex III receives the two electrons from ubiquinol and transfers them one at
a time to cytochrome c. The mechanism of complex III is known as the Q-cycle,
further discussed in Chapter 2.2. Complex IV receives the electrons transferred by
cytochrome c and reduces oxygen molecules into water. Complex IV pumps two
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protons to the intermembrane space, per 2 e− transferred to oxygen [17, 18]. Overall,
the total number of protons pumped across the inner mitochondrial membrane is
10 H+ per 2 e−.
The electrochemical gradient formed between the intermembrane space and the
matrix moves the protons back to the N side through ATP synthase. The ratio
of ATP to ADP in mitochondria regulates the efficiency of the ETC. The more
energy the cells require, the more protons need to be pumped by the complexes to
maintain a sufficient proton gradient.
ATP synthase is composed of two domains, F1 and FO. The cylindrical FO penetrates
the inner membrane, and the more spherical F1 is located on the matrix side of the
membrane. The two separate domains are connected to each other via a stator. Due
to the proton gradient, individual protons move through FO, which causes rotation
of F1. The rotation is vital for the F1 part to bind ADP (adenosine diphosphate)
and phosphate molecules to form ATP [17]. Once formed, the ATP molecules are
released and used for other reactions in the cell.
2.2 Cytochrome bc1 Complex
Cytochrome bc1 complex is a homodimeric multisubunit integral membrane protein
located in the inner mitochondrial membrane and the plasma membrane of bacteria.
In this thesis, the names cytochrome bc1 and complex III are used equivalently. As
stated above, complex III is an important part of the ETC, taking part in ATP
generation in cells. The secondary structure of the protein is composed of various
alpha helices and beta sheets. While the protein regions embedded in the membrane
are alpha helical, the peripheral parts are a mixture of both alpha helices and beta
sheets [17].
One monomer of complex III in mitochondria typically consists of 11 subunits, with
a weight of about 250 kDa for each monomer. In Figure 2.2 are shown the subunits
of complex III from the yeast Saccharomyces cerevisiae (PDB ID: 3CX5, [19]).
Three of the subunits in each monomer form the catalytic core containing the redox
centers needed for electron transfer. The remaining subunits are either essential
in assembling the protein structure or have regulatory roles [18]. The number of
subunits in different species differs, while the vital catalytic subunits are conserved
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sub 1
sub 2
cyt b
cyt c1Rieskesub 6
sub 7
sub 8
sub 9
mitochondrial matrix
(N side)
inner mitochondrial
membrane
intermembrane space
(P side)
Figure 2.2: Subunits of cytochrome bc1 complex shown with different colors. The
complex is a homodimer, and the same subunits in both monomers are colored with
the same color.
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[19]. Of the core subunits, the hemeproteins cytochrome b (cyt b) and cytochrome
c1 (cyt c1) contain the heme centers of the complex, and a so-called Rieske protein
contains the iron-sulphur cluster (Fe2S2). The structures of the redox centers, along
with the bonds to amino acids, are presented in Figure 2.3.
The cytochrome b subunit has about 400 amino acids and two heme centers, bH
and bL, which are ligated to two surrounding histidines. The cytochrome c1 subunit
consists of about 250 amino acids and one c-type heme center. As seen in Figure
2.3, the c-type heme is ligated by a histidine and a methionine, and it also has
two additional covalently bonded cysteine residues. The redox heme centers get
their electron transfer ability from the oxidation and reduction of the iron atom
in the center of the heme [17, 18]. The Rieske protein has about 280 amino acids
and consists of an iron-sulphur cluster Fe2S2. The cluster contains two iron atoms
covalently bonded to two sulphur atoms. Two covalent bonds from each iron atom
connect the cluster to the amino acids, as depicted in Figure 2.3. One of the iron
atoms bonds to two surrounding cysteine residues and the other to two histidines,
as shown in Figure 2.3. As with the heme centers, the redox property of the cluster
derives from the iron atoms’ ability to receive and release electrons [19]. The electron
carrier cytochrome c is a small protein comprised of about 100 amino acids. It is
able to receive one electron at a time from complex III and to transfer it to complex
IV. Cytochrome c is located outside the inner mitochondrial membrane in the
intermembrane space. The electron transfer capability of cytochrome c originates
from the oxidation and reduction of a heme that is ligated to two cysteine residues
[16, 19].
The function of complex III is based on the Q-cycle mechanism, first proposed by
Peter Mitchell [18, 20, 21], in which the electrons are transferred from ubiquinol
to the complex and further to cytochrome c. A schematic view of the Q-cycle
is shown in Figure 2.4, and the locations of the redox centers in Figure 2.5. An
ubiquinol molecule, bound at the Qo site, transfers two electrons to complex III,
and is oxidized to ubiquinone. One of the electrons is released to the iron-sulphur
cluster of the Rieske protein, and another electron to the low potential heme (bL)
of the cytochrome b subunit. Fe2S2 and bL are thus reduced [22].
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HIS 181
HIS 161
CYS 159
CYS 178HIS 82/96
(MET 225)
HIS 183/197
(HIS 105)
(CYS 101)
(CYS 104)
Figure 2.3: The structures of the redox centers and their ligands. On the left is
the heme, and on the right the iron-sulphur-cluster. The residues in brackets and
the dashed lines show the additional ligands of heme c1. The atoms are colored
as follows: pink for iron, blue for nitrogen, cyan for carbons, red for oxygen, and
yellow for sulphur (the hydrogen atoms are not shown for simplicity).
Intermembrane space
Mitochondrial matrix Complex III
Qo
Qi
bL
bH
FeS c1
2QH2
2Q
Q
QH2
2 cyt c (oxi)
2 cyt c (red)
2 H+
4 H+
2 e−
2 e−
2 e−
2 e−
2 e−
Figure 2.4: Scheme of the Q-cycle in cytochrome bc1. QH2 and Q denote ubiquinol
and ubiquinone, while Qo and Qi are ubiquinone binding sites. FeS is the iron-
sulphur cluster, bL, bH and c1 are the heme centers. With cyt c (oxi) and cyt c
(red), the oxidized and reduced cytochrome c carriers are denoted.
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heme c1 heme c1
heme bL heme bL
heme bH heme bH
Fe2S2 Fe2S2
Qo
Qi
Intermembrane space
Mitochondrial matrix
Figure 2.5: Locations of the redox centers, and sites Qo and Qi, in cytochrome
bc1. Coloring of the protein subunits is identical to Figure 2.2. The membrane is
marked with the blue lines.
The iron-sulphur cluster transfers the electron it received further to heme c1 of
the cytochrome c1 subunit. Experimental studies have shown noticeable movement
of the extramembrane domain (head) of the Rieske protein, as the Fe2S2 cluster
transfers the electron [4]. The alpha helical membrane domain of Rieske is anchored
to the complex, while it is the head group that changes conformation [23]. After this,
heme c1 transfers the electron to the cytochrome c carrier, which then separates
from the complex and diffuses towards complex IV. The second electron from the
ubiquinol has a different path. It is transferred from the low potential heme (bL)
to the high potential heme (bH). Next bH transfers the electron to a ubiquinone
bonded to the Qi active site, shown in Figure 2.5. The ubiquinone stays at a
transition state as a ubisemiquinone, until it receives another electron in the second
part of the Q-cycle, and is reduced to ubiquinol [17].
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Figure 2.6: The chemical transition from ubiquinone to ubiquinol, via
ubisemiquinone.
The second part of the Q-cycle begins, as another ubiquinol molecule carries an
electron to complex III. The electron is released at the Q0 site, again reducing the
Fe2S2 cluster and the bL heme. The ubiquinol then detaches itself from complex III
as ubiquinone. Electrons follow the same paths as described above for the first part
of the cycle. A second cytochrome c then picks up an electron from the complex,
and the other electron is released to reduce the bound ubisemiquinone to ubiquinol
at the Qi site. The ubiquinol is released from the Qi side of the complex back to
the membrane. [17]. The structures of ubiquinone, ubisemiquinone, and ubiquinol
are shown in Figure 2.6.
The next question is, how are the protons actually pumped to the intermembrane
space? As ubiquinol molecule (QH2) is oxidized by releasing the electrons to the
complex, it also releases its two protons to form ubiquinone. These two protons
follow the so-called proton exit pathways in the complex and are transferred via
the amino acids and water molecules to the P-side [24]. Since two parts are needed
to complete the Q-cycle, in total four protons are released into the intermembrane
space. The cycle also requires the uptake of two protons from the mitochondrial
matrix to reduce ubiquinone to ubiquinol, which happens via the ubisemiquinone
state [17]. This implies a net proton translocation of 1 H+ per one electron.
Ubiquinol and ubiquinone bind to the active sites of the complex by hydrogen bonds
to the amino acids. If other molecules have similar structures, they are also able to
bind to these sites, possibly preventing the binding of ubiquinol and ubiquinone.
These molecules are called inhibitors, as they block the flow of electrons, and
reduce the efficiency of the respiratory chain. For example, compounds known as
stigmatellin and myxothiazol can bind to the Qo site [19, 25, 26], and antimycin
A to the Qi site [27, 28]. An example of the effects of inhibitors is the increased
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formation of oxygen radicals in the mitochondria due to the binding of antimycin
A [29].
2.3 Cardiolipin in the Inner Mitochondrial Membrane
The mitochondria consist of an inner and an outer membrane. These are separated
by the intermembrane space. The inner mitochondrial membrane separates the
mitochondrial matrix from the intermembrane space and is the most important
environment for ETC and ATP synthesis. A unique property of mitochondrial
membranes is the high level of cardiolipins in the range of 5 to 20 mol% [30]. In
general, the lipid composition of a membrane defines its characteristics, and it
affects the properties of the proteins located in the membrane. Because of its high
percentage, cardiolipins have a vital role in the inner mitochondrial membrane
structure and dynamics, as well as in the proper function of ETC [30, 31]. For
different mammal species, the composition of the inner mitochondrial membrane
is close to identical [30]. For the yeast Saccharomyces cerevisiae it is as follows:
38 % phosphatidylcholines (PC), 24 % phosphatidylethanolamines (PE), 16 %
phosphatidylinositols (PI), 16 % cardiolipins (CL), the rest being small amounts of
other phospholipids [32].
Cardiolipins are a special type of lipids due to their unique structure compared
to other phospholipids. They are comprised of two phosphatidyl residues forming
a dimeric lipid structure. One CL molecule contains two glycerol backbones, two
phosphate groups, and four acyl chains, connected via a central glycerol [33]. The
structure of CL is presented in Figure 2.7. Cardiolipins thus comprise a small
headgroup, and a bulky hydrophobic tail region [6]. The composition of the fatty
acyl chains can vary largely between different species and tissues, but usually a
single CL molecule is symmetrical, containing only one type of acyl chain [31]. For
mammals, the most usual form of CL is a tetralinoleoyl, 18:2, containing four acyl
chains of 18 carbons, with two double bonds in each chain, as depicted in Figure 2.7.
However, for example in brain, most of the cardiolipins are highly polyunsaturated,
as 20:4 or 22:6. The correct composition, length, and degree of saturation of CL
has been found to be important for correct function of the biological systems they
are located in [31, 34].
A unique aspect of CLs compared to other phospholipids is the highly charged,
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Figure 2.7: Structure of cardiolipin. The chemically different parts of the lipid
are labeled.
small, and relatively immobile headgroup due to the position between the two
glycerol backbones. This feature may enhance negative curvature in membranes
[35]. The anionic headgroup is important for lipid–protein interactions, thus CLs
have been found to interact with numerous proteins [36]. Tightly bound to the
respiratory protein complexes, CLs have been found to be essential for the activity
of the proteins. This is due to CL being an important factor in the folding of the
protein, along with participating in the proton uptake during electron transfer
[34, 37, 38]. In addition, cardiolipins have also been found to facilitate the assembly
of the respiratory complexes to so-called supercomplexes [39]. By the formation
of supercomplexes, the need of electron carriers to diffuse such long pathways
between the complexes would be removed, hence improving the efficiency of ETC
[11]. Finally, CLs have a vital role connected to oxidative stress, which is discussed
in the next section.
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2.4 Oxidation of Cardiolipins
An oxygen radical contains one or more unpaired electrons and has an extremely
high chemical reactivity. The reduced form of oxygen, formed by receiving an
additional electron, is called superoxide (O•−2 ). Superoxide functions as a precursor
for other reactive oxygen species (ROS). If the amount of ROS exceeds a certain
threshold, they are able to affect the structure and behavior of different proteins,
lipids, and DNA, causing wide dysfunctions in cells. Up to two percent of the
total amount of oxygen taken by a cell will form ROS in the mitochondria [40]. In
normal conditions, the antioxidants control the amount of ROS formation in cells.
Oxidative stress is defined as an imbalance, where the ROS production outweighs
the production of antioxidants. The state of oxidative stress is closely related to,
for example, aging, programmed cell death, Barth’s syndrome, and other diseases
such as Alzheimer’s and Parkinson’s [13, 14, 40, 41].
While taking care of the energy supply, the ETC is also the main producer of
ROS. The highest amount of reactive oxygen species is produced by complexes I
and III [40]. The amount of ROS in mitochondria has been determined to be as
high as ten times larger than in the cytosol [42]. Simultaneously, the respiratory
chain enzymes are crucial targets for damage by ROS [42]. In complex III, the
ubisemiquinone can react with an oxygen molecule, forming O•−2 . For instance, in
the presence of antimycin A at the Qi site of complex III, the amount of ROS
formed by ubisemiquinone has been found to increase [41, 42]. A progressive damage
by ROS also occurs to the mitochondrial DNA (mtDNA), and leads to the breaking
of double strands of mtDNA and accumulation of mtDNA mutations. Damage of
DNA causes premature aging and cancer [40], as mutations in mtDNA may lead to
incorrect amino acids sequences and protein structures [40, 41].
Cardiolipins are especially vulnerable to oxidation. Firstly, in ETC, they are
located close to the site of ROS production by the respiratory complexes [40]. Long
polyunsaturated acyl chains with a methylene group between two double bonds are
the most reactive sites. The more unsaturated a lipid is, the easier it can be oxidized
by ROS [40]. The susceptibility of cardiolipins to oxidation is a consequence of
having four acyl chains, each often having double bonds. The oxidized CLs are
able to disrupt the permeability and other properties of the inner mitochondrial
membrane [40], thereby affecting the enzymes of the ETC, and have an influence on
2.4 Oxidation of Cardiolipins 14
the respiration processes. Cardiolipin peroxidation has been found to be partially
responsible for the release of cytochrome c from the inner mitochondrial membrane,
being a pro-apoptotic signal [43]. If CLs are oxidized, they lose part of their ability
to assist the cytochrome c molecules to bind to the membrane. This hinders the
transfer of electrons from complex III to complex IV, thereby affecting again the
whole ETC [37, 40, 42].
15
3 Molecular Dynamics Simulations
Since the first simulations of lipid systems performed more than thirty years
ago [44], the computational research on biological phenomena has grown rapidly.
Nowadays, simulations are able to predict entirely new features of biological systems,
as well as to confirm experimentally obtained results. With a correct interaction
model, computational simulations are able to reliably represent biological systems.
Depending on the studied system, the level of detail of the simulation can be
selected. A computer simulation can be performed using quantum mechanics, if
knowledge about chemical reactions is desired. Classical atomistic simulations are
appropriate for many molecular-scale phenomena, while large-scale systems can be
studied by coarse-grained simulations. Since biological systems possess remarkably
different length scales, all of these approaches are used.
In this thesis, the choice was to use atomistic molecular dynamics (MD). It is
a widely-used computational method to study the properties and behavior of
many-atom systems. MD simulations give us dynamic information about how the
properties of a biological system change in time. Since the goal of this work is to
study cardiolipin binding sites, its oxidation, and the effects on complex III, an
all-atom starting point was essential.
For performing MD simulations, various software packages have been developed.
In this project, a software called GROMACS [45] was used. The reason for the
preference over other available softwares was its high performance for simulating
large membrane-protein systems, the useful analysis programs, as well as the
author’s former experience with it. In the following chapters, the theory behind MD
simulations, as well as the algorithms and tools used in GROMACS, are provided.
The main references for the information of this chapter are [45–47].
3.1 General MD Algorithm
A general scheme for setting up and performing MD simulations is presented in
Figure 3.1. The required initial conditions of MD consist of the positions and
chemical properties of the atoms in the system, size of the simulation box, as well
as a topology and a suitable force field. In a simulation with a protein, its initial
structure must be carefully selected from the structural database (PDB, Protein
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Figure 3.1: Schematic representation of MD simulations. Each timestep the forces
are calculated from the potential function, and the equations of motion are solved.
Thermostat and barostat are used to keep the temperature and pressure constant.
After the simulation has reached desired sampling, the trajectory can be analyzed.
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Data Bank). The initial state of the simulation as well as the choices of force field
parameters define the subsequent dynamics.
Prior to performing MD simulations, an energy minimization of the system is
usually performed. The goal of energy minimization is to remove overlapping of
the atoms, and relax the system so that the net force on each atom is minimized.
In GROMACS, the common algorithm for performing the energy minimization
is the steepest descent algorithm [45]. The steepest descent algorithm starts with
an initial guess of the minimum, after which it finds the negative gradient of the
potential at that point, and takes a step in that direction [48]. The process is
repeated for a desired number of steps, or until a specified threshold force value
is reached. Other minimization schemes also exist, such as the conjugate gradient
method [49] or the L-BFGS method [50].
After the energy minimization, the atoms are given initial velocities. In general, the
velocities of atoms follow the Maxwell-Bolzmann distribution so that the probability
P (vi) to have a velocity vi is
P (vi) =
√
mi
2pikbT
exp
(
−miv
2
i
2kbT
)
, (1)
where vi and mi are the velocity and mass of the atom i, kb the Boltzmann constant,
and T the desired system temperature [51].
During the simulation, forces acting on each atom in the system are calculated
using the potential function, which is defined in a force field. This, as well as
integrating the Newtonian equations of motion, is described in detail in the next
section. The position and the velocity of each atom are saved to a trajectory file
with a certain frequency. This simulation file contains the evolution of the system
with respect to time and can be used for visualization and analysis. The first
few tens of nanoseconds, depending on the system size, are often counted as the
equilibration period and are not taken into account in the analysis. Analysis of
the production run is based on time averages of the desired physical properties of
the studied system. Each simulation software, especially GROMACS, comes with
either built-in, or compatible, analysis programs.
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3.2 Forces and Potentials
In classical MD for a N -atom system one can write the Newton’s equations as
mi
∂2ri
∂t2
= Fi, i = 1 . . . N, (2)
where mi is the mass and ri the position of an individual atom i, t is time and Fi
is the force acting on the atom i.
If we consider V (r1, r2, . . . , rN) to be the potential function, then the forces on
individual atoms i are
Fi = −∂V
∂ri
. (3)
For a many-body-system of N particles, the equations of motion of each particle
are coupled, and it is impossible to solve analytically the expression for the force
presented above. Instead, as the potential function is continuous, the force acting on
each particle can be solved using the finite difference method, where the integration
is degraded to smaller parts [46]. The above equations are solved on each timestep
of the simulation with this method, and the position together with the velocity
components are saved. For the calculation of the forces inside a system, a function
for the potential energies of each atom must be known. This information is stored
in a so-called force field. The force field contains a set of functions, along with
a specific parameter set, to describe the physical interactions between individual
atoms.
The reliability of MD simulations is dependent on the correct formulation of the
potential energy of the modeled system, as well as on the efficient and appropriate
algorithms. Further, the potential energy function parameters, such as bond and
angle constants and partial charges, must correctly describe the physical properties
of the system. The chosen force field must produce results equivalent to the
experimental ones, in order to bring out atomistic scale information about the
studied system.
Two different force fields can have the same functional representation, and still
differ in parameters. Also, the interaction potentials can be different. For example,
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Figure 3.2: Bonded interactions. Bond stretching and angle vibration are treated
as harmonic potentials, with the bond length rij and angle θijk. The dihedral potential
between four atoms i, j, k, l depends on the cosine of the angle φijkl.
the potential function of the CHARMM force field [52] includes the Urey-Bradley
interaction term (equation 9), while not every other force field does. Force fields are
often empirical, referring to that the parameters are derived experimentally. Thus,
there is no absolute description of a force field, but several approaches are able to
produce the same properties [46]. When new force fields are being developed, the
goal is to achieve transferability, which allows parameters of atoms with certain
properties to be used in a wide range of molecules.
A large number of different force fields have been developed. The most com-
monly used all-atom force fields include, for example, OPLS/AA [53], CHARMM
[52], AMBER [54], and GROMOS [55]. In this thesis, the additive all-atom
CHARMM36 [56, 57] force field was used. Since the redox centers had been previ-
ously parametrized with CHARMM, this force field was a natural choice to describe
all components of the system. Specifically, CHARMM36 has the parameters for
various types of cardiolipin structures, related to this thesis project.
The interactions between atoms can be divided into bonded and non-bonded
interactions. The former includes bond stretching, bond angles, and dihedral angles,
whereas the latter includes the van der Waals interaction described by the Lennard-
Jones (L-J) potential and the electrostatic Coulombic interaction [46].
The total potential energy can be written as a sum of all the different interaction
potentials listed above,
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V = Vbonded + Vnon−bonded
= Vbond + Vangle + Vdihedral + VL−J + VCoulomb. (4)
The bonded interactions are shown in Figure 3.2. As two covalently bonded atoms,
i and j, move relative to each others the length of the bond between them varies,
which changes the energy of the system. This interaction can be approximated as a
harmonic potential,
Vbond(rij) =
1
2k
b
ij(rij − bij)2, (5)
where kbij is the harmonic force constant and bij the reference bond length. The
vibration of the bond angle between atom triplets is also treated with the harmonic
potential, but with angles instead of distances. The expression for the potential for
three covalently bonded atoms i, j, k with an angle θijk can be written as
Vangle(θijk) =
1
2k
θ
ijk(θijk − θ0)2, (6)
where kθijk is again the harmonic force constant and θ0 the reference angle between
atoms i, j and k. Dihedral interactions are divided into two: improper and proper
dihedrals. Improper dihedrals describe planar structures, and they are defined and
treated separately from proper dihedrals to avoid the turning of the molecules to
their mirror images. A dihedral ijkl with a torsion angle φ between the planes
formed by atoms ijk and jkl, is show in figure 3.2. The angle φ is set to zero for
the cis configuration, as atoms i and l are on the same plane. The general equation
for the potential is
Vdihedral(φijkl) = kφijkl(1 + cos(nφ− δ)), (7)
where kφijkl is the force constant for the dihedral potential. The variable n 6= 0 is
the multiplicity of the bond, which means the number of minima in the function as
the bond is rotated 360 degrees. δ is the reference value, in which the torsion angle
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Figure 3.3: Lennard-Jones 6-12 potential shown in gray, with the dashed lines
representing the attractive and repulsive components of the potential. σ is the
distance at which the potential is zero, and  the depth of the potential well.
reaches its minimum value [46]. The harmonic potential related to the improper
dihedrals is simply
Vimproper(φijkl) = kφijkl(φ− φ0)2. (8)
In addition to the above, a potential function for the Urey-Bradley interaction is
also included in the CHARMM force field. The purpose of this term is to restrain
the bond stretching involved in the angle vibrations between the three atoms i, j, k.
It can be calculated as
VU−B(rik) = kU−Bik (rik − rU−B0 ), (9)
where kU−Bik is the harmonic force constant related to the Urey-Bradley interaction,
rU−B0 the reference value, and rik the distance between the atoms i and k [58].
As mentioned before, the non-bonded interactions include the van der Waals and
3.3 Simplifications in MD Simulations 22
the electrostatic interaction terms. Van der Waals attraction and steric repulsion
terms are modeled as the Lennard-Jones (L-J) 6-12 potential, presented in the figure
3.3. The non-bonded interactions are thus described with the following potentials:
VL−J =
∑
i<j
4ij
(σij
rij
)12
− 6
(
σij
rij
)6 , (10)
(11)
VCoulomb =
∑
i<j
qiqj
4pi0rrij
.
A popular algorithm for solving the equations of motion in 2 is the velocity Verlet
method [47], also used in the simulations presented in this Thesis. The velocity
Verlet method is an improved version of the original Verlet algorithm [59]. Another
commonly used integration method is the leap-frog method [60]. In the velocity
Verlet method, the velocity and position of a particle at time t+ ∆t are calculated
from the force at time t, with the following equations:
r(t+ ∆t) = r(t) + v(t)∆t+ ∆t
2
2m F (t) (12)
v(t+ ∆t) = v(t) + ∆t2m (F (t) + F (t+ ∆t)) . (13)
The algorithm first obtains the positions at time t+ ∆t, after which the new forces
at t+ ∆t can be computed from the potential. With this knowledge, the velocities
for each particle at time t+ ∆t can be calculated.
3.3 Simplifications in MD Simulations
For biological systems consisting of membranes, proteins or both, the system size
in any dimension is typically hundreds of Ångströms. This corresponds to a protein
surrounded by some hundreds of lipids, accompanied by water molecules, ions etc.,
all defined at atomic resolution. In membrane and membrane-protein simulations,
as in this Thesis, the membrane is usually placed in the middle of the unit cell,
surrounded by solution, as seen in Figure 3.4. The cell shape is chosen depending on
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Figure 3.4: On the left, cytochrome bc1 in a membrane with a rectangular box of
size 17.15 x 17.18 x 19.37 nm3. On the right, an illustration of periodic boundary
conditions.
the solute structure, and usually a cubic, rectangle or hexagon box is used [45, 47].
An example of a rectangular box is shown in Figure 3.4.
A unit cell containing a protein in a membrane is not a realistic representation of a
whole biological system because of a missing bulk phase. This gives rise to edge
effects, which are usually treated with periodic boundary conditions (PBCs). In
PBCs, a box enclosing all the atoms of the system is replicated in 3D, which helps
in avoiding edge effects. A schematic figure of PBCs is shown in Figure 3.4. Each
image of the system contains the same number of atoms having exactly the same
positions and velocities at each time.
As the number of particles in a system (N) increases, the bonded interactions
scale as ∝ N . In a pairwise interaction model, the non-bonded interactions scale
as ∝ N2. In simulations of biological systems with large N , this is minimized in
order to decrease the number of calculations and speed up the simulation. First,
the range for short-range non-bonded interactions is defined to be maximum half
of the shortest box dimension, known as the minimum image convention. Without
a range, an atom could interact with its image. The short-range van der Waals
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interactions are only calculated for atoms pairs i,j to some given distance, as long
as the latter does not exceed a given cut-off radius, typically around 1.2 nm. A
cut-off scheme reduces the computational cost and is justified by the rapid decrease
to a quite minimal attraction term for larger distances beyond about 1.2–2 nm
(Figure 3.3). The atom pairs within the cut-off are updated in a so-called neighbor
list. When PBCs are used in a protein-membrane system, the dimensions of the
unit cell must exceed the length of the protein plus twice the cut-off radius. This
ensures that a solvent molecule is not capable of interacting with opposite sides of
the protein at the same time.
With the long-range electrostatic interaction, it would be nonphysical to use a
certain cut-off [61]. This interaction is commonly treated with the Particle mesh
Ewald (PME) method in periodic systems [62]. The electrostatic potential for the
N -atom system can be written as
V = 12
∑
n
∑
i
∑
j
qiqj
ri,j,n
(14)
where the sum over n corresponds to the three spatial directions obtained by the
box vectors, i and j refer to two different atoms with charges qi and qj.
The above converges very slowly, and requires a high amount of computing time.
To reduce computational cost, Ewald summation [63] divides this sum into two
parts, a direct sum for short distances, and a reciprocal sum for larger distances.
The traditional Ewald summation handles the direct part efficiently, but struggles
with the computational cost of calculating the reciprocal part [45, 47]. This is
improved further with the use of PME, where the reciprocal sum is evaluated with
a multidimensional interpolation using fast Fourier transforms. PME improves the
accurate calculation of the electrostatic potential, while keeping the calculation
time reasonable [47, 63].
A typical timestep between calculation of the forces is 1-2 femtoseconds. A smaller
timestep would give more accurate results in the integration of forces, but simulta-
neously lead to a higher computational cost. The maximum size of the timestep is
limited by the fastest oscillations in the system, which in classical MD are typically
the bond-angle vibrations of hydrogens [45].
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3.4 Temperature and Pressure Handling
The temperature T of a system is related to the kinetic energy of the atoms, with
an equation
N∑
i=1
pi2
2mi
= kbTNdf2 . (15)
In the above equation, the atoms i = 1, ..., N have the momenta pi and masses mi,
while kb is the Bolzmann constant. The number of degrees of freedom is Ndf , which
can be written as Ndf = 3N −Nc, if Nc is the number of constrains.
A standard MD simulation, with no temperature and pressure handling, is performed
in microcanonical (NVE) conditions, where the total energy E, the volume V and
the number of particles N , are constant [64]. However, biological experiments are
most often performed at a constant temperature and pressure (NPT). The NPT
ensemble therefore requires temperature and pressure control. The simplest but
robust method to control the total temperature of the system is velocity scaling,
where the temperature is scaled by a factor of
√
T0/T (t) at each timestep. This leads
to the desired target temperature T0, but the method does not enable fluctuations
of temperature.
Two of the most popular thermostats utilized in MD simulations are the Berendsen
and the Nosé–Hoover methods [64]. With the Berendsen thermostat [65], the
temperature of the system approaches the desired temperature exponentially, as
dT
dt =
T0 − T
τT
, (16)
where τT is the time constant of the temperature coupling. Because of the exponen-
tial relaxation, the fluctuations of energy are suppressed, which causes an incorrect
description of the NPT ensemble [45]. However, the Berendsen method is efficient
in relaxing the system to the target temperature T0, which makes it usable in the
beginning of a simulation until the system has reached equilibrium.
The production run in NPT conditions is most often performed using the Nosé–
Hoover thermostat [64, 66, 67]. The time needed to reach the target temperature is
distinctly longer when using the Nosé–Hoover thermostat, but the NPT ensemble
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is correctly produced. The Nosé–Hoover thermostat yields an oscillatory relaxation
towards the desired temperature. The idea is to couple an external heat reservoir
to the system by adding a friction parameter ξ to the Hamiltonian of the system.
The additional term can be written as,
p2ξ
2Q +NdfkbTξ, (17)
where pξ is the momentum of the artificial heat reservoir (T ) and Q > 0 its
mass. The momentum is connected to the temperature at time t and the desired
temperature T0 by
dpξ
dt = T (t)− T0. (18)
The magnitude of the mass Q of the reservoir specifies the change of the temperature.
It is connected to τT , the time constant of the oscillatory relaxation, as
Q = τ
2
TT0
4pi2 . (19)
Besides the temperature, also the pressure of the system should remain constant in
a simulation with the NPT ensemble. For the pressure coupling by a barostat, the
widely used methods in GROMACS are the Berendsen and Parrinello–Rahman
barostats. Similar to the Berendsen thermostat described above, the Berendsen
barostat [65] is based on exponential relaxation of the pressure p as
dp
dt =
p0 − p
τp
. (20)
In the above, p0 is the target pressure and τp the time constant of the pressure
coupling. In temperature coupling, the variable scaled is the particle velocity,
whereas in pressure coupling it is the volume of the system. The change in volume
is accomplished by scaling the box vectors and the coordinates of the particles.
The Berendsen barostat is not able to provide the correct description of the desired
ensemble. Reaching the proper NPT conditions requires oscillations in pressure,
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which is especially important in smaller systems [47]. For achieving this, one should
use the Parrinello–Rahman barostat [68]. It functions by modifying the equations
of motion of the particles, and is commonly used together with the Nosé-Hoover
thermostat. In the Parrinello–Rahman approach the barostat is given as
db2
dt
= VW−1b−1(p− p0), (21)
where b is a matrix connected to the Hamiltonian of the system, V the volume, W
a matrix parameter for determining the strength of the pressure coupling, and p
and p0 the pressure and the desired target pressure.
When performing a simulation of a biological system, it is recommended, first to
equilibrate the system, by using the Berendsen thermo- and barostats. Once the
system has reached the desired conditions, the production run begins, for which one
should use the Nosé–Hoover and Parrinello–Rahman [64] thermostat and barostat,
respectively. In a system with discrete parts with diverse characteristics, such as a
membrane, protein, and solvent in a biological system, the temperature coupling
by thermostats needs to be separate for all groups. Otherwise there might occur a
problem of significantly higher temperature in the solvent compared to the solute
[45, 64].
3.5 Concluding Remarks
It should be briefly emphasized that the added value of computer simulations to
experimental research is enormous. The experimentally solved protein structure
itself does not provide information about the time-dependent dynamics of a bio-
logical system. Classical MD simulations are a way to determine the dynamics of
biological systems [51], and to provide atomic resolution knowledge of phenomena
that could not be studied experimentally. Through computational simulations, novel
phenomena can be predicted, and experimentally gained results can be confirmed
and further studied.
Some of the main challenges of MD occur in choosing the initial structures and
simulation algorithms, deriving the force field parameters, reaching long enough
simulation times to detect the sought phenomena, and in analyzing the large
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amounts of resulting data. Especially for larger protein-membrane systems, longer
time scales demand plenty of computing resources, which requires access to a
supercomputer. The constructed model systems are always simplifications of living
structures. Classical MD excludes quantum mechanics, resulting in approximations
of the interaction potentials between atoms. In the classical approach, chemical
bond breaking or forming can not be explored, unless one uses algorithms specifically
designed for that purpose. However, the popular force fields have been thoroughly
tested, and they are constantly being developed to reach more accurate results.
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4 Models and Methods
In this Thesis, the construction of model systems, and the subsequent simulations,
follow the general procedure described in the section 3.1. In this Chapter, the
selection and justification for the used atomic structures is discussed. Further,
details of the construction of the four model systems, the MD simulations, and
analysis methods are provided.
4.1 Model Systems
The atomic structure of cytochrome bc1 used in the MD simulations is from the
crystallographically resolved structure of yeast Saccharomyces cerevisiae (PDB ID:
3CX5 [19]). The main reason for selecting this structure is its very high resolution of
1.9 Å, the presence of all subunits, the included bound lipids, and the crystal waters.
The crystal structure also contains a bound cytochrome c, and a stigmatellin A
molecule bound on the Q0-site.
The complex III structure (3CX5) is a homodimer, and both of the monomers
comprise nine subunits. In Table 4.1, the subunits of the complex are listed, followed
with the chain letters of the PDB nomenclature. An image of the complex, colored
by subunit type, is shown in Figure 2.2. The atomic coordinates of cytochrome bc1
were taken from the OPM (Orientations of Proteins in Membranes [69]) database.
Since the subunits contain bound redox centers (hemes and iron-sulphur-clusters),
building of the topology was not straightforward. The topologies and partial charges
for the redox centers were taken from a previous study [70]. All of the redox centers
were modeled in oxidized state.
Since complex III is a membrane protein, a lipid bilayer, water and ions are
also necessary to describe the whole system. The complex was embedded in the
membrane using the CHARMM-GUI Membrane Builder [71–73]. It is a web-based
tool capable of building complicated mixed bilayers in a straightforward manner.
The Membrane builder calculates the number of lipids needed to embed a protein
structure in a bilayer, and it also produces the topologies and coordinates.
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chain J,U chain K,V
chain W, cyt c
Figure 4.1: The cytochrome bc1 structure (PDB ID: 3CX5). The cyan colored
subunits are the ones included in the simulated protein, while the green fv-fragments
(chains J,K,U,V) and the purple cytochrome c (chain W) were removed.
Table 4.1: List and description of the subunits in (PDB ID: 3CX5).
subunit 1: chain A, L
subunit 2: chain B, M
cytochrome b: chain C, N
- contains the low and high potential hemes
cytochrome c1: chain D, O
- contains the c-type heme
Rieske protein: chain E, P
- contains the iron-sulphur-cluster
subunit 6: chain F, Q
subunit 7: chain G, R
subunit 8: chain H, S
subunit 9: chain I, T
fv-fragments: not included, chains J,K,U,V
cytochrome c: not included, chain W
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The subunits of the enzyme are listed in Table 4.1. The subunits included in the
model are shown in Figure 4.1, and in more detail in figure 2.2. The antibody Fv
fragments (chains J,K,U,V) used in the crystallization process of the complex [19],
as well as the cytochrome c molecule (chain W), were left out of the simulation
model. This decreases the complexity of the protein and also reduces the number of
atoms in the system. In CHARMM-GUI, the default patching for N- and C-termini,
as well as disulphide bonds was used. The lipid composition of the membrane was
chosen to mimic that of the inner mitochondrial membrane. In Table 4.2, different
phospholipids (%), found experimentally or modeled, are shown.
The bilayer of the model systems included 50.3 mol% POPC (1-palmitoyl-2-oleoyl-
sn-glycero-3-phosphocholine, 16:0/18:1), 35.0 mol% POPE (1-palmitoyl-2-oleoyl-sn-
glycero-3-phosphoethanolamine, 16:0/18:1) and 14.7 mol% CL (18:2/18:2/18:2/18:2)
[32]. For simplicity, PI, PS, and PA lipids were not selected, but their amount was
compensated by the PC and PE lipids. The 3D structures of the lipids used in the
simulations are shown in Figure 4.2, and the corresponding atomic structures in
Figure 4.3. The cardiolipins were chosen to be doubly anionic as in earlier studies,
even though both single and doubly anionic CLs have been proposed before [34, 74].
The number of lipids in each leaflet of the bilayer was adapted to the size of the
protein. In the wild type system, in total 652 lipids (328 PC, 228 PE, and 96 CL)
were used, which resulted in a minimum distance of 22 Å between the protein and
the box. This was calculated to be enough, since on average the simulation box
shrank by about 8 Å in x- and y-dimensions during the equilibration due to the
packing of the lipids. The upper leaflet of the bilayer had 329 lipids and the lower
one 323. The reason for this difference was the area of the protein, which varies for
the two leaflets, and is automatically taken into account by CHARMM-GUI.
Table 4.2: Experimentally determined lipid composition [mol%] of the inner mito-
chondrial membrane [32], and the simplified lipid composition of the constructed
model systems.
PC PE PI PS PA CL
Experimental: 38.4 24.0 16.2 3.8 1.5 16.1
Simulation: 50.3 35.0 - - - 14.7
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(a) (b) (c)
Figure 4.2: Atomic structures of the phospholipids constituting the lipid bilayer
in the model systems: (a) POPC, (b) POPE, (c) CL. Oxygen atoms are colored in
red, phosphorus atoms in yellow, nitrogens in blue, carbons in cyan, and hydrogens
in white.
After the topologies and coordinates for the membrane and protein were created,
the next step was to add the hemes and iron-sulphur-clusters. This was done
with the software VMD - Visual Molecular Dynamics [75], and its psfgen -plugin.
With psfgen, bonds between the redox centers and the appropriate amino acids of
cytochrome bc1 were created. The amino acids connecting the redox centers to the
backbone are shown in Figure 2.3. Also, the two important disulfide bonds located
close to the Fe2S2 cluster in chains E and P were added, after which the topology
of the whole protein was obtained.
The topology for cytochrome bc1 was converted from the CHARMM format to
the GROMACS format using the VMD plugin TopoTools [76]. The topologies of
the lipids (residue names POPC, POPE, TLCL2), water (TIP3P [77]), and ions
were taken from CHARMM36 [56, 57]. Also the the force field parameters of all
amino acids were taken from CHARMM36, whereas the redox centers were defined
based on earlier studies [70, 78]. Once the structure file and the topology of the
protein-membrane were complete, the water molecules and ions were added. This
and the following steps were carried out with GROMACS (version 5.1.4).
4.1 Model Systems 33
N
O P+
O−
O−
O
O 1
O
2
3
4
5
6
7
8
9 10
11
12
13
14
15
16
17
18
1
O
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
POPC
N
O P+
O−
O−
O
O
O
O
POPE
HO
O
P+
O−
O−
O O
O
O
O
O
P+
O−
O−
O O 1
O
2
3
4
5
6
7
8
9 10
11
12 13
14
15
16
17
18
O 1
O
2
3
4
5
6
7
8
9 10
11
12 13
14
15
16
17
18
CL
Figure 4.3: The chemical structures of POPC, POPE and CL. Indexes of the
carbon atoms of the lipid tails are shown in red. POPE follows the carbon indexing
of POPC.
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First, the water molecules from the crystal structure 3CX5 were added, followed
by addition of solvent water by the GROMACS program gmx solvate. The GRO-
MACS tool also added a large number of water molecules in the protein and the
membrane, which were removed using VMD. Potassium and chloride ions (K+
and Cl−) were added with the GROMACS program gmx genion to neutralize
the charge of the system (-216.11 electronic charge) [79], and to represent the
physiological salt concentration of 0.15 M. After all the components had been
successfully assembled together, the energy of the system was minimized using the
steepest descent algorithm in GROMACS.
In total four different model systems were created. The model systems are listed in
Table 4.3. Model system 1 is a wild-type system, with the cytochrome bc1 embedded
in a membrane with no crystallographically resolved lipids. It corresponds to the
complex III model studied earlier in [6], and serves as a reference to model system 2.
Model system 2 contains the tightly bound PE and CL lipids resolved in the crystal
structure. In models 3 and 4, the three CLs from the crystal structure are oxidized
(see below). The locations of the crystallographically resolved lipids are shown in
Figure 4.4. One of the cardiolipins (CL I) is located in the central cavity of complex
III, between the two cyt b subunits, and the two others are symmetrically on the
surface (CL II, CL III). The complete tails of these three CLs were constructed by
CHARMM-GUI, corresponding to the structure of the bulk lipids.
Table 4.3: Description of the simulation systems.
model system tightly bound lipids oxidation length
1 no no 1 µs
2 yes no 1 µs
3 yes -COOH 1 µs
4 yes -OOH 1 µs
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CL I
CL II CL III
CL I
CL II
CL III
Figure 4.4: The locations of bound CLs (blue) and PEs (orange). On left is the
side view parallel to the membrane, and on the right the view from the P side of
the membrane. The Rieske protein (chains E,P) is shown in pink, and the subunit
8 (chains H,S) in gray. Rest of the complex III is shown as transparent.
The structures of the modified lipids are shown in Figure 4.5. In system 3, all four
tails of the tightly bound cardiolipins were oxidized by a carboxylic acid group
attached to the 16th carbon. In system 4, a hydroperoxyl group was bound to
the 13th carbon. Oxidizing all four tails maximizes the effect of oxidation to the
complex, allowing the results to be obtained within a reasonable simulation time.
The force field parameters of the carboxylic acid modification were obtained by
combining a protonated lauric acid residue (LAUP) topology from CHARMM36
with the topology of CL. For the hydroperoxyl group, parameters were obtained
from reference [80], and the topology was manually modified. The topologies were
converted to GROMACS by using VMD and TopoTools, as described earlier and
summarized in Figure 5.1.
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Figure 4.5: Structures of the oxidized CL tails. Above is the tail containing a
carboxylic acid group (model system 3), and below is the hydroperoxyl modification
(model system 4). The carbon indexes are shown in red.
4.2 Simulation Details
All simulations were carried out at a constant semi-isotropic pressure of 1 bar with
compressibility of 4.5 × 10−5 bar−1, and 310 K temperature. The time constant
for the temperature control was 1 ps, and for the pressure control 5 ps. For the
temperature and pressure control, the Berendsen thermostat and barostat were
used during the equilibration period, followed by the Nosé–Hoover thermostat and
the Parrinello–Rahman barostat, respectively.
For the Lennard-Jones interactions and the real space part of Coulomb electrostatic
interactions, a cut-off of 1.2 nm was used. Electrostatic interactions were handled
with PME. Neighbor searching was treated with the Verlet cut-off scheme with a
cut-off of 1.2 nm, and the neighbor list was updated every 10th step. For bonded
interactions the LINCS algorithm [81] was applied to the hydrogen bonds, as
suggested for the CHARMM forcefield [45]. The timestep for the simulations was 2
fs, and the PBCs with the usual minimum image convention were used in all three
dimensions.
Each energy minimized system was first simulated for a nanosecond using harmonic
restrains with a force constant 1000 kJ mol−1 nm−2 on the protein and the lipids.
For the protein the restraining forces acted on all atoms in x-,y- and z-directions.
To equilibrate the lipids around the protein in the x,y-plane, restrains were added
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only in the z-direction on the headgroup phosphates and the last carbon atom in
each tail. The equilibration period was 30 ns, after which the production run of
each simulation was 1 µs long.
4.3 Methods for Analysis
Analysis of the trajectory was performed by VMD [75], GROMACS programs
[82], MDAnalysis for Python [83, 84], and Matlab [85]. All figures were created
using VMD and LATEX. In order to validate the properties and the behavior of the
constructed molecular model, to support the experimental findings, and to look for
new insights, various analyses were done.
A common measure of stability is the root-mean-square deviation (RMSD) of the
protein. It calculates the average distance between atom positions with respect to
a reference structure. Any large alterations in RMSD corresponds to an unstable
structure and dynamics. The RMSD for a structure at time t with respect to the
initial structure at t = 0 is calculated as,
RMSD(t) =
√√√√ 1
M
N∑
i=1
mi‖ri(t)− ri(0)‖2, (22)
where M = ∑Ni=0mi and ri(t) and ri(0) are the positions of an atom i at time t
and t = 0 [45, 86].
RMSD gives information about the protein stability, whereas other parameters are
used to analyze the lipid bilayer stability. First, the membrane thickness should
remain relatively constant throughout the simulation. The value of the thickness
can be obtained in various ways. Here, the calculation was done by MEMBPLUGIN
[87], which resolves the peaks of the phosphorus atom density profile for each leaflet
and computes the distance of these.
Another validation of the bilayer stability is the deuterium order parameter of acyl
chains. It is defined as
SCD =
〈
3 cos2 θ − 1
2
〉
, (23)
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where θ is the angle between the carbon-hydrogen bond vector and the normal of
the membrane [88]. The value of SCD ranges between −1/2 and 1, and a higher
value corresponds to a more ordered structure of the membrane. The calculation of
the order parameters was performed by the GROMACS gxm order tool. SCD was
calculated separately for the oleoyl and palmitoyl chains of the lipids.
To study the cardiolipin binding to complex III, the occupation of CL atoms in the
vicinity of the protein was calculated. This was carried out by the VMD VolMap
plugin [75]. VolMap calculation was carried out by using the "occupancy" option
together with a 1.0 Å resolution. The occupation of CLs was averaged over all
frames of the trajectory, and an isovalue of 0.3-0.5 was used to draw the locations
of increased CL occupation. This corresponds to at least a 5 times higher CL
occupancy compared to the bulk region. For resolving the key residues forming a
certain CL binding site, the following procedure was used. For each ns of the 1 µs
simulation, the residues within 6 Å of the CL molecule are searched. The residues,
which are within this radius at least 50 % of the time, are considered. In the case
of a symmetrical binding site, only the residues obeying the time condition in both
monomers are accepted. The same holds if the binding site is found in both model
systems. The sites obtained by this procedure can be compared with earlier results
to validate the computational model and to suggest new binding sites for complex
III.
To analyze the effects of CL oxidation on cytochrome bc1, interactions between
the CLs, and the protein and water, were examined. In Figure 4.4, are shown the
locations and nomenclature of the modified cardiolipins. In the Results section, the
lipids follow the same nomenclature of CL I, CL II, and CL III. Changes in the
interaction between the CLs and the protein due to CL oxidation were identified
by calculating the number of different amino acids around the oxidized region
of the CL tail. The oxidized region is defined as the part of the CL tail close to
the carboxylic acid (system 3) or the hydroperoxyl (system 4) group. The atoms
defining the oxidized region of a CL tail are listed in Table 4.4. When searching for
the residues around the oxidized region, a cutoff of 6 Å was used. In order for a
residue to be in contact with the oxidized region, at least one atom of the sidechain
of a residue must be within the cutoff from any of the atoms of the oxidized region.
The same condition holds true for the interaction between waters and CL. A water
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molecule is in contact, if at least one of its atoms is within 6 Å of the oxidized
region. The water distribution was further examined by linking the amount of
water to the z-coordinate of the oxidized region.
Analysis of the MD simulations follows the above described procedures. The results
are provided in the next Chapter, along with discussion and conclusions.
Table 4.4: Atoms comprising the oxidized region of the CL tail in each model
system. The hydrogen atoms bound to the listed carbons are included by default.
oxidized reference
carboxylic acid system 3 system 2
C16, C17, OOH C16, C17, C18
hydroperoxyl system 4 system 2
C12, C13, C14, OOH C12, C13, C14
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5 Results and Discussion
In this Chapter, the results of the MD simulations are presented. The analysis is
performed as described in the previous Chapter, and they include the following:
(1) the procedure for converting the topology from CHARMM to GROMACS,
(2) verification of the stability of the simulation systems,
(3) cardiolipin binding sites analysis, and
(4) results on the effects of the oxidation of the bound CLs.
The analysis and the results for the model systems are presented for the 1 µs
production runs of each simulation.
5.1 Conversion from CHARMM to GROMACS
To the author’s knowledge, this is the first published attempt to construct and
simulate complex III in a membrane using the GROMACS software. Building
biologically realistic model systems of complex III embedded in a membrane,
compatible with GROMACS, was not entirely straightforward. This was due to
the presence of the redox centers ligated to the protein. Starting with the PDB
structure of cytochrome bc1, an approach was developed to construct and simulate
all of the model systems. A simplified scheme of the system building procedure is
shown in Figure 5.1. The presented approach combines the efficient operation of
CHARMM-GUI and psfgen in the creation of the topology of the protein with
the high performance of GROMACS. As a result, four separate systems were
equilibrated, and simulated for 1 µs.
As explained in detail in the Methods section, the construction of the system began
by running CHARMM-GUI to embed the protein into a multi-component bilayer,
with a desired lipid composition. To simplify the inclusion of the redox centers
to the structure, they were added afterwards by psfgen. The protein-membrane
system was converted to GROMACS by TopoTools to receive the topology of
the complex in the correct format. A sufficient amount of water and ions were
added with GROMACS, along with the water molecules from the crystallographic
structure. Energy minimization was performed, followed by an equilibration period.
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Figure 5.1: A scheme of the workflow of building the model systems.
After this, the production runs were made. A system constructed in this manner,
produced a well-tested, stable model of complex III in membrane.
5.2 Stability of the Model Systems
Root mean square deviation (RMSD) for the backbone atoms of cytochrome bc1
was calculated for each model system using the equation 22. The results are shown
in Figure 5.2. It can be seen that in all of the systems, the RMSD converges to a
relative stable value with no large fluctuations. In the beginning of the run, RMSD
slowly increases until the systems reach equilibrium. The value of RMSD stabilizes
to a value of 0.3 - 0.4 nm, which is considered small. In this sense, the protein does
not undergo large structural changes, but stays stable during the simulation.
In order to analyze the stability of the phospholipid membrane, the membrane
thickness with respect to time was calculated. The results for each model system
are presented in Figure 5.3(a). For all of the four systems, the thickness of the
membrane fluctuates around 39 - 40 Å, with no large changes. This indicates
stability of the membranes in all systems. On average, the value of the thickness
does not vary between the four systems, so the addition of the tightly bound lipids
or the oxidation does not affect membrane thickness. Since membrane thickness is
not uniquely defined, but various definitions exist, any exact value for comparison
was not available. In [78], the thickness for a PC-PE-CL membrane was obtained
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Figure 5.2: Root mean square deviation (RMSD) calculated for the protein back-
bone, shown for each system.
to be 42 Å, and in [89] for a PC-CL membrane one reported a value of 41 Å. For
the model systems of this study, the embedded protein decreases the value of the
thickness, as the lipid tails in the vicinity of the protein penetrate it.
As another stability measurement for the bilayer, the order parameter (SCD) of
the acyl chains was calculated. SCD was computed separately for different lipid
types in each model system using the equation 23. The results for the different
chains of the lipids in each model system are shown in Figure 5.3(b)-(g). The order
parameter is plotted with respect to the atom number of the tail, following the
numbering shown in Figure 4.3. The value of SCD describes the average ordering
of the lipid tails. There is no significant change in the values of SCD between the
different model systems.
In general, the headgroup of a lipid in the membrane has a higher SCD compared to
the end of the tail. This results from a more constrained position of the headgroup
due to the interactions with the water at the interface, along with the neighboring
lipid headgroups. The order parameter for both chains of POPC and POPE have
the similar shape and magnitude, which is caused by their identical acyl chain
structure. It can be seen from Figure 5.3 that POPC has a slightly higher SCD
of both chains compared to POPE, which was also observed earlier in [78]. The
double bond between the atoms C9-C10 decreases the order locally.
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Figure 5.3: (a) Thickness of the membrane. The average order parameter (SCD)
of the oleoyl chains of (b) POPC and (c) POPE, (d) all tails of CL, and the
palmitoyl chains of (e) POPC and (f) POPE. The colors of (b)-(g) follow the colors
of the membrane thickness plot.
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For CL, the shape of the SCD graph is different from POPC and POPE due to the
two unsaturated bonds in the tail. The value of SCD for CL is smaller, indicating
a less ordered configuration of the tails. In reference [90], SCD was calculated for
PLPC lipids, which have a similar acyl chain structure as CL. For PLPC, the value
of SCD of the oleoyl chain decreases locally for the double bonds, being consistent
with our results for CL.
5.3 Cardiolipin Binding Sites
The binding locations of CLs on the membrane-exposed surface of cytochrome
bc1 have been studied previously by experimental and computational techniques.
Experimental evidence for the binding sites has been gained from the crystallo-
graphically determined protein structures, for example in [19, 38]. Computational
studies have been performed both through coarse-grained MD simulations [5] and
atomistically [6], and they observed similar binding sites as seen experimentally.
As a validation of the constructed models used in this work and for supplementing
the earlier research, the CL binding sites for the model systems 1 and 2 were
determined. Since the simulations were performed with cytochrome bc1 as a dimer,
the CL binding to both monomers were compared, doubling the statistics.
Identification of the binding cites was performed using the VMD VolMap plugin
[75], together with self-made analysis scripts. In Figure 5.4 are shown the locations
of higher CL occupancies for the model systems 1 and 2. Altogether eight different
CL binding sites were found. In Figure 5.4, they are marked with roman numbers.
Six binding sites are located in the lower leaflet (I-VI), and two in the upper leaflet
(VII-VIII).
Sites I and II are the binding sites of the tightly bound lipids, featured for instance in
the crystal structure in [19]. Sites III, IV, V, and VI have been previously obtained
in [5]. On the upper leaflet, both sites VII and VIII are found in both of the systems,
and symmetrically in both monomers. These, to the author’s knowledge, have not
been determined precisely in any previous studies. A list of the key residues forming
the binding sites is given in Table 5.1. In the table, the residues that match with the
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earlier simulation results of [5] are highlighted. Snapshots of the binding locations
are given in Figure 5.5, where the positions of the key residues can be seen.
System 1IMS view MM view
System 2IMS view MM view
I
III
VI
IV
VII
VIII
I
II
III
IV
VVI
VII
VIII
Figure 5.4: Cardiolipin binding sites (green) obtained with VMD Volmap, with
the view from the intermembrane space (IMS) and the mitochondrial matrix (MM).
The binding sites are marked with the roman numbers. Subunit 8 (chains H,S) is
shown in gray, and the Rieske subunit (chains E,P) in pink.
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Figure 5.5: Cardiolipin binding sites. In the middle is shown a side view of
complex III, with the CL binding sites numbered as in Figure 5.4. Above and below
are shown the individual binding sites in detail, and the colors of the chains follow
the coloring of subunits in Figure 2.2. The key residues of each binding site are
labeled in black.
5.3 Cardiolipin Binding Sites 47
Table 5.1: List of residues of the CL binding sites. The roman numbers correspond
to Figure 5.4, and the residues are divided by the chain they belong to. Polar residues
are colored green, positively charged blue, and negatively charged red. The residues
also found in [5] are in bold.
site chain residues
I C/N V8, Y9, V13, I17, V41, I44, F188, I189, I190, A191, L192,M193, I195, M196, M199
II C/N N27, Y28, W29, W30, N31, M32, L35, V92, M95, Y103, K228,V231, T232, L235, I239
D/O Y281, I285, K288, K289, K296
G/R E81, H84
H/S I40, F41, N43, A44, V45, F46, N47, S48, F49, R51, V59
III D/O I275, S278, S279, L280, Y281,E/P K51, Y55, F58, M59, A62, M63, L65, L66
H/S P36, L37, Q38, G39, I40, F41, H42
I/T F3, L5, F28
IV A/L M455, W457C/N F3, R4, L10, V13, N14, I17, I18, L38, V41, I42, V45
E/P S67, S68, A69, A71, K72, T74, V75, F78
I/T V18, F22
V C/N V320, L321, K323, F324, F325,G/R N33, L34, A35, G36, K39
H/S K53, S54, Q55, F56, L57, Y58, P62
VI C/N I365, V369, I370, T372, I373, V376, L377G/R S3, T5, S6, I7, R9, I10, I14, L20, L23, C24, V27, K114
VII C/N W29, M32, S87, F88, F90, M91, V92, F94, M95, L235, I239, F243,S247, T250, L251, W273, Y274, V330, F331, F333, V334
VIII C/N F156, V157, I161, L165, L182I/T F22, F26
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5.4 Effects of the Oxidized CLs
As discussed in Chapter 2, oxidation of cardiolipins may cause considerable damage
on the membrane and the transmembrane proteins. Here, the three tightly bound
CLs on complex III were oxidized. The oxidized CLs, referred to as CL I, CL II,
and CL III, have a different structure compared to the non-oxidized lipids. The
physical and chemical properties of the reactive oxygen group attached to the lipid
tails change the behavior of the entire lipid. As the oxygen containing group binds
to the highly hydrophobic tail of the cardiolipin, the electrostatic properties of
the tail change, resulting in altered interactions with the protein residues, water
molecules, and ions. In the following sections, the interactions of oxidized CLs with
water and protein are discussed.
5.4.1 CL–water Interactions
Being hydrophobic, the hydrocarbon lipid tails penetrating into the protein do not
show plenty of interactions with the hydrophilic water molecules. But once the CL
tail is oxidized, it becomes more hydrophilic due to the oxygen atoms. This results
in stable interactions between the CLs and the surrounding waters. The number of
water molecules within a cutoff of 4 Å of the oxidized region of the bound CLs are
shown in Figure 5.6.
CL I with its tails penetrating the cavity of the protein, interacts with more water
molecules compared to CL II and CL III, which are located on the surface of the
protein. It can be clearly seen in Figure 5.6 that due to the oxidation, the number
of water molecules in the vicinity of the oxidized region of the CL tail is increased.
On average, for the -COOH group, CL I has 8.8 ± 0.2 water molecules within 4 Å
(shown in green), whereas in the reference system (shown in grey) the number is
only 3.2 ± 0.3. For the CLs on the surface, the scenario is similar. For the -OOH
case (shown in blue), CL I has on average 8.9 ± 0.2 waters within the cutoff, but
for the reference CL only 4.3 ± 0.2 waters are around. Also the peroxidized CLs
on the surface follow the same trend, but the amount of water is smaller than in
the -COOH case. This may be due to the location of the -OOH group on the 13th
carbon of the tail, while -COOH group was attached to the end of the tails.
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Figure 5.6: Number of water molecules within 4 Å from the oxidized regions of
the cardiolipin tails, for each system. The grey plot is for the reference system 2,
and the green and blue for the oxidized systems 3 and 4, respectively.
The number of water molecules near the oxidized regions of the tails depends on the
configuration of the CL tail. As the -COOH and -OOH group are more hydrophilic,
they tend to bend the tail towards the lipid headgroup, or reach the water interface
along the upper leaflet. This way, the oxidized tails maximize the contacts with
water. The behavior is illustrated in Figure 5.7, where the z-coordinate of the center
of mass (COM) of the atoms of the oxidized regions is plotted. For all oxidized
CL tails in systems 3 and 4, the z-coordinate of the COM of the selected atoms is
shown with respect to the reference system 2. It can be seen that in both systems
3 and 4, the z-coordinate of the COM of the atoms in the oxidized region decreases
for at least two of the acyl chains by as much as 15 Å. This implies bending of the
tail towards to the CL headgroup in the presence of oxidation.
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Figure 5.7: The z-coordinates of COM of the selected atoms of the oxidized regions,
for each four modified CL tails in each system. The value 0 indicates the middle
of the bilayer, whereas -20 and 20 Å refer to the N- and P-sides of the membrane,
respectively. The grey plot is for the reference system 2, and the green and blue for
the oxidized systems 3 and 4, respectively.
This property has also been obtained previously in a simulation with CLs oxidized
by hydroperoxyl [80]. Additionally, CL III of system 2 tends to interact with the
water interface of the intermembrane space, which can be seen in Figure 5.7 as an
increase in the value of the z-coordinate of the COM of the selected atoms. The
bending of the tail towards the CL headgroup, and reaching towards the upper
leaflet, can be seen more clearly in the case of the carboxylic acid modification,
since this was performed at the end of each CL tail.
Without the oxidation, the lipid tails have less water in contact. In model systems
3 and 4, the bending, or reaching the upper leaflet, increases the interaction with
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(a) Reference model. (b) Carboxylic acid. (c) Hydroperoxyl.
Figure 5.8: Snapshots of CL III on the surface of the protein. Acyl chains with
the -COOH group tend to reach the intermembrane space water interface. Chains
with the -OOH group bend to the lipid headgroup.
water molecules. If the CL tail is more surrounded with water, it may lead to
less contacts with the protein residues, which affects the CL binding. To visually
show the bending of the oxidized tails, Figure 5.8 contains a snapshot of CL III
configuration from each model system.
5.4.2 CL–protein Interactions
Oxidation of the hydrophobic CL tails changes the interactions between the CLs
and the protein. The model system 2 represents the natural environment of complex
III, as the crystallographically resolved lipids are tightly bound and the tails are
not oxidized. As the chemical properties of the modified region of the CL tails
change in systems 3 and 4, particular amino acids have a higher tendency to be
in closer contact with the CLs. In general, amino acids can be classified in four
categories based on their properties: nonpolar (ALA, GLY, ILE, LEU, MET, PHE,
PRO, TRP, VAL), polar (ASN, CYS, CLN, SER, THR, TYR), positively charged
(ARG, HIS, LYS) and negatively charged (ASP, GLU). The percentages of amino
acids of each category in contact with the oxidized region of the CL tails were
calculated. The data are shown in Table 5.2. Being in contact is defined as having
at least one atom of the sidechain of the amino acid, located within 6 Å of any of
the atoms of the oxidized region of the CL.
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Table 5.2: The percentage of contacts for different amino acid types for each
oxidized CL of each system. The carboxylic acid and hydroperoxyl cases are showed
in separate tables, with reference to system 2.
System 2 System 3
carboxylic acid CL I CL II CL III CL I CL II CL III
nonpolar 85.54 79.52 83.85 74.79 62.94 55.98
polar 12.14 16.67 15.15 18.97 27.93 26.35
charged ⊕ 0.87 3.80 1.00 4.62 7.76 16.15
charged 	 1.44 0.02 0.00 1.61 1.37 1.53
System 2 System 4
hydroperoxyl CL I CL II CL III CL I CL II CL III
nonpolar 82.22 87.22 85.45 66.90 77.50 77.60
polar 14.42 10.43 14.14 23.63 12.99 15.77
charged ⊕ 2.01 2.35 0.41 6.87 8.48 6.63
charged 	 1.34 0.00 0.00 2.61 1.02 0.00
It can be seen in Table 5.2 that the oxidation increases the number of polar and
charged amino acids in contact with the oxidized region of the CL. This agrees
well with the decrease in contacts with the nonpolar residues. As both -COOH
and -OOH groups are polar, they favor electrostatic interactions with the polar
and charged residues. It can be also concluded that the carboxylic acid in the
end of the CL tails accumulates more polar and charged residues compared to the
hydroperoxyl oxidation. Having close to 10 % increase in the number of polar and
positively charged residues in contact, the -COOH oxidation seems to change the
lipid-protein interactions more severely.
More detailed results are given in the Supplementary Information (Tables S1 and
S2). There are provided results for the number of contacts and contact times, for
each amino acid of each CL in all systems. For the -COOH group, contacts with
ARG, ASN, TRP, and TYR residues are found to increase. Of the nonpolar residues,
LEU, PHE, and VAL have more contacts with the CLs in the reference system 2.
For the hydroperoxyl case, the increase in contacts is found for ASN, ASP, and
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GLN, also HIS for two of the CLs. A clear difference for nonpolar amino acids can
only be seen for VAL. In general, aromatic and sulphur-containing amino acids,
especially TRP, TYR, CYS, and MET, together with ARG, HIS, and LYS, have
been found to be especially susceptible to oxidation [91]. In the model system 3,
the -COOH region of the CL tail indeed has more contacts with the mentioned
residues sensitive to oxidation.
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6 Conclusions
Cytochrome bc1 is the third complex of the electron transfer chain (ETC). It is
located in the inner mitochondrial membrane of eukaryotic cells and connects the
electron transfer to proton translocation to the intermembrane space. The correct
function of cytochrome bc1 is essential for the function of ETC. Cardiolipins (CLs),
the signature phospholipids of mitochondria, interact with the respiratory complexes
by stabilizing the structure and possibly contributing to the supercomplex formation.
CLs are especially vulnerable to oxidation by ROS and their oxidation has been
found to influence cellular processes, and to be involved in the development of
several diseases [40].
The aim of this study was to construct a stable computational model of cytochrome
bc1 embedded in a membrane and to use it to study the cardiolipin binding sites
and the effects of CL oxidation. The first goal was to develop a clear procedure for
the construction of the model systems compatible with the GROMACS software.
Secondly, two independent molecular dynamics simulations of the model were
carried out to study cardiolipin binding sites. Thirdly, the model was further
applied to perform two additional MD simulations to reveal the effects of CL
oxidation.
The crystallographically resolved structure of cytochrome bc1 with the highest
resolution available was chosen [19]. This, together with a multi-component bilayer
mimicking the inner mitochondrial membrane, resulted in a biologically realistic
model of the complex. Properties of the model were compared to earlier simulations
of cytochrome bc1 [5–7, 9], as well as to simulations of similar membrane models
[78, 80, 89]. Our model systems reproduced the results obtained earlier, indicating
stability of the protein and the bilayer. The results display success in the conversion
to the GROMACS format.
Analysis of the CL binding sites shows consistency with earlier experimental and
computational studies. In addition to the previous six binding locations on the
mitochondrial matrix side of the membrane, two sites were found on the leaflet
facing the intermembrane space. These additional sites were characterized and the
key residues interacting with the bound CLs were listed. Studying the CL binding
allows us to deepen the understanding of how CLs assist in stabilizing the protein
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structure, binding together the whole respiratory chain.
In this study, three tightly bound CLs from the crystal structure were oxidized by
addition of a carboxylic acid or a hydroperoxyl group. The oxidation of the CLs was
found to alter the interactions between the acyl chains, and the protein and water.
In the presence of the oxygen containing group, the CL tails attempt to maximize
the amount of water interactions due to the local change in the polarity. This is
done by extending the acyl chains to reach the water interface of the opposite
leaflet, or to bend the tail to face the headgroup of the CL. Oxidation was found
to increase the number of polar and charged residues in the vicinity of the oxidized
region of the CL tail.
As an improvement in relation to earlier computational studies, the MD simulations
provided here were longer, offering aspects to novel phenomena. All model compo-
nents were carefully selected in order to mimic the real structure and surroundings
of the complex. The protein model was of high resolution, and contained all of
the cytochrome bc1 subunits. The bilayer consisted of the three main components
of the inner mitochondrial membrane. The atomistic nature of the simulations
provide us with high resolution data, thereby accessing the smaller scale details of
CL binding and the effects of oxidation. Further work is required to clearly identify
the importance of CL oxidation on complex III, along with the other respiratory
complexes.
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Supplementary Material
Detailed results of the changes in cardiolipin-protein interactions due to oxidation are
presented. For each of the three oxidized CLs, contacts with the surrounding residues
were calculated, and the results are shown in Tables S1 and S2. The number of contacts
(#), maximum time in contact (tmax) and average time in contact (tave), is calculated for
each amino acid. In addition, the percentage of all contacts is shown (%). Both systems
3 and 4 are compared with the reference system 2. Aminoacids, for which the interaction
is increased due to oxidation are highlighted in blue, whereas a decrease in interaction is
shown in red.
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Table S1: Amino acids in contact (within 6 Å) with the oxidized region of the CL
tail. The results are shown for the model system 3, in comparison with the reference
system 2. For each amino acid are presented the number of residues in contact, the
maximum and average time in contact, and the percentage of all contacts.
CL I System 2 System 3
# tmax tave % # tmax tave %
ALA 4 981 879 10.39 5 974 741 9.89
ARG 2 37 19 0.11 1 738 738 1.97
ASN 8 143 33 0.78 5 188 80 1.07
ASP 3 399 163 1.44 3 409 201 1.61
CYS 2 55 48 0.29 1 18 18 0.05
GLU 0 0 0 0.00 0 0 0 0.00
GLN 4 396 113 1.34 3 954 374 3.00
GLY 8 855 276 6.51 9 572 230 5.52
HIS 3 178 77 0.68 3 915 317 2.54
ILE 25 935 305 22.54 21 986 317 17.78
LEU 24 983 293 20.76 20 999 280 14.95
LYS 1 27 27 0.08 1 41 41 0.11
MET 11 532 144 4.68 11 948 285 8.38
PHE 7 987 284 5.88 5 979 395 5.28
PRO 5 229 75 1.11 6 1000 293 4.69
SER 9 914 206 5.49 9 984 417 10.04
THR 4 15 6 0.07 0 0 0 0.00
TRP 4 112 38 0.46 3 553 266 2.13
TYR 7 983 202 4.18 7 986 257 4.81
VAL 17 887 263 13.20 13 681 178 6.17
CL II System 2 System 3
# tmax tave % # tmax tave %
ALA 4 667 243 4.94 4 895 325 4.84
ARG 2 38 22 0.23 2 400 325 2.42
ASN 6 177 84 2.57 7 560 213 5.56
ASP 1 4 4 0.02 1 365 365 1.36
CYS 1 43 43 0.22 1 68 68 0.25
GLU 0 0 0 0.00 1 3 3 0.01
GLN 2 142 72 0.73 2 525 298 2.22
GLY 5 441 99 2.52 6 390 89 1.98
HIS 1 46 46 0.23 2 25 14 0.10
ILE 9 777 107 4.89 8 773 165 4.92
LEU 18 642 142 13.04 13 634 216 10.46
LYS 5 602 131 3.33 7 995 201 5.24
MET 6 967 415 12.68 6 666 334 7.46
PHE 21 659 226 24.17 18 888 268 17.95
PRO 4 22 9 0.18 3 618 207 2.31
SER 6 181 71 2.17 6 391 185 4.12
THR 3 289 160 2.44 3 735 471 5.26
TRP 7 708 171 6.09 4 1000 528 7.86
TYR 7 596 240 8.53 5 1000 564 10.51
VAL 8 625 270 11.00 9 464 154 5.16
CL III System 2 System 3
# tmax tave % # tmax tave %
ALA 5 212 112 3.72 3 83 42 0.91
ARG 2 19 16 0.21 1 980 980 6.99
ASN 6 52 30 1.19 4 993 272 7.74
ASP 0 0 0 0.00 0 0 0 0.00
CYS 1 4 4 0.03 1 1 1 0.01
GLU 0 0 0 0.00 1 214 214 1.53
GLN 3 122 42 0.84 1 216 216 1.54
GLY 2 44 32 0.43 1 9 9 0.06
HIS 2 34 18 0.23 2 749 384 5.48
ILE 9 627 157 9.42 5 715 186 6.62
LEU 16 619 192 20.48 14 426 104 10.42
LYS 4 58 21 0.56 5 469 103 3.68
MET 7 573 172 8.03 4 449 192 5.48
PHE 22 481 156 22.76 13 969 185 17.16
PRO 2 70 51 0.68 3 9 7 0.15
SER 6 536 182 7.26 3 123 102 2.19
THR 2 84 78 1.04 3 133 52 1.12
TRP 6 472 134 5.35 4 996 330 9.42
TYR 8 565 90 4.79 5 999 386 13.75
VAL 10 561 195 12.98 8 219 101 5.76
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Table S2: Amino acids in contact (within 6 Å) with the oxidized region of the CL
tail. The results are shown for the model system 4, in comparison with the reference
system 2. For each amino acid are presented the number of residues in contact, the
maximum and average time in contact, and the percentage of all contacts.
CL I System 2 System 4
# tmax tave % # tmax tave %
ALA 6 1000 668 12.85 6 766 223 3.18
ARG 1 6 6 0.02 2 16 15 0.07
ASN 4 171 61 0.79 5 736 217 2.58
ASP 3 370 140 1.34 3 718 366 2.61
CYS 2 2 2 0.01 1 55 55 0.13
GLU 0 0 0 0.00 0 0 0 0.00
GLN 2 687 358 2.29 2 976 938 4.45
GLY 9 380 132 3.82 8 943 409 7.77
HIS 4 513 154 1.97 5 1000 385 4.57
ILE 22 987 291 20.53 16 993 310 11.78
LEU 21 1000 254 17.13 18 999 384 16.43
LYS 2 4 2 0.02 2 629 468 2.22
MET 9 825 359 10.37 12 999 520 14.83
PHE 4 936 458 5.87 3 632 228 1.62
PRO 5 74 18 0.28 5 934 387 4.59
SER 8 702 250 6.40 12 991 413 11.77
THR 0 0 0 0.00 1 1 1 0.00
TRP 4 79 46 0.59 4 706 249 2.36
TYR 4 1000 384 4.93 5 818 396 4.70
VAL 13 816 259 10.79 8 710 228 4.34
CL II System 2 System 4
# tmax tave % # tmax tave %
ALA 4 654 202 4.67 3 247 122 1.89
ARG 2 42 25 0.29 2 902 514 5.33
ASN 5 36 11 0.31 4 288 112 2.32
ASP 0 0 0 0.00 1 198 198 1.02
CYS 1 37 37 0.21 1 65 65 0.34
GLU 0 0 0 0.00 0 0 0 0.00
GLN 1 100 100 0.58 3 335 128 1.99
GLY 2 3 2 0.02 5 582 161 4.17
HIS 1 16 16 0.09 1 16 16 0.08
ILE 4 867 262 6.06 5 581 261 6.74
LEU 11 790 209 13.32 15 693 187 14.53
LYS 3 320 113 1.97 6 175 99 3.07
MET 6 982 451 15.68 6 788 417 12.95
PHE 15 716 320 27.79 15 810 312 24.20
PRO 2 3 2 0.02 1 1 1 0.01
SER 4 367 118 2.72 6 198 70 2.18
THR 1 287 287 1.66 1 305 305 1.58
TRP 2 741 379 4.39 5 286 118 3.06
TYR 6 424 142 4.95 5 515 177 4.59
VAL 8 743 330 15.27 9 739 214 9.95
CL III System 2 System 4
# tmax tave % # tmax tave %
ALA 5 181 57 2.09 3 539 182 2.32
ARG 2 11 6 0.09 2 914 460 3.91
ASN 4 66 24 0.71 5 244 88 1.87
ASP 0 0 0 0.00 0 0 0 0.00
CYS 1 10 10 0.07 1 295 295 1.25
GLU 0 0 0 0.00 0 0 0 0.00
GLN 1 30 30 0.22 1 293 293 1.24
GLY 3 76 31 0.69 2 33 23 0.20
HIS 1 23 23 0.17 2 595 320 2.72
ILE 6 696 271 11.87 6 994 310 7.89
LEU 15 773 190 20.72 14 951 273 16.22
LYS 3 13 7 0.15 1 1 1 0.00
MET 6 763 265 11.60 5 966 571 12.13
PHE 14 568 189 19.28 14 994 402 23.88
PRO 1 1 1 0.01 0 0 0 0.00
SER 6 376 141 6.17 4 883 408 6.94
THR 1 112 112 0.82 1 235 235 1.00
TRP 6 577 162 7.08 3 998 338 4.31
TYR 4 811 211 6.15 5 659 163 3.47
VAL 9 786 185 12.11 7 947 358 10.64
