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Abstract
The finite-time control problem of quantum systems is investigated in this paper. We first define finite-time stability and present
a finite-time Lyapunov stability criterion for finite-dimensional quantum systems in coherence vector representation. Then,
for two-level quantum systems, we design a continuous non-smooth control law with a state-dependent fractional power and
prove the uniqueness of solutions of the system dynamics with the controller via the concept of transversality. By combining
the finite-time Lyapunov stability criterion with the homogeneity theory, the finite-time convergence of the system to an
eigenstate of its internal Hamiltonian is proved. Numerical results on a spin-1/2 system demonstrate the effectiveness of the
proposed finite-time stabilization control scheme.
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1 Introduction
Quantum control has been a fundamental task in the
development of quantum science and technology. Many
classical control and optimization methods have been
applied to quantum systems, e.g., optimal control [1,2],
Lyapunov control [3,4,5,6,7], sliding mode control [8,9],
H∞ control [10,11], fault-tolerant control and filtering
[12,13], and learning control [14,15]. In quantum control,
a relevant objective is achieving finite-time control, that
is, a desired target state is exactly reached under the ac-
tion of control fields within a finite time. Since finite-time
control can demonstrate high control accuracy, fast con-
vergence, and strong robustness to various uncertainties
[16], it is of particular relevance for the development of
high-precision information processing, quantum metrol-
ogy, quantum navigation, quantum sensing and quan-
tum radar.
There have been several existing approaches that can be
used for finite-time control of quantum systems, e.g., pi-
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pulse methods [17], methods based on Lie group decom-
position [18,19], and optimal control methods [20,21].
These methods can achieve good performance for some
problems but they also have their own weaknesses. For
example, pi pulses generally are extremely sensitive to
pulse areas. The Lie group decomposition approach can
be used to constructively obtain simple control pulses
such as square-wave pulses or Gaussian wavepackets.
However, it may be difficult to decompose a desired uni-
tary operator in many practical applications and to gen-
eralize the approach to open systems. Optimal control
methods often suffer from complex numerical or analyti-
cal computing [20]. For instance, in time optimal control
methods [21], the switching time of bang-bang control
needs to be exactly determined, which is often a difficult
task. In this paper, we aim to develop an effective finite-
time control method that is expected to easily design
and implement.
In our finite-time control method, a non-smooth control
law will be designed. Generally, non-smooth control can
complete more complex control tasks than smooth con-
trol. For example, to break symmetric topology of the
state space and achieve desired global stabilization, sev-
eral switching control approaches based on state space
partition were proposed for open quantum systems un-
der continuous measurement in [22], [23] and [24]. Con-
sidering feedback delay, Ge et al. [25] designed a time
delay switching controller to compensate for the control-
computation time. To deal with the uncertainties in the
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system Hamiltonian, two sliding mode control schemes
based on unitary control and periodic projective mea-
surements were proposed for quantum systems in [8] and
[9]. Ref. [6] proposed two switching Lyapunov control ap-
proaches to achieve rapidly convergent control for two-
level quantum systems. It should be pointed out that
these control laws belong to discontinuous non-smooth
control. In practical applications, they may cause chat-
tering and cannot induce finite-time convergence to the
target state. Although a continuous non-smooth con-
trol law in saturation form was also designed for two-
level systems in [23], the finite-time convergence was
not considered. Ref. [26] investigated the finite-time sta-
bilization problem of multipartite entangled states for
discrete-time Markovian dynamics by dissipative quan-
tum circuits and presented several conditions for finite-
time stabilization and robust finite-time stabilization.
In classical control, there have been several well-
established methods for the design of continuous non-
smooth finite-time controllers, which typically include
the adding-a-power-integrator technology [27,28], finite-
time homogeneity methods [29], and continuous nonsin-
gular terminal sliding mode control [30,31]. Among these
methods, the finite-time Lyapunov stability theory and
finite-time homogeneity theory form theoretical bases
for the analysis and synthesis of the finite-time control
problem. Here we will present a finite-time Lyapunov
stability criterion for finite-dimensional closed quantum
systems and design a continuous non-smooth control
law for two-level quantum systems to achieve finite-time
convergence to the target state. It is worth mentioning
that the control law in this paper is designed in a feed-
back way and should be implemented in an open-loop
way since measurement is not involved in the controller
design, just like most existing work on Lyapunov con-
trol of quantum systems (also see [3]-[7]). Compared
with existing methods of finite-time control of quantum
systems, our method has the following advantages: (i) it
may avoid complicated numerical computing in design,
(ii) it may avoid potential chattering due to continu-
ity, and (iii) it can be generalized to high-dimensional
or open quantum systems. In view of the fact that the
continuous non-smooth control system may not satisfy
the Lipschitz continuity condition at some points, we
demonstrate the uniqueness of solutions of the system
dynamics via the concept of transversality, which has
been used, e.g., in [32]. Readers can refer to [33] and [34]
for other methods to show the existence and uniqueness
of solutions for general non-smooth systems.
The main contributions of this paper are summarized
as follows. First, finite-time stability and a finite-time
Lyapunov stability criterion are presented for finite-
dimensional quantum systems. Second, we propose
a continuous non-smooth control law with a state-
dependent fractional power for two-level quantum sys-
tems via the Lyapunov method, which enables the rapid
finite-time convergence of the system. Third, we prove
the uniqueness of solutions of the system dynamics with
the designed finite-time controller using the transversal-
ity condition. Finally, the finite-time Lyapunov stability
criterion and the homogeneity theory are simultane-
ously used to prove the finite-time stability of the con-
trolled quantum system, i.e., the target state is reached
within a finite time.
This paper is organized as follows. Section 2 introduces
the quantum control system and presents the definition
of finite-time stability for quantum systems and a Lya-
punov criterion for finite-time stability. In Section 3, we
design a continuous non-smooth controller for two-level
quantum systems via the Lyapunov method and prove
the uniqueness of solutions of the control system. The
finite-time convergence of the system to the target state
is proved in Section 4. Section 5 presents numerical re-
sults to demonstrate the effectiveness of the proposed
finite-time control scheme. Conclusions are presented in
Section 6.
Notation. Let R+ be the set of non-negative real num-
bers, ∇ be a vector differential operator, 〈 , 〉 denote an
inner product operation, and [A,B] denote the commu-
tator between A and B. The two state vectors |ψ1〉 and
|ψ2〉 satisfying |ψ1〉 = e
iφ|ψ2〉, φ ∈ [0, 2pi) are said to be
equivalent, and the set of all state vectors equivalent to
|ψ〉 forms the equivalence class of |ψ〉. In physics, equiv-
alent state vectors have the same observation meaning,
and therefore can be regarded as the same state.
2 Finite-time stability of quantum systems
2.1 Basic concepts of finite-time stability
For an n-dimensional closed quantum system, its state
can be represented by a unit column vector |ψ〉 in the
Hilbert space defined on Cn and its dynamics obey the
Schro¨dinger equation
|ψ˙(t)〉 =
−i
~
H |ψ(t)〉 =
−i
~
(
H0 +
r∑
k=1
Hkuk
)
|ψ(t)〉, (1)
where H0 and Hk are the internal and control Hamilto-
nians of the system, respectively, ~ is the reduced Planck
constant (set as ~ = 1 in this paper), and uk is an exter-
nal control field to be designed.
In coherence vector representation, the quantum state
|ψ〉 can be written into
|ψ〉〈ψ| = ξ0σ0 +
1
2
n2−1∑
κ=1
ξκσκ =
In
n
+
1
2
n2−1∑
κ=1
ξκσκ, (2)
where {σκ}
n2−1
κ=0 is an orthogonal basis of the n × n
complex Hermitian matrix space, σ0 =
In√
n
, and
2
ξ0 =
1√
n
. The real vector [ξ1, . . . , ξn2−1]T , s =
[〈ψ|σ1|ψ〉, . . . , 〈ψ|σn2−1|ψ〉]T ∈ Rn
2−1 is called the co-
herence vector of |ψ〉 in the basis {σκ}
n2−1
κ=0 . The set of all
coherence vectors forms the Bloch space B(Rn
2−1) [35].
For simplicity, we only consider the case of one control
field. In this case, quantum system (1) can be written as
[4]
s˙(t) = (A0 + u1A1)s(t), (3)
where the (m,n)th elements of A0 and A1 are
A0(m,n) = tr(iH0 [σm, σn]), (4)
A1(m,n) = tr(iH1 [σm, σn]). (5)
Assume that the control law u1 in (3) is a continuous
function of the state s. Thus, system (3) can be written
as
s˙(t) = f(s(t)), s(t) ∈ B(Rn
2−1) (6)
where f : B(Rn
2−1) → B(Rn
2−1) is a continuous func-
tion defined on B(Rn
2−1).
To illustrate the concept of finite-time stability, we as-
sume that initial time t = 0 and quantum system (6)
has a unique solution in B(Rn
2−1) for any initial vec-
tor s0 ∈ B(R
n2−1). We denote this solution as s(t) or
s(t, s0), (t ≥ 0). Now, we give the definition of finite-
time stability for quantum system (6).
Definition 1 For quantum system (6), the target vec-
tor sf is said to be finite-time stable if for an arbitrar-
ily given initial vector s0 ∈ B(R
n2−1), there exists a
continuous function T (s0) : B(R
n2−1) → [0,∞) such
that the unique solution s(t, s0) of system (6) satisfies
limt→T (s0) s(t, s0) = sf and s(t, s0) = sf for t ≥ T (s0).
T (s0) is called the settling time associated with s0.
Here we consider an example to illustrate the definition
of finite-time stability.
Example 2 Consider the scalar differential equation
y˙ (t) = −ksign (y (t)) |y (t) |α, (7)
where sign(0) = 0, k > 0, and α ∈ (0, 1).
Since the right-hand side of (7) is continuous everywhere
and the local Lipschitz condition is always satisfied out-
side the origin, system (7) has a unique solution for any
initial condition y0 ∈ R. By direct integration, the solu-
tion of system (7) can be obtained as
µ (t, y0) =


sign(y0)
[
|y0|
1−α − k(1− α)t
] 1
1−α ,(
t < |y0|
1−α
k(1−α) , y0 6= 0
)
0,
(
t ≥ |y0|
1−α
k(1−α) , y0 6= 0
)
0,
(
t ≥ 0, y0 = 0
)
.
(8)
It is known from (8) that the settling-time function is
T (y0) =
1
k(1−α) |y0|
1−α. The Lyapunov function V (y) =
y2 can be used to prove that the origin of system (7) is
globally finite-time stable. Here, we omit the proof for
brevity.
2.2 Lyapunov theorem for finite-time stability
We first give a comparison lemma [36].
Lemma 3 Let V be a Lyapunov function defined on
R+×B(R
n2−1) and assume that V˙E(t,m) ≤ γ(t, V (t,m))
holds, where (t,m) ∈ R+×B(R
n2−1), E denotes the dif-
ferential equation x˙ = F (t, x), V˙E(t,m) represents the
time derivative of the Lyapunov function V along the tra-
jectories of E, and γ : R+×R→ R is a continuous func-
tion. Further, assume that the initial value problem m˙ =
γ(t,m) with m(t0) = m0 has a unique solution m(t,m0)
in the interval [t0, T ), where 0 ≤ t0 < T ≤ +∞. Let x(t),
t ∈ [t0, T ) be a solution of E with V (t0, x(t0)) ≤ m0.
Then, V (t, x(t)) ≤ m(t,m0) holds for every t ∈ [t0, T ).
Based on Lemma 3, we have the following finite-time
stability theorem for quantum system (6).
Theorem 4 For quantum system (6), suppose that sf is
the target vector and there exists a continuously differen-
tiable function V : B(Rn
2−1) → R such that the follow-
ing conditions hold:
(i) V is positive definite;
(ii) For s0 ∈ B(R
n2−1), there exist two positive real num-
bers c > 0 and α ∈ (0, 1) such that
V˙ (s (t, s0)) + c (V (s (t, s0)))
α
≤ 0. (9)
Then, system (6) is finite-time stable, that is, it converges
to the target vector sf within a finite time. The settling
time function T (s0) satisfies
T (s0) ≤
1
c (1− α)
V (s0)
1−α. (10)
proof. Considering (7) in Example 2 and letting y(t) =
V (s(t, s0)) and k = c, we have
V˙ (s(t, s0)) = −c (V (s(t, s0)))
α
. (11)
For t ∈ R+ and s0 ∈ B
(
Rn
2−1), applying Lemma 3 to
the differential inequality (9) and the scalar differential
equation (11) yields
V (s (t, s0)) ≤ µ (t, V (s0)), (12)
3
where µ can be written as
µ (t, V (s0)) =


[V (s0)
1−α − c (1− α) t]
1
1−α ,(
t < V (s0)
1−α
c(1−α) , s0 6= sf
)
0,
(
t ≥ V (s0)
1−α
c(1−α) , s0 6= sf
)
0,
(
t ≥ 0, s0 = sf
)
.
(13)
Equation (13) means that the right-hand side of (12)
vanishes when t ≥ 1
c(1−α) (V (s0))
1−α
and therefore
V (s(t, s0)) = 0, that is,
s(t, s0) = sf . (14)
Since s(t, s0) is continuous, inf{t ∈ R+ : s(t, s0) = sf} >
0 for s0 ∈ B(R
n2−1) \ sf and inf{t ∈ R+ : s(t, s0) =
sf} < ∞ for s0 ∈ B(R
n2−1). Let T (s0) , inf{t ∈ R+ :
s(t, s0) = sf}. According to Definition 1, system (6) is
finite-time stable to the target vector sf . From (12)-(14),
it is clear that (10) holds. 
Theorem 4 is a Lyapunov criterion for the finite-time
stability of quantum system (6). The homogeneity the-
ory also can be used to determine finite-time stability.
Several results related to homogeneity are listed in the
Appendix. We will use Theorem 4 and the homogene-
ity theory to prove the finite-time stability of two-level
quantum systems in Section 4.
3 Finite-time controller design for two-level
quantum systems
A two-level quantum system can act as a basic infor-
mation unit in quantum information processing. In this
section, for two-level quantum systems with only one
control field, we design the control law u1 in (1) via the
Lyapunov method to realize finite-time convergence of
the system to an eigenstate |ψf 〉 of H0.
We assume that the internal and control Hamiltonians
in this case are given as
H0 =
[
1 0
0 −1
]
, H1 =
[
0 −i
i 0
]
. (15)
Denote the eigenstates of H0 as |0〉 = [1, 0]
T and |1〉 =
[0, 1]T and assume that the target state is |ψf 〉 = |1〉.
We use the following Lyapunov function [37]
V = 1− |〈ψf |ψ〉|
2. (16)
Its first-order time derivative can be calculated as
V˙ = −2u1|〈ψ|ψf 〉|ℑ
[
ei∠〈ψ|ψf 〉〈ψf |H1|ψ〉
]
, (17)
where we define ∠〈ψ|ψf 〉 = 0 when 〈ψf |ψ〉 = 0. To
guarantee V˙ ≤ 0, we design a continuous non-smooth
control law with a fractional power as
u1 = Ksign (φα (|ψ〉)) |φα (|ψ〉) |
α (18)
with K > 0, φα(|ψ〉) = ℑ
[
ei∠〈ψ|ψf 〉〈ψf |H1|ψ〉
]
, and
α ∈ (0, 1).
We apply the homogeneity criterion for finite-time sta-
bility (see Lemma 15 in the Appendix) to prove that the
controller in (18) can achieve the finite-time stabiliza-
tion of system (1). To this end, we need to calculate the
degree of homogeneity of the system. By expressing a
complex number in its exponential form, the controlled
quantum state can be written as
|ψ〉 = [x1, x2]
T
= r1e
iφa |0〉+ r2e
iφb |1〉, (19)
where r1, r2 ∈ [0, 1] and r
2
1 + r
2
2 = 1. The difference
φb − φa , φ of the global phase factors e
iφa and eiφb is
called the relative phase of |ψ〉. We also define the phase
of xj to be 0 when xj = 0 (j = 1, 2).
With (19), (16)-(18) can be written as
V = 1− |〈ψf |ψ〉|
2 = r21 , (20)
V˙ = −2Kr2|r1 cosφ|
α+1, (21)
u1 = Ksign (r1 cosφ) |r1 cosφ|
α. (22)
According to (21), V˙ = 0 implies r2 = 0 or r1 = 0 or
cosφ = 0.When r2 = 0 and cosφ 6= 0, the system is in an
equivalence class of |0〉 = [1, 0]T. In this case, it follows
from (22) that u1 6= 0 and therefore the system state is
transferring towards the target state |ψf 〉. When r1 = 0,
the system is in the equivalence class of |ψ〉 = |ψf 〉. In
this case, it follows from (20)-(22) that V = 0, V˙ = 0,
and u1 = 0. Considering the positive definiteness of V
and the negative definiteness of V˙ , we know that the
system will be stabilized in the equivalence class of the
target state. For cosφ = 0 and r1 6= 0, we denote the
quantum state satisfying these two conditions as |ψq〉
and the corresponding moment as tq. Although u1(tq) =
0 holds in this case, the relative phase φ will continue
evolving under the internal Hamiltonian. This means
that there exists t1 > tq such that cosφ(t) 6= 0 (tq <
t ≤ t1). From (22) we know u1(t) 6= 0 (tq < t ≤ t1).
Thus, the system state will keep evolving towards the
target state |ψf 〉 and will not remain at |ψq〉 forever.
That is, all moments tq form a zero-measure set. Hence,
the state |ψq〉 and the moment tq do not change the
stability property of the controlled system.
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Fig. 1. The Bloch vector of a two-level quantum system.
The system (1) with the controller (22) does not satisfy
the Lipschitz continuity condition at some points. Here,
we show the existence and uniqueness of solutions to two-
level quantum systems considering a sufficient condition
[32].
Theorem 5 Under the action of the controller (22), the
two-level quantum system (1) with the Hamiltonians as
shown in (15) has a unique continuously differentiable
solution for every initial state.
proof. The Bloch vector of a two-level quantum system
can be represented by s = (sin θ cosφ, sin θ sinφ, cos θ)
in the Bloch spherical coordinate frame (see Fig. 1). Ac-
cordingly, the system state can be written as
|ψ(θ, φ)〉 =
[
cos θ2 , e
iφ sin θ2
]T
, (23)
where θ ∈ [0, pi] and φ ∈ [0, 2pi) [38]. The relative phase
φ of |ψ〉 is the angle between the projection of s on the
x − y plane and the positive x−axis, and θ is the angle
between s and the positive z−axis.
For an initial state outside the set O = {|ψ〉 : cosφ =
0, r1 6= 0}, the vector field of system (1) with the con-
troller (22) is Lipschitz everywhere and therefore system
(1) has a unique solution. In particular, when the ini-
tial state satisfies r1 = 0, the Lyapunov stability theo-
rem guarantees that the system state always stays in the
equivalence class of |ψf 〉, i.e., system (1) has a unique
solution.
Next, we discuss the case when the initial state is in O.
In this case, all quantum states satisfying cosφ = 0 and
r1 6= 0 form a longitude circle with φ =
pi
2 and
3pi
2 . For
each quantum state |ψq〉 in O, there exists t1 such that
the relative phase φ changes from φ(tq) =
pi
2 + ppi to
φ(t) 6= pi2 + ppi (p = 0, 1) in (tq, t1]. In the Bloch sphere,
the system trajectory intersects the longitude circle with
φ = pi2 and
3pi
2 in a non-overlap and non-tangent way
in [tq, t1], i.e., the vector field of the two-level system
(1) is transversal to the non-Lipschitz set O. Hence, the
system (1) in this case has a unique solution for every
initial condition in O [32]. 
Remark 6 The concept of transversality is involved in
the proof of Theorem 5, which is a description on how
two objects intersect. For two intersecting curves, if they
are not tangent, then they are said to be transversal each
other. Readers can refer to [39] for more general concepts
and criteria for transversality.
4 Analysis of finite-time stability of two-level
quantum control systems
For two-level quantum systems, we have the following
finite-time stability theorem.
Theorem 7 Under the action of the controller (22),
the system (1) with the Hamiltonians in (15) is globally
finite-time stable, that is, the system will be stabilized in
the equivalence class of the target state |ψf 〉 = |1〉 within
a finite time.
proof. With (19), system (1) can be written as
[
r˙1e
iφa + ir1e
iφa φ˙a
r˙2e
iφb + ir2e
iφb φ˙b
]
=−i
[
r1e
iφa
−r2e
iφb
]
− iu1
[
−ir2e
iφb
ir1e
iφa
]
,
(24)
which is equivalent to the following relation

r˙1 = −u1r2 cosφ = −Kr
α
1 r2| cosφ|
α+1,
r1φ˙a = −r1 − u1r2 sinφ = −r1 −Kr
α
1 r2| cosφ|
α sinφ,
r˙2 = −u1r1 cosφ = K|r1 cosφ|
α+1,
r2φ˙b = r2 − u1r1 sinφ = r2 −Kr
α+1
1 | cosφ|
α sinφ.
(25)
Theorem 5 implies that system (25) also has a unique
solution. Therefore, | cosφ|α+1 in (25) can be regarded
as a function of t, denoted as g(t). Thus, we have
{
r˙1 = −Kr
α
1 r2g (t) ,
r˙2 = Kr
α+1
1 g (t) .
(26)
The objective is to stabilize the state [r1, r2]
T of sys-
tem (26) to the target point [0, 1]T from the initial point
[r1(0), r2(0)]
T. Since r21 + r
2
2 = 1, we only need to con-
sider whether the controlled variable r1 defined on R+
can be stabilized to the origin 0 from the initial point
r1(0). Expressing r2 with r1, we have
r2 =
(
1− r21
) 1
2 = 1−
∞∑
j=1
Cj2j
22j × (2j − 1)
r2j1 . (27)
Substituting (27) into the first equation of (26) gives
r˙1 =−Kr
α
1 g (t) +
∞∑
j=1
Cj2jr
2j
1 Kr
α
1 g (t)
22j × (2j − 1)
. (28)
5
For convenience of analysis, we write (28) as
r˙1 = f (r1) = p0(r1) +
∞∑
j=1
pj (r1) =
∞∑
j=0
pj (r1) , (29)
where p0(r1) = −Kr
α
1 g(t) and pj(r1) =
Cj
2j
Kr
α+2j
1
g(t)
22j×(2j−1)
(j ≥ 1).
In what follows, we prove that system (29) is finite-time
stable. The proof can be divided into two steps.
Step 1 The system defined by
r˙1 = p0 (r1) (30)
is finite-time stable.
Step 2 The system (29) is globally finite-time stable.
Proof of Step 1. According to Lemma 15 in the Ap-
pendix, to prove the finite-time stability of system (30),
we only need to verify that system (30) is asymptotically
stable and has a negative degree of homogeneity.
Asymptotic stability. For the Lyapunov function V (r1) =
r21 , we calculate its Lie derivative along the trajectory of
system (30) and have
Lp0V (r1) = 〈∇V (r1) , p0 (r1)〉
= 2r1p0 (r1) = −2Kr
α+1
1 g (t) .
(31)
From (31), the Lyapunov function V (r1) is non-
increasing and Lp0V (r1) is bounded. The fact that
Lp0V (r1) is bounded implies that Lp0V (r1) is uniformly
continuous, and therefore the Barbalat’s lemma [36]
guarantees that Lp0V (r1) → 0 as t → ∞. Consider-
ing g(t) > 0, we have r1 → 0, that is, system (30) is
asymptotically stable.
Negative degree of homogeneity. According to Definition
12 in the Appendix, when 0 < α < 1 and the dilation is
taken as δ1ε , the vector field p0(r1) satisfies
p0 (εr1) = ε
αp0 (r1) = ε
1+(α−1)p0 (r1). (32)
Therefore, the degree of homogeneity of the vector field
p0(r1) with respect to the dilation δ
1
ε is k0 = α−1 < 0. It
follows from Lemma 15 in the Appendix that the origin
of system (30) is finite-time stable.
Proof of Step 2. For j = 1, 2, 3, . . ., we calculate the
degree of homogeneity of the vector field pj(r1) in (29)
with respect to the dilation δ1ε and kj . We have
pj (εr1) =
Cj2j
22j × (2j − 1)
Kεα+2jrα+2j1 g (t)
= ε1+(α+2j−1)pj (r1)
= ε1+kjpj (r1) .
(33)
That is, kj = α+ 2j − 1 (j = 1, 2, 3, . . .).
Note that the degree of homogeneity of V (r1) with re-
spect to the dilation δ1ε is l1 = 2, 〈∇V (r1), pj(r1)〉 (j =
0, 1, 2, . . .) is continuous and its degree of homogeneity
with respect to δ1ε is l1 + kj . We take V1 = V (r1) and
V2 = 〈∇V (r1), pj(r1)〉 for Lemma 14 in the Appendix.
Since l1 = 2 > 0 and l2 = l1 + kj = α + 2j + 1 > 0,
Lemma 14 implies
〈∇V (r1) , pj (r1)〉 ≤ −cjV (r1)
α+2j+1
2 , (34)
where cj =−max{r1:V (r1)=1}〈∇V (r1), pj(r1)〉 ∈ R (j =
0, 1, 2, . . .). Thus,
〈∇V (r1) , f (r1)〉
≤ − c0V (r1)
α+1
2 − · · · − cjV (r1)
α+2j+1
2 − · · ·
= V (r1)
α+1
2
(
− c0 + U(r1)
)
,
(35)
where U(r1) , −c1V (r1)
2
2 −· · ·−cjV (r1)
2j
2 −· · · . Since
2j
2 > 0 for j ≥ 1, U(r1) is a continuous function with
U(0) = 0.
Now, we show that (35) satisfies the condition in (9).
Assume that there exists an open neighborhood V of the
origin such that U(r1) <
c0
2 holds for any r1 ∈ V . Then,
(35) can be written as
〈∇V (r1) , f (r1)〉 < −
c0
2
V (r1)
α+1
2 , (36)
where c0 > 0 and
α+1
2 ∈ (0, 1). Thus, the condition (9) in
Theorem4 is satisfied. In view of the positive definiteness
of V (r1), Theorem 4 guarantees that the origin is a finite-
time stable equilibrium point of system (29).
Next, we verify the existence of the open neighborhood
V , that is, there exist r1 such that U(r1) <
c0
2 holds. Con-
sidering that cj = −max{r1:V (r1)=1}〈∇V (r1), pj(r1)〉
(j = 0, 1, 2, . . .) and r1 = 1 holds when V (r1) = 1, we
calculate c0 and cj (j ≥ 1) as
c0 = −〈∇V (r1) , p0 (r1)〉 = 2Kg (t), (37)
cj = −〈∇V (r1) , pj (r1)〉 = −
2KCj2jg(t)
22j × (2j − 1)
. (38)
It follows from (38) that
U (r1) = −c1V (r1)
2
2 − · · · − cjV (r1)
2j
2 − · · ·
=2Kg(t)
[1
2
V (r1) + · · ·+
Cj2jV (r1)
j
22j × (2j − 1)
+ · · ·
]
=2Kg(t)
[
1− (1− V (r1))
1
2
]
.
(39)
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Substituting (39) and (37) into U(r1) <
c0
2 , we have
r1 <
√
3
2 , that is, V = {r1 : r1 <
√
3
2 }. This shows the
existence of V in (36). Furthermore, since all moments
tq corresponding to |ψq〉 constitute a zero measure set
and any other state different from |ψq〉 satisfies V˙ < 0,
r1 can always converge into V within a finite time for
every initial state r1(0) /∈ V .
We can conclude that the origin of system (29) is a global
finite-time stable equilibrium point. That is, r1 can be
stabilized to the origin within a finite time. Equivalently,
the quantum state is stabilized to the equivalence class
of the target state |ψf 〉 = |1〉 within a finite time. 
Remark 8 According to the proof of Theorem 7, (36) al-
ways holds for system (29). From Theorem 4, the settling
time function satisfies T (r1(0)) <
4
c1(1−α)V (r1(0))
1−α
2
when r1(0) ∈ V. When r1(0) /∈ V, the calculation of
the settling time relies on the system equation (29), and
therefore it is not easy to give a analytical bound for
T (r1(0)). In addition, since c1, V (r1(0)), and α ∈ (0, 1)
are bounded, T (r1(0)) is also bounded although the bound
may vary with α.
5 Numerical examples
We choose a spin- 12 system to present numerical results.
Spin-1/2 systems have wide applications in e.g., quan-
tum computation, quantum sensing and quantum con-
trol [40]. In simulation, we set K = 0.5 and α = 23 for
the control law in (22). We also consider simulation re-
sults under the standard Lyapunov control law us1 [37]
and the standard bang-bang Lyapunov control law ub1
[6] for comparison, where us1 and u
b
1 are
us1 = Kℑ
[
ei∠〈ψ|ψf 〉〈ψf |H1|ψ〉
]
, (40)
ub1 = Ksign
(
ℑ
[
ei∠〈ψ|ψf 〉〈ψf |H1|ψ〉
])
. (41)
We choose the initial state as |ψ(0)〉 = |0〉 /∈ V and
K = 0.5 for the standard Lyapunov control law us1 and
the standard bang-bang Lyapunov control law ub1. The
simulation results are shown in Fig. 2 and Fig. 3.
According to Fig. 2 and simulation data, the settling
time associated with the initial state |0〉 can be obtained
as tf ≈ 11.6270 a.u.. At t = 11.6270 a.u., the popula-
tions of the target state under us1, u
b
1, and u1 are 0.9902,
0.9699, and 1.0000, respectively. It can be seen from
Fig. 3 that the control law in this paper is indeed con-
tinuous and non-smooth while the standard Lyapunov
control is smooth and the standard bang-bang Lyapunov
control is discontinuous with chattering.
We further perform simulation experiments for the ini-
tial state |ψ(0)〉 = [ 12 ,
√
3
2 ]
T ∈ V . The simulation data
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Fig. 2. The population evolution of the target state for
|ψ(0)〉 = |0〉 under the continuous non-smooth control u1, the
standard Lyapunov control us1, and the standard bang-bang
Lyapunov control ub1.
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Fig. 3. The continuous non-smooth control u1, the standard
Lyapunov control us1, and the standard bang-bang Lyapunov
control ub1 for |ψ(0)〉 = |0〉.
indicate that the settling time is tf ≈ 7.5 a.u.. According
to Remark 8, the settling time associated with the ini-
tial state |ψ(0)〉 = [ 12 ,
√
3
2 ]
T satisfies T (12 ) ≈ 7.5 a.u. <
4
c1(1−α)V (
1
2 )
1−α
2 = 9.52 a.u., which is consistent with the
theoretical result.
Remark 9 For the numerical example in this section,
it follows from [21] that the minimum transfer time TO
from |0〉 to |1〉 satisfies 1.9505 < TO < 6.1655. In the
minimum time control scheme, the control law is an opti-
mal bang-bang control and takes the maximal admissible
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value either 0.5 or -0.5 at each moment during the whole
control process. While in the finite-time Lyapunov con-
trol scheme, the control law is a continuous non-smooth
control and only takes the maximal admissible amplitude
0.5 at the initial moment. The settling time is longer than
the minimum time TO.
6 Conclusion
We investigated the finite-time stability and presented
a Lyapunov stability criterion for finite-dimensional
quantum systems. A new continuous non-smooth con-
trol law was proposed and the finite-time stabilization
towards an eigenstate of the internal Hamiltonian was
achieved for two-level quantum systems. Based on the
transversality condition in the Bloch space, we proved
the uniqueness of solutions of the system with the con-
tinuous non-smooth controller. Using the finite-time
Lyapunov stability theory and the homogeneity the-
orem, we also proved the finite-time stability of the
control system. The effectiveness of the proposed contin-
uous non-smooth control law was illustrated by numer-
ical examples. Future research includes optimizing the
parameter α in the controller to achieve an optimal per-
formance, and extending the finite-time control scheme
to high-dimensional quantum systems and stochastic
open quantum systems with measurement feedback.
Appendix: Homogeneity theory for finite-time
stability
Several concepts and results related to homogeneity are
listed here, which can be found in [29].
Definition 10 Let d = (d1, d2, . . . , dn−1) be a set
of positive real numbers. For a set of coordinates
r = (r1, r2, . . . , rn−1) in Rn−1, define the dilation δdε of
r as the following coordinate vector
δdε (r) =
(
εd1r1, . . . , ε
dn−1rn−1
)
, ∀ε > 0 (42)
where dj is the weight of the coordinate rj. The dilation
with d1 = · · · = dn−1 = 1 is called a standard dilation.
Definition 11 A function V : Rn−1 → R is said to be
homogeneous of degree m (m ∈ R) with respect to δdε if
V
(
δdε (r)
)
= εmV (r), ∀r ∈ Rn−1, ∀ε > 0. (43)
Definition 12 A vector field f(r) : Rn−1 → Rn−1 with
f(r) = (f1(r), . . . , fn−1(r))T is said to be homogeneous
of degree k (k ∈ R) with respect to δdε if for each i =
1, . . . , n− 1, fj is homogeneous of degree k+ dj, that is,
fj
(
δdε (r)
)
= εk+djfj (r) , ∀r ∈ R
n−1, ∀ε > 0. (44)
Lemma 13 Assume that the function f : Rn−1 →
Rn−1 is homogeneous of degree k (k ∈ R) with respect
to δdε and the origin is a locally asymptotically stable
equilibrium point. Then, when m > max{−k, 0}, there
exists a Lyapunov function V such that V and its time
derivative V˙ are homogeneous of degrees m and m + k
with respect to δdε , respectively.
Lemma 14 Let V1 and V2 be continuous real-valued
functions defined on Rn−1 and V1 be positive definite.
Suppose that V1 and V2 are homogeneous of degrees
l1 > 0 and l2 > 0 with respect to δ
d
ε , respectively. Then,
for every r ∈ Rn−1, the following holds:
(
min
{z:V1(z)=1}
V2(z)
)(
V1(r)
) l2
l1 ≤ V2(r)
≤
(
max
{z:V1(z)=1}
V2(z)
)(
V1(r)
) l2
l1 .
(45)
The following lemma shows the application of the ho-
mogeneity theory to finite-time stability.
Lemma 15 Let f (r) = (f1 (r) , . . . , fn−1 (r))
T
: Rn−1
→ Rn−1 be a continuous vector function and be homo-
geneous of degree k (k ∈ R) with respect to δdε , where
d = (d1, d2, . . . , dn−1) is a set of positive real numbers
and ε > 0. Then, the origin is a finite-time stable equi-
librium point if and only if it is an asymptotically stable
equilibrium point and k < 0.
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