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Abstract
A new definition of Lidstone polynomials [G.L. Lidstone, Note on the extension of Aitken’s theorem (for polynomial
interpolation) to the Everett types, Proc. Edinb. Math. Soc. 2 (2) (1929) 16–19] is proposed; this is a Hessemberg determinantal
form. The algebraic approach provides an elementary proof of the main recursive properties of Lidstone polynomials.
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1. Introduction
In the year 1929 Lidstone [1] introduced a generalization of Taylor’s series; it approximates a given function
in the neighborhood of two points instead of one. This series includes the polynomials later called Lidstone
polynomials. These polynomials have been studied, for previous development, in the works of Boas [2,3] Poritsky [4],
Schoenberg [5], Whittaker [6], Widder [7,8] and others [9], and, also, for the interpolatory polynomial P(t) of degree
2m − 1 which satisfies the “Lidstone conditions”
P(2i)(0) = αi , P(2i)(0) = βi 0 ≤ i ≤ m − 1.
Furthermore the Lidstone polynomials meet boundary value problems consisting of 2mth-order ordinary differential
equations
(−1)mx2m = f (t, x)
where x = (x, x ′, x ′′, . . . , xq) 0 ≤ q ≤ 2m − 1 but fixed, f is continuous at least within the domain of interest, and
the Lidstone boundary conditions
x (2i)(0) = αi , x (2i)(1) = βi 0 ≤ i ≤ m − 1.
This is in the works [9,10]. Finally, the Lidstone spline interpolation has attracted considerable attention [10].
Recently, an algebraic approach to Bernoulli’s polynomials has been proposed [11,12], and this has led us to carry
out similar work for Lidstone’s polynomials.
∗ Corresponding author.
E-mail addresses: costabil@unical.it (F.A. Costabile), annarosa.serpe@unical.it (A. Serpe).
0893-9659/$ - see front matter c© 2006 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2006.02.034
388 F.A. Costabile, A. Serpe / Applied Mathematics Letters 20 (2007) 387–390
2. Lidstone polynomials
Following the original notation of Lidstone, set
Λ0(t) = t (2.1)
Λn(t) =
∫ 1
0
gn(t, s)sds n = 1, 2, . . . . (2.2)
where
g1(t, s) =
{
(t − 1)s s ≤ t
(s − 1)t t ≤ s (2.3)
and
gn(t, s) =
∫ 1
0
g1(t, t1)gn−1(t1, s)dt1 n ≥ 2. (2.4)
Λn(t) is a polynomial of degree 2n + 1 since its derivative of order 2n is the function x ; we shall refer to it as the
Lidstone polynomial. It is easily verified that Λn(0) = Λn(1) = 0 n ≥ 1 and Λ′′n(t) = Λn−1(t), and therefore in
[9,10] the Lidstone polynomials are defined by the relation
Λ0(t) = t
Λ′′n(t) = Λn−1(t) Λn(0) = Λn(1) = 0 n ≥ 1.
(2.5)
An explicit representation of the Lidstone polynomial Λn(t), n ≥ 1 [10], is also possible
Λn(t) = 16
[
6t2n+1
(2n + 1)! −
t2n−1
(2n − 1)!
]
−
n−2∑
k=0
2(22k+3 − 1)
(2k + 4)! B2k+4
t2n−2k−3
(2n − 2k − 3)! (2.6)
where B2k+4 is the (2k + 4)th Bernoulli number. For other interesting analytic properties of Lidstone polynomials the
reader is referred to [9].
3. An algebraic definition
Let us consider Ω0(x) = x and for k = 1, . . . the determinantal polynomial of degree 2k + 1:
Ωk(x) = (−1)k (2k − 2)!!
(2k − 1)!(2k + 1)!
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(3.1)
where (2k − 2)!! = 2 × 4 × 6 × · · · × (2k − 2). Then we have
Theorem 1. The following equalities hold:
(1) Ω0(x) = x;
(2) Ωk(0) = Ωk(1) = 0 k ≥ 1;
(3) Ω ′′k (x) = Ωk−1(x) k ≥ 1;
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(4) Ωk(−x) = −Ωk(x).
Proof. The properties (1) and (2) are a direct consequence of position (3.1).
For (3) we have
Ω ′′k (x) = (−1)k
(2k − 2)!!
(2k − 1)!(2k + 1)!
·
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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and after an easy calculation we have
Ω ′′k (x) = (−1)k−1
(2k − 4)!!
(2k − 3)!(2k − 1)!
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= Ωk−1(x).
(4) follows from (3.1) 
Comparing (2.5) and (1), (2), (3) of Theorem 1 we can see that
Ωk(x) = Λk(x). (3.2)
Then we can give
Definition 1. The Lidstone polynomial of degree 2k + 1, k = 0, 1, 2, 3, . . ., is denoted by Λk(x) and is defined by
Λ0(x) = x (3.3)
Λk(x) = (−1)k (2k − 2)!!
(2k − 1)!(2k + 1)!
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(3.4)
where k ≥ 1, (2k − 2)!! = 2 × 4 × 6 × · · · × (2k − 2).
390 F.A. Costabile, A. Serpe / Applied Mathematics Letters 20 (2007) 387–390
Despite the previous definition of Λk(x) involving the calculation of a (k +1)th-order determinant, its particular form,
known as upper Hessemberg, allows us to simplify the computational procedure. In fact, it is known that the algorithm
of Gaussian elimination without pivoting for computing the determinant of an upper Hessemberg matrix is stable
[13, p. 27]; then a stable algorithm for numerical calculation of Λk(x) can be obtained simply by applying the
algorithm for the Gaussian elimination without pivoting for computing the determinant (3.4).
By Definition 1 we can prove the following new recursive relation which has not appeared in the literature.
Theorem 2. The following recursive relations hold true
Λk(x) = 1
(2k + 1)! x
2k+1 −
k−1∑
i=0
1
(2k + 1 − 2i)!Λi (x) (3.5)
x2k+1 =
k∑
i=0
(2i)!
(
2k + 1
2i
)
Λi (x) (3.6)
Λk(x) =
k∑
h=0
a2h
(2k + 1 − 2h)! x
(2k+1−2h) (3.7)
where a0 = 1 and for h ≥ 1
a2h = (−1)h (2h − 2)!!
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. (3.8)
Proof. (3.5) follows from definition (3.4), with recursive calculation of the Hessemberg determinant [12].
(3.6) follows from (3.5).
(3.8) follows from Definition 1 and property (3) of Theorem 1. 
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