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Zusammenfassung
Die Bestrahlung von mikrometerdünnen Metallfolien durch moderne Hochenergiekurzpulslaser mit Intensitäten
größer als 1018 W/cm2 führt unter anderem zur Beschleunigung von Ionenstrahlen mit Energien im Bereich
von Megaelektronenvolt (MeV). Der Laserpuls beschleunigt zuerst Elektronen auf relativistische Energien, die
dann durch die Folie propagieren. Sobald die Elektronen die Folien auf der Rückseite verlassen, wird ein
elektrisches Feld mit einer Feldstärke um 1012 V/m generiert. Adsorbierte Protonen von der Folienoberfläche
können somit sehr effektiv in Richtung der Targetnormalen beschleunigt werden. Die derart generierten quasi-
neutralen Strahlen bestehen aus mehr als 1012 Protonen in einem kurzen, ca. Pikosekunden andauernden, Puls.
Mögliche Anwendungsgebiete sind die Diagnostik dichter Plasmen, die Nutzung als kompakter Injektor für
Teilchenbeschleuniger, das Anregen kernphysikalischer Prozesse, die Energiegewinnung durch schnelle Zün-
dung bei der Trägheitsfusion sowie ein eventueller Einsatz in der Krebstherapie mit Ionenstrahlen.
So verfügen laserbeschleunigte Ionenstrahlen über einige Strahleigenschaften die weit besser sind als die von
Ionenstrahlen aus herkömmlichen Ionenquellen. Dies motiviert den Einsatz als Ionenquelle der nächsten Ge-
neration. Bis heute existiert jedoch kein vollständiges Modell der Ionenbeschleunigung mit Lasern welches für
Abschätzungen aller Strahlparameter verwendet werden kann. Die Entwicklung von Anwendungen erfordert je-
doch eine genaue Kenntnis der Orts- und Impulsverteilung (Phasenraum) der Ionen sowie eine möglichst präzise
Modellierung des Beschleunigungsvorgangs. Hierzu wurde die Messtechnik der abbildenden Spektroskopie mit
radiochromischen Filmen “Radiochromic Film Imaging Spectroscopy (RIS)” entwickelt. Die für RIS benötigten
Dosimetriefilme wurden am Tandembeschleuniger des Max-Planck-Instituts für Kernphysik in Heidelberg für
Protonen absolut kalibriert.
Des Weiteren verwendet RIS die Methode der Ionenstrahlmanipulation durch mikrometergroße Verformung
der Folienoberfläche. Die Modulationen der Folienrückseite übertragen sich auf den Ionenstrahl und werden in
einen Stapel radiochromischer Filme abgebildet. Es wurde eine Methode entwickelt, um äquidistante, mikro-
metergroße Gräben (Abstand entweder 3, 5 oder 10Mikrometer) in die Oberfläche von dünnen Folien (Dicke
5 bis 50 Mikrometer) einzubringen. Dies geschieht per Ultrahochpräzisionszerspanung eines Trägermaterials
sowie darauf folgender galvanischer Abscheidung der Folien und anschließendem Ätzen des Trägermaterials.
Die mikrostrukturierten Folien wurden in Experimenten am Petawatt High Energy Laser for Heavy Ion eXperi-
ments (PHELIX) des GSI Helmholtzzentrums für Schwerionenforschung GmbH (Darmstadt, März 2006), in zwei
Experimentkampagnen am TRIDENT-Laser des Los Alamos National Laboratory (New Mexico, USA, Mai 2005
und April 2006), am 100TW Laser des Laboratoire pour l’Utilisation des Lasers Intenses (École Polytechnique,
Palaiseau, Frankreich, Juni 2006) sowie am Z-Petawatt Laser der Sandia National Laboratories (New Mexico,
USA, Dezember 2007) erfolgreich eingesetzt. Die Auswertung der Daten bestätigte nicht nur die Erkenntnisse
früherer Experimente, sondern erlaubte zudem Rückschlüsse auf die der Beschleunigung zugrunde liegenden
elektrischen Felder.
Die Ergebnisse von RIS flossen in die Entwicklung des Charged Particle Transfer (CPT) Code ein, mit dem die Io-
nenbeschleunigung von der Rückseite der Folie dreidimensional simuliert werden kann. Mit CPT ist es möglich
die Messergebnisse vollständig zu reproduzieren. Das dem CPT zugrunde liegende Modell wurde mit analyti-
schen Betrachtungen untermauert, sowie mit Computersimulationen einer eindimensionalen Fluidexpansion
mit Ladungsseparation und zweidimensionalen, relativistischen Particle-In-Cell (PIC) Simulationen verglichen.
An o.g. Lasersystemen wurden des weiteren Experimente mit einer Verformung des Laserstrahlprofils auf der
Vorderseite und dessen Auswirkung auf die Ionenbeschleunigung von der Folienrückseite durchgeführt. So
konnte gezeigt werden, dass ein elliptisch geformter Laserfokus in einem elliptisch geformten Protonenstrahl
resultiert. Diese Laserstrahlprofileinprägung nimmt mit zunehmender Dicke der Targetfolie ab. Die gleichzeit-
ige Messung der Quellgröße der Protonenstrahlen mit Hilfe der mikrostrukturierten Folien führte zur Erkennt-
nis, dass der Elektronentransport bei 50Mikrometer dicken Folien im wesentlichen durch Kleinwinkelstreuung
bestimmt wird, die bei 13Mikrometer dünnen Folien jedoch vernachlässigbar ist. Zur Interpretation der Mes-
sungen wurde der Sheath-Accelerated Beam Ray-tracing for IoN Analysis code (SABRINA) Code entwickelt, der
aus einem gegebenen Laserstrahlprofil unter Berücksichtigung der Kleinwinkelstreuung das Intensitätsprofil des
Protonenstrahls berechnet und die experimentellen Ergebnisse reproduziert. Die beobachtete, unerwartet große
Emissionszone bei dünnen Folien ist höchstwahrscheinlich auf Rezirkulation der Elektronen in der Targetfolie
zurückzuführen.
Zur weiteren Optimierung laserbeschleunigter Protonenstrahlen wurden Experimente mit verschiedenen Tar-
getgeometrien durchgeführt. So ergab die Analyse der RIS-Daten von Experimenten mit neuartigen, konus-
förmigen Targets mit flacher Rückseite am TRIDENT bei moderaten Intensitäten von 1019 W/cm2 mit 20 J in
600 fs eine nahezu zweifache Erhöhung der Maximalenergie der beschleunigten Protonenstrahlen, eine vier-
fach bessere Konversionseffizienz von Laserenergie in Ionenstrahlenergie sowie eine 13-fach höhere Ionenzahl
über 10MeV im Vergleich zu Daten von flachen Folien.
Interpretationen der Messungen der energieabhängigen Quellgröße und Divergenz und PIC-Simulationen zeigen
eine glockenförmige Elektronenschicht auf der Folienrückseite als Verursacher der Divergenz laserbeschleu-
nigter Ionenstrahlen. Diese kann durch geometrische Verformung der Targetfolie kompensiert werden. Erste
Ergebnisse zur Kollimation von laserbeschleunigten Protonenstrahlen wurden am Z-Petawatt Laser erzielt.
Die Einkopplung von lasererzeugten Ionenstrahlen in konventionelle Beschleunigerstrukturen erfordert eine
Separation der mit den Ionen propagierenden Elektronen. Dies kann durch einen Dipolmagneten erfolgen, wie
in Experimenten am Z-Petawatt gezeigt werden konnte. In derselben Experimentkampagne konnte erstmals
der kontrollierte Transport sowie die Fokussierung von laserbeschleunigten MeV-Protonen demonstriert wer-
den. Hierzu wurden Miniatur-Quadrupollinsen, basierend auf Permanentmagneten mit Feldgradienten bis zu
500T/m eingesetzt. Mit diesem Aufbau konnten 106 Protonen mit einer Energie von 14MeV reproduzierbar auf
eine Strahlgröße von ca. 300×200Quadratmikrometer im Abstand von 50 cm von der Quelle fokussiert werden
(siehe Abbildung auf der Titelseite). Diese Kollimationsmethode und mögliche Energieselektion entkoppelt die
relativistische Laser-Protonenbeschleunigung von der Strahlführung und der Fokussierung und erlaubt so erst-
mals beide Sektionen separat zu optimieren. Die Verwendung von Ionenlinsen ist ideal geeignet zur Anwendung
an der nächsten Generation von hochrepetierenden Hochenergie-Kurzpulslasersystemen.
Die Ergebnisse der Arbeit führten zu einem verbesserten Verständnis der Protonenbeschleunigung durch Hochin-
tensitätslaserbestrahlung dünner Metallfolien und ihrer Anwendungen [1–13]. Die Ergebnisse, speziell zum
Transport und zur Fokussierung, haben einen weiteren Schritt zur breiten Anwendung laserbeschleunigter Ionen
in verschiedensten Gebieten wie der Beschleunigerphysik, Trägheitsfusion, Astrophysik oder Strahlentherapie
beigetragen.
Abstract
The irradiation of micrometer-thin metal foils by modern high-energy short-pulse lasers with intensities above
1018 W/cm2 leads to, amongst other things, the acceleration of ion beams with energies in the range of mega-
electron-volts (MeV). Initially, the laser pulse accelerates electrons to relativistic energies, which then propagate
through the foil. As soon as the electrons leave the foil’s rear side, an electric field with a field strength of about
1012 V/m is generated. This effectively accelerates adsorbed protons from the foil surface in direction of the
target normal. The quasi-neutral beams generated in such a manner consist of more than 1012 protons in a
short, pico-second duration pulse. Possible applications are the diagnostics of dense plasmas, the utilization as
compact injectors for particle accelerators, the energy generation by fast ignition in inertial fusion energy, as
well as a potential utilization in cancer therapy with ion beams.
Laser-accelerated ion beams exhibit some beam properties that are superior to ion beam properties from con-
ventional ion sources. This motivates their application as a next generation ion source. Until today, though,
there is no complete model for the laser ion-acceleration that can be used for estimates of all beam parame-
ters. However, the development of applications requires an accurate knowledge of the space and momentum
distribution (phase space) of the ions, as well as the best-possible modeling of the acceleration process. There-
fore the measurement technique of “Radiochromic film Imaging Spectroscopy (RIS)” has been developed. The
dosimetry films needed for RIS have been absolutely calibrated for protons at the tandem accelerator at the
Max-Planck-Institut für Kernphysik in Heidelberg, Germany.
Furthermore, RIS uses the method of ion beam manipulation by micrometer-sized deformation of the foil sur-
face. The modulations of the foil’s rear side are transferred in the ion beam and are imaged into a stack of
radiochromic films. A technique has been developed to insert equidistant, micrometer-sized grooves (distance
either 3, 5 or 10micrometer) on the surface of thin foils with thicknesses from 5 to 50 micrometers. This is
done by ultra-high precision-chipping of a carrier material, followed by electro-plated deposition of the foil and
subsequent etching of the carrier material.
The micro-structured foils have been successfully used in experiments at the Petawatt High Energy Laser for
Heavy Ion eXperiments (PHELIX) at the GSI Helmholtzzentrum für Schwerionenforschung GmbH (Darmstadt,
Germany in March 2006), in two experimental campaigns at the TRIDENT laser at Los Alamos National Labo-
ratory (New Mexico, USA, May 2005 and April 2006), at the 100TW laser at the Laboratoire pour l’Utilisation
des Lasers Intenses (École Polytechnique, Palaiseau, France, June 2006) and at the Z-Petawatt laser at Sandia
National Laboratories (New Mexico, USA, December 2007). The data analysis not only confirms the findings
obtained in earlier experiments, but additionally leads to conclusions about the electric fields driving the accel-
eration.
The results obtained with RIS have been considered in the development of the Charged Particle Transfer (CPT)
code, that can be used for a three-dimensional simulation of the ion-acceleration from the rear side of the
foil. CPT can fully reproduce the measured data. The underlying model in CPT has been confirmed by ana-
lytical examinations, computer simulations of a one-dimensional fluid expansion with charge separation and
two-dimensional, relativistic Particle-In-Cell (PIC) simulations.
In addition, experiments on the action of a shaped laser beam profile at the target front side on the ion accelera-
tion from the foil’s rear side have been performed at the above-mentioned laser systems. It could be shown, that
an elliptically shaped laser focus results in an elliptically shaped proton beam. Moreover, the laser beam profile
impression becomes weaker with increasing target foil thickness. The simultaneous measurement of the proton
beam source size by the use of the micro-structured foils lead to the conclusion that the electron transport in
50micrometer thick foils is basically determined by small-angle scattering but is negligible for 13micrometer
thin foils. For the interpretation and reproduction of the experimental results the Sheath-Accelerated Beam
Ray-tracing for IoN Analysis code (SABRINA) has been developed. This code calculates the intensity profile of
the proton beam for a given laser beam profile, under consideration of small-angle scattering. The observed,
unexpectedly large emission zone at thin foils is most likely the result of re-circulating electrons in the target foil.
Experiments with different target geometries have been performed for a further optimization of laser-accelerated
proton beams. The RIS-data analysis from experiments with novel, cone-shaped targets with a flat rear side at
TRIDENT with moderate intensities of 1019 W/cm2 with 20 J in 600 fs showed a nearly two-fold increase of the
maximum energy of the accelerated proton beams, a four-fold better conversion efficiency of laser energy to ion
beam energy as well as a 13-fold higher ion number above 10MeV compared to data from flat foils.
The interpretation of measurements of the energy-dependent source size and divergence and PIC simulations ev-
idence a bell-shaped electron sheath at the foil’s rear side as the originator of the divergence of laser-accelerated
ion beams. The divergence could be compensated by geometrical deformation of the target foil. First experi-
ments on the collimation of laser-accelerated proton beams have been obtained at Z-Petawatt.
The injection of laser-accelerated ion beams in conventional accelerator structures requires a separation of the
co-propagating electrons and protons. This can happen by a dipole magnet, as could be shown in experi-
ments at Z-Petawatt. During the same experimental campaign the first controlled transport and focusing of
laser-accelerated MeV-protons could be demonstrated. For that purpose miniature quadrupole-lenses, based
on permanent magnets with field gradients up to 500T/m have been utilized. 106 protons with an energy of
14MeV could be reproducibly focused to a beam spot of about 300× 200 square micrometers with this set-up,
in a distance of 50 cm from the source (see image on the cover). This collimation method and potential energy-
selection decouples the relativistic laser-proton acceleration from the beam transport and focusing, paving the
way to optimize both separately. The use of ion lenses is perfectly applicable for upcoming high-energy, high-
repetition rate, short-pulse laser systems.
The results of this work have lead to a better understanding of proton-acceleration by high-intensity laser-
irradiation of thin metal foils and their application [1–13]. The results, in particular the transport and focusing,
have taken a further step towards a broad application of laser-accelerated ions in a large variety of fields like
accelerator physics, inertial fusion energy, astrophysics and radiotherapy.
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1 Introduction
Ever since lasers were invented in 1960, their peak power and peak intensities have steadily increased. In recent
years, the invention of the Chirped Pulse Amplification (CPA) technique by Strickland and Mourou [14] allowed
for the construction of laser systems, able to create Petawatt (1015 W) laser pulses with energies on the order of
500 J, wavelengths λL = 1µm and pulse durations below one picosecond. When focused to micron spot-sizes
with adaptive optics, electromagnetic intensities up to 1021 W/cm2 can be reached, opening up a new research
field called high-field physics.
1 cm
Figure 1.1: Photograph of a high-intensity, short-pulse laser-matter interaction experiment. The (invisible) laser
pulse with intensity IL > 1018 W/cm2, wavelength λL = 1µm, pulse duration τL < 1ps irradiates a
10µm thin gold foil target, mounted in an aluminum frame, from the left side of the image. An ion
detector, wrapped in aluminum foil for shielding, has been placed behind the foil. The image was
taken by K.A. Flippo during an experimental campaign at the TRIDENT laser facility at Los Alamos
National Laboratory, NM, USA.
By irradiating solid matter with intense laser pulses, the matter almost instantly transforms to a high-density
plasma state. Figure 1.1 shows a photograph of the laser-matter interaction, taken with a conventional, digital
Single-Lens Reflex (SLR) camera by K.A. Flippo during an experimental campaign at the TRIDENT laser facility
at Los Alamos National Laboratory, New Mexico, USA. The (invisible) laser pulse irradiates a 10µm thin gold foil
target, mounted in an aluminum frame, from the left side of the image. The laser creates a hot, dense plasma
on the front side of the foil. The plasma emits radiation in a broad range of the electromagnetic spectrum, a
part of the radiation is in the visible range and could be observed by the SLR in form of the intense, white light.
Non-linear interaction creates higher harmonic radiation, e.g. the laser is frequency-doubled to λ = 527nm,
visible as the green light in the image. For later times, long after the femtosecond laser pulse has ended, a
large part of the foil has been transformed to a plasma, that has expanded into vacuum thereby emitting the
white-colored light recorded by the SLR.
Chapter 1. Introduction 1
During the laser irradiation, the force exerted by laser pulses with intensities above 1018 W/cm2 accelerates
electrons to energies of million electron-volts (MeV) in distances of a few microns. The electron energy be-
comes greater than the rest mass, hence the laser-electron interaction becomes relativistic. The acceleration
gradient is a thousand times greater than in conventional, radio-frequency-based accelerators. This regime of
relativistic laser-electron acceleration also leads to the acceleration of ions, with tremendously different charac-
teristics compared to ions emitted from nanosecond laser-plasmas. The ions form a highly laminar, collimated
beam with energies up to ten’s of MeV. These unique features may allow laser-ion sources to be useful someday
for cancer radiotherapy or as accelerators for nuclear physics research. They might also be applied to ignite
controlled thermonuclear fusion for energy production.
Due to these prospects, there is lots of scientific activity in the field. However, the relativistic laser matter inter-
action and ion acceleration is very complex and the understanding of the physics is still at a premature stage.
This is reflected in the literature, nearly each week another publication appears with “new” findings about laser
matter interaction, electron or ion acceleration. Furthermore, the non-linear, relativistic, collective interaction
strongly limits analytical approaches. Instead, computer simulations are used to get an insight into the laser
matter interaction and ion acceleration. However, the use of modern computer codes is as complex as an experi-
ment, it requires large computing clusters and generates huge amounts of data from where the relevant physical
processes have to be extracted. Even today, the optimum conditions for reliable, efficient and energetic laser ion
acceleration still have to be worked out. Nevertheless, the basic mechanisms driving the ion acceleration have
been found. The basic model is as follows: First a plasma is created on the target front side by the unavoidable
pre-pulse of the laser. The strong electromagnetic field in the focal spot of the short main pulse accelerates
electrons by various mechanisms to MeV energies. The electrons are able to follow the quick oscillations of the
laser field (period T ≈ 3 fs), whereas the ions remain stationary. The displacement leads to space charge fields
on the same order of magnitude as the laser field. Additionally, copious amounts of electrons are accelerated
towards the solid target and penetrate it. As soon as they enter the vacuum at the rear side, a strong electric
field is created. The field ionizes the atoms at the surface, which are then accelerated in target normal direction.
As simple as this model is, as complex are the details, e.g. how does the acceleration scale with the various laser
and target parameters? First scaling laws [15–17] have been found, that are able to explain some maximum ion
energies obtained at different laser systems worldwide. What has to be done, though, is to further understand
and better control the acceleration of ions by intense lasers, since without that the proposed applications cannot
be realized.
The next section tries to give an overview of the field of relativistic laser ion acceleration, in order to show
what has been investigated and how it affects the acceleration of ions from solid matter, such as this work could
shed some light in the expansion dynamics of laser-accelerated ions, the focusability of protons by magnetic
ion lenses and the role of the laser beam profile impression and target thickness impact on laser-accelerated
protons. After the overview, the structure of the thesis is explained in section 1.2. It is followed by an overview
about the experimental campaigns where the author has participated in section 1.3.
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1.1 Overview: Laser-accelerated MeV ion beams
Since its first discovery in the year 1999 [18–24] the field of laser-ion-acceleration from thin foil targets got
strong scientific attention. The outstanding features of laser-accelerated ion beams promise their use in a large
variety of applications. The beams can be used as a diagnostic tool in basic plasma research, e.g. for the diag-
nostics of electromagnetic fields in dense plasmas with picosecond time resolution [25–28] or for the creation
of high-energy density (HED) matter [29, 30]. Looking further into the future, laser-accelerated ions could be
applied as compact particle accelerators [31–34], as a driver for neutron production [35, 36], for radioisotope
generation [37–40], for table-top nuclear physics [41], for the generation of intense Kα x-rays [42], for Inertial
Fusion Energy in the case of Proton Fast Ignition [43,44] or even for medical applications as a compact radio-
therapy system for tumor treatment [45–48].
Without special target cleaning techniques [5,6,8,49,50] the predominantly accelerated ion species are protons
from contamination layers on the target surface [51]. Although it was not clear from the beginning whether
the protons originate from the front or from the rear side, it was observed that the physical mechanism driving
the acceleration was very robust and reproducible, always leading to a relatively collimated beam pointing in
the target normal direction. The reason for the obfuscation is, that on the front side the ions can be accelerated
to high energies in laser direction due to the laser-generated charge-separation at the critical density of the
plasma. At the rear side a dense sheath of energetic electrons, that have propagated through the target, creates
an electric field on the order of TV/m, which ionizes and accelerates the atoms at the rear side. This acceleration
scheme is known as the Target Normal Sheath Acceleration (TNSA) [52].
Very soon there was clear evidence for the rear-side emission to be the source of MeV-energy protons [53–56]
and heavy ions [49, 57]. Even two years before the first discovery Tatarakis et al. [58] observed a hot plasma
expansion from the rear side of a thick (d > 140µm) plastic foil, irradiated by an I = 1019 W/cm2 laser pulse.
The creation of a charge-separation sheath with an electric field strength above 5× 1011 V/m at the rear side is
already mentioned there. However, they did not measure accelerated protons hence the honor of the discovery
of MeV-ion acceleration belongs to the aforementioned authors.
Kaluza et al. [59] have shown, that the level of the laser-pre-pulse and target thickness determine if the most
energetic protons originate from the front or the rear side. An experimental comparison of front versus rear
side acceleration was done by Fuchs et al. [60, 61]. Their findings are supported by computer simulations by
Sentoku et al. [62]. The conclusion is, that for the laser intensities (I = [1018, 1020]W/cm2) as well as the target
thicknesses (d = [5,50]µm) discussed in this thesis, the rear-side acceleration produces higher energetic and
better collimated ion beams more efficiently.
The ions are accelerated by a strong electric field created by a dense sheath of hot electrons in the vacuum
region. The transverse dynamics of the hot electron sheath at the target’s rear side has been investigated in
refs. [26,36,57,63]. With the help of computer simulations McKenna et al. [63] found, that the electron sheath
at the rear side spreads along the surface with a velocity v ≈ 0.75 c, where c is the speed of light in vacuum.
The radial expansion leads to strong electric fields on the order of GV/m even millimeters away from the laser
focus region. In most experiments the target foils have widths and heights on the order of a few millimeters.
At the foil edges an enhanced electric field is created, leading to ion emission as well. These edge-emittted ions
have much less energy than the ions created in the central sheath region. The edge acts as a cylindrical lens
and focuses these ions to a line-shaped beam, similar to the ion acceleration from wire-targets [54,64].
The electrons forming the sheath at the rear side can be accelerated back into the target by the electric field.
They start re-fluxing back and forth both sides of the foil, that enhances the sheath density and thereby enhances
the electric field driving the acceleration [65]. The field strongly peaks at the ion front, due to the charge sep-
aration by the electrons propagating in front of the ions. The field has been measured by time-resolved proton
radiography [26].
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Ion beams in conventional accelerators are all of the same kinetic energy. On the contrary, laser-accelerated ions
usually exhibit a whole spectrum, i.e., the particle number decays exponentially with increasing energy. The
spectrum is not infinite but exhibits a cut-off with a sudden drop to zero at the maximum energy. The particle
number can be above 1013 particles in total [66]. The longitudinal acceleration dynamics and the resulting
spectra have been discussed by Mora et al. in refs. [67–71]. Experimentally determined proton spectra will be
discussed in section 4.1.2.
Both, the number dependence on energy and the opening angle of the ions, depend on the energy. By measur-
ing the source size of the protons [3, 57, 72–77] it was found that high-energy protons originate from a much
smaller source than lower energetic ones. Hence, the source size of the protons is energy-dependent, too. In
fact, the decreasing opening angle with increasing energy is not due to a reduction in beam divergence with
energy, but due to the decreasing source size [18, 56, 72]. Protons with higher energy even have little higher
transverse momentum than the lower energetic ones. This has been already mentioned by Wilks et al. in the
original publication explaining TNSA [52].
The divergence of the ion beam can be reduced by curving the whole target. After the first proof-of-principle
experiments [54], the focusability of protons by spherically curved targets has been investigated refs. [29, 30,
78–80] in the context of high-energy density matter generation. A different approach for proton focusing was
the invention of a laser-triggered microlens device [81] and its further development using a sophisticated target
assembly [82]. In the framework of this thesis, a more reliable and straightforward approach by using novel
permanent magnet mini-quadrupole devices has been applied to transport and focus laser-accelerated protons,
allowing for a reproducible beam manipulation. The results have been published in ref. [1].
One striking feature of laser-accelerated ion beams is their high degree of laminarity. This is reflected in the
observation, that sub-micrometer-sized corrugations of the target rear surface are imprinted in the beam and
are imaged over centimeter distances [54]. This effect can be used to determine the beam quality in terms
of emittance [72, 83]. The smaller the emittance is, the higher is the beam laminarity and focusability. Com-
pact, modern accelerators, e.g. the Heidelberg Ion Beam Therapy Center (HIT) at Heidelberg, Germany, have a
transverse emittance on the order of 1mmmrad [84,85]. In contrast to that, the transverse emittance of laser-
accelerated protons is less than 10−2 mmmrad [9,54,72,83,86] and below 10−1 mmmrad for heavy ions [57].
The theoretical explanation for the imaging-effect of micro-corrugations has been given by Ruhl et al. [87, 88]
with particle-in-cell (PIC) computer simulations and a numerical code based on transfer functions. In the frame-
work of this thesis the model was further developed and compared to experimental data and simulations.
By coating the rear side with a thin (d < 100nm) plastic film a very smooth rear surface can be obtained, result-
ing in a smooth proton beam [54,76] without significantly decreasing the acceleration efficiency. A thicker rear
side coating, though, disturbs the electron transport from the front to the rear side due to the different electrical
conductivities of the substrate and the coating, and results in substantially lower conversion efficiency as well
as corrugated ion beams [54,76,89].
The atomic composition at the rear side can lead to spectral modulations (peaks), when the expanding beam
does not only consist of electrons and protons but heavier ions as well. The heavy ions modify the electric field
in front of them, leading to an accumulation of protons [56,90,91]. The ratio of the proton density at the rear
side to the density of other contamination ions, e.g. carbon, determines the strength of these modulations [92].
In addition to that, the presence of some co-moving ions can also lead to dips in the spectrum [93–96].
A very thin (nm-sized) and small layer at the target’s rear side was proposed to lead to quasi-monoenergetic pro-
ton spectra [97,98] and indeed found in experiments with protons [99] as well as with carbon ions [100,101].
However, recent investigations have shown that the spectral peak found in ref. [99] is not due to the thin proton
layer at the rear side, but due to the density composition of the protons and heavier ions [102,103]. The den-
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sity composition effect has been used as well in experiments with heavy-water micro-droplet targets, leading to
quasi-monoenergetic deuteron beams [94].
The conversion efficiency (laser energy to proton beam energy) as well as the maximum proton energy both
scale proportional to the laser intensity I1/2 as found by Clark et al. [20] for protons and by Hegelich et al. [104]
for heavy ions. A detailed study on the scaling of proton energy and conversion efficiency - both depending on
laser intensity and target thickness - has been published by Fuchs et al. [15]. This study was extended to higher
laser intensities by Robson et al. [16] at the Rutherford Appleton Laboratories VULCAN petawatt laser, where
conversion efficiencies about 10% were obtained. This high conversion efficiency has been already obtained
in the very first experiments at the NOVA Petawatt laser [21, 22, 66, 105]. The results imply that not the most
intense, but the most energetic lasers are able to accelerate ions to highest energies. The highest maximum pro-
ton energies of approximately 60MeV reached to date have been found at the two high-energy petawatt lasers
NOVA Petawatt [21] and VULCAN Petawatt [16]. Robson et al. [16] further showed that the maximum energy
still scales as I1/2 up to at least Imax = 6×1020 W/cm2. However, it was necessary to modify the model proposed
in Fuchs et al. [15] to explain the weaker-than-expected maximum energies with higher intensities. According
to ref. [15], a significantly higher proton energy, e.g. 100MeV, should be obtained by simply taking longer pulses
in the picosecond range, with more energy to keep the intensity constant. On the contrary, ref. [16] reports on
a relatively constant maximum proton energy with increasing pulse duration from 1ps to 10 ps while keeping
the laser intensity constant. To date there is no clear explanation for the discrepancy. Reasons could be possible
pre-heating of the rear side or a stronger-than-expected spread of the sheath in transverse direction during the
acceleration, leading to cooling of the electrons. The comparison of the experiments conducted during this
thesis and the scaling law from ref. [15] will be done in section 4.1.2.
Besides the laser intensity and target thickness, there are many more parameters that influence the accelera-
tion. A scaling of the maximum proton energy with the pre-plasma scale length was first done by Kaluza et
al. [59], showing that optimum ion acceleration depends on the laser pre-pulse duration and target thickness.
An optimum pre-plasma also leads to a smooth ion beam profile [106].
The pre-pulse generates a shockwave traveling into the solid matter. The shockwave velocity depends on the
pre-pulse intensity and it is a few times faster than the sound velocity cs, which is e.g. 3µm/ns for gold at
normal conditions [107]. Hence the pre-pulse duration of the laser should be less than a few nanoseconds to
maintain an undisturbed target rear side. Otherwise, the shockwave breaks out at the rear side and creates
a plasma at the rear side. The negative influence of a large-scale length (ls = 100µm) plasma on the proton
maximum energy was demonstrated by Mackinnon et al. [53]. The protons are emitted as a ring-like proton
beam with low energy [3, 108]. Contrary to that, small-scale plasma gradients (ls < 5µm) seem to have very
little influence on the maximum energy [109].
The extreme case of zero pre-pulse would result in zero pre-plasma, that is less efficient for hot electron gener-
ation. Thus, there is an optimum pre-pulse level leading to efficient TNSA [34,110–112].
Under certain pulse contrast conditions, when the pre-pulse generated shockwave has just reached the target’s
rear side, the surface will be deformed by the break-out, resulting in a change of the ion beam pointing out of
the target normal direction [107,113–115].
Furthermore, a significant reduction of the pre-pulse allows the use of ultra-thin target foils and therefore very
efficient proton acceleration [116] up to 10MeV for 50 nm thin foils, compared to a maximum energy of 1MeV
without further pre-pulse suppression and a 5µm foil [117]. Going to even further pre-pulse elimination and
very short laser pulses (τL = 65 fs), the laser pulse can efficiently heat very thin foils as a whole, and the TNSA-
effect can accelerate protons in forward as well as in backward direction with equal efficiency and energy [118].
After the discussion of the pre-pulse influence on proton-acceleration, and the scaling with main pulse energy
and intensity, it should be noted how further parameters of the main pulse influence the proton acceleration:
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The pulse can be either spatially varied (i.e., a modulation of the transverse intensity distribution from a tightly
focused Gaussian spot to a broader distribution), it can be temporally varied (e.g. by employing two main pulses
separated by a certain time delay) or the polarization of the main pulse can be changed from the usual linear
polarization to elliptical or circular polarization.
The influence of the main pulse beam profile on proton-acceleration was first discussed by Fuchs et al. [76],
showing that a deformed (i.e., not radially symmetric) laser pulse profile imprints in the proton beam profile. It
was found that an elongated laser intensity profile creates an electron sheath that follows the laser beam topol-
ogy. The sheath then accelerates protons with a transverse beam profile that resembles features of the laser
beam profile [11, 119]. This laser beam imprinting was further investigated in experiments during this thesis.
In contrast to the experiments by Fuchs et al., the source size of the protons was simultaneously measured with
the help of micro-grooved targets. Additionally a target thickness scan as well as a laser beam spot size scan
was performed. The results will be shown in chapter 4 and have been published in refs. [2,3].
The other two options, the change of the laser polarization or a double pulse configuration, are to date only con-
sidered theoretically by computer simulations and analytical estimates. It is proposed that two temporally sep-
arated laser pulses should lead to spectral peaks as well as an artificially collimated electron transport through
the target [120, 121]. The option of using circularly polarized laser beams is discussed in refs. [122–125]. It
might generate high-energy, low-divergence ion beams with a non-exponential spectrum. However, this scheme
requires high-intensity pulses with very high pulse contrast, making it very difficult to realize experimentally.
In conclusion, this overview has summarized the state-of-the-art in short-pulse laser-ion acceleration. A lot of
experiments have been done, but there are still a lot of open questions with respect to the optimization and full
control of laser-ion acceleration. Some of them will be considered in the next chapters.
1.2 Thesis structure
The thesis is divided in four major parts. The first part explains the theoretical models explaining the relativistic
laser-matter interaction and ion acceleration in chapter 2. It starts with the interaction of a plane electromag-
netic wave with a single electron. Then the generation of hot electrons at the target front side, the electron
transport through the target and the subsequent acceleration of ions off the rear surface are discussed. The
chapter ends with the presentation of expansion models that were used to explain the experimental results. As
outlined below, the nature of the experiments limits the number of data points. Hence a detection method had
to be developed that could get as much information about the accelerated beam as possible, within a single
measurement. This lead to the development of radiochromic film imaging spectroscopy. The radiochromic film
detector and the measurement technique are explained in chapter 3. The main part of the thesis is the experi-
mental investigation on optimization possibilities and further control of laser-accelerated protons, presented in
chapter 4. With respect to possible applications, the most important aspect that needs better control is the beam
divergence. Various options like shaping the proton beam by shaping the laser focal spot, changing the target
geometry or the application of external magnetic fields have been tested. The explanation of the results required
the development of proton beam expansion models. These are outlined in chapter 5. One model has been used
able to explain the laser beam imprinting and target thickness impact on laser-accelerated protons, whereas
another model could be applied to fully reconstruct the measured beam. The close affinity to plasma expansion
models will be discussed there, too. Once the divergence is under control, a huge variety of applications can
be realized. A specific application, that is of great interest in basic plasma research, inertial fusion energy and
astrophysics, is the generation and diagnostics of high-energy density matter. Laser-accelerated protons can be
used for the preparation of such an extreme state of matter, as will be shown in chapter 6. Besides that, an
outlook on further optimization is given.
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1.3 Experimental campaigns
The experiments have been carried out at fairly large laser systems in Europe and the USA. Each user group
can access the facility for a limited amount of time, usually a few weeks, which is called beamtime. Since a
beamtime is scheduled to a group of users, each campaign usually covers more than one research topic. The
repetition rate (between 20min. and two hours) of the Nd:glass laser amplifiers only allows for a few laser
discharges (“shots”) a day. Hence the number of measurements is limited to a few shots per research topic.
The author has participated in experimental campaigns at five lasers systems. Two experimental campaigns have
taken place at the TRIDENT laser facility [126] at Los Alamos National Laboratories (LANL), Los Alamos, New
Mexico, USA in the years 2005 and 2006. The group of experimenters consisted of J.A. Cobble, K.A. Flippo,
D.C. Gautier, S. Letzring, J.C. Fernández and B.M. Hegelich from LANL, J. Schreiber from the Ludwig Max-
imilians Universität (LMU) München, Germany and the author. The topics of one campaign were the repe-
tition of the acceleration of quasi-monoenergetic heavy ions, heavy-ion acceleration from targets cleaned by
intense laser-ablation, the investigation of the acceleration of heavy ions buried deep below the surface and
the laser beam imprinting and target thickness effect on protons. The other campaign was about the enhanced
acceleration-efficiency by the use of flat-top cone targets and further investigations of the ion beam parameters
by micro-structured targets. The results have been published in refs. [2–6,17,50,100,127].
Another campaign has been carried out at the 100TW laser system [128] at the Laboratoire pour l’Utilisation
des Lasers Intenses (LULI) at the École Polytechnique, Palaiseau, France in 2006. The goal of the experiment
was the spatial resolved measurement of the electric field on the rear surface of a laser irradiated thin foil by
field ionization, a further investigation of the laser beam imprinting effect and the application and calibration of
a newly developed Thomson parabola ion detector. The group consisted of E. Brambrink and P. Audebert from
LULI, J. Schreiber from LMU, K.A. Flippo, D.C. Gautier and B.M. Hegelich from LANL, M. Geißel from Sandia
National Laboratories (SNL), Albuquerque, New Mexico, USA, K. Harres, F. Nürnberg and the author from the
Technische Universität Darmstadt (TUD), Germany. The results are published in refs. [2,8].
The very first laser-proton-acceleration experiments at the GSI Helmholtzzentrum für Schwerionenforschung
GmbH at Darmstadt, Germany have been carried out during the commissioning of the Petawatt High-Energy
Laser for heavy Ion eXperiments (PHELIX) [129] in the year 2006 as well. The group consisted of E. Brambrink
from LULI, J. Schreiber from LMU, B. Zielbauer and K. Witte from GSI, K. Harres, F. Nürnberg, M. Roth and the
author from TUD. With the front-end and the pre-amplifier of the PHELIX the acceleration of MeV-protons from
thin gold foils could be demonstrated. Some results are published in ref. [3].
In 2007, the author has participated in an experimental campaign about the diagnostics of high-energy den-
sity (HED) matter by spectrally resolved x-ray Thomson scattering (XRTS) at the Janus laser at Jupiter laser
facility, Lawrence Livermore National Laboratory (LLNL), Livermore, California, USA. The group consisted of
S.H. Glenzer, A. Kritcher, H.J. Lee, P. Neumayer and D. Price from LLNL, G. Gregori from the Rutherford Apple-
ton Laboratory, Didcot, UK, E. García Saiz from Queen’s University of Belfast, UK, A. Pelka and M. Roth from
TUD. Although the topic was not about ion-acceleration, XRTS is a very promising candidate for the diagnostics
of HED matter generated by the irradiation of a second foil by laser-accelerated protons. Details about this
application can be found in chapter 6. Some results of the experimental campaign will be published in ref. [7].
The last experimental campaign has been carried out at the Z-Petawatt [130] laser at SNL in december 2007.
The experiments about the control of laser-accelerated protons by externally applied magnetic fields and the fo-
cusing of protons by curved target foils have been carried out by M. Geißel, M. Kimmel, P. Rambo and J. Schwarz
from SNL, K. Flippo from LANL, J. Schütrumpf from TUD and the author.
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2 Relativistic laser-matter interaction and ion acceleration
The laser pulses discussed in this thesis are able to create a state of matter just beginning to be explored. A laser
pulse with an intensity I0 above 1018 W/cm2 has a corresponding electric field amplitude of
E0 =
!
2I0/$0c ≈ 2.7× 1012 V/m, (2.1)
where $0 denotes the electric constant and c the speed of light in vacuum [131]. This field is almost an order of
magnitude larger than the electric field of an hydrogen atom, which can be estimated by
E =
e
4pi$0a2B
≈ 5.1× 1011 V/m. (2.2)
The quantity aB = 4pi$0ħh2/mee2 = 5.3× 10−11 m is the Bohr radius, with the Dirac constant ħh, electron mass me
and electron charge e. Hence the electron is no longer bound to the nucleus but it will oscillate in the laser’s
electromagnetic wave with relativistic velocity (v ≈ c), which results in a relativistic mass increase exceeding
the electron rest mass. At this point, the magnetic field of the laser pulse’s electromagnetic wave comes into
play, that changes the interaction physics and non-linear effects become important. The propagation of light
also becomes dependent on the light intensity, resulting in non-linear effects as well.
In order to understand these phenomena, the motion of single electrons in an intense electromagnetic wave is
considered in the next section. Following this rather academic introduction, section 2.2 deals with the interac-
tion of an intense laser pulse with plasma since already the onset of a high-intensity laser pulse, with orders of
magnitude less intensity, is able to create a plasma at the surface of a solid. The main part of the laser pulse
then interacts with the plasma. Different absorption mechanisms in comparison to those in nanosecond laser-
plasma interaction [132] are introduced. The absorption leads to strong electron acceleration into the solid,
explained in sec. 2.2.1. The electrons in turn are able to accelerate ions from the target rear side. Details of this
laser-ion acceleration are given in section 2.3. The introductory theoretical part then ends in section 2.4 with
the presentation of plasma models used for the description of the expansion of laser-accelerated ions and their
numerical realization.
For the main part of the next sections the references [127,133–135] and references therein have been of great
help and were used as a guide in the rich physics involved in intense laser-plasma interaction.
2.1 Single electron interaction
The laser pulse is an electromagnetic, linearly polarized wave propagating in z-direction, given as
E(x , y, z, t) = E0(t)e−ı˙(ωL t−kz) ex (2.3)
B(x , y, z, t) = B0(t)e−ı˙(ωL t−kz) ey with B0 = E0/c, (2.4)
where E0(t) and B0(t) are the slowly varying1 field amplitudes, ωL the laser angular frequency, k = ωL/c the
laser wave vector and ex ,y are normalized vectors, both normal to the propagation direction ez , respectively.
Both fields are connected via the third Maxwell equation ∇× E = −∂ B/∂ t to c B = ez × E.
1 The slowly varying envelope approximation assumes the temporal envelope f (t) to be slowly varying relative to the laser cycle with frequency
ωL : d f /dt %ωL f .
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The motion of a single electron in vacuum with charge e in presence of the light wave is described by the Lorentz
force
dp
dt
= −e (E + v × B) = −e
"
E + v ×
#
1
c
ez × E
$%
, (2.5)
where p = γmev and γ=
&
1+ p2/(m2e c
2)
'1/2 is the relativistic factor.
For non-relativistic velocities v % c the force acting on the electron is given by the electric field only. The
solution of the equation of motion leads to a harmonic oscillation in x-direction with the amplitude or electron
quiver velocity
vosc. =
eE0
meωL
. (2.6)
For large electric field amplitudes E0 > 3.2× 1012 V/m the electron quiver velocity can approach c, that is for
intensities I > 1.37×1018 W/cm2 according to eq. (2.1). Hence the laser-electron interaction is called relativistic
if the dimensionless electric field amplitude
a0 :=
eE0
meωL c
=
(
I0 [W/cm2]λ2L [µm
2]
1.37× 1018 W/cm2 > 1. (2.7)
For the laser pulses discussed in this thesis a0 is be-
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Figure 2.1: Electron orbit (—) in a linearly polarized elec-
tromagnetic field with amplitude a0 = 1.
The electron oscillates in the plane of the
electric field (—) with a wavelength of 1µm
(k = 6.3× 106 m−1). The magnetic field (—)
oscillates perpendicular to this plane and
leads to a forward drift of the electron.
tween one and 20; the oscillation velocity is close to
the speed of light. Hence the magnetic component of
the Lorentz force has to be taken into account when
solving eq. (2.5). This can be done by changing to the
vector potential A with the relations E = −∂ A/∂ t and
B =∇×A, which is exercised in Ref. [133], p. 31. The
scalar potential is zero in vacuum. Figure 2.1 shows
the resulting trajectory (—) of an electron initially at
rest in presence of the light wave. The normalized
laser amplitude is a0 = 1, the wavelength of 1µm
leads to k = 6.3×106 m−1. This corresponds to an in-
tensity I = 1.37× 1018 W/cm2. The electric field (—)
oscillates in the yz-plane, the magnetic field (—) os-
cillates in the xz-plane perpendicular to this plane.
The magnetic field force F = q v B ∝ E · E/c ∝ a20
leads to a forward drift of the electron motion in z-
direction, independent of the laser polarization. The
corresponding velocity is
vD =
a20
4+ a20
c ez . (2.8)
However, although the electron has changed its position, at the end of the laser pulse the electron velocity is
zero again. Hence the electron does not gain energy from the laser, which is known as the Lawson-Woodward
theorem [136].
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2.1.1 The ponderomotive force
The solution presented above is only valid for a plane wave, i.e., an electromagnetic wave that is uniform
in space and only slowly varying in time. Laser pulses in the real world are far from being that ideal: the
tight focusing and short pulse duration create strong gradients in all directions over a few micrometers. The
electromagnetic field distribution is not constant, but resembles, for example, a Gaussian shape. An electron
accelerated in this field is pushed to lower intensity regions through the ponderomotive force. Although the
ominous term ponderomotive force can already be found in literature of the 19th century [137], nowadays the
ponderomotive force is defined as the low-frequency force fraction of a spatially inhomogeneous, high-frequency
electromagnetic field on charged particles. It was derived in 1957 by Boot and Harvie [138], who showed that
in a non-uniform radio-frequency field the oscillation center dynamics of a free electron is governed by a force
that originates from second-order terms of the Lorentz-force (eq. (2.5)). For the non-relativistic limit (v % c),
and in a one-dimensional case but with an intensity dependence in z-direction, the Lorentz-force becomes
∂ vz/∂ t = −e/me Ez(z), where Ez is taken from eq. (2.3) but now with a z-dependence. This non-linear equation
can be solved by Taylor-series expansion and by sorting by the orders of Ez . To lowest order the solution for a
plane wave shown above is obtained. The second-order term gives a fast-oscillating term
∂ v(2)z
∂ t
= − e
2
m2eω
2
L
E0
∂ E0(y)
∂ y
cos2(ωL t − kz). (2.9)
Multiplying by me and taking the cycle-average yields the ponderomotive force:
fp = − e
2
4meω2L
∇(E · E∗). (2.10)
Physically the electron is pushed away from the region of locally higher intensity, picking up a velocity v ∝ vosc,
which is just the quiver velocity from above.
The relativistically correct equation of motion has been obtained by Bauer et al. [139] to
fp = − c
2
γ
)
∇meff + γ− 1v20
&
v0 ·∇meff' v0* , (2.11)
with the space- and time-dependent effective mass
meff =
+
1+
e2A · A∗
2m2e c
2
,1/2
= γ¯, (2.12)
in a linearly polarized monochromatic wave in vacuum. The last term contains the cycle-averaged gamma fac-
tor γ¯ =
!
1+ a20/2 [140]. For a circularly polarized wave γ¯ equals
!
1+ a20 [134, 139, 140], which is slightly
different.
In the fully relativistic case the solution of the equation of motion is very complicated and has to be done
numerically [139] or it has to be simplified for special cases [141], since the force is a nonlinear function of
the electron’s momentum and position. However, the energy the electron gains can be obtained by calculating
the ponderomotive potential Upond via fp = −me∇Upond, which leads to Wpond = γ¯mec2 + C . The integration
constant C is determined by the fact that in the non-relativistic limit the ponderomotive energy must devolve to
Wpond = mev2osc/4, which is the case when C = −mec2, as can be shown by insertion and Taylor-expansion of γ¯.
Therefore the resulting equation for the energy gained by the relativistic ponderomotive potential is:
Wpond = (γ¯− 1)mec2. (2.13)
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Figure 2.2: 2D Particle-In-Cell (PIC) simulation of an intense laser interacting with free electrons. The laser pulse
has I = 3×1018 W/cm2 and pulse duration of 33.3 fs. Images are ordered from top left to bottom right.
The electric field E oscillates in y -direction (red-blue colored plot). At z = 1µm free electrons were
placed (black dots). The ponderomotive force of the laser expels the electrons in radial and forward
direction. On axis a single electron is marked with a green line, it shows the oscillating trajectory as
predicted by analytical theory.
For an illustration of the complex interaction of an intense laser pulse interacting with free electrons, it has
been simulated in two spatial dimensions and three momentum and field dimensions (2D3V) with the fully
relativistic Particle-In-Cell (PIC) code PSC, which is explained in section A.1. The quadratic simulation box with
20µm length was divided into 1000× 1000 cells. At z = (1± 0.01)µm 6000 electrons have been placed. The
laser pulse with λ = 1µm was modeled as a Gaussian in space and time with 3.3µm full width at half maxi-
mum (FWHM) in y-direction and 33.3 fs FWHM pulse duration. The linearly polarized electric field (red-blue
colored plot) oscillates in y-direction in the simulation plane (p-polarization). The laser intensity was chosen
to I = 3× 1018 W/cm2, hence a0 ≈ 1.5. The result is shown in figure 2.1.1, with the images ordered from top
left to bottom right. The four images correspond to the begin of the interaction, the maximum of the laser
field, the end of the pulse and the end of the simulation, respectively. The laser enters the simulation box from
left. At some point in time the rising electric field starts to expel the electrons (black dots) out of the region of
high intensity via the ponderomotive force in forward and radial direction. Later on the electrons have been
accelerated nearly completely out of the axis of symmetry. The green line marks the motion of a single electron
(green dot) close to the axis of symmetry. There the interaction is nearly one-dimensional. The electron moves
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in a zig-zag motion in the electric field, as has been shown in fig. 2.1. At the end of the pulse the electron in the
center has been decelerated again and finishes with nearly zero velocity as expected. The push downwards is
due to the intensity gradient (ponderomotive force) since the electron is not exactly at the center. The ejection
angle can be calculated to tan2 θ = 2/(γ¯− 1) [142–144].
2.2 Plasma interaction at the target front side
After this rather academic case of a laser interacting with free electrons in vacuum, the interaction with a solid is
considered. The laser pulse in an experiment is not perfectly short-pulsed in time, but has a preceding pedestal
or even pre-pulses in the ns to ps range with 10−4 to 10−7 times the intensity of the main pulse. Therefore
already the onset of the high-intensity laser pulse with orders of magnitude less intensity is able to create a
plasma at the surface of a solid, when the focused power exceeds the intensity of I ≈ 109 W/cm2 [145]. The
electromagnetic wave couples onto free electrons, which oscillate in the laser electric field and ionize further
atoms via inelastic collisions. Typical electron densities are about ni = 1021 cm−3 and ion densities are ni = ne/Zi ,
where Zi denotes the charge of the ions. A thin ablation plasma sheath is created at the surface that expands
in vacuum with the ion sound speed cs = (kB(ZiTe + Ti)/mi)1/2, where kB is the Boltzmann constant, Te the
electron temperature, Ti the ion temperature and mi the ion mass. Under the assumption of a one-dimensional
isothermal expansion [132] an exponentially decaying density profile develops with a scale length ls = cs t.
The scale length for an exponentially decaying profile n(z) is defined as the position where it is decayed to
1/exp(1) = 0.368 of the initial value and can be obtained by
ls =
"
1
n(z)
dn(z)
dz
%−1
. (2.14)
Typical scale lengths of plasma expansion before the main pulse arrives are on the order of a few micrometer.
The plasma ablation leads to an inward-traveling shockwave due to momentum conservation, that compresses
and heats the matter.
The plasma electrons are pushed by the laser which leads to an electric field due to the nearly immobile ion
background, that forces the electrons to oscillate with the electron plasma frequency
ω2p =
e2ne
$0γ¯me
. (2.15)
With respect to the laser frequency ωL the plasma is called overdense when ωp > ωL . This is the case beyond
the critical density
nc =
ω2L$0γ¯me
e2
. (2.16)
At this density, which can be calculated by nc = 1.1× 1021 γ¯/λL [µm] cm−3, the plasma refractive index
η =
-
1−ω2p/ω2L , (2.17)
becomes imaginary and the laser wave can penetrate evanescently over a distance known as the collisionless
skin depth ld = c/ωp only. For the relativistic case when γ¯ > 1, the critical density is higher than in the non-
relativistic case due to the relativistically enhanced electron mass. Thus the laser light can even propagate
further into the former overdense plasma, which is termed relativistic transparency. The relativistic interaction
in the underdense part does not only increase the critical density, but also the plasma frequency decreases,
which in turn leads to an intensity-dependent, thus spatially varying refractive index η. It is most strongly on
axis, which acts analogous to a positive lens that relativistically self-focuses the beam even further.
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2.2.1 Forward electron acceleration
Additionally, as it was shown in the section before, the ponderomotive force leads to a depletion of the elec-
trons in the region of the laser pulse. This leads to density modulations in the wake of the laser pulse, moving
with the group velocity vg = cη. Electrons trapped in the electrostatic wake behind the laser can be efficiently
wakefield accelerated [146]. For very short and intense pulses this scheme changes to the bubble acceleration
scheme [147], resulting in mono-energetic electron beams [148–151] up to GeV energies [152–154].
While propagating in the plasma the laser can transfer energy to it via inverse Bremsstrahlung and resonance
absorption [132], however they are of minor importance for intensities above 1018 W/cm2 [134]. When the
density gradient in the pre-plasma is very strong, i.e., the scale length ls is on the order of the laser wavelength,
the phenomenon of not-so-resonant resonance absorption which is also known as vacuum heating or Brunel effect
can occur [155]. In this case the laser drives an electrostatic wave at the critical density. The excursion of an
electron in this wave is so strong that it is literally pulled out into the vacuum and sent back into the plasma in
the next laser half-cycle. Since the laser cannot propagate beyond the critical density, this scheme of electron
generation and heating can be quite effective.
Another important mechanism of laser heating is the relativistic j × B heating [156], which is very similar to
the vacuum heating but depends on the high-frequency v × B-component of the Lorentz-force oscillating with
twice the laser frequency, as can be seen by inserting eq. (2.3) in eq. (2.11). The heating caused by this high-
frequency oscillation is analogous to the heating caused by a p-polarized electric field parallel to the density
gradient. Hence it is most efficient for normal incidence and works for any polarization apart from circular. This
was first confirmed by computer simulations [157] and later on experimentally by Malka and Miquel [158], who
showed that for intensities above I > 1019 W/cm2 the electrons ejected along the laser axis direction can indeed
be described by the relativistic j × B heating model. Since the heating can occur at a frequency of 2ωL , twice
every cycle a bunch of high-energy electrons will be generated, separated by a distance of half a laser wave-
length, or ≈ pic/ωL [159–161]. For most high-intensity laser pulses λL = 1µm, hence the electron bunches are
created every 0.27 fs, accelerated along the gradient direction and are separated by 0.5µm. However, recent
measurements [162] have shown that only a small fraction of less than 1% of the laser energy is transferred to
these micro-bunched electrons.
There are (too) many of several other absorption mechanisms, indicating that laser absorption and hot electron
generation is still not well understood [163].
As pointed out by Bezzerides [164] the injection of the electrons into the laser wave is random, hence the
energy gained by the electrons is randomly distributed around a central value, depending on the light pulse and
plasma properties. The mean energy can be estimated by the ponderomotive potential, as will be shown below.
The random injection results in a relativistic, three-dimensional particle density distribution of the electrons,
which is known as Maxwell-Jüttner distribution [165]. The relativistic electrons are directed mainly in forward
direction [166], hence the particle distribution function can be simplified by a one-dimensional Maxwell-Jüttner
distribution, that is close to an ordinary Boltzmann distribution. A discussion on which distribution function best
fits the experimental data is given in refs. [167,168] and in more detail in ref. [169], leading to the conclusion
that it is still not clear from neither theoretical nor experimental data to give a clear answer on the question
about the shape of the distribution function. Therefore and for the sake of simplicity, it is approximated by
nhot(E) = n0 exp
#
− E
kBThot
$
, (2.18)
that is determined both by the parameters kBThot and n0. The total number per unit volume n0 can be es-
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timated by the assumption that the amount of energy, per unit volume, transferred to the electrons via the
ponderomotive force, is equal to the laser energy density:
n0
∫
fpond d
3x .=
EL
cτL pir20
(2.19)
where EL is the laser energy, τL the laser pulse duration and r0 the focal spot radius, respectively. The solution
of the integral the mean energy of the electrons in the ponderomotive potential, which is the hot electron
temperature kBThot that will be given below with eq. (2.25). In addition to that, the conversion efficiency from
laser energy to hot electrons is not perfect, but only a fraction η is converted. Hence the total number of
electrons generated by the laser pulse is given as:
n0 =
η EL
cτL pir20 kBThot
. (2.20)
The fraction η was determined as being intensity-dependent as well, resulting in a scaling
η = 1.2× 10−15 I0.74, (2.21)
where the intensity is given in W/cm2 [15]. The scaling fits very well measured data in refs. [167,170] as well
as simulations [157]. The maximum conversion efficiency was found to be ηmax = 0.5 [167,170], however for
ultrahigh intensity (I > 1020 W/cm2) it can become up to 60% for near-normal incidence and up to 90% for
irradiation under 45° [171].
As an example the number of electrons generated by an I = 1019 W/cm2 laser pulse with EL = 20 J, τL = 600 fs,
λL = 1µm and focal spot radius r0 = 10µm results in
n0 = 3.3× 1020 cm−3. (2.22)
Hence, in the focal spot volume V = pir20 cτL about
N =
ηEL
kBThot
≈ 2× 1013 (2.23)
hot electrons will be generated. It is notable that the same relation (2.20) can be obtained in the simplistic
picture of a non-relativistic ideal electron gas, that is compressed by the laser light. The ideal gas equation of
state is NkBThot = pV , where the pressure p is given by the light pressure Prad = IL/c and n0 = N/V . Solving for
n0 and inserting IL = EL/(τL pir20 ) again leads to eq. (2.20).
The second parameter determining nhot(E) is the hot electron temperature kBThot. For the exponential distribution
of eq. (2.18) it corresponds to the mean energy, which can be estimated by the ponderomotive potential,
eq. (2.13), to
kBThot = m0c2
/-
1+ a20/2− 1
0
. (2.24)
Although this is the correct derivation for a linearly polarized laser pulse, the literature is inconsistent since
some authors use the formula from above [139,140,157,158,172], while others (e.g. [52,157,158,173]) state
the following expression:
kBThot = m0c2
/-
1+ a20 − 1
0
, (2.25)
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which is slightly different and corresponds to the ponderomotive potential for a circularly polarized laser pulse.
Another notation for the hot-electron temperature is
kBThot = moc2
(
1+
2Up
m0c2
with Up = 9.33 · 10−14 IW/cm2
λ2
µm2
eV, (2.26)
valid for the ultra-relativistic case (a0 ( 0), as given by refs. [52,174].
A different hot electron temperature scaling sometimes used (e.g. [175, 176]) for hot electron generation in
general, but originally determined for the backward electron generation, i.e., the antipodal laser direction out
of the target, is
kBTfront ≈ 100 I1/317 [keV], (2.27)
where I17 is the laser intensity in 1017 W/cm2 [176].
The reason is, that on the one hand the ponderomotive potential is an estimate for the hot electron tempera-
ture only and on the other hand, for an evanescent or partially standing wave, which is the case at the critical
density, no analytic expressions for Wpond are known [163]. In addition to that, in an experiment there is no
single absorption and electron heating mechanism, but several effects contribute to the electron heating. These
could be the density profile of the pre-plasma [177,178] or its size [179], laser pre-pulse effects [180] as well
as resonance absorption effects when the irradiation takes place under non-normal incidence [176], just to
name a few. Another feature that becomes important for relatively long laser pulses on the order of 1 ps, is the
radiation pressure Prad = 2IL/c. For intense laser pulses, e.g. for IL = 5× 1019 W/cm2, the radiation pressure
Prad = 3.3× 1015 Pa = 3.3× 104 MBar is extremely high. The pressure pushes the critical surface inwards and
successively drills a hole in the overdense plasma, hence the effect is called laser-hole boring [157, 181]. The
hole boring is most effective in the center of the laser pulse, hence it leads to a convex deformation of the critical
surface. The electric field then can couple better to the electrons at the sides of the hole, increasing the absorp-
tion and hot electron temperature [157, 182]. However, there is experimental evidence that ponderomotive
acceleration is the major electron-acceleration mechanism, producing most of the fast electrons propagating in
forward direction [161,179].
Although it is clear that the hot electron temperature depends on I0 and λL , the question remains which scaling
best fits “reality”. An extensive recherche in the literature, searching for data where the hot electron tempera-
ture was either measured or obtained via computer simulations, has lead to the plot shown in figure 2.3.
The data was extracted from refs. [58, 157, 162, 167, 172, 173, 175, 182–185] as well as ref. [133], p. 178. It
resembles a large variety of intensities I = [1017 − 1020]W/cm2, of wavelengths λL = [0.248− 1.064]µm, of
irradiation angles from 0° up to 45° and of s- and p-polarized incidence. The contrast ratio of the pre-pulse level
to main pulse was stated being 10−6 or better. The blue circles represent measured data, the green circles corre-
spond to data obtained by computer simulations. For a clearer picture, and since it was not always given, there
are no error bars plotted. Although the figure axes are bi-log plotted, the data scatter relatively large. However,
a trend of increasing kBThot with increasing I0λ2L is visible. The black line corresponds to a plot of eq. (2.24),
the red line shows the plot of eq. (2.25). The brown line shows the scaling for the ultra-relativistic case from
eq. (2.26). The grey line, with a different scaling, is obtained from eq. (2.27). The intensity threshold, where
relativistic interaction begins, is depicted with the dashed, vertical line.
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Figure 2.3: Plot of the hot electron temperature kBThot versus laser intensity Iλ2, obtained by measurements (•)
or computer simulation (•). The data are compared to various scaling laws, explained in the text. The
dashed, vertical line represents the threshold of relativistic interaction where a0 = 1.
There is a remarkable agreement between the majority of data points and the scaling for the ponderomotive
potential for a circularly polarized wave from eq. (2.25). A best fit to all data points reveals a scaling of
kBThot = mec2(1+ a20/1.14)
1/2 (magenta line), very close to the ponderomotive scaling. Hence it is legitimate to
assume that
kBThot = m0c2
31+ I0 [W/cm2]λ2L [µm2]
1.37× 1018 − 1
 , (2.28)
is an adequate assumption for the hot electron temperature scaling in relativistic laser-plasma interaction with
solid targets. As an example, using the same laser parameters as before, with I0λ2L = 10
19 W/cm2, a hot electron
temperature of ≈ 1MeV can be anticipated.
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2.3 Laser-ion acceleration
An intense laser pulse impinging onto a solid target is able to create MeV-electrons as shown in the sections
before. Although the laser pulse is very intense, a direct laser-ion acceleration is strictly speaking not happening.
The quiver motion of protons, that are the lightest ions, in the laser pulses scales with vosc ∝ m−1p (eq. (2.6)),
which is about a factor of 2000 less than the electron motion. A forward acceleration, which requires the laser’s
magnetic field and hence vosc ≈ c needs an intensity of I ≈ 5× 1024 W/cm2 according to eq. (2.6), where the
electron mass has to be replaced by the ion mass.
However, the laser pushes the electrons, which, in turn, then interact with the remaining ions via the electric
force due to charge-separation. An advantage in that is, that the fields created in this manner can be as high
as the laser field itself, but since the ion motion is about a factor of (mi/Zime)1/2 slower, they remain stationary
for relatively long times compared to the laser oscillation. Hence they are called quasi-static. The ions can
gain energy by the potential of this field, which is just the ponderomotive potential. The ions start to blow-off
and can gain energy on the order of a few MeV [51]. In laser-matter interaction a variety of ion-acceleration
schemes were identified, e.g. long-pulse (nanosecond) plasma thermal expansion [51,186], Coulomb explosion
of laser-irradiated clusters [187], transverse acceleration in underdense plasma channels [188], ion accelera-
tion in a charge-separation field by a quasi-stationary magnetic field [189] or acceleration from the shock front
induced by laser hole boring [190]. Low-energy, but high-current ion beams can be produced by the skin-layer
ponderomotive acceleration [191,192] with sub-relativistic intensities.
Theoretical studies have identified a very efficient acceleration of ultra-thin (nm-sized) foils by circularly po-
larized, ultra-high contrast laser radiation [123]. For linear polarization and ultra-high contrast as well, the
irradiation of a nm-thin foil can lead to GeV energies by the laser-breakout afterburner effect [193]. Future
generations of high-energy, high-intensity lasers with IL > 1.37× 1023 W/cm2 and ultra-high contrast might be
able to enter the laser-piston acceleration regime. There the radiation pressure can directly accelerate ions to
GeV energies [194].
The scope of this thesis is on the ion-acceleration process that seems to be most efficient in terms of beam qual-
ity and usability to date: the acceleration of ions from the rear, i.e., the non-irradiated sides of thin (thickness
d = [5 − 50]µm) solid foil targets. It was discovered in 1999 by groups at Rutherford Appleton Laboratory,
UK [18], at Lawrence Livermore National Laboratory (LLNL), USA [21, 22] as well as University of Michigan,
USA [19]. Shortly after that, the mechanism was quantitatively explained by Wilks et al. [52] and is known
since then as the target normal sheath acceleration – TNSA.
A schematic of the acceleration process is shown in figure 2.4. The preceding pedestal of the laser (the pre-
pulse) with an intensity on the order of 10−6-fold the main pulse intensity creates a plasma at the target’s front
side. Pre-pulses can be created by amplified spontaneous emission (ASE) as well as spectral modulations in
the process of chirped-pulse amplification and compression. The main pulse then interacts with the plasma,
accelerating electrons that are directed mainly in forward direction as discussed in the section before. The
electrons are transported through the foil, where collisions with the background material could increase the
initial divergence of the electron current. Issues of the electron transport are given in the next subsection. The
electrons then leave the rear side, forming a dense electron cloud. The charge-separation of the electrons from
the remaining target creates a strong electric field on the order of TV/m in a thin sheath. The field ionizes atoms
at the rear side, e.g. protons and carbon ions from contamination layers [51]. The ions are then accelerated
along the target normal direction by this field, gaining energies up to tens of MeV. This TNSA mechanism is
further discussed in subsection 2.3.2.
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Figure 2.4: Target Normal Sheath Acceleration – TNSA. A thin target foil with thickness d = [5− 50]µm is irra-
diated by an intense laser pulse. The laser pre-pulse creates a pre-plasma on the target’s front side.
The main pulse interacts with the plasma and accelerates MeV-energy electrons mainly in forward
direction. The electrons propagate through the target, where collisions with the background material
can increase the divergence of the electron current. The electrons leave the rear side, resulting in a
dense sheath. An electric field due to charge-separation is created. The field is on the order of the
laser’s electric field (TV/m), which ionizes atoms at the surface. The ions are then accelerated in this
sheath field, pointing in the target normal direction.
2.3.1 Fast-electron transport in dense matter
The transport of fast electrons in dense matter is still a very active research field, because the experimental as
well as the theoretical access are both quite complex due to the high current, high density and the non-linear
interaction involved. An overview of the field can be found in ref. [168].
A schematic picture of the electron transport in intense laser-matter interaction is shown in fig. 2.5 and will
be used for the explanation of the various effects observed in electron transport. The laser impinges from the
left side on a pre-formed, exponentially decaying pre-plasma (sec. 2.2). The light pressure pushes the critical
surface nc , leading to a steeping of the density profile. The plasma ablation drives an inward-traveling shock
wave, leading to ionization as well as a temperature increase in the former cold solid.
The laser creates a hot electron distribution (sec. 2.2.1), which is accelerated into the dense plasma. The
estimate in section 2.2.1 has shown, that about N = ηEL/kBThot electrons with energies in the MeV-range are
created in intense laser-matter interaction. They are injected into the dense plasma with an angular distribution
according to tanθ = [2/(γ−1)]1/2 [173,195]. The injection direction depends on the direction of the pre-plasma
density gradient as well as the laser beam propagation direction [179].
The huge number of electrons amounts to a current of jfast = e N/τL , that is on the order of mega-ampere for
typical laser parameters. Hence the propagation of fast electrons is not only governed by collisional effects,
determining the stopping power of electrons in the material, but collective (e.g. electromagnetic) effects as
well. Assuming a straight electron transport [196] in a cylinder with radius of the laser spot radius, the current
creates a magnetic flux density B = µ0 jfast/2pir0 on the order of 105 T. The magnetic field energy is then
W =
µ0e2
8pi
#
ηEL
τLkBThot
$2
d, (2.29)
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Figure 2.5: Schematic of laser-generated fast-electron transport. The laser (shown in red) impinges on a pre-
plasma with exponential density profile from the left side. The light pressure leads to profile steepen-
ing, depicted in the one-dimensional scheme on top. An ablation plasma creates an inward-traveling
shockwave, that heats, ionizes and compresses the target. Fast electrons are created by the laser,
propagating into the dense plasma towards the target rear side. The high electron current jfast can
lead to filamentation and magnetic field generation (shown by the light red- and blue-colored areas),
as well as it drives a return current jret.. The global magnetic field tends to pinch the fast-electron
current. Electrons propagating in the dense, solid matter interact by binary collisions with the back-
ground material. This leads to a broadening, that becomes the major effect for longer distances. At
the rear side, the electrons form a sheath and build up an electrostatic field Ez (grey line in 1D-plot).
This can lead to re-fluxing (re-circulation) of the electrons, heating the target even more.
where d denotes the target thickness, that is d = [5− 50]µm typically. The energy stored in this field easily
becomes greater than the laser energy, which violates energy conservation. For typical experimental parame-
ters, e.g. taking the example from sec. 2.2.1, the limit is reached for d ≈ 10µm already. Hence for a trans-
port from the front to the rear side a return current jret. must exist, balancing the forward-directed current
to yield jtotal = jfast + jret. ≈ 0. In addition to that, without the return current the electric field according to
∂ E/∂ t = − jfast/$0 would stop the electrons in a distance of less than 1 nm [197]. The electric field driving
the return current in turn, can be strong enough to stop the fast electrons. The effect is known as transport
inhibition, being significant in insulators [198–200], but negligible in conductors (to first order) [199]. Both
magnetic field as well as electric field generation are inversely dependent on the target’s electrical conductiv-
ity, hence conducting targets are favorable for laser-ion acceleration, where a transport from the front- to the
rear-side is necessary [76]. The condition jtotal = jfast + jret. ≈ 0 implies that the number of fast electrons is
much smaller than the slow electrons carrying the return current [197]. The counter-propagating streams of
charged particles are subject to a nonlinear Weibel instability [201], leading to a filamentation of the electron
beams [202,203] in the low-density part of the target (pre-plasma) and self-generated magnetic field filamenta-
tion. The gyroradius of the electrons is on the order of the local skin length ls = c/ωp ≈ 0.1µm [204]. The large
magnetic fields accompanying the laser-plasma interaction are depicted by the red and blue-colored areas in
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fig. 2.5. The red color depicts a field going out of the drawing plane, the blue color represents an inward-going
field. These strong fields were seen in computer simulations [204–208] and evidence was found in proton-
radiography experiments [25,209]. Due to these filaments a much higher current can be transported, which is
well above the Alfvén current IAlfvén ≈ 17βγkA [210,211]. The filaments can coalesce due to mutual magnetic
attraction over longer spatial scales [207], and can channel to a single magnetized jet later on [212]. In addi-
tion to that there is experimental evidence for a micrometer-sized, filamented [213,214], possibly jet-like [215]
or hollow electron transport in insulators [216] and layered targets [76, 217], but not in metal foils where a
smooth and uniform transport was found [76,213]. The reason for a filamentation in insulators is the so-called
ionization instability [218] at the ionization front of the electron cloud propagation.
Since there is a global net electron current towards the rear side it is accompanied by a global magnetic field.
With growing plasma density this field tends to pinch the electron current and it could lead to a collimated
guiding of the whole electron distribution towards the target’s rear side [219–222].
As soon as the electrons penetrate the cold solid region, binary collisions (multiple small-angle scattering) with
the background material are no longer negligible. These tend to broaden the electron distribution, counter-
acting the magnetic field effect [223]. For long propagation distances (z " 15µm), the current density is low
enough, so that broadening due to small-angle scattering becomes the dominating mechanism [162].
When the electrons reach the rear side, they form a dense charge-separation sheath. The out-flowing electrons
lead to a toroidal magnetic field Bθ , that can spread the electrons over large transverse distances by a purely
kinematic E × Bθ -force [36], sometimes called fountain effect [31]. The electric field created by the electron
sheath is sufficiently strong to deflect lower-energy electrons back into the target, which then re-circulate. Ex-
perimental evidence for recirculating electrons was found in refs. [172, 175, 198, 200]. Its relevance to proton
acceleration was first demonstrated by Mackinnon et al. [65], who measured a strong enhancement of the
maximum proton energy for thin foils below 10µm, compared to thicker ones. With the help of computer
simulations this energy-enhancement was attributed to an enhanced sheath density due to re-fluxing electrons.
Further evidence of re-fluxing electrons was found in an experiment during this thesis, discussed in section 5.1
and published in ref. [2].
The majority of data shows a divergent electron transport. Measurements were performed with time-integrated
imaging Kα-spectroscopy of buried tracer layers [213], time-resolved optical diagnostics of optical self-emission
(transition radiation) at the target rear side [175], shadowgraphy and XUV-imaging of the rear side [224] as
well as proton emission [76]. The transport full-cone angle of the electron distribution was determined to be
dependent on laser energy, intensity as well as target thickness [182,224]. For rather thick targets (d > 40µm)
this value is around 30° FWHM [76,175,213] at the laser intensities used in this thesis, whereas for thin targets
(d ≤ 10µm) published values are in the range of 16° (indirectly obtained by a fit to proton energy measure-
ments [17, 59]) and ≈ 150° at most [213, 224]. Just recently it was shown that different diagnostics lead to
different electron transport cone angles [224], so the question about the ‘true’ cone angle dependence with
laser and target parameters still remains unclear.
Further complications can arise by the observation that the laser focal spot shape imprints in the electron-
transport pattern to the rear side. This was first observed by Fuchs et al. [76] and was further investigated in
experiments during this thesis. The results with respect to the electron transport angle are in broad agreement
to the references cited above. Details are given in section 5.1 and in ref. [2].
Neglecting the complicated interaction for thicknesses below d ≈ 15µm, a reasonable estimate for the electron
beam divergence is the assumption, that the electrons are generated in a region of the size of the laser focus
and are purely collisionally transported to the rear side. This is in agreement with most published data. The
broadening of the distribution is then due to multiple Coulomb small- angle scattering, given analytically e.g. by
Moliére’s theory in Bethe’s description [225]. An extensive review on multiple small-angle scattering of charged
particles in matter is given in [226].
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To lowest order the angular broadening f (θ ) follows a Gaussian (see ref. [225], eq. (27))
f (θ ) =
2e−ϑ2
χ2c B
!
θ/ sinθ , (2.30)
where the second term on the right-hand side is a correction for larger angles (from [225], eq. (58)). The angle
ϑ can be related to θ by ϑ = θ/χcB1/2. The transcendental equation B − ln B = ln
6
χ2c /χ
2
a′
7
determines B. The
screening angle χ2a′ is given by χ
2
a′ = 1.167 (1.13+ 3.76α
2)λ2/a2, where λ = ħh/p is the deBroglie wavelength of
the electron and a = 0.885 aBZ−1/3, with the Bohr radius aB (see start of chapter 2 for the definition of aB). α is
determined by α = Ze2/(4pi$0ħhβ c) with the nuclear charge Z , electron charge e, β = v/c and $0,ħh, c denote the
usual constants. The variable χc is given by
χ2c =
e4
4pi$20c
2
Z (Z + 1)N d
β2 p2
, (2.31)
with the electron momentum p and N = NAρ/A being the number of scattering atoms, determined by Avo-
gadro’s number NA, material density ρ and mass number A. χc is proportional to the material thickness d and
density ρ as χc ∝ (ρ d)1/2. Since χc determines the width of f (θ ), the angular spread of the electron distribution
propagating through matter is proportional to its thickness as well as its density.
The analytical formula allows to estimate the broadening of the laser-accelerated electron distribution during
the transport through the cold solid target. For a laser intensity IL = 1019 W/cm2 the mean energy (temperature)
is kBThot ≈ 1MeV. The increase of the radius r with target thickness d is shown in figure 2.6. The electrons were
chosen to propagate in Aluminum (– – –) and Gold (– – –). Al does not lead to a strong broadening due to its
low density and Z , compared to the broadening in gold. The graph shows that in both cases the radius at the
rear side scales as r ∝ d2 (——).
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Figure 2.6: Increase of the radius r of an electron distribution with target thickness d . The calculation was done
with eq. (2.30), taking an energy of kBThot ≈ 1MeV, corresponding to a laser intensity I = 1019 W/cm2.
(– – –) shows the calculation for Gold, (– – –) corresponds to Aluminum. Both curves resemble a
quadratic increase with thickness d (——-).
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The simple analytical formula for the calculation of the electron dis-
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Figure 2.7: Polar plot of a 3D elec-
tron distribution with 10MeV
temperature, see text for de-
tails.
tribution broadening from above will now be compared to a more so-
phisticated calculation, performed by M. Günther with the GEANT4-
code package [227], developed at CERN. The Monte-Carlo code in-
cludes a wealth of physics models to calculate the interaction and
propagation of charged particles in matter. It was used to calculate
the electron transport in a thick (6mm) solid gold piece for nuclear
activation studies [228], where the data plotted here are taken from.
The input is an electron distribution of a 3D-Maxwell-Jüttner-type
with 10MeV temperature. Figure 2.3.1 shows a polar plot of the an-
gle distribution f (θ ) of the whole electron ensemble calculated by
GEANT4 (——). The electrons mainly propagate in forward direc-
tion (0°), due to their relativistic velocity. Eq. (2.30) was used to
calculate the broadening of electrons with energy E = 10MeV, that
is just the average energy in GEANT4. The FWHM of the resulting
Gaussian distribution (——) is 122°, representing a mean value of
the whole electron distribution broadening. Both curves are in arbitrary units and were normalized to each
other. Although GEANT4 includes secondary electron generation and shower processes, both distributions are
in reasonable agreement even for a very thick target, showing that the broadening of the whole ensemble can
indeed be estimated by the broadening of electrons with an energy corresponding to the temperature.
The estimate based on an electron distribution broadening determined by small-angle scattering will be used
in sec. 5.1.1 for an explanation of the measured proton beam profiles. It should be noted, that even though
the model seems to be able to calculate the broadening of the forward-propagating fast electron distribution
generated by intense laser-matter interaction, it could fail to determine the real number of electrons arriving at
the rear side. According to Davies [169] the generation of electromagnetic fields as well as recirculation of the
electrons have to be taken into account, both making an estimate and even calculation very difficult. Recent
experiments by Akli et al. [229] have shown that this is true at least for thin targets below 20µm, but for thicker
foils the assumption of strong recirculation overestimates the number of electrons. Therefore the question if
electromagnetic fields and recirculation are essential to determine the fast-electron transport from the front to
the rear side can still not be satisfactorily answered, though making the assumption of simple collisional broad-
ening a relatively good estimate.
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2.3.2 Target Normal Sheath Acceleration - TNSA
After the transport through the target, the electrons end up at the rear side. The laser creates about 1013
electrons that are potentially all propagating through the target. The broadening results in transverse extension,
that can be estimated by
rsheath = r0 + d tan(θ/2), (2.32)
where r0 denotes the laser spot radius, d the target thickness and θ the broadening angle of the distribution,
e.g. calculated by eq. (2.30). The electrons exhibit an exponential energy distribution (eq. (2.18)) with tem-
perature kBT and overall density n0 given by eq. (2.20). The electron density at the rear side (neglecting
recirculation) therefore can be estimated to
ne,0 =
η EL
cτL pi(r0 + d tanθ/2)2 kBThot
(2.33)
≈ 1.5× 1019 r
2
0
(r0 + d tanθ/2)2
I7/418-
1+ 0.73 I18λ2µm − 1
cm−3. (2.34)
The last equation was obtained by inserting equations (2.1), (2.20), (2.21) and (2.28) in the first one. I18
means that the intensity has to be taken in units of 1018 W/cm2. The estimate shows that the electron density
at the rear side strongly scales with the laser intensity and is inversely proportional to the square of the target
thickness. Taking the standard example of a laser pulse with I = 1019 W/cm2, focused to a spot of r0 = 10µm
and assuming a target thickness d = 20µm, the angular broadening according to eq. (2.30) is θ = 42° (FWHM)
for electrons with mean energy kBT , determined by eq. (2.28). Hence the electron density at the target’s rear
side is ne,0 = 1.4× 1020 cm−3. This is orders of magnitude below solid density and justifies the assumption of a
shielded transport through the target.
The electrons arrive at the rear side and escape into vacuum. The charge separation leads to an electric potential
Φ in the vacuum region, according to Poisson’s equation. In a one-dimensional consideration it is given as
$0
∂ 2Φ
∂ z2
= e ne, (2.35)
For a solution it is assumed that the solid matter in one half-space (z ≤ 0) perfectly compensates the electric
potential, whereas for z →∞ the potential goes to infinity. Its derivative ∂Φ/∂ z vanishes for z → ±∞.
In the vacuum region (z > 0), the field can be obtained analytically [230]. The electron density is taken as
ne = ne,0 exp
#
eΦ
kBThot
$
, (2.36)
where the electron kinetic energy is replaced by the potential energy −eΦ. The initial electron density ne,0 is
taken from eq. (2.34). The solution of the Poisson equation is found with the Ansatz eΦ/kBThot = −2 ln(λz+ 1),
where λ is a constant defined by the solution and the +1 is necessary to fulfill a continuos solution with the
condition Φ(0) = 0 at the boundary to the solid matter. The resulting potential is
Φ(z) = −2kBThot
e
ln
+
1+
z-
2λD
,
(2.37)
and the corresponding electric field reads
E(z) =
2kBThot
e
1
z +
-
2λD
. (2.38)
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In this solution the electron Debye length
λD =
+
$0kBThot
e2ne,0
,1/2
(2.39)
appears, that is defined as the distance over which significant charge separation occurs [231]. Replacing kBThot
with eq. (2.28) and ne,0 with eq. (2.34) leads to
λD ≈ 1.37µm r0 + d tanθ/2r0
!
1+ 0.73 I18λ2 − 1
I7/818
. (2.40)
The Debye length, or longitudinal sheath extension, on the rear side is on the order of a micrometer. It scales
quadratically with target thickness (since d tan(θ/2) ∝ d2, see scaling in fig. 2.6) and is inversely proportional
to the laser intensity. Thus, a higher laser intensity on the front side leads to a shorter Debye length at the rear
side and results in a stronger electric field. The standard example from above leads to λD = 0.6µm.
The maximum electric field is obtained at z = 0 to
Emax(z = 0) =
-
2kBThot
eλD
(2.41)
≈ 5.2× 1011 V/m r0
r0 + d tanθ/2
I7/818 (2.42)
= 9× 1010 V/m r0
r0 + d tanθ/2
E12 E
3/4
12 . (2.43)
Hence the initial field at z = 0 is proportional to the laser intensity and it depends nearly quadratically on the
laser’s electric field strength. In the last equation the laser’s electric field strength is inserted in normalized units
of 1012 V/m. By inserting the dependence of the broadening with target thickness from fig. 2.6, the scaling with
the target thickness is obtained as Emax(z = 0)∝ d−2. The standard example leads to a maximum field strength
of Emax ≈ 2× 1012 V/m just at the surface, that is on the order of TV/m or MV/µm. It is only slightly less than
the laser electric field strength of E0 = 8.7× 1012 V/m. However, for later times than t = 0 the field strength is
dictated by the dynamics at the rear side, e.g. ionization and ion acceleration.
As just mentioned, the electric field strength instantly leads to ionization of the atoms at the target rear surface,
since it is orders of magnitude above the ionization threshold of the atoms. A simple model to estimate the
electric field strength necessary for ionization is the Field Ionization by Barrier Suppression (FIBS) model [232].
The external electric field of the laser overlaps with the Coulomb potential of the atom and deforms it. As soon
as deformation is below the binding energy of the electron, it is instantly freed, hence the atom is ionized. The
threshold electric field strength Eion can be obtained with the binding energy Ubind as
Eion =
pi$0U2bind.
e3Z
. (2.44)
As the electron sheath at the rear side is relatively dense, the atoms could also be ionized by collisional ioniza-
tion. However, as discussed by Hegelich [49] the cross section for field ionization is much higher than the cross
section for collisional ionization for the electron densities and electric fields appearing at the target surface.
Taking the ionization energy of an hydrogen atom with Ubind = 13.6eV, the field strength necessary for FIBS
is Eion = 1010 V/m. It is two orders of magnitude below the field strength developed by the electron sheath
in vacuum as shown above. Hence nearly all atoms (Protons, Carbons, heavier particles) at the rear side are
instantly ionized and, since they are no longer neutral particles, they are then subject to the electric field and
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are accelerated. The maximum charge state of ions found in an experiment is an estimate of the maximum field
strength that appeared. This has been used to estimate the sheath peak electric field value [49] as well as the
field extension in transverse direction [63,75].
The strong field ionizes the target and accelerates ions to MeV-energies, if it is applied for long enough time.
The time can be easily calculated by the assumption of a test-particle moving in a static field, generated by
the electrons. Free protons were chosen as test-particles. The non-linear equation of motion is obtained from
eq. (2.38). The solution was obtained numerically with MATLAB [233]. It shows that for a proton to obtain a
kinetic energy of 5MeV, the field has to stay for 500 fs in the shape given by eq. (2.38). During this time the
proton has travelled 11.3µm. The electric field will be created as soon as electrons leave the rear side. Some
electrons can escape this field, whereas others with lower energy will be stopped and will be re-accelerated
back into the target. Since the electron velocity is close to the speed of light and the distances are on the order
of a micrometer, this happens on a few-fs time scale, leading to a situation where electrons are always present
outside the rear side. The electric field being created does not oscillate but is quasi-static on the order of the
ion-acceleration time. Therefore ultra-short laser pulses, although providing highest intensities, are not the
optimum laser pulses for ion acceleration. The electric field is directed normal to the target rear surface, hence
the direction of the ion acceleration follows the target normal, giving the process its name Target Normal Sheath
Acceleration – TNSA [22,52].
2.4 Expansion models
The laser-acceleration of ions from solid targets is a complicated, multi-dimensional mechanism including rela-
tivistic effects, non-linearities, collective as well as kinetic effects. Theoretical methods for the various physical
mechanisms involved in TNSA range from analytical approaches for simplified scenarios over fluid models up
to fully relativistic, collisional three-dimensional computer simulations.
Most of the approaches that describe TNSA neglect the complex laser-matter interaction at the front-side as well
as the electron transport through the foil. These plasma expansion models start with a hot electron distribution
that drives the expansion of an initially given ion distribution [15, 17, 61, 67–70, 101, 230, 234–239]. Crucial
features like the maximum ion energy as well as the particle spectrum can be obtained analytically, whereas the
dynamics have to be obtained numerically. The plasma expansion description dates back to 1954 [240]. Since
then various refinements of the models were obtained, with an increasing activity after the first discovery of
TNSA. These calculations resemble the general features of TNSA. Nevertheless, they rely on somewhat idealized
initial conditions from simple estimates. In addition to that, the plasma expansion models are one-dimensional,
whereas the experiments have clearly shown that TNSA is at least two-dimensional. Hence these models can
only reproduce one-dimensional features, e.g., the particle spectrum of the TNSA process.
Sophisticated three-dimensional computer simulation techniques have been developed for a better understand-
ing of the whole process of short-pulse high-intensity laser-matter interaction, electron transport and subsequent
ion acceleration. The simulation methods can be classified as (i) Particle-In-Cell (PIC), (ii) Vlasov, (iii) Vlasov-
Fokker-Planck, (iv) hybrid fluid/particle and (v) gridless particle codes; see the short review in ref. [197] for a
description of each method. The PIC method is the most widely used simulation technique, and it was used in
the framework of this thesis, too. In PIC the Maxwell equations are solved, together with a description of the
particle distribution functions. The method resembles more or less a “numerical experiment” with only little
approximations, hence a detailed insight into the dynamics can be obtained. The disadvantage is that no specific
theory serves as an input parameter and the results have to be analyzed like experimental results, i.e., they need
to be interpreted and compared to analytical estimates.
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The next section describes the two models - the plasma expansion model and a PIC code - in more detail.
Both methods were used for an explanation of the experimental results presented in chapter 4 and lead to the
development of a three-dimensional particle transfer code that is able to fully reproduce a measured proton
beam. This development will be presented in chapter 5.
2.4.1 Plasma expansion model
The plasma expansion models of TNSA are close to the expansion of a isothermal rarefaction wave in a freely
expanding plasma [132, 241]. The model makes the assumption of quasi-neutrality ne = Zni and of constant
temperature Te. This isothermal expansion is described by a two-fluid hydrodynamic model of electrons and
ions. The governing equations are the
continuity equations:
∂ ne,i
∂ t
+∇6ne,ive,i7= 0, (2.45)
momentum conservation:
mene
dve
dt
= −nee &E + ve × B'−∇pe + fe,
mini
dvi
dt
= −niZe &E + vi × B'−∇pi + fi , (2.46)
and energy conservation:
3
2
mekB
dTe
dt
= −pe∇ve + he −∇qe ,
3
2
mikB
dTi
dt
= −pi∇vi + hi −∇qi .
(2.47)
The electron and ion densities are denoted by ne and ni , the electron and ion velocities are represented by ve
and vi , respectively. The ∇-operator denotes the derivative with respect to (x , y, z). The electric field is E and B
denotes the magnetic field. The electron and ion pressure tensors are pe and pi , whereas fe,i denote any external
forces. The temperature of the electron and ion fluids are represented by kBTe,i . Any possible externally applied
heat is marked by he, hi . qe , qi describe heat conduction. The total derivative is taken as d/dt = ∂ /∂ t + ve∇.
Next, the following simplifications are assumed:
• isothermal expansion: dTdt = 0
• no heating (no laser): hi, j = 0
• no heat conduction: ∇q = 0
• no collisions, that is no viscosity and no external forces: f = 0
• electrostatic acceleration: no magnetic fields, B = 0
Therefore energy conservation implies ∇vi,e = 0, which means an incompressible fluid. The three conservation
laws provide 10 equations to solve 13 variables (ne, ni , ve, vi , E, pe, pi). The three missing relations are the quasi-
neutrality condition Zni = ne and the material equations, namely the ideal gas equations:
pe = nekBTe pi = nikBTi . (2.48)
For the validity of quasi-neutrality the Debye-length λD must always be less than the plasma size d. This
is assumed to be valid everywhere. Now ∇vi,e = 0 is inserted in eq. (2.45). After that, the quasineutrality
condition is inserted, resulting in ve = vi; both fluids expand with the same velocity, as quasineutrality implies.
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Even more, this allows to neglect the electron momentum in eq. (2.46) since pe % pi . Hence the electron
momentum equation is simply
neeE = −kBTe∇ne. (2.49)
The ions are assumed to be initially at rest, i.e., kBTi = 0. Now the problem is simplified to a one-dimensional
case and the electron momentum equation is then inserted into the ion momentum equation. This results in
only two equations with two unknowns for the whole fluid:
∂ n
∂ t
+
∂ (nv)
∂ z
= 0 (2.50)
∂ v
∂ t
+ vi
∂ v
∂ z
= −c2s 1n
∂ n
∂ z
. (2.51)
The expansion has a self-similar solution2 [241]:
v(z, t) = cs +
z
t
(2.52)
ne(z, t) = Zni(z, t) = ne,0 exp
#
− z
cs t
− 1
$
, (2.53)
where v denotes the bulk velocity and ni (ne) the evolution of the ion (electron) density. The rarefaction wave
expands with the sound velocity c2s = ZkBTe/mi .
By combining these two equations, replacing the velocity with the kinetic energy v2 = 2Ekin/m and taking the
derivative with respect to Ekin, the ion energy spectrum dN/dEkin from the quasi-neutral solution per unit surface
and per unit energy in dependence of the expansion time t is obtained as [67]
dN
dEkin
=
ne,0cs t!
2 ZkBThotEkin
exp
8
−
3
2Ekin
ZkBThot
9
. (2.54)
The ion number N is obtained from the ion density as N = ne,0cs t. Additionally, the electric field in the plasma
is obtained from eq. (2.49) as
E =
kBTe
ecs t
=
E0
ωpi t
, (2.55)
with E0 = (ne,0kBTe/$0)1/2 and ωpi = (ne,0Ze2/mi$0)1/2 denoting the ion plasma frequency (cf. eq. (2.15)). The
electric field is uniform in space (i.e. constant) and decays with time as t−1. The temporal scaling of the velocity
is obtained by solving the equation of motion v˙ = Zq/m E with the electric field from above. This yields
v(t) = cs ln(ωpi t) + cs (2.56)
z(t) = cs t
6
ln(ωpi t)− 1
7
+ cs t. (2.57)
Both equations satisfy eq. (2.52). The scaling of the ion density is found as n(t) = n0/ωpi t.
However, at t = 0, the self-similar solution is not defined and has a singularity. Hence the model of a self-similar
expansion is not valid for a description of TNSA at early times and has to be modified. Additionally, in TNSA
there are more differences: firstly, the expansion is not driven by an electron distribution being in equilibrium
with the ion distribution, but by the relativistic hot electrons that are able to extend in the vacuum region in
front of the ions. There quasi-neutrality is strongly violated and a strong electric field will built up, modifying
2 A self-similar rarefaction wave keeps the same overall profile at all times, each part of the wave travels at the speed of sound. The solution above
is self-similar in the variable ξ= z/t.
28 2.4. Expansion models
the self-similar expansion solution. Secondly, the initial condition of equal ion and electron densities must be
questioned, since the hot electron density with ne ≈ 1020 cm−3 (eq. (2.22)) is about three orders of magnitude
below the solid density of the rear side contamination layers. This argument can only be overcome by the
assumption of a global quasi-neutrality condition Zni = ne. Thirdly, it might not be reasonable to assume a
model of an isothermal plasma expansion. It can be assumed, however, that the expansion is isothermal for
the laser pulse provides “fresh” electrons from the front side, i.e., the assumption is valid as long as the laser
pulse duration τL . As will be shown below, the main acceleration time period is on the order of the laser pulse
duration. This justifies the assumption of an isothermal expansion.
The plasma expansion including charge separation was quantitatively described by Mora et al. [67–71] with
high accuracy. The main point of this model is a plasma expansion with charge-separation at the ion front, in
contrast to a conventional, self-similar plasma expansion. The plasma consists of electrons and protons, with a
step-like initial ion distribution and an electron ensemble being in thermal equilibrium with its potential. The
MeV electron temperature results in a charge separation being present for long times. It leads to enhanced
ion-acceleration at the front, compared to the case of a normal plasma expansion. This difference is sometimes
named the TNSA-effect.
Although being only one-dimensional, the model has been successfully applied to experimental data at more
than ten high-intensity short-pulse laser systems worldwide in a recent study [15]. It was separately used to
explain measurements taken at the ATLAS-10 at the Max-Planck-Institute in Garching, Germany [59, 242] as
well as to explain results obtained at the VULCAN PW [16] (with little modifications). Therefore, it can be seen
as a reference model that is currently used worldwide for an explanation of TNSA.
Because of its success in the description of TNSA it will be explained in more detail now. After the laser-
acceleration at the foil’s front side the electrons arrive at the rear side and escape into vacuum. The atoms are
assumed to be instantly field-ionized, leading to ni = ne/Z . Charge separation occurs and leads to an electric
potential Φ, according to Poisson’s equation:
$0
∂ 2Φ
∂ z2
= e
&
ne(z)− ni(z)'. (2.58)
The electron density distribution is always assumed to be in local thermal equilibrium with its potential:
ne = ne,0 exp
#
eΦ
kBThot
$
, (2.59)
where the electron kinetic energy is replaced by the potential energy eΦ. The initial electron density ne,0 is taken
from eq. (2.34). The ions are assumed be of initial constant density ni = ne,0, with a sudden drop to zero at the
vacuum interface.
The boundary conditions are chosen, so that the solid matter in one half-space (z ≤ 0) perfectly compensates
the electric potential for z → −∞, whereas for z →∞ the potential goes to infinity. Its derivative E = −∂Φ/∂ z
vanishes for z → ±∞.
In the vacuum region (initially z > 0), the field can be obtained analytically [230]. The resulting potential is
Φ(z) = −2kBThot
e
ln
1+ z!
2exp(1)λD,0
− kBThot
e
(2.60)
and the corresponding electric field reads
E(z) =
2kBThot
e
1
z +
!
2exp(1)λD,0
. (2.61)
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Figure 2.8: Solution of eq. (2.58). The potential Φ (——) was obtained numerically. The analytical solution
eq. (2.60) (——) is in perfect agreement. Both are given in units of kBThot/e. The electron density ne
(——), normalized to ne,0, follows from eq. (2.59). The normalized ion density ni (——) is a step-function
with ni(z < 0)/ne,0 = 1 and zero for z > 0. The electric field E (——) is given in units of kBThot/eλD,0.
The coordinate z is given in units of λD,0.
The initial electron Debye length is λ2D,0 = $0kBThot/e
2ne,0 . The full boundary value problem including the ion
distribution can only be solved numerically. The result obtained with MATLAB [233] is shown in figure 2.8.
The potential Φ (——) is a smooth function and is in perfect agreement with the analytical solution eq. (2.60)
(——) in the vacuum region. Both are given in units of kBThot/e. The electron density ne (——), normalized to
ne,0, follows from eq. (2.59). The normalized ion density ni (——) is a step-function with ni(z < 0)/ne,0 = 1 and
zero for z > 0. The electric field E (——) has a strong peak at the ion front, with Emax =
!
2/exp(1) E0 = 0.86 E0.
The normalization field E0 is given by E0 = kBThot/eλD,0. The coordinate z was normalized with λD,0.
The subsequent plasma expansion into vacuum is described in the framework of a fluid model, governed by the
equation of continuity (left) and the momentum balance (right):
∂ ni
∂ t
+
∂ (vini)
∂ z
= 0
∂ vi
∂ t
+ vi
∂ vi
∂ z
= − e
mp
∂Φ
∂ z
. (2.62)
The full expansion dynamics can only be obtained numerically. Of particular interest is the temporal evolution
of the ion distribution and the evolution of the electric field driving the expansion of the bulk. A part of the work
described in this thesis was the development of a Lagrangian code in MATLAB that solves eqs. (2.59), (2.60)
and (2.62), similar to ref. [67]. The numerical method is similar to the method described in ref. [242], however
the code developed here uses MATLAB’s built-in bvp4c-function for a numerical solution of the boundary value
problem (BVP) in the ion fluid. The initially constant ion distribution is divided into a grid, choosing the left
boundary to be L ( cs t. The boundary value for the potential is Φ(−L) = 0. At the right boundary (initially
at z = 0) the electric field −∂Φfront/∂ z =
!
2/e kBThot/eλD,front has to coincide with the analytical solution of
eq. (2.61), where the local Debye length has to be determined by the potential at the front:
λD,front = λD,0 exp
#
eΦfront
kBThot
$−1/2
. (2.63)
Initially, the Debye length at the ion front is obtained by inserting eq. (2.60) in eq. (2.59) to λD,0,front = e−1λD,0.
The code divides the fluid region into a regular grid. Each grid element (cell) has a position zj and an ion
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density nj , as well as a velocity vj . For each time step ∆t, the individual grid elements are moved according to
the following scheme [242]:
zj′ = zj + vj∆t +
e
2mp
E∆t2 (2.64)
vj′ = vj +
e
mp
E∆t. (2.65)
After that, the density of the cell is changed according to the broadening of the cell due to the movement:
nj′ = nj
∆x j
∆x j′
. (2.66)
At the front, the individual cells quickly move forward, resulting in a “blow-up” of the cells, that dramatically
diminishes the resolution. Thus, after each time-step the calculation grid is mapped onto a new grid ranging
from zmin to the ion front position zfront with an adapted cell spacing. This method is called rezoning. The new
values of vj and nj are obtained by third-order spline interpolation, providing very good accuracy.
Temporal evolution and scaling
A crucial point in the ion expansion is the evolution of the electric field strength Efront, the ion velocity vfront and
the position zfront of the ion front. Expressions given by Mora are
Efront .
#2ne,0kBThot
e$0
1
1+τ2
$1/2
, (2.67)
vfront . 2cs ln
/
τ+
!
1+τ2
0
, (2.68)
zfront . 2-2eλD,0
:
τ ln
/
τ+
!
1+τ2
0
−
!
1+τ2 + 1
;
, (2.69)
where e = exp(1) and τ = ωpi t/
-
2e. The other variables in these equations are the initial ion density ni,0, the
ion-acoustic (or sound) velocity cs = (ZkBThot/mi)1/2, Thot is the hot electron temperature andωpi = (ne,0Ze2/mI$0)1/2
denotes the ion plasma frequency (cf. eq. (2.15)). Due to the charge separation, the ion front expands more
than twice as fast as the quasi-neutral solution in eqs. (2.56),(2.57).
From eq. (2.68) the maximum ion energy is given as
Emax = 2kBThot ln
2
/
τ+
!
1+τ2
0
. (2.70)
The particle spectrum from Mora’s model cannot be given in an analytic form, but it is very close to the spectrum
of eq. (2.54), obtained by the self-similar motion of a fully quasi-neutral plasma expanding into vacuum . The
phrase fully quasi-neutral should point out, that in this solution there is no charge-separation at the ion front,
hence there is no peak electric field.
A drawback of the model is the infinitely increasing energy and velocity of the ions with time, which is due to
the assumption of an isothermal expansion. Hence a stopping condition has to be defined. An obvious time
duration for the stopping condition is the laser pulse duration τL . However, as found by Fuchs et al. [15,61], the
model can be successfully applied to measured maximum energies and spectra, as well as to PIC simulations,
if the calculation is stopped at τacc = α (τL + tmin). It was found, that for very short pulse durations the
acceleration time τacc tends towards a constant value tmin = 60 fs, which is the minimum time the energy
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transfer from the electrons to the ions needs. The variable α takes into account that for lower laser intensities
the expansion is slower and the acceleration time has to be increased. It varies linearly from 3 at an intensity
of IL = 2× 1018 W/cm2 to 1.3 at IL = 3× 1019 W/cm2. For higher intensities α stays constant at 1.3. Hence the
acceleration time is
τacc =

6−6.07× 10−20 × (IL − 2× 1018) + 37× &τL + tmin' for IL ∈ [2× 1018, 3× 1019[W/cm2,
1.3× &τL + tmin' for IL ≥ 3× 1019 W/cm2. (2.71)
The Lagrangian code was used to simulate proton acceleration with the laser parameters as in the standard
case from above, i.e., with the laser intensity IL = 1019 W/cm2, focused to a spot of r0 = 10µm and with a
pulse duration of τL = 600 fs. The acceleration time is then τacc = 1.67 ps. The target thickness is d = 20µm,
the angular broadening according to eq. (2.30) is θ = 42° (FWHM) for electrons with the mean energy kBT ,
determined by eq. (2.28). The resulting initial electron and proton densities at the target’s rear side are n(e,i),0 =
1.4× 1020 cm−3. With these parameters the electron temperature is kBTe = 0.96MeV, the initial Debye length
is λD = 0.61µm and the sound velocity is cs = 9.58 × 106 m/s. The electric field used for normalization is
E0 = kBThot/eλD = 1.56× 1012 V/m. The ion fluid was initially set up from zmin/λD = −80 to z = 0. To test the
accuracy, a computation grid of 2000 cells and time steps of ∆t = 2.5 fs were chosen. Later simulations were
performed with 500 cells and ∆t = 25 fs.
Figure 2.9 shows the temporal evolution of the elec-
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Figure 2.9: Temporal evolution of the electric field and
the ion velocity at the ion front. There is a
very good agreement between the simulated
values (◦) and eqs. (2.67, 2.68) (—).
tric field and the ion velocity at the ion front, respec-
tively. The electric field was normalized to E0, the
ion velocity is divided by the sound velocity. There
is a very good agreement between the simulated val-
ues (◦) and the expressions by Mora from eqs. (2.67,
2.68) (—). The maximum deviation from the scaling
expressions is 1.6% for the electric field and 0.4%
for the velocity.
The electric field evolution, as well as the develop-
ment of the electron and ion density profiles, are
shown in Fig. 2.10. The electric field (—–) sharply
peaks at the ion front for all times. Initially, the ion
density (—–) is ni = n0 for z ≤ 0 and zero for z > 0.
The electron density (—–) is infinite and decays pro-
portional to z−2. Note the different axes scalings for
the electric field and the densities, the latter ones are
plotted on a logarithmic scale. For later times, at
t = (500,1000,1500) fs, the ions are expanded, form-
ing an exponentially decaying profile. A large part of
the expanding plasma is quasi-neutral and can be identified by the constant electric field as derived in eq. (2.55).
At the ion front, the charge-separation is still present, leading to an enhanced electric field that is a factor of
two higher than the electric field in the bulk, in agreement to ref. [67]. This scaling is maintained for the whole
expansion. The scaling of the peak electric field value at the ion front with position z, as given by the analytical
expressions in eqs. (2.67) and (2.69), is in perfect agreement with the simulation (—–).
The final proton spectrum is shown in figure 2.11. The numerical solution (—–) is close to the analytical one
from the quasi-neutral model by eq. (2.54) (—–). The analytical spectrum is assumed to reach up to a max-
imum energy, taken from eq. (2.70). The maximum energy in the simulation is Emax,num. = 19MeV, that is in
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Figure 2.10: Temporal evolution of the electric field and the ion and electron density, respectively. The electric
field (—–) sharply peaks at the ion front. The ion density (—–) is ni = n0 for z ≤ 0 and zero for z > 0 for
t = 0. The electron density (—–) decays proportional to z−2. For later times, at t = (500,1000,1500) fs,
the ions are expanded, forming an exponentially decaying profile.
close agreement to the analytical value of Emax,analyt. = 18.5MeV. As expected, there is an excellent agreement in
the spectra for low energies, since in both cases the expansion is quasi-neutral. For high energies, the numerical
spectrum deviates from the self-similar model. The numerical spectrum is lower than the self-similar one even
though the ion density of the numerical solution increases close to the ion front, as can be seen in fig. 2.10 in
the deviation of the electron and ion densities close to the front. However, the velocity increase at the front
in the simulation is much faster than the self-similar solution, due to the enhanced electric field. Thus, the
kinetic energy of the fluid elements close to the ion front is higher than the kinetic energy of fluid elements in a
self-similar expansion. The spectrum is obtained by taking the derivative of the ion density with respect to the
kinetic energy. In turns out, that the kinetic energy increases stronger than the ion density, hence dN/dE is a
little less than the self-similar expansion.
In conclusion, the Lagrangian code and the model developed by Mora show, that TNSA-accelerated ions are
emitted mainly in form of a quasi-neutral plasma, with a charge-separation at the ion front that leads to an
enhanced acceleration compared to the expansion of a completely quasi-neutral plasma. For later times, if
ωpi t ( 1, the analytical expression of the maximum ion energy in eq. (2.70) can be used to accurately deter-
mine the cut-off energy of TNSA-accelerated ions. The spectral shape of the ions is close to the spectrum of a
quasi-neutral, self-similar expansion.
The equations show, that the maximum energy, as well as the spectral shape, strongly scale with the hot electron
temperature. The expression for the initial electric field scales as E ∝ !kBThotne, hence a simplistic estimate
would assume that both are equally important for the maximum ion energy. In contradiction to that, the in-
vestigation has shown that the maximum ion energy only weakly depends on the hot electron density and is
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Figure 2.11: Energy spectrum dN/dE from the simulation (—) compared to the spectrum of a quasi-neutral plasma
expansion (—).
directly proportional to the hot electron temperature. It is worth noting that this finding is in agreement with
the (unpublished) results obtained earlier with an electro-static PIC code by Brambrink [243].
The hot electron density - due to the quasi-neutrality boundary condition - determines the number of the gen-
erated ions. Both the number of ions as well as the energy are increasing with time, that again shows that not
the shortest and most intense laser pulses are favorable for TNSA, but somewhat longer pulses on the order of
a picosecond. This requires a high laser energy to keep the intensity sufficiently high.
Nevertheless, the model is still very idealized, since it is one-dimensional and isothermal, with the electrons
ranging into infinity and it neglects the laser interaction and electron transport. An approach with electrons in
a Maxwellian distribution always leads to the same asymptotic behavior of the ion density [244], hence two-
temperature [245] or even tailored [238] electron distributions will lead to different ion distributions. There
are many alternative approaches to the one described here, including e.g. an adiabatic expansion [69], multi-
temperature effects [69,245], an approach where an upper integration range is introduced to satisfy the energy
conservation for the range of a test electron in the potential [234], the expansion of an initially Gaussian shaped
plasma [68] or the expansion of a plasma with an initial density gradient [70]. Most of these approaches assume
an underlying fluid model, where particle collisions are neglected and the fluid elements are not allowed to
overtake each other. Hence a possible wave-breaking or accumulation of particles is not included in the models
but requires a kinetic description, e.g. [71,246]. Furthermore, the transverse distribution of the accelerated ions
cannot be determined from a one-dimensional model and requires further modeling. This will be done in the
framework of a two-dimensional particle-in-cell (PIC) simulation with the the Plasma Simulation computer Code
PSC, developed by Hartmut Ruhl. A PIC simulation allows a much more sophisticated description, including
relativistic laser-plasma interaction, a kinetic treatment of the particles, as well as a fully three-dimensional
approach.
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2.4.2 Two-dimensional Particle-In-Cell (PIC) simulation
This subsection describes the results of a two-dimensional particle-in-cell (PIC) simulation of a short laser pulse
interaction with a dense plasma and the subsequent proton acceleration. Therefore the Plasma Simulation Code
PSC, developed by Hartmut Ruhl, has been implemented on a computing cluster. Details about the PSC and its
numerical implementation can be found in the appendix, chapter A.1.
PSC was set up for a 2D simulation in the (y, z)-plane. The simulation box was (50×50)µm2 in size, consisting
of 2500×2500 cells. The spatial resolution is thus 20 nm per cell (50 cells per micron). The boundary conditions
were radiating for the fields and periodic in y-direction for the particles. In z-direction the boundary condition
was chosen to be reflecting.
The 3µm thick target in the simulation consists of
Figure 2.12: Logarithmic plot of the initial ion density dis-
tribution. The front side of the foil decays
exponentially, representing the pre-plasma
from the pre-pulse. The rear side has a si-
nusoidal shape. The dashed line represents
a line-out along z-direction at y = 25µm.
gold ions. The rear side is coated with a proton film
of thickness d = 0.5µm. Each cell has been filled with
20 quasi-particles per species (electrons and ions).
The thickness of the proton coating is slightly higher
than the real proton layer thickness, to prevent an
unrealistically complete depletion of the rear side dur-
ing the acceleration. The rear side is modulated by
a sine-structure with 3µm period and 0.1µm depth,
representing corrugations of the target surface that
imprint in the proton beam. This micro-focusing ef-
fect will be further discussed in subsection 3.5.2. At
the front side the plasma decays exponentially with a
scale length of 1.5µm to mimic the pre-plasma gen-
erated by the pre-pulse. The pre-plasma generation
takes place on a nanosecond time-scale, therefore it
cannot be included in the PIC-simulation. Figure 2.12
shows a plot of the initial ion density. Note that the
plot is logarithmically scaled. The line represents a
line-out along the z-direction at y = 25µm. The
whole target is singly ionized. The initial plasma den-
sity is n0 = 1022 cm−3, the initial electron temperature is 1 keV/kB. The initial ion temperature is 0 keV/kB.
Hence the Debye length in the dense part is 2.3 nm, that is a factor of ten below the cell size of the simulation
box. A larger number of cells in the simulation is far beyond the capabilities of the current cluster. However, the
purpose of the simulation is to get further insight into the dynamics of proton acceleration from the rear side.
In the previous section discussing the TNSA, the plasma density of the hot electron sheath at the rear side was
determined to be more than two orders of magnitude below the initial density (eq. (2.34)) resulting in Debye
lengths of 23 nm and more, that can be resolved by the current cell size.
The laser pulse is Gaussian in space and time, with 500 fs FWHM pulse duration (corresponding to a length
dz = 150µm) and 4µm FWHM focal diameter. The laser enters the simulation box at z = 0 and y = 25µm. The
laser has a wavelength of one micrometer and a peak intensity of I0 = 1019 W/cm2 (a0 = 2.7). This corresponds
to a laser energy of 620mJ. Initially, the peak of the laser pulse is located 225µm in front of the simulation box.
In order to initially have zero laser field in the target, the laser field is set to zero at a distance of 2.5× dz. The
simulation runs for about 1 ps, with time steps of 0.03 fs. The laser and target parameters in the simulation
have been chosen such that it is essentially as close to reality as possible but still feasible from the perspective
of computational cost. The simulation was carried out on 16 processors, the total simulation run needed about
four weeks and produced one TB of data.
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Results
The simulation can be divided in three stages: i) the laser hits the plasma and generates hot electrons; ii) the
electrons penetrate the target and create a strong electric field at the rear side; iii) ion acceleration. These three
stages will now be discussed in more detail.
stage 1 - laser-plasma interaction and hot electron generation
(a) normalized laser electric field Ey (b) normalized electron density ne
(c) normalized longitudinal electric field Ez (d) normalized ion density ni
Figure 2.13: Fields and densities at t = 320 fs. The laser is stopped at the critical density (a). The electric field
leads to oscillations of the electrons in the pre-plasma (b). This leads to a longitudinal electric field
(c), since the ions do not move during this short time (d).
As soon as the laser’s electric field is strong enough, it creates relativistic electrons with energies above 511 keV.
Figure 2.13 shows the laser’s electric field (a), the electron density (b), the longitudinal field Ez and the ion
density ni at t = 320 fs after the begin of the simulation, respectively. Here and in the following, only normalized
data are plotted. The fields are normalized to the laser peak field at E0 = 8.7 × 1012 V/m, the densities are
normalized to n0 = 1022 cm−3. Note that the fields have been plotted linearly, whereas the densities have been
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plotted on a logarithmic scale. The dashed lines in the field plots denote the solid density target between
z = 15µm and 18µm. The line-outs are taken at y = 25µm and are averaged over ±2.5µm for a better signal-
to-noise ratio.
At t = 320 fs, the laser pulse has just reached the critical density at z = 11.5µm (a). The oscillating electric
field leads to oscillations of the electrons in the pre-plasma (b). This leads to a longitudinal field (c), since the
ions (d) do not move in this short time period. A few electrons have started to penetrate the vacuum region
at the rear side, since they were set-up with a 1 keV initial temperature. This has lead to the tiny peak in the
longitudinal field at the rear side.
Figure 2.14 shows the distribution of accelerated electrons with energies above their rest energy of 511 keV. At
t = 400 fs (left image) the laser has generated a few electrons that have already started to propagate into the
target. Later on, at t = 440 fs, a bunched structure of the electrons in the low density pre-plasma appears. The
bunches arise at half a wavelength distance, at a frequency of 2ωL , twice every cycle. This is due to relativistic
j×B heating, as described in section 2.2.1. For later times, at t = 560 fs, the ponderomotive force has resulted in
strongly accelerated electrons in an area with 10µm transverse extension. The laser has created a collisionless
shock [204], that is clearly visible as the curved region of fast electrons. In addition to that, two jet-like electron
beams are injected under 30° angle into the target. This angle has been found in experiments as well, see
sec. 2.3.1, however no explanation is given for the reason. The simulation indicates, that the two electron jets
may result from resonance absorption in the wings of the laser pulse at the now curved critical density surface.
However, a more detailed investigation of the interaction of the laser with the pre-plasma at the front side is
beyond the scope of this thesis. The reader is referred to ref. [204], which has investigated the laser-plasma
interaction in more detail.
Figure 2.14: Three snapshots of the distribution of hot electrons with energies above 511 keV. See text for details.
stage 2 - electric field generation
At about 450 fs after the start of the simulation the first electrons have reached the rear side (see fig. 2.14).
They enter the vacuum region and generate an electric field. Figure 2.15 shows the electric field (a,b), the
electron density (c,d) and the ion density (e,f) for t = 453 fs (left column) and t = 600 fs, respectively. At
453 fs, the electric field is generated over about 10µm in transverse direction, that is close to the size of the
laser focal spot. The field immediately spreads along the surface until it reaches the end of the simulation box
at t = 600 fs. The velocity of this transverse spread is v = 1.7× 108 m/s, half the speed of light. The electron
distribution decays exponentially in the vacuum region. This observation justifies the assumption of a thermal,
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Boltzmann-like electron distribution made in the previous chapters. The ion density still resembles a sharp drop
to zero, however they have just started to move in these 150 fs.
(a) normalized longitudinal electric field Ez at t = 453 fs (b) normalized longitudinal electric field Ez at t = 600 fs
(c) normalized electron density ne at t = 453 fs (d) normalized electron density ne at t = 600 fs
(e) normalized ion density ni at t = 453 fs (f) normalized ion density ni at t = 600 fs
Figure 2.15: Longitudinal electric field (a,b), electron density (c,d) and ion density (e,f) at t = 453 fs and t = 600 fs,
respectively. See text for details.
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The peak field at t = 600 fs (fig. 2.15b) is about 0.12×E0 =
Figure 2.16: Blow-up of fig. 2.15b.
1012 V/m. The field decays in transverse direction. Fig-
ure 2.16 shows a blow-up of the electric field at the rear
side of the target. The cyan dots show the positions of
half the maximum field amplitude Ez = 0.06 E0. The trans-
verse shape of the longitudinal electric field can be approx-
imated by a Gaussian (green line) with a FWHM of 18µm
and a 2.2µm height.
In summary, the PIC-simulation shows that prior to the
ion acceleration, the electrons spread out into the vacuum
and over the rear surface. The shape of the hot electron
sheath can be well approximated by an exponentially de-
caying profile in longitudinal direction and a Gaussian or
bell-shaped profile in the transverse direction.
The reader may have noticed the small images below the
page-numbering on each odd page. The thesis can be used
as a flip-book; the images show the evolution of the laser
field (in blue) and the longitudinal electric field Ez (yellow
to dark red scale) from t = 300 fs to t = 1.1 ps, in steps of
13 fs.
stage 3 - ion acceleration
The ion acceleration is driven by the strong electric field created by the electrons. Figure 2.17 shows the tem-
poral evolution of the electric field (left column) and the ion density (right column). (a,b) show the field and
density at t = 600 fs, i.e., at the start of the ion expansion as discussed in the previous subsection. The center
plots show the field distribution and ion density at t = 840 fs, i.e., in the mid of the expansion phase. The elec-
tric field is curved, with its maximum extension opposite to the laser impact position. The field not only decays
in transverse direction, but also towards the target. The blue line-out was taken at y = (25± 2.5)µm. Just as
in the case of the fluid expansion in section 2.4.1, the field increases from the vacuum region until it reaches
the ion front. There it peaks and starts to decay again. The ion density at the right side is transversely curved
as well. In longitudinal direction it decays exponentially, as expected (the line-out is plotted logarithmically).
More interesting is the imprinting effect of the sinusoidal rear surface. Each dip has acted like a lens, focusing
the protons to a beamlet that expands with the whole ion fluid.
At the end of the simulation, at t = 1.1ps, the limits of the simulation box cannot be neglected anymore. In
y-direction the boundary leads to a modification of the electric field profile. The enhanced electric field at the
ion front is still clearly visible. The field amplitude at the front is Ez/E0 = 0.04, that is a factor of two larger than
in the bulk where Ez/E0 = 0.02. This is identical to the plasma expansion with charge-separation, described in
section 2.4.1. The plot of the ion density shows the same features as before, however the imprinted grooves
are only barely visible due to the limited number of quasi-particles in the simulation. At this point in time, it
is futile to proceed further since the poor particle number will result in erroneous data. Another simulation
with significantly more quasi-particles, however, is beyond the capabilities of the current computing cluster as
it would result in unacceptable computation time (several months).
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(a) normalized longitudinal electric field Ez at t = 600 fs (b) normalized ion density ni at t = 600 fs
(c) normalized longitudinal electric field Ez at t = 840 fs (d) normalized ion density ni at t = 840 fs
(e) normalized longitudinal electric field Ez at t = 1100 fs (f) normalized ion density ni at t = 1100 fs
Figure 2.17: Longitudinal electric field (a,c,d) and ion density (b,e,f) at t = 600 fs, 840 fs and 1.1 ps, respectively.
See text for details.
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Figure 2.18: One-dimensional line-outs from the PIC simulation (solid lines) versus electric field from the fluid
model (dashed line). See text for details.
The plots in fig. 2.17 show a close similarity to the plasma expansion, that will now be more closely investi-
gated. Since the plasma expansion model is one-dimensional, the data from the PIC simulation are taken at
y = (25± 2.5)µm. Only the expansion at the rear side is considered, i.e., the region between z = 18µm and
40µm. Figure 2.18 shows the electric field (—), the ion density (—) and the electron density (—), respectively.
The three images correspond to the same points in time as the plots in fig. 2.17. The whole time-duration of
the expansion is 500 fs. The evolution of the electric field in the PIC simulation is compared to the isothermal
fluid expansion from section 2.4.1. Hence the data at tPIC = 600 fs correspond to tfluid = 0, the time tPIC = 840 fs
corresponds to tfluid ≈ 250 fs and the time tPIC = 1100 fs to tfluid ≈ 500 fs, respectively. The electric field profiles
from the fluid expansion model scale with nhot and kBThot, where both quantities are not accurately known from
the PIC simulation. Therefore only a similarity can be shown, by fitting the fluid model profiles to the data from
the simulation.
The fit at initial time is shown in figure 2.18a. The
Figure 2.19: Proton spectrum obtained in the PIC simu-
lation (dots) compared to the spectrum of a
quasi-neutral, isothermal plasma expansion
(—).
data from the fluid model are shown as the dashed,
black line. In the PIC simulation, the maximum field
is Ez = 1012 V/m. The peak amplitude in the fluid
model (see eq. (2.61)) for the standard case is E =
1.3× 1012 V/m, close to the value in the PIC simula-
tion. For a proper fit of the width of the fluid model
curve – that is originally given in units of z/λD – it
had to be multiplied by 0.42, implying only little dif-
ferences in both cases.
The intermediate time step, at tPIC = 840 fs (tfluid =
250 fs) barely agrees with the fluid model. For the
fit the multiplication factor of the width has not been
changed. The slope of the electric fields in the vac-
uum region are close to each other. In the plasma
region they strongly differ, with the field in the PIC-
simulation being higher than in the isothermal fluid
model. Close to the initial surface the electric field in
the PIC simulation is still very high, in contrast to the field in the isothermal fluid model. This discrepancy is
due to electron kinetic effects during the expansion [71], that cannot be covered by the fluid model.
At the end of the simulation run, the fields in the PIC-simulation and the fluid model show much better agree-
ment. Again, the data from the fluid model have been shrinked by a factor of 0.42 in z-direction as above.
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Except for the region close to the remaining target, the electric field in the PIC simulation can be well approx-
imated by the isothermal plasma expansion model. The discrepancy in the vacuum region is due returning
electrons that have been reflected at the boundary in the PIC simulation at z = 50µm, leading to an artificially
strong decay of the field.
The comparison between field dynamics of the two-dimensional PIC simulation and the isothermal fluid model
has shown, that the general features of TNSA can be covered by the fluid expansion model. However, for early
times below 250 fs the fields strongly deviate from each other, which is most likely due to kinetic effects that
cannot be covered by the fluid model [71].
The last point in this discussion is the comparison of the proton spectrum from the PIC simulation to the fluid
model. Fig. 2.19 shows the spectrum obtained in the PIC simulation (dots). The red line is a best fit of eq. (2.54),
where N = ne,0cs t and Z = 1. The fit parameters are N = 3.82×109 and kBT = 0.68MeV, respectively. The quasi-
neutral plasma expansion spectrum roughly fits the intermediate part of the spectrum between 2 and 8MeV.
For lower energies, the finite width of the proton layer leads to less protons compared to the isothermal plasma
expansion model [69]. At energies above 8MeV the spectrum from the simulation shows strong modulations,
due to the insufficient quasi-particle number. However, the number clearly decays stronger than expected from
the plasma expansion model. The discrepancy at higher energies was also found in the experiments and will be
further discussed in section 4.1.2.
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3 Experimental method
3.1 General set-up and laser systems
The experiments have been performed at high-energy, high-intensity laser systems, operating with the chirped-
pulse-amplification (CPA) technique [14]. A low-energy, short pulse (≈ 100 fs) from a fs-laser oscillator is
temporally stretched by orders of magnitude up to nanosecond pulse duration. The stretched pulse is then
amplified up to ten’s of Joules in several glass-based amplifier stages and is then re-compressed below 1ps
pulse duration in a vacuum vessel. Vacuum is necessary to avoid non-linear interactions with the air that would
compromise the pulse propagation. The pulse is then guided to the experimental vacuum chamber.
probe beam
CPA main 
beam
protons
off-axis parabolic 
mirror
target
30 cm
Thomson parabola
Figure 3.1: Experimental set-up.
The typical experimental set-up will be described with the configuration at the PHELIX at GSI as an example.
Details of the PHELIX laser system itself can be found in refs. [243,247]. Figure 3.1 shows a photograph of the
target chamber interior at PHELIX.
The CPA-laser pulse (—) enters the chamber from the right side, coming from the vacuum grating compressor.
Three mirrors guide the laser pulse to the off-axis parabolic mirror (OAP), that focuses the pulse onto the target
in the target chamber center. Figure 3.2 shows the focal spot of PHELIX. The OAP focused the beam to a nearly
diffraction limited spot of 7µm FWHM. At low intensity (in the dark blue region) the first Airy ring is visible.
A low-energy fraction of the main pulse is used as a probe beam (—), propagating along the target surface. This
beam is used before the experiment to accurately align the target in the focal plane. During the shot, it can be
used as an interferometric probe to determine the pre-plasma electron density [180]. Without target, the focal
spot of the OAP is imaged (- - -) by an objective to a charge-coupled device (CCD) camera mounted outside the
target chamber.
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Protons are being accelerated from the target rear side, depicted by the blue triangle. In a distance of a few cm
(typically 2 cm up to 5 cm) a film detector is placed. In a few experiments, and in this example as well, a hole
or a slit has been machined in the center of the RCF, to allow the ions to propagate up to another detector. In
figure 3.1 a Thomson parabola ion spectrometer has been placed in the chamber for a higher spectral resolution
and ion species discrimination. A Thomson parabola is described further in refs. [8, 248]. A pinhole has been
placed in the beam path (- - -) to collimate the beam for the spectrometer. In most cases, the spectrometer is
housed in its own vacuum chamber outside the main chamber to protect it from target debris.
The experiments have been performed at four differ-
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Figure 3.2: Focal spot of PHELIX.
ent high-intensity CPA-laser systems. Their proper-
ties are summarized in table 3.1. All laser systems
have Nd-doped glass for the main amplifiers. This
allows for large diameter beams to keep the beam in-
tensity below the threshold for non-linear effects, but
it diminishes the minimum pulse duration to several
hundred fs. All laser-systems have a Ti:Sa oscillator,
forced to emit a pulse at a wavelength of 1054nm for
an amplification in the glass amplifiers. The lasers
are being operated in a single-shot mode. Due to
the long cooling time of the flashlamp-pumped glass
amplifiers on the order of 20min. up to 2 h, the rep-
etition rate was on the order of a few shots a day,
resulting in sub-optimum statistics.
Whereas the experiments at TRIDENT and at LULI
have been performed with the full system, the experiments at PHELIX have been done with the pre-amplifier
section only. The experiments at Z-Petawatt were carried out with a sub-aperture beam at the 100TW target
chamber section. The laser systems had an energy of a few tens of Joules, spot diameters about 10µm and
pulse duration below 1ps. Hence the peak laser power has been above 10TW, with peak intensities above
1019 W/cm2, assuming that all energy is in the focal spot. The normalized laser amplitude was above one, thus
the electrons have been accelerated to relativistic energies during the laser-plasma interaction.
laser system PHELIX LULI-100TW TRIDENT Z-Petawatt
location GSI LULI (F) LANL (USA) SNL (USA)
energy on target (J) 3 15 25 40
pulse duration (fs) 900 350 600 600
FWHM spot diameter (µm) 12 6 12 5
peak power (TW) 3 43 42 50
calc. peak intensity (W/cm2) 3× 1018 1.5× 1020 3.6× 1019 3× 1020
norm. amplitude aL 1.5 10 5 13.5
pulse contrast 10−5 10−6 10−6 10−7
pre-pulse duration before main pulse 1 ns 500 ps 2 ns > 100 ps
Table 3.1: Overview of glass laser-systems used for the experiments.
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3.2 Ion beam detectors
The detectors used in high-power, high-intensity laser-matter interaction experiments are somehow specialized
detectors that must be able to survive the huge electromagnetic noise during the laser-plasma interaction. The
intense, short-pulsed ion beams generated in the experiments require novel detection techniques that differ
from ion beam detectors used in conventional ion accelerators, as e.g. ionization chambers, Faraday cups, dia-
mond detectors, scintillators, thermoluminescence dosimeters (TLD) or diodes [249,250]. Ionisation chambers,
diamond detectors, Farady cups and diodes have poor spatial resolution and suffer from the strong electromag-
netic noise generated in laser-plasma interaction. TLDs can only provide an absolute energy value with very
weak spatial resolution due to the limited detector size. Scintillators can be used to determine the beam shape
and position, respectively. However, no information can be obtained about the energy distribution. Since the
accelerated ions in TNSA have relatively high energies, nuclear activation via (p, n)-reactions can be used to
determine the particle number and spectrum, respectively [21–23]. On top of the radiation safety issues this
technique has the drawback that it only provides one-dimensional information. Conventional film detectors on
the other hand measure the dose distribution in two dimensions, but they are sensitive to light and must be
developed after irradiation, that can lead to inaccuracies in the dose determination and consequently in the
particle spectrum and number. Nevertheless, film detectors have high spatial resolution and are insensitive to
electromagnetic noise. They are available in arbitrary sizes and they are thin, which allows to stack several
films. The penetration depth of the ions then allows to determine the ion energy. The film optical density after
irradiation is proportional to the dose, that in turn is proportional to the number of ions.
For the detection of laser-accelerated ions the self-developing GafChromic® RadioChromic Film (RCF) [251] in
a stack configuration have been proven to work very well. The films have been calibrated already in an earlier
work [243], however a different scanner had been used. Additionally, the manufacturer has changed the film
composition in the meantime, requiring a new calibration for protons.
The detector itself, as well as the calibration for protons and the measurement technique will be described in
the next sections. A more detailed summary on the calibration can be found in refs. [252,253].
3.3 RadioChromic Film – RCF
GafChromic® RadioChromic Film (RCF) [251] of the types HD-810,
Figure 3.3: Scanning electron micro-
scope image of the sensitive
layer in GafChromic® MD-
55 [254].
HS, and MD-55 are widely used in radiographic imaging, for dosime-
try in radiation therapy and in industrial quality control [255, 256].
RCF are radiation-dose sensitive films, consisting of an active monomer
that upon exposure to ionizing radiation polymerizes to form a darker
dye. Hence no film development is required. The color of the film
changes from transparent to different shades of blue, depending on
the amount of radiation (dose) that was absorbed in the film.
The diacetylene monomers in the active layer of the film undergo a
radiation-induced, auto-catalytic, slow 1,4-trans-polymerization. This
results in a change in the absorption spectrum, leading to the change
in color [255]. The films are used for dose measurements of ener-
getic photons (γ- or x-rays) or of corpuscular radiation like neutrons,
electrons or ions up to doses on the order of 105 Gy [257]. The sen-
sitivity range given by the manufacturer is (2-100)Gy for MD-55 and
(10-400)Gy for the HD-810. However, different ranges can be found
in the literature [257–260], since the limit depends on the type of scanner used for electronic data acquisition.
The MD-55 is used for moderate doses, whereas the HD-810 is suitable for high doses, as the abbreviations
suggest. The dose limit will be further described in section 3.4.2.
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An enormous advantage of RCF is its high spatial resolution of the absorbed dose up to the micro-meter range,
due to its small, approximately (2× 2)µm2 grain size of the radiation-sensitive components [254]. A scanning
electron microscope image of the radiation-sensitive layer of MD-55 is shown in figure 3.3. The image was
taken from ref. [254]. The spatial resolution according to McLaughlin et al. [259] is about 1µm.
A disadvantage is its sensitivity against ultra-violet light below 300nm as e.g. sunlight, that could colorize the
film. Mechanical stress like dust, scratches or finger prints on the film surface can directly affect the coloration
process [249]. Material damage can be recognized in a color-change from transparent to milky-white [258].
The film maintains its color up to temperatures of 60° C, above that the film suddenly changes its color from
blue to red, making quantitative data analysis impossible. Therefore it is important to store irradiated as well
as non-irradiated films in a light-proof container and at room temperature [259].
3.3.1 Film composition
polyester - 96.5 µm
sensitive layer - 6.5 µm
gelatin layer - 0.75 µm
HD - 810
polyester - 96.5 µm
sensitive layer - 40 µm
polyester - 96.5 µm
HS
polyester - 66 µm
sensitive layer - 16 µm
adhesive layer - 25.4 µm
adhesive layer - 25.4 µm
sensitive layer - 16 µm
polyester - 66 µm
polyester - 25.4 µm
MD - 55
Figure 3.4: Layer configuration of GafChromic® film types MD-55, HD-810 and HS.
All three types of GafChromic® RCF are composed of different layers. The supporting polyester layer is coated
with the radiation sensitive layer that consists of the organic, micro-crystalline monomers in a gelatin substance
[255,258,260]. The most often used type MD-55 has two active layers, that are glued together by three layers
of an adhesive dye and polyester. Figure 3.4 shows a schematic configuration of the different layers and their
thicknesses. The chemical composition and densities of the different layers, as provided by the manufacturer
[251], are given in table 3.2. The polyester layers are provided for mechanical stability. The least sensitive film,
HD-810, has a very thin active layer. On top of the active layer is a thin gelatin layer for protection. Since the
end of 2007, the manufacturer delivers new types of HD-810 without the gelatin layer. This is advantageous
for the detection of heavy ions, that cannot penetrate the RCF very deeply due to their high stopping power.
The most sensitive film HS has a very thick active layer enclosed in polyester. Due to its thick layers, this film is
fragile and must be handled carefully. Otherwise the layers will split, leading to a white discoloration.
density (g/cm3) C (%) H (%) O (%) N (%)
polyester 1.35 45.44 36.36 18.20 0.00
sensitive layer 1.08 29.14 56.80 7.12 6.94
adhesive 1.20 33.33 57.14 9.53 0.00
gelatine coating 1.20 22.61 53.52 11.12 12.75
Table 3.2: Chemical composition and density of GafChromic® radiochromic films.
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3.3.2 Radio-chemical reaction
Upon irradiation with ionizing radiation, the films are mostly
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Figure 3.5: Absorption spectrum of an RCF
before (—) and after (—) irradiation
with a dose of 6Gy. Plot accord-
ing to [254].
transparent with a light blue color. The impact of radiation leads
to a polymerization that changs the absorption spectrum. The
polymer develops absorption bands at 618 nm and 676nm, as
shown in figure 3.5 [254]. The figure shows the change in op-
tical density1 OD versus the wavelength. The absorption is pro-
portional to the amount of the generated polymers, that in turn
is proportional to the amount of radiation (the energy dose) ab-
sorbed in the active layer. The result is visible directly after the
experiment and it has the advantage that no further chemical,
thermal or optical processing is necessary, minimizing errors in
the dose determination.
About 90% of the coloration takes place in the first milli-seconds
after irradiation. It takes between minutes and hours until the
chemical coloration is finished. In the first 24 hours after irra-
diation the optical density increases up to 16% its initial value,
followed by a two week long increase by 4% [257–260]. After
that, the color stays constant for years.
3.4 RCF calibration for protons
The films have to be digitized for quantitative RCF data analysis. This can be done by transmission-densitometers,
spectro-photometers or film-scanners. The scanner converts the radiochromic film to a pixel sequence, with each
pixel value representing an absorption value or optical density. The response of the RCF is strongest for scanners
with a red light source, i.e., when the light source emits at a wavelength where the films have their maxima of
absorption at 618 nm and 676nm. The drawback is that the film therefore has a low saturation threshold at
this wavelength. Hence the film can be used for low optical densities only, or for the detection of low doses.
This drawback could be overcome by using different colors for scanning [261], on the cost of a more complex
data analysis. For high doses, and therefore high optical densities, the intensity of the light source has to be
increased [258]. Another prerequisite is a high dynamic range in the color depth, hence the scanning device
should be able to resolve the colors with 16Bit (65535 colors).
A two-dimensional data acquisition can be performed with two different techniques [262]. The first method,
used e.g. in micro-densitometers, is to use a light source and a microscope objective to scan the film spot-by-
spot [263]. This method prevents the influence of stray light and can be done with a calibrated light source,
e.g. a HeNe-Laser. However, the scan process is very slow and the advantage of a fast data acquisition by the
self-developing films is lost. Furthermore, micro-densitometers are not very portable and are very expensive.
The second method is to image the whole film with a camera system and a large-area light source, as it is used
in conventional flat bed document scanners. This technique is very fast, however the spatial resolution as well
as the dynamic range is not as high as in the first method. During a usual experimental campaign hundreds of
RCFs are being irradiated. This large amount of data, the flexibility and the possibility that it is widely available
has favored the use of a conventional flat bed scanner, even though not the maximum resolution is obtained.
A calibration of the RCF data acquisition system not only requires the films to be calibrated for their response to
protons, but the scanner has to be calibrated as well. This includes to test the flat bed scanner for illumination
homogeneity, for its temperature stability, reproducibility and its linearity, just to name a few.
1 The unitless optical density is defined as the transmittance of an optical element, measured as the logarithm of the transmitted intensity I over
the incident intensity I0 at wavelength λ: ODλ = log10
?
I
I0
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.
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3.4.1 Scanner calibration
The manufacturer of RCF recommends the industrial
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Figure 3.6: Fluorescent lamp spectrum of the Microtek
ArtixScan 1800f.
scanner Epson 1600, that operates at a wavelength
of 610 nm. Laser-accelerated ions are being gener-
ated in a huge number, resulting in large optical den-
sities above OD = 2 in the detector. This could be
close to the saturation threshold for the red wave-
length. Therefore, our group has decided to use a
conventional film scanner, the ArtixScan 1800f from
Microtek (http://microtek.com/). The scanner can
both scan in reflection as well as in transmission mode.
The scanner is operated in a grey color scan mode,
since at the grey color level it is less sensitive and
higher doses can be resolved [261]. Its maximum
optical density is ODmax = 3.1, that is enough to re-
solve even the first RCF layers with the highest optical densities from a usual experimental measurement. The
scanner is operated with the software SilverFast Ai V.6 from LaserSoft Imaging (http://www.silverfast.com).
Since this scanner is relatively cheap (market price about 1000€) and since our group has accurately calibrated
the RCFs for protons during this thesis, the scanner is now in use at different laser laboratories worldwide
(e.g. LULI, LANL, SNL, Universität Dortmund).
The scanner operates with a white-light lamp. The spectrum (behind the glass window) was measured with an
OceanOptics HR 4000 spectrometer and is shown in figure 3.6. It consists of several discrete radiation bands
that are typical for commercial mercury fluorescent lamps. The most prominent peaks are from terbium- and
europium-doped phosphors [264].
A calibrated system requires to be operated with always the same settings and conditions. It was found that the
scanner lamp must heat up for about 15 minutes for stable light conditions. The optical density also depends on
the temperature, therefore the readings should be performed at room temperature only. The software allows for
a large variety of settings; the scanner is operated for the calibration run and for the quantitative RCF analysis
with the following software settings:
scan mode normal raster 667
original transmission resolution 1000 dpi
pos./neg. positive filter (blind color) white
scan type 16Bit grey scale lamp brightness 0
filter none HiRePP !"
image type standard Q-factor 1.5
The scanner was further calibrated for its optical density with a calibrated and certified grey-color transmission
step wedge (part #T4110cc) from Stouffer Industries, Inc. [265]. The step wedge has 41 steps in optical density
from OD = 0.06 to OD = 4.03 in step intervals of ∆OD about 0.1. After scanning, each step area was averaged
and the resulting pixel value was then plotted versus its corresponding optical density. The plot is shown in
figure 3.7 with the open circles (◦). The pixel values are converted to optical density by the following relation
(—):
OD = P1 +
P2 − P1
1+
?
pixel value
P3
@P4 , (3.1)
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with the parameters P1 = 2731.45, P2 = −0.716, P3 = 0.002 and P4 = −0.468, respectively. The maximum
resolvable optical density is close to ODmax = 3, however due to the strong increase in slope for optical densities
above 2.5, the maximum optical density for practical reasons is OD = 2.5. This is still sufficient for most data
obtained in laser ion acceleration experiments. The upper limit of RCF is about OD = 5 as obtained by Bishop
et al. [257].
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Figure 3.7: Optical density versus scanner pixel values.
The measured values (◦) are fit by eq. (3.1)
(—).
3.4.2 RCF sensitive layer calibration
The calibration for protons was performed at the Max-
a
c
b
RCF
p+
Figure 3.8: Experimental set-up for the calibration. a)
shows the Tandem linear accelerator at
MPI Heidelberg, b) shows the beam line
and vacuum chamber where the measure-
ment was performed and c) shows an RCF
mounted in a frame before irradiation.
Planck-Institut für Kernphysik at Heidelberg, Germany.
The RCF were irradiated with 8MeV energy protons
at a current of 50 pA from the Tandem linear accel-
erator, shown in figure 3.8a. At the interaction point
with the RCF, shown in figure 3.8b and c, the proton
beam was strongly de-focused. A 1 cm diameter aper-
ture was placed 10 cm before the RCF, cutting most of
the beam. The resulting beam profile was very homo-
geneous with a top-hat profile with less than 5% devia-
tion. The 8MeV energy of the protons was chosen since
at this energy, the ions can penetrate the film and are
not stopped. The proton current was measured with a
1 cm diameter Faraday cup behind the films. The beam
was switched on and off by opening and closing a valve.
The energy deposited in the RCF is directly propor-
tional to the amount of charge passing through the film.
This could be measured by multiplying the beam cur-
rent by the irradiation time. However, this simple cur-
rent measurement has the drawback that current fluctuations in the accelerator (that have been on the order
of 5%) are averaged and, even worse, the switching time (about 1 s) of the valve leads to large errors in the
irradiation time, especially for short times. Therefore, the current signal from the Faraday cup was fed into a
current digitizer. This device transforms the current amplitude to a frequency signal that is directly proportional
to the current. The frequency signal was then plugged to a discriminator and then into a digital counter. This
set-up was then calibrated in long-time measurements (without the RCF in place) with a beam current of 500 pA
and irradiation times from 20 s to 300 s, leading to linear relation between the charge passing to the Faraday
cup and the number of counts in the counter. The data was fit with a linear regression. The χ2-error of the fit
is below 1%, hence even for very short times the charge could be accurately determined.
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5 Experimente in Heidelberg
• Öffnen des Sicherheitsventils vom Strahlrohr zur Targetkammer
• Einschalten der Vakuum-Messgeräte
• Strommessung: Kurze Bestrahlung der Faraday-Tasse, ohne dass sich der RCF im Strahl
befindet
• Bestrahlung des RCF über festgelegte Zeit und gleichzeitige Messung der durch den RCF
fliegenden Strahlung mit der Faraday-Tasse
• Zwischendurch wieder Strommessung ohne RCF im Strahlgang, um die Konstanz des Strahls
sicherzustellen
• Durch Weiterdrehen der Schraubenhalterung erreichen wir sechs Bestrahlungen des RCF
ohne die Targetkammer zwischendurch wieder zu belüften.
• Ausschalten der Vakuumtechnik, Schließen des Sicherheitsventils, Vakuumpumpen herun-
terfahren, Targetkammer belüften, Filmhalter ausbauen und nächstes Target einsetzen.
Abbildung 5.5: links: Eingebauter RCF-Halter in der Targetkammer, rechts: verschlossene Target-
kammer mit Kamera, die durch ein Fenster von unten in die Kammer hineinschauen
kann
Beim Ausbauen der bestrahlten Filme muss man etwas aufpassen. Bei langen Bestrahlungszeiten
sind die Filme nennenswert aktiviert und senden radioaktive Strahlung aus. Deswegen sollte man
die Filme dann nur kurz und nur mit Handschuhen berühren, um Risiken zu vermeiden. Bei den
längsten Bestrahlungszeiten hatten die Filme beim Ausbauen immerhin eine Dosisleistung von 50
Mikrosievert pro Stunde. Ein anderes Problem, speziell für die spätere Auswertung, ist die nicht
immer perfekte Homogenität des Protonenstrahls. Diese schwankte mit der Zeit sehr oft und mus-
ste immer wieder nachgeregelt werden. Letztendlich wurden aber zufriedenstellende Ergebnisse
erreicht.
Abbildung 5.6: Bestrahlter radiochromatischer Film: Jeder Fleck ist ein Schuss mit bei bestimmter
Bestrahlungsdauer (hier v.l.n.r.: 5s, 25s, 75s, 130s, 250s, 500s)
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Figure 3.9: MD-55 after irradiation with 8MeV protons at 50 pA current. From left to right the irradiation times
were 2 s, 5 s, 75 s, 130 s, 250 s and 500 s, respectively.
For the RCF calibration measurements the irradiation time was changed from film to film in the interval from
1 s up to 500 s, thereby changing the dose in the active layer. The calibration was performed for all three RCF
types HD-810, MD-55 and HS [253]. Figure 3.9 shows an MD-55 after the exposure to the proton beam. The
irradiation times for this case were 2 s, 5 s, 75 s, 130 s, 250 s and 500 s, respectively. The proton beam spot is
very smooth and round, with less than 5% fluctuation in dose. The spots from long irradiation times show some
background signal from scattered protons at the aperture. However, as the RCF response to protons is strongly
non-linear as it will be shown below, this background signal can be neglected.
The placement of the RCF in the beam path leads to scattering in the films as well, diminishing the signal in
the Faraday cup behind the film up to a factor of 1/3. Therefore a separate transmission measurement was per-
formed before each film scan by comparing the detector current with and without the RCF in place, to correct
for this particle loss behind the RCF.
An ion propagating in matter looses its energy by interacting with the atoms. The differential energy loss or
stopping power, i.e., the infinitesimal energy fraction dE lost by the particle on its infinitesimal track fraction
dx , is described by the Bohr-Bethe-Bloch equation, with some correction factors depending on the initial energy
and projectile type. A summary is given in ref. [266]. A unique property of the ion energy loss characteristics is
the increase of dE/dx towards the end of the range, with a global maximum just at the end where the particle
is stopped. This so-called Bragg-Peak is a result of the projectile velocity and target electron velocity in the atom
shell approaching the same value, enhancing the energy transfer from projectile to target.
For nowadays TNSA-accelerated proton energies the semi-empirical Stopping and Range of Ions in Matter
(SRIM) code package [267] can be used to calculate the differential energy loss dE/dx . SRIM outputs data
tables with dE/dx in dependence on the initial energy. Figure 3.10 shows a SRIM calculation by F. Nürnberg
for protons penetrating a HD-810 [9]. Four sample initial energies of E = 0.025MeV, E = 0.3MeV, E = 1MeV
and E = 4MeV have been chosen. Plotted is the differential energy loss dE/dx versus the penetration depth.
In the background, the different layers of HD-810 have been color-coded in analogy to figure 3.4. The energy
loss changes each time the proton enters a different layer. At the end of the range, the energy loss peaks at the
Bragg-peak.
The total energy deposition of each proton in the active layer has been calculated with the SRIM2006 data tables
and a ray-tracing algorithm written in MATLAB. The ray-tracing code takes the initial energy (E0 = 8MeV) and
calculates the remaining energy after a certain track distance dx by table-lookup and linear interpolation.
The RCF consists of different layers with different materials and thicknesses, according to figure 3.4. For the
calculation of the integrated energy deposition in the active layer, each layer of a single RCF is sliced into pieces
of length x . The initial energy is taken and the energy loss is calculated after passing the slice of length x . After
that, the proton has the energy E0 − ∆E∆x x which is used as input energy for the next slice. When the current
slice is part of the active layer, the deposited energy is summed.
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Figure 3.10: The energy loss of protons in HD-810 has been calculated by F. Nürnberg for four different initial
energies (0.025MeV, 0.3MeV, 1MeV and 4MeV, respectively) with SRIM2006 [267]. The plot shows
the differential energy loss dE/dx versus the penetration depth. In the background, the different
layers of HD-810 have been color-coded in analogy to figure 3.4. The energy loss changes each time
the proton enters a different layer. At the end of the range the energy loss has a maximum (Bragg-
peak).
The temporally integrated, deposited energy per mm2 in the active layer for the calibration measurement is
calculated as
Edep =
Q Esingle
Ae
, (3.2)
with the temporally integrated beam charge Q, the beam area A, the proton charge e and the integrated dif-
ferential energy loss Esingle for a single proton calculated by the ray-tracing code. The single particle energy
deposition is Esingle = 39.7 keV for HD-810, Esingle = 211.26 keV for MD-55 and Esingle = 290 keV for the HS,
respectively. In most publications not the deposited energy, but the energy dose is given. The energy dose is the
energy deposited in the active layer per unit mass. Hence it can be calculated as
D =
Edep
d ρ
=
Q Esingle
e Ad ρ
, (3.3)
with the active layer thickness d (see figure 3.4) and density ρ from table 3.2
Analogous to the scanner calibration with the step wedge, the irradiated RCFs were first scanned for their opti-
cal density with the calibrated ArtixScan 1800f. A MATLAB routine with graphical user interface was written to
subtract the background, to cut out the circular irradiation spots and to average over the spot size. The back-
ground is negligible for the HD-810. For MD-55 it is about OD = 0.2, similar to the values found in ref. [254].
The HS has a background optical density of OD = 0.2 as well. The measured optical density is then plotted
versus the deposited energy or versus the dose.
Figure 3.11(left) shows the energy deposited in the active layer versus the optical density for all three film types
HD-810 (◦), MD-55 (!) and HS (#). The bi-logarithmic plot shows a strongly non-linear slope that saturates
at optical densities around OD = 3 due to the scanner saturation. The black dashed line denotes the practical
optical density limit of OD = 2.5. The error bars are not plotted, since they are on the order of the symbol size.
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Figure 3.11: RCF calibration curves. Shown is the energy deposition Edep in keV/mm2 (left) and the energy dose
in Gy (right) versus the film optical density. The measured data are plotted as open circles. The data
have been fit with a ninth-order polynomial from eq. (3.4) (lines). The data for the MD-55 and HS have
been extrapolated by eqs. (3.5) and (3.6) for optical densities below OD = 0.1 (lines). The data for
the HD-810 are shown in red color, the data for the MD-55 are plotted in blue and the data for the HS
are plotted in green. The black dashed line denotes the scanner’s practical optical density limit of
OD = 2.5. The dashed lines show the results obtained in ref. [263] with a different scanner and a blue
filter for comparison.
The curves are similar for each RCF type and differ only in the vertical position. Ideally, the curves are identical,
since the films all have the same sensitive layer. However, due to the different sensitive layer thicknesses, with
the HD having the thinnest sensitive layer and the HS having the thickest one, the measurement shows that a
volume effect is present. This means, that for obtaining the same optical density in an RCF the necessary energy
deposition depends on the RCF type. This issue is even more visible in the dose plot on the right side, since for
the dose determination the irradiated volume is explicitly taken into account. Comparing the energy deposition
necessary to obtain a certain optical density, the calibration has shown that HD-810 is the least sensitive film
and HS is the most sensitve film as expected. However, there is little difference between the MD-55 and HS,
since their active layers are of similar thickness with 32µm and 40µm, respectively. Since HD-810 has very
low sensitivity, doses up to 20 kGy could be resolved. This is about two orders of magnitude more than earlier
calibration measurements for medical applications [249,250,255,258].
It should be noted that independent from this work, but little later in time, a group at Lawrence Livermore
National Laboratory has calibrated the RCFs for protons as well [263]. The reference has used a microdensito-
meter for the film analysis with different color filters, and different (and most likely as random as in this work)
fit functions have been used. With a red color filter a film saturation starting at OD = 2.5 and with a blue filter a
saturation of up to OD = 5 was found. This is expected since the red filter is close to the absorption peak of RCF
(see fig. 3.5). The result from the blue filtered measurement is shown as dashed lines in figure 3.11 for a com-
parison with the calibration from this work. A very similar dose-dependence of the optical density was found,
however, the numbers from the reference are not directly portable to the calibration of this work. The optical
densities measured with the ArtixScan 1800f are measured with the wavelengths of the scanner lamp and are
scanner-internally converted to grey scale. This is not directly comparable to the optical densities determined
with a microdensitometer and requires a cross-calibration of both devices. It is concluded, that each scanner
has to be independently calibrated for protons to obtain the most accurate results. In addition, the results in
ref. [263] verify a posteriori the decision to use a transmission scanner in grey scale mode for maximum dose
range and not to filter the white lamp for the red wavelength.
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Up to date there is no theoretical description of the RCF response for high doses. Therefore, the measured
energy deposition values are fit by a ninth-order polynomial with the fit parameters ai and bi listed in table 3.3:
Edep = exp
8
8∑
i=0
aiOD
bi
9
in
keV
mm2
. (3.4)
The data points for low optical densities required very short irradiation times around one second. The beam
was switched on and off by opening and closing a valve, therefore the minimum exposure time was about one
second. The measurement error imposed by the unknown opening and closing times of the valve could be
compensated by the use of the current digitizer. However, the beam current could not be decreased further
without losing beam stability. Due to that, the measurement could not be performed for very low doses and the
data had to be extrapolated for the MD-55 and HS for optical densities below OD = 0.1 [258]. The fit functions
are
ODextrapol.(MD-55) = 5× 107 + 3.74× 1010 OD1.19 (3.5)
ODextrapol.(HS) = 5× 107 + 2.6× 1010 OD1.19. (3.6)
The error of this calibration is very hard to estimate. The energy deposition error according to eq. (3.2) is the
sum of errors from the temporally integrated charge measurement with the Faraday cup, the current digitizer,
the discriminator and the counter, the error of the beam area and the error of the SRIM-calculation, respectively.
The error of the charge determination is on the order of one percent. The beam had very sharp edges from the
aperture, hence the area error can be neglected. The SRIM calculation has an error of 4% [267]. Overall, the
relative error according by propagation of uncertainty in the energy deposition is 5%. Inhomogeneities in the
beam profile resulted in inaccurate optical densities, with an error about ∆OD = 3%. The calibration error by
the disagreement of the polynomial regression curve (the mean deviation) and the measured data are 3.3% for
the HD, 3.9% for the MD-55 and 4.6% for the HS, leading to a maximum error of about 5%.
According to the manufacturer the production process produces batch-to-batch variations in the sensitivity of up
to 10% [263]. The calibration was performed with RCF from one batch only, however a comparison with data
from earlier calibration attempts [252, 253] shows that the deviation might be below this value. The error in
dose-determination (∆D) imposed by the variance in the film sensitivity can be either calculated with eqs. (3.4)
and (3.5) by replacing the optical density with OD′ = (OD± 0.1OD) and determining the maximum deviation,
or, equivalently, it can be obtained by the propagation of error as
∆D =
BBBB∂ dose∂OD
BBBB ∆OD, (3.7)
a1 a2 a3 a4 a5 a6 a7 a8 a9
HD-810 17.7 −2.4 65.4 −244.6 494.5 −486.7 307.5 −140.2 13.9
MD-55 431.8 −817.9 1518.0 −3103.6 4001.8 −2784.9 1191.8 −447.2 35.5
HS −855.2 1674.8 −2695.2 4872.3 −5535.9 3391.8 −1197.2 395.2 −25.8
b1 b2 b3 b4 b5 b6 b7 b8 b9
all 0.0 0.1 0.5 0.9 1.3 1.7 2.3 2.7 3.3
Table 3.3: Tabulated fit parameters for equation (3.4).
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Figure 3.12: Dose error in RCF calibration. The vertical dashed lines denote the dose limit corresponding to the
practical optical density limit of OD = 2.5.
with ∆OD = 0.1OD. In both cases the dose is obtained from eq. (3.4) multiplied by e(ρd)−1. The result is
shown in figure 3.12, with the thick lines being the calibration errors from this work and the thin ones from
ref. [263]. Not unexpected, the curves from both works exhibit a very similar shape. The curves from this work
show some oscillations, that are the result of the not-so-perfectly fitting ninth-order polynomials used.
The error in dose determination is on the order of 15% up to doses of about 10Gy. Then the error increases,
that is due to the increasing slope in the data shown in figure 3.11, right. The curve for the HD (—) significantly
increases for doses above 1 kGy, again due to the changing slope. For higher doses the films are close to the sat-
uration of the scanner-RCF combination. At this point, little changes in optical density produce strong changes
in the dose, hence the error in the dose determination increases. For optical densities above OD = 2.5 the films
are saturated and the dose cannot be determined. The corresponding dose error would be 100%. Since then
an error estimate is useless, the plots are only shown up to the dose limits that correspond to the optical density
of OD = 2.5, visualized as the dashed vertical lines. The limit is 20 kGy for the HD-810, 1.5 kGy for the MD-55
and 0.85 kGy for the HS, respectively.
In conclusion, this section presented the radiochromic film calibration for protons. The measured data have
been fit with ninth-order polynomial functions, allowing to determine the energy deposited in the RCF by scan-
ning the film for its optical density. The error of the dose-determination has been determined to be 20% at
maximum for doses below 1 kGy, and 30% for doses above 1 kGy for the HD-810. The variance in the sensitiv-
ity from batch to batch during the production process has the strongest influence on the dose error for doses
obtained in the proton-acceleration experiments.
3.4.3 Energy deposition and dose rate sensitivities
After the calibration, the curves have been tested for their prediction capability. For this measurement, a stack
of RCF from a new batch has been placed in the beam line of the Tandem accelerator. The RCF stack consisted
either of two layers of HD-810 followed by three layers of MD-55 or it consisted of four layers of HS. In front of
the stacks, several aluminum foils with 12µm thickness have been placed to decrease the projectile energy pen-
etrating the RCF. The ray-tracing code described above has been used to calculate the Bragg-peak, determined
to be sitting either in the middle of the three MDs or in the third HS. Similar RCF stack configurations are used
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in laser-proton-acceleration experiments for a determination of the proton energies by their range and for a
determination of the particle number by the film coloration. Hence the stack used here should serve as a proof
of the measurement technique. Each stack configuration has been irradiated for six different times, overall 50
measurements have been performed.
By comparing the expected film coloration with the measured one, it was found that near the Bragg-peak the
film’s optical density significantly deviates from the expected value, whereas the RCFs before show an optical
density as expected. The reason is a dE/dx-sensitivity of the active layer, similar to the energy-deposition sen-
sitivity found for x-ray films [268–270] or for RCF at low doses, but with unpublished stopping power [271].
The reason for less coloration with increasing stopping power is an increase of the local dose due to dE/dx as
well as a decreasing track radius in a diacetylene monomer in the active layer, leading to a local saturation effect.
The measured data have been averaged over the six irradiation times. The resulting optical density has been
compared to the expected optical density from eqs. (3.4) and (3.5). The ratio of both is the film detection
efficiency [268]
η
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Figure 3.13: Film coloration efficiency. The measured optical density has been compared to the expected optical
density from eqs. (3.4) and (3.5). (left) The detection efficiency is plotted versus the stopping power
dE/dx . (right) The detection efficiency of MD-55 versus the proton total energy. The black data points
have been obtained from ref. [271] for MD-55.
This detection efficiency is then plotted versus the stopping power dE/dx , shown in figure 3.13 (left). Even
though the measurement suffers from poor statistics, a clearly decreasing detection efficiency with increasing
dE/dx is recognizable.
For large dE/dx values the efficiency decreases up to 50%, cutting the measured optical density to half the
expected value. Linear fits (η = P1 − P2 × dE/dx) are shown for the MD-55 data (—) with P1 = 1, P2 = 0.013
and HS data (—) with P1 = 1.1, P2 = 0.017, respectively. The black data points have been obtained from rela-
tive depth dose measurements in MD-55 in ref. [271], figure 2, and a SRIM calculation of the stopping power
performed in this work. These data have been included in the linear fit for the MD-55.
The calibration curves have been obtained at stopping powers of 6.1 keV/µm for the HD-810, 6.6 keV/µm for
the MD-55 and 7.25 keV/µm for the HS, respectively. For these values, the efficiency might already be less than
one. Figure 3.13 (right) shows the efficiency from ref. [271], figure 2, and the values obtained in this thesis,
multiplied by 0.9 as the data from ref. [271] suggest for 8MeV protons. A fit with η = 1−exp(−P1×energy−P2)
with P1 = 0.24, P2 = 0.63 shows reasonable agreement. This curve is used later on in this thesis to account for
the detection efficiency.
Chapter 3. Experimental method 55
The measurement errors are quite large. The error in the measured optical density is about 5%, the calculated
OD has an error up to ∆ODcalc. = ±15%. Hence the error in efficiency is 20%. The error in the stopping power
is mainly due to the uncertainty of the aluminum foil thickness (∆x = 2µm), resulting in 40% uncertainty in
dE/dx . The data set given in ref. [271] is not complete as well, leading to large uncertainties in the stopping
power up to 25%. These large errors require a more sophisticated experiment to clarify the stopping power
dependence of RCF coloration in a future work.
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Figure 3.14: Measured optical density versus applied dose (◦) for different irradiation times. The data are com-
pared to the expected optical density (- - -), under the assumption of ±10% variation (· · ·). The
left image shows the data as measured, the right image has been obtained by correcting the optical
density with the detection efficiencies from figure 3.13 (—).
From the measurement above, the dependence of the RCF coloration on the dose rate can be determined as well.
According to the literature [256], RCF are insensitive to the temporal duration of the applied dose, which has
been determined for dose rates up to 4Gy/min. In this work dose rates up to 1080Gy/min have been applied.
Figure 3.14 (left) shows the measured optical densities in HS versus dose. The irradiation times are color-coded
and described in the figure legend. The data are compared to the expected optical density (- - -), with ±10%
variation (· · ·) according to the RCF optical density sensitivity from the manufacturer. Most data points are in
the error interval, however some of them significantly deviate. These deviating values are only from these films
that have been placed in the Bragg-peak, developing less OD due to the stopping power dependency. The right
image of figure 3.14 shows the same plot, but with OD values corrected by the linear fit from figure 3.13 (—).
A good agreement is now found, with most data points being in the error interval.
The RCF stack measurement has shown, that RCF suffers from a stopping power dependency of the film col-
oration. The current data imply that MD-55 and HS can develop up to 50% less optical density than expected.
The data for HD-810 are not sufficient for a statement. This stopping power dependence implies, that for a
determination of an unknown particle number by measuring the optical density of the film this effect should be
taken into account. Due to the poor statistics an error of 50% is assumed in the measured dose.
Furthermore, RCF does not show a significant dependence on the dose rate up to 1 kGy/min with data acqui-
sition times on a second level. This might change for time scales on the order of a nanosecond (the pulse
duration of TNSA-protons), however these short times are not accessible with the current accelerator technol-
ogy and would require an online calibration at a laser system.
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3.5 RCF Imaging Spectroscopy
For the detection of laser-accelerated protons the calibrated RCFs are aligned in a stack. Figure 3.15(left) shows
a schematic RCF configuration consisting of one layer of HD-810 and seven layers of MD-55 as an example.
The TNSA-protons enter the stack from the left side. An RCF is sensitive to all ionizing radiation, but it is
most sensitive to protons due to their higher stopping-power compared to electrons or x-rays. Heavy ions only
penetrate the first layer. The whole RCF stack is wrapped in aluminum foil to further protect the RCFs from
parasitic radiation as well as from target debris.
The protons penetrate the stack up to their range according to their energy. The energy-deposition in the active
layers is calculated with the ray-tracing algorithm from above. For this calculation, the whole energy range to
be calculated (here [0-15]MeV) is divided into 0.01 keV energy bins. Those energies are then used as initial
energies. For each initial energy the code subsequently calculates the stopping in each RCF, taking into account
the different compositions of the different types. The deposited energy in the active layers is then plotted versus
the initial energy. This is shown in figure 3.15(right).
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Figure 3.15: (left) RCF stack alignment (1 HD-810, 7 MD-55) for laser-accelerated protons, (right) corresponding
energy deposition in the RCF stack.
Each layer has a lower detection threshold where the energy deposition quickly rises and then slowly falls off,
representing an "inverse" Bragg-curve. MD-55 has two maxima because of the two active layers in the film.
The total energy deposition in MD-55 is higher than in HD-810 due to the thicker active layer. Because of this
peaked energy deposition profile, each RCF layer can be attributed to a small energy interval with a width of
1MeV for MD-55 and 0.5MeV for HD-810, respectively. Hence a stack of RCF layers can be used as a two-
dimensionally imaging spectrometer, measuring the transverse intensity distribution in two dimensions and the
energy-resolved particle spectrum in the third dimension.
3.5.1 Opening angle
RCF measures the spatially resolved dose distribution of the proton beam. This is equivalent to a measurement
of the angle of beam spread or opening angle of the proton flow, in a small energy interval according to the layer
position in the stack. The opening angle represents momentum space information of the flow. This statement
can be derived by the following procedure. It is assumed that the protons propagate ballistically (force-free).
This assumption is justified as soon as the protons have propagated a distance of about a few 100 µm, as
obtained from Particle-In-Cell (PIC) simulations and from a recent measurement [26]. The RCF-detector stack
is usually a few centimeters away from the target, therefore the protons move on ballistic trajectories for most
part of the path to the detector. The detector measures the distribution in the (x , y)−plane. Knowing the
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distribution at t = 0 and by the assumption of ballistic expansion the position of the protons in the RCF at place
z = zRCF can be calculated as follows:
xi(ti) = xi(0) + vx ,i ti , yi(ti) = yi(0) + vy,i ti , zRCF,i(ti) = zi(0) + vz,i ti . (3.9)
The times ti are the individual arriving times for the individual protons i at the RCF, starting from different
locations (xi , yi , zi) at t = 0. Solving the last equation for ti and inserting it into the other two results in
xRCF = xi(0) +
vx ,i
vz,i
(zRCF − zi), yRCF = yi(0) + vy,ivz,i (zRCF − zi). (3.10)
Since zRCF ( zi , the essential information recorded in the RCF is the angular distribution of the flow. Writing
vx ,y/vz = px ,y/pz ≈ ϑx ,y , the resulting equations are
xRCF ≈ xi(0) + ϑx zRCF, yRCF ≈ yi(0) + ϑy zRCF. (3.11)
The remaining variables are xi(0) and yi(0) - the initial transverse positions at the source. As an estimate,
they are on the order of the laser focal spot size, i.e., about 10µm. This is negligible compared to the cm-long
propagation distance to the detector. Nevertheless, there is a unique method to directly measure the source size
by imaging tiny grooves from the target rear side into the RCF, that will be described in the following section.
3.5.2 Micro-grooved target foils
1 cm
20 !m 
Figure 3.16: Micro-structured, 50µm thick gold
foil. See text for details.
Soon after the discovery of laser-accelerated protons from
the rear side, it was found that micro-corrugations on the
target rear-surface lead to distortions in the proton beam,
that are magnified and imaged into the RCF detector stack
[54]. This unique property of TNSA-protons can be used to
determine the real source size from where the protons orig-
inate [57, 72, 243]. Therefore, a periodic groove pattern
is machined into the otherwise optically flat rear surface.
The foils were made of gold due to its suitable mechani-
cal properties. During this thesis, various micro-machining
techniques have been tested. Good results have been ob-
tained by direct diamond-planing of 50µm thin gold foils.
The diamond-planing of the foils has been carried out by
the Institut für Mikroverfahrenstechnik at Forschungszen-
trum Karlsruhe [272]. (2× 1) cm foil pieces have been first
glued onto a mount and were then diamond-planed. After
removing them from the mount they have been electropol-
ished for a smoother surface. In a next step, the foil pieces
were precision laser-cut [273] into thin stripes 2mm wide
and 1 cm long. An example is shown in figure 3.16. The
photograph shows the target foil in its mount before an ex-
periment. The hole on the left side has been machined for
a different holder. The micro-grooves are not directly visible. The two gray-scale images have been obtained
with a scanning electron microscope at GSI. The lower right image shows the wave-like groove structure at the
rear side. The periodicity has been chosen to 5µm peak-to-peak distance. The depth of the grooves is below
1µm. Unfortunately, this direct diamond-planing is not applicable to foils thinner than 50µm.
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For arbitrary thin foils an indirect method has been developed. First, a brass or copper wafer is made by micro
grinding. The mm-thick wafers with 75mm diameter have been produced by the Laboratory for Precision Ma-
chining at Universität Bremen [274]. The further processing has been developed in the group’s target laboratory
at the TU Darmstadt in the framework of this thesis and a diploma thesis [252].
First, a layer of gold is deposited on the micro-structured surface by electro-plating. The thickness of the gold
layer is adjusted by the current and time-duration while electro-plating [252]. In the next step, the wafer is
removed by etching in nitric acid. The gold layer is unaffected by the nitric acid. Hence after this step a thin,
micro-structured gold foil remains, that is then laser-cut to its target size. Foils of 5µm, 10µm, 15µm and
30µm thickness with 3.6µm groove distance have been produced with this technique. The first samples had a
structure that was just the inverse structure of that one shown in figure 3.16, later samples had a true sinusoidal
structure [9].
The grooves are imprinted in the proton beam. Figure 3.17(left) schematically depicts the action of the grooves
at the rear side, as already shown in the 2D-PIC simulation in fig. 2.17. The protons are being accelerated,
with an initial direction normal to the local surface. Hence, the modulated surface leads to the so-called micro-
focusing [72, 83] of the protons near the target surface2. The grooves act as tiny cylinder lenses, focusing the
ions to individual beamlets about 200 nm wide [72]. For later times, the global sheath expansion leads to a
transverse spreading of the whole beam. After the acceleration, the proton beam expands ballistically in free
space, until it hits the RCF detector stack. According to their range, the protons deposit their energy in the
individual layers of the stack, leading to a coloration. The micro-focused beamlets from the grooved surface
locally lead to a higher energy deposition, hence the RCF becomes darker in this region. On the right side
of figure 3.17 an RCF image of protons with 8MeV energy is shown. The data have been obtained in an
experimental campaign at the TRIDENT laser at Los Alamos National Laboratory, NM, USA. The laser delivered
20 J (I = 3× 1019 W/cm2) on the 10µm thin gold target.
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Figure 3.17: Proton acceleration from a micro-structured foil.
The grooved surface has led to lines imprinted in the RCF. By counting the lines and by multiplying with the
known groove distance, the initial source positions xi(0) and yi(0) (see eq. (3.11)) can be obtained. Hence a
correlation between the source position and the final opening angle can be obtained, leading to detailed infor-
mation about the accelerating electron sheath [76, 87, 88]. By accelerating protons off non-periodic structures
2 T.E. Cowan, M. Roth and P. Audebert, “Method and apparatus for nanometer-scale focusing and patterning of ultra-low emittance, multi-MeV
proton and ion beams from a laser ion diode”, US Patent # 6852985, Feb. 8, 2005
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it was verified, that no overlap of the beam perturbations from adjacent structures appears [10]. The imaging
of the surface requires a high beam laminarity, expressed by the ion beam emittance. The concept of the beam
emittance, as well as emittance measurements of TNSA-accelerated protons will be described further in section
4.1.4. However, the image generation by the micro-grooves is not as simple as describe here and requires a
description in the ion beam phase-space. First attempts have been made in refs. [87,88]. Further investigations
with PIC-simulations and a semi-empirical model have been made in the framework of this thesis. This will be
the topic of chapter 5.
3.5.3 Spectral reconstruction of laser-accelerated protons
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Figure 3.18: Screenshot of the graphical user interface running in MATLAB on Apple Mac OS X for the recon-
struction of the proton spectrum.
The RCF stack allows for a reconstruction of the particle number spectrum. It has to be taken into account,
that high-energy protons that are being stopped in the layers at the end of the stack also deposit some of their
energy in the layers before. The measured dose in one RCF is not only from protons having their Bragg peak
in this layer, but it is the sum of all protons penetrating the RCF, weighted by the energy-dependent particle
number. Thus, the spectrum has to be deconvolved from the energy-deposition in the whole RCF stack. For this
task, a computer routine with graphical user interface (GUI) has been written in MATLAB. Figure 3.18 shows a
screenshot of the program, running in MATLAB on Apple Mac OS X. It allows to comfortably and quickly analyze
the scanned RCF stacks.
The routine requires an energy-deposition curve (see fig. 3.15) for each RCF in the stack. The RCF scans are
first read into memory. Each layer is converted to optical density and the background from an un-irradiated
part of the RCF is subtracted. Then the beam envelope has to be found to cut out the beam from the rest of the
RCF. Since the beams are not perfectly round, this cannot be done by a simple circle mask. MATLAB has pow-
erful built-in image processing algorithms, that allow to find the beam envelope by a semi-automatic threshold
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Figure 3.19: Energy deposition ERCF of TNSA-protons generated at the TRIDENT laser at Los Alamos National
Laboratory. The maximum energy was 19MeV. The measured energy deposition (◦) could be fit
by the calculated energy deposition (–∗–) assuming a spectrum according to eq. (3.14) with the
parameters N0 = 3.5× 1011 and kBT = 8.74MeV .
detection. Furthermore, dust or scratches can be eliminated with the roifill-filter. The filter uses a polygon
with an arbitrary number of nodes to encircle the scratch. roifill smoothly interpolates inward from the pixel
values on the boundary of the polygon.
After this step, the optical density values of the RCFs are converted pixel-wise to the corresponding deposited
energy in MeV/px. This is then summed to obtain the total energy deposited in each RCF layer. The energy ERCF,
deposited by the protons in each RCF, is the energy-dependent deposited energy per particle Eloss, convolved by
the particle spectrum dN/dE:
ERCF =
Emax∫
0
dN(E′)
d E
∗ Eloss(E′) dE′. (3.12)
Eloss are the non-linear detector response functions, taken from the SRIM tables (see fig. 3.15). The integration
is taken from 0 to Emax, where Emax denotes the energy corresponding to the Bragg-peak in the last RCF layer
recording a signal.
The spectrum dN/dE could be determined by the inverse operation. This is numerically complex and potentially
very sensitive to small perturbations in the initial conditions. Therefore a certain spectral shape is assumed and
fit to the data. One of three potential spectra usually fits to the measured data. These are either a simple
exponential decay
dN
dE
=
N0
E
exp
#
− E
kBT
$
, (3.13)
or a modified version of it
dN
dE
=
N0
E
exp
+
− E
2
(kBT )2
,
, (3.14)
or the spectrum of a self-similar expansion from eq. (2.54)
dN
dE
=
N0!
2kBT E
exp
8
−
3
2E
kBT
9
. (3.15)
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The fit parameters N0 and kBT are obtained by assuming some initial values and by calculating the deposited
energy to be expected in the RCF layers according to eq. (3.12). This is then compared to the measured dose.
A least-squares fitting algorithm then finds the best values for N0 and kBT . The fit parameter N0 denotes the in-
tegrated particle number. kBT is not the proton beam temperature, but a mean energy. In the case of eq. (3.15)
it is identical to the hot electron temperature driving the expansion.
Figure 3.19 shows as an example data obtained at the TRIDENT laser at Los Alamos National Laboratory.
Protons from the rear side of a 10µm thick gold foil could be accelerated up to 19MeV energy. The proton
beam profile is shown in the screenshot in fig. 3.18, with the energy increasing from top left to down right.
The measured energy deposition (◦) could be fit by the calculated energy deposition (–∗–) assuming a spectrum
according to eq. (3.14) with the parameters N0 = 3.5× 1011 and kBT = 8.74MeV (∗). The last three films were
MD-55 hence the energy deposition ERCF was higher than in the HD-810’s before. The resulting jump of the
energy deposition is clearly visible, however the spectrum (eq. 3.14) remains smooth.
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4 Proton-acceleration experiments
This chapter is about the experiments performed at the four different lasers systems PHELIX, TRIDENT, LULI
100 TW and Z-Petawatt. In section 4.1, some typical parameters like the energy-spectra, angle of beam spread,
source size and beam emittance are presented and compared to theoretical models. These results partially
summarize the observations from a previous work [243]. In section 4.3 the influence of geometrical properties
of the target foil on the control of accelerated protons is shown. This study is accomplished by the experiments
presented in section 4.2, where the impact of the laser beam profile on TNSA-protons has been investigated.
The chapter ends with the presentation of the results on the control and transport of laser-accelerated protons
with the help of externally applied magnetic fields.
4.1 Typical parameters of TNSA-protons
The phrase “typical parameters” in the title of this section connotes that these parameters are the ones that
are most important in the characterization of TNSA-protons. These are the energy-spectrum, i.e., the particle
number per energy interval, the integrated number of protons, the maximum energy, the opening angle of the
beam as well as the source size, respectively. The following subsections give an overview of the measured
parameters at the four different laser systems and show their similarity, although the lasers vary in energy by
one order of magnitude and in intensity by two orders of magnitude (see table 3.1).
4.1.1 Energy spectra of laser-accelerated protons
Some exemplary energy-spectra are shown in figure 4.1. The spectrum shown in figure 4.1a was obtained at
PHELIX at GSI in Darmstadt, Germany [129]. Since the laser has been still in its construction phase at the time
of the experiments, only the preamplifier could be used. The laser pulse with a wavelength of 1.053µm had
an energy of 1.8 J on target, a pulse duration of 900 fs and could be focused to a spot with 11µm full width
at half maximum (FWHM). The energy in the focal spot was not measured, hence it is assumed that only 45%
are contained in the focus, similar to measurements at different laser systems [4, 275]. The intensity of the
laser pulse was about 1018 W/cm2 (aL = 0.85). The targets were 20µm thin, micro-structured gold foils. The
low energy of the accelerated protons did not allow to use a stack of RCF for their detection. Therefore, the
spectrum was measured with a Thomson parabola ion spectrometer in a distance of 400mm from the target.
An aperture with 1mm diameter has been placed at 225mm distance to collimate the beam before it enters
the spectrometer. A photograph of the target chamber interior is shown in fig. 3.1, the spectrometer itself is
described in ref. [127].
The proton spectrum (see 4.1a) was obtained by integrating over four shots for a better signal-to-noise ratio. It
shows a quasi-exponential decay up to a maximum proton energy of 0.7MeV, where it ends with a sharp cut-off.
The particle number is given per energy interval of 0.02MeV and per solid angle (Ω = 1.5 × 10−5 sr) of the
Thomson spectrometer. The little enhancement in the particle number at 0.1MeV could be due to the acceler-
ation of heavy particles, that modify the accelerating field, leading to spectral collimation of the protons [90].
However, the statistics is not sufficient for a clear statement.
The spectrum shown in figure 4.1b has been measured at the TRIDENT shortpulse (C-beam) at Los Alamos
National Laboratory, NM, USA [126]. The laser pulse parameters were: wavelength λL = 1.053µm, energy
EL = 18.7 J, pulse duration τp = 600 fs and focal spot diameter 14µm FWHM. About 45% of the total energy are
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contained in the focal spot [4]. The laser irradiated the 10µm thin, micro-structured gold foil at a compound
angle of 18.5° in elevation and 22.5° azimuthally to the target normal. The laser pulse with an intensity of
IL = 9.1× 1018 W/cm2 (aL = 2.5) had an ASE contrast ratio of better than 10−6 at 1.2 ns before the main pulse.
The accelerated protons were detected with a stack of RCF, consisting of 19 HD-810 and nine MD-55 at a
distance of (23±1)mm from the target. The stack had several brass layers in-between the RCF layers to further
increase the energy range. The whole stack was wrapped in 12.5µm thick aluminum foil to shield it from debris
and parasitic radiation like electrons, x-rays or γ-rays.
After scanning and converting the optical density to deposited energy (eqs. (3.4) and (3.5)), the spectrum was
determined by fitting one of the equations (3.13)-(3.15) to the measured dose. An optimum fit was obtained
by equation (3.14) with N0 = 4.12 × 1011 and kBT = 8.56MeV. As a measure for the quality of the fit the
mean deviation between measured deposited energy and calculated values was determined to be of 15%. A
comparison between the measured deposited energy and the calculated one is shown in figure 3.19. The plot
in figure 4.1b shows the particle number N per energy interval of 1MeV, determined by piecewise integrating
eq. (3.14). The protons could be measured up to the third MD-55, corresponding to a maximum energy of
19.5MeV. The integration over the spectrum yields a conversion efficiency from laser energy to proton energy
of η = 1% for protons above 4MeV. This threshold has been chosen, since protons accelerated by charge-
separation at the front side of the target could be accelerated up to this energy [55,62], hence it would obscure
the conversion efficiency from laser to rear-side-accelerated protons.
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Figure 4.1: Energy spectra obtained at a) PHELIX (Darmstadt), b) TRIDENT (Los Alamos, NM, USA) c) LULI-
100 TW (Palaiseau, France) and Z -Petawatt (Albuquerque, NM, USA). The different laser parameters
are given in the text.
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Figure 4.1c shows a spectrum measured at the 100TW laser at Laboratoire pour l’Utilisation des Lasers Intenses
(LULI) at École Polytechnique, Palaiseau, France [128]. The laser had an energy of 18 J at 350 fs pulse duration,
a wavelength of λL = 1.057µm and was focused to 8µm FWHM. With 45% energy in the focal spot, the inten-
sity was IL = 3× 1019 W/cm2 (aL = 4.6) impinging on the 15µm thick, micro-structured gold target at normal
incidence. The contrast ratio was 10−6 in 500 ps before the main pulse. The RCF stack in this experiment con-
sisted of one layer of HD-810 and ten layers of MD-55, wrapped in 17.8µm aluminum foil. The protons were
detected at a distance of (45±1)mm from the source. The corresponding RCF stack response function is given
in figure 3.15.
The spectrum could be determined by fitting eq. (3.14) to the measured energy deposition, with the parameters
N0 = 1.92× 1011 and kBT = 7.67MeV. The mean deviation between measured energy deposition and calculated
one is 33%. Since the laser intensity and target thickness are comparable to the TRIDENT, the spectrum is
similar to figure 4.1b. Both particle number and maximum energy (Emax = 16.4MeV) are a little less than the
TRIDENT results, due to the lower intensity and thicker target. The conversion efficiency for protons above
4MeV is η = 0.87%.
The last figure (fig. 4.1d) shows a spectrum from protons accelerated at the Z-Petawatt laser at Sandia National
Laboratories, Albuquerque, NM, USA [130]. The data was obtained at the 100TW target area, during the
commissioning run of the PW-system. The CPA-laser at SNL with a wavelength of 1053nm delivered 40 J laser
energy on target, focused by the off-axis parabolic mirror to a beam spot of 5µm full width at half maximum
(FWHM). With a pulse duration less than 1 ps, the intensity on the target front side was I > 9.2× 1019 W/cm2
(aL = 8.2). Unfortunately, the pulse duration could not be measured during this experimental campaign. The
pre-pulse contrast ratio was measured as 10−7. A 25µm thin Cu-foil was used as target, being hit by the p-
polarized laser at an angle of 45°.
The RCF stack detecting the protons consisted of eight layers of HD-810, each one followed by two layers of
16.3µm thick aluminum foil, and nine layers of MD-55 behind the HD-810 films. The aluminum foil wrapped
around the stack was 16.3µm thick as well. The stack was placed at (44±1)mm behind the target.
In contrast to the spectra obtained at LULI and at TRIDENT, the proton spectrum measured at Z-Petawatt could
be fit best with eq. (3.15), with the parameters N0 = 6.84× 1012 and kBT = 1.07MeV. The fit agrees up to 13%
mean deviation with the measured data. The particle number N0 is higher than in the previous examples, as
expected due to the higher laser intensity. The lower value for kBT is due to the different spectral shape used
for the fit to the measured data, and not due to a lower hot electron temperature. The stack was not sufficient
to resolve the maximum proton energy, since the scope of these experiments was not to determine the maxi-
mum energy. See section 4.4 for the details of these experiments. By comparing the cut-off particle numbers at
TRIDENT and at LULI of about 107, it is concluded that the cut-off energy at Z-Petawatt was most likely around
30MeV. The missing data at the end of the spectrum are most likely the reason for the difference in the spectrum
function that best fits the measured values, since different shots with less laser energy have resulted in spectra
with the shape of eq. (3.14) at this laser. Nevertheless, the integration of the spectrum delivered a conversion
efficiency for protons above 4MeV of η > 1.05%.
The question arises, if the high particle number of more than 1012 protons could be supported by a contamina-
tion layer of hydrocarbons being present at the rear surface. This has been addressed by Allen et al. [55], who
determined that 2.24×1023 atoms/cm3 are at the rear surface of a gold foil, in a layer of 12Å thickness. Assum-
ing an area of about 200µm diameter (see sec. 4.1.4), the accelerated volume is about V = 3.8× 10−11 cm−3.
Hence the total number of protons in this area is about Ntotal = 8.4×1012, that is close to the integrated number
determined in the experiments.
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laser intensity (W/cm2) Emax (MeV) calc. Emax (MeV) η (%) calc. η (%)
PHELIX 1× 1018 0.7 0.8 - -
TRIDENT 9.1×1018 19 18.17 1 0.44
LULI-100TW 3× 1019 16.4 18.12 0.87 1
Z-Petawatt > 9.2× 1019 ≈ 30 44 1.3 2.6
Table 4.1: Comparison between the measured maximum energy Emax and conversion efficiency η versus calcu-
lated values from the scaling law described in sec. 2.4.1. The scaling law reasonably agrees in maxi-
mum energy with the PHELIX, TRIDENT and LULI results, but it deviates for the conversion efficiency
and for the results obtained at Z -Petawatt.
4.1.2 Comparison with expansion models
The spectra shown in the previous section were shown as examples to depict the shape of the spectrum, the
particle number as well as the maximum energy and energy conversion efficiency that can be obtained with 10-
100TW laser systems. More detailed studies on the dependence of the maximum energy and particle number,
respective energy conversion efficiencies can be found in refs. [15–17,127,243]. References [15,61] developed
a scaling law at the LULI-100TW to obtain the maximum proton energy and conversion efficiency in dependence
on the laser parameters. The scaling law relies on an estimate of the laser-to-electron conversion efficiency and
temperature, and a subsequent isothermal plasma expansion (see sec. 2.4.1) of the protons. The acceleration
time has been fit as given in eq. (2.71). A comparison between the measured data and the values from the scal-
ing law is shown in table 4.1. The scaling law reasonably agrees in maximum energy with the PHELIX, TRIDENT
and LULI results, but it deviates for the conversion efficiency and for the results obtained at Z-Petawatt. The
standard case in section 2.4.1 is very close to the TRIDENT and LULI experiments. For these parameters, that are
similar to the laser parameters of the original publication [15], the model agrees well with the one-dimensional
plasma expansion model. However, the scaling claimed in the reference predicts a maximum proton energy
of about 44MeV for the parameters of Z-Petawatt. The measured maximum energy of about 30MeV is much
smaller. This discrepancy for laser intensities above 1020 W/cm2 has also been found by Robson et al. [16] at the
VULCAN petawatt laser. The lower-than-expected energy is attributed to an acceleration in two phases with a
first linear rise in the electron temperature while the laser is on, followed by an adiabatic expansion where the
hot electron temperature quickly drops and further three-dimensional effects that cool the plasma even more.
Furthermore, it should be noted, that the scaling given in ref. [15] has been obtained with aluminum targets.
The results presented here are from gold and copper foils, respectively. This could change the scaling relation,
due to the different electron transport properties and surface contaminations of the different atomic species.
In addition to that, it is not clear how different pre-pulse conditions (pulse duration, contrast level) affect the
scaling. More systematic studies, that were not topic of this thesis, are required to clarify a possible influence of
these parameters on the scaling relations.
Nevertheless, the shapes of the spectra are very similar for all laser-systems, supporting the model of a plasma
expansion as shown in section 2.4.1. However, only in few cases the spectral shape resembles the shape of a
self-similar, isothermal plasma expansion. In most cases, the particle number strongly drops for energies close
to the cut-off energy. This kind of spectral shape has been measured at many laser systems [21, 56, 276–278].
Additionally, the result of the two-dimensional PSC-simulation (fig. 2.19) is of the same shape. Ref. [31] reports
about a 3D simulation that fits this shape as well. The spectral shape from figures 4.1b,c and in the references
can be fit by the relation given in eq. (3.14). Figure 4.2 shows the spectrum obtained in the 2D-PIC simulation
(—), compared to best fits with eq. (3.13) (—), eq. (3.14) (—) and eq. (3.15) (—), respectively. The shape
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given by eq. (3.14) best fits the PSC spectrum for energies greater than 1MeV. For E > 8MeV the spectrum from
the simulation is very noisy, since the quasi-particle number in the simulation was not sufficient to produce a
smooth curve. The plateau in particle number below 1MeV and the rise for even smaller energies is due to the
existence of two electron temperatures [69], that are not taken into account in the fitting curves.
The shape from eq. (3.14) can be fit as well to the spectrum developing in a plasma expansion with charge-
separation with adiabatic boundary conditions, as derived by Mora [69] (fig. 5). An adiabatic expansion is more
realistic for later times, considering that the laser pulse is usually shorter than one picosecond. The acceleration
time for protons to get e.g. 20MeV kinetic energy at an electron temperature of 1MeV (eq. (2.28)) and an
electron density of 1020 cm−3 (eq. (2.34)) in the isothermal model is about 2 ps according to eq. (2.70). This is
about twice the laser pulse duration. It is not very realistic to assume that the acceleration is fully isothermal for
all times. The “real” acceleration process therefore is somewhere between the two extremes of an isothermal
expansion and an adiabatic one.
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Figure 4.2: Spectrum obtained in the 2D PSC-simulation from section A.1 (—), compared to best fits with eq. (3.13)
(—), eq. (3.14) (—) and eq. (3.15) (—), respectively.
4.1.3 Energy-resolved opening angle
The RCF Imaging Spectroscopy can be used to determine the energy-resolved opening angle of the proton beam,
just by measuring the beam radius in each RCF. The radius in the RCF is equivalent to the angle ϑ, according to
eqs. (3.11). Due to the stopping characteristics of protons in the stack, the signal in each layer can be attributed
to protons having their Bragg-peak in this layer.
Figure 4.3 shows the energy-resolved opening angles for data obtained at Trident (◦), at LULI-100TW (◦) and at
Z-Petawatt (◦), respectively. The plots have been normalized to the respective maximum energy of each beam.
These are 19MeV for TRIDENT, 16.3MeV for LULI-100TW and 20.3MeV for Z-Petawatt, respectively.
Protons with the highest energy are emitted with the smallest opening angle from the source, up to less than
5 ° half angle. Protons with less energy subsequently are emitted in larger opening angles. Below about 30%
maximum energy, the opening angle reaches a maximum and stays constant for lower energies. In most cases,
the opening angles decrease parabolically with increasing energy, indicated by the parabolic fits to guide the
eye. In some shots, however, the decrease of the opening angle with increasing energy is close to linear as
in the example obtained at TRIDENT. The slope of the opening angle with energy is a result of the initial hot
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Figure 4.3: Energy-dependence of the (half) opening angle. The data have been obtained at Trident (◦), at LULI-
100 TW (◦) and at Z -Petawatt (◦), respectively. The plots have been normalized to the respective
maximum energy of each beam. The opening angle decreases with increasing energy. A parabolic
dependency could be fit to the LULI and Z -Petawatt results, the data for Trident has a linear slope.
electron sheath shape at the target surface, as pointed out by Carrol et al. [106]. According to the reference,
a sheath with Gaussian dependence in transverse direction results in a strongly curved opening angle-energy
distribution, whereas a parabolic hot electron sheath results in a linear dependency. However, only crude details
about the exact modeling of the acceleration process are given in the reference.
In the framework of this thesis, a more detailed expansion model has been developed, that is able to explain
the experimental results in more detail. The model and its results are described in section 5.2.
It should be noted, that the term “opening angle” is not equivalent to the beam “divergence”. As will be shown
below, the divergence of the protons slightly increases with increasing energy, whereas the emitting area (source
size) decreases with proton energy [72,279]. This results in a total decrease of the opening angle measured with
RCF.
4.1.4 Energy-resolved source sizes
Another feature that can be used in RCF Imaging Spectroscopy (RIS) is the ability of the proton beam to image
corrugations of the target surface in the detector (see sec. 3.5.2). The grooves imprint in the beam and appear
as darker lines in the detector. Due to the large opening angle of the beam, the grooves are magnified up to
a factor of 1000. By counting the lines in each RCF and by multiplying the number with the known grooves
distance, the source size at the target rear side can be determined. When this is done for each RCF layer, the
source size is obtained with energy resolution.
Figure 4.4 shows energy-resolved source sizes for the three laser systems TRIDENT (◦), LULI-100TW (◦) and
Z-Petawatt (◦), respectively. As in the section before, the energy axis has been normalized to the individual
maximum energy of the shot, with the maximum energies given in the section before. The source size decreases
with increasing energy. Protons with the highest energies are emitted from sources of about 10µm diameter
and less. For lower energies, the source sizes progressively increase, up to about 200µm diameter for the lowest
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Figure 4.4: Energy-resolved source sizes for data from TRIDENT (◦), LULI-100 TW (◦) and Z -Petawatt (◦), re-
spectively. The energy-source size distribution could be fit to a Lorentzian (eq. (4.1)) with FWHM
σ = 54.8µm for TRIDENT, of σ = 56.5µm for LULI-100 TW and of σ = 92.8µm for Z -Petawatt, respec-
tively.
energies measurable with RIS, that are about 1.5MeV. For even lower energies, the source sizes might be much
larger and could reach more than 0.5mm in diameter [75].
The energy-dependence of the source size well fits a Gaussian, indicated by the lines in figure 4.4. The data
could be fit by
E = exp
+−(4 ln(2) source size)2
σ2
,
, (4.1)
where 2σ denotes the full width at half maximum (FWHM). This fit allows to characterize the complete energy-
dependent source size with one parameter only. The FWHM for Trident with a 10µm thin gold target is
σ = 54.8µm. For LULI-100TW the source size is σ = 56.5µm for a 15µm thin gold foil. A larger source
size has been measured at Z-Petawatt with σ = 92.8µm and a 25µm thick gold target.
Decreasing source sizes have also been measured in refs. [72,74,75,77,119], but in most cases with less reso-
lution and no statements are made for the shape of the energy-source size distribution.
The energy-dependence of the source size is directly related to the electric field strength distribution of the
accelerating hot electron sheath at the source. Protons with high energies have been accelerated by a high
electric field. Cowan et al. [72] relate an increasing source size with decreasing energy to the shape of the hot
electron sheath, under the assumption of an isothermal, quasi-neutral plasma expansion (see sec. 2.4.1) where
the electric field is E = −(kBTe/e)(∇ne/ne) (eq. (2.49)). A transversally Gaussian electric field distribution (as
measured with RIS here) would result in a non-analytic expression for the electron density ne. On the other
hand, the realistic assumption of a Gaussian hot electron distribution would result in a radially linearly increas-
ing electric field, in contradiction to the measured data. Hence it is concluded that the quasi-neutral plasma
expansion, even though being the driving acceleration mechanism for late times, is not the physical mechanism
explaining the observed source sizes.
In fact, the source size must develop earlier in the acceleration process, e.g. at very early times when the electric
field is governed by the Poisson equation (eq. (2.35)), with E(z) ∝ kBTe/λD ∝
!
kBTene (eq. (2.38)). With the
data from figure 4.4 it is concluded, that there must be a radial dependency of E(z), hence a Gaussian decay of
either the hot electron temperature or density or both.
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4.1.5 Beam emittance
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Figure 4.5: Energy-resolved transverse phase
space.
An important parameter in accelerator physics is the transverse
emittance of an ion beam. In view of the nature of the ion
sources used in conventional accelerators, there is always a
spread in kinetic energy and velocity in a particle beam. Each
point on the surface of the source emits protons with differ-
ent initial magnitude and direction of the velocity vector. The
emittance $ provides a figure of merit for describing the quality
of the beam, i.e., its laminarity [280]. The results presented
in this section were partly taken from [252]. More results ob-
tained with RCF Imaging Spectroscopy will be published in
ref. [9].
Assuming that the beam propagates in the z-direction, the
transverse emittance $x ,y can be determined with the help
of the imaged micro-structures from the target rear side. As
shown above (eq. (3.11)), each point on the RCF represents
a point in the position-momentum space (x , px and y, py), the
phase space. The transverse phase space (e.g. in x-direction)
of the TNSA-protons is obtained by plotting the source posi-
tion (indicated by the imprinted surface groove in the RCF)
versus the angle of emission px/pz , obtained by the position
x of the imprinted line in the RCF and the distance d by
px/pz = x ′ = arctan(x/d).
Figure 4.5 shows the transverse phase space plots obtained
at the three laser systems TRIDENT, LULI-100TW [252] and
Z-Petawatt. For each data set, the angle-position relation is
given for three energies mentioned in the figure legends. The
angle-position relation nearly linear, with increasing values for
increasing distance from the center. The increasing angle with
increasing initial position just reflects a diverging beam; a par-
allel beam would have zero angle for each position and a con-
verging beam would have decreasing angles with increasing
position, i.e., the line would be rotated by 90°. A perfectly lam-
inar beam would resemble a straight line with zero width in
transverse phase space [280]. This is indicated by the straight
lines in the plots. Close to the center the angle-position dis-
tribution indeed shows a very linear slope. The data points
for extended positions deviate from the straight line, since the
lines in the RCF are closer to each other at the beam edge
than in the center. This means that the angle growth x ′i+1 − x ′i
decreases, indicating that the beam is not perfectly diverging.
This is well pronounced for the 4.6MeV data points in figure
4.5b. A bending effect has also been found in other experi-
ments and computer simulations [72, 86]. The reason for the
bending is the hot electron sheath that has accelerated the protons. It acts close to an ideal defocusing ion lens,
but it has aberrations for protons at the outer positions of the beam.
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The phase space representation of the protons rotates counter-clockwise with increasing energy. This means,
that protons with higher energy (or momentum pz), originating from the same transverse initial position, have
a larger emission angle x ′ and therefore a larger transverse momentum, since x ′ = px/pz . Hence protons with
higher energies have a larger divergence than lower energetic ones. At the same time, the source size decreases
proportional to exp(−x2), therefore protons with higher energy are emitted with smaller opening angles. Com-
puter simulations support the counter-clockwise rotation in phase space [86] and higher divergence [52] of
higher-energy protons.
A perfectly laminar beam of charged particles is displayed by a line of vanishing thickness in the transverse
phase space. Laser-accelerated protons are non-laminar particle beams, because they have a transverse velocity
component deviating from the straight line, so the line in phase space is broadened. This deviation from lami-
narity is described by the emittance, describing the expansion or the parallelism of single particle trajectories.
The definition of the transverse emittance $trans in the phase space is the area of an ellipse including the proton
beam, divided by pi:
$trans =
1
pi
#
dxdx ′, (4.2)
in units of pimmmrad. Another definition of the emittance is the root-mean-square of the moments in the
x x ′-space:
$trans,rms =
-C
x2
DC
x ′2D− Cx x ′D2. (4.3)
The term
C
x x ′D2 reflects a correlation between x and x ′, that occurs when the beam is either converging or
diverging. The relation between both quantities is $trans = 4× $trans,rms.
The emittance, as defined here, has to be modified to describe the quality of the beam because it depends
on the kinetic energy of the protons. According to Liouville’s theorem, the emittance does not remain con-
stant with changing proton energy. The energy change is inversely proportional to the relativistic parameters
γ= 1+ Ekin/mpc2 and β = (1− γ−2)1/2. Geometrically this corresponds to an increase or decrease of the slope
x ′ (and hence the area in x x ′-space) as the longitudinal momentum pz is changed. Therefore the normalized
emittance is introduced to compensate it:
$trans,norm = βγ$trans. (4.4)
Unfortunately, there is no global definition of emittance that is consistently used in accelerator- and ion beam
physics. The emittance is sometimes defined as a phase space area, divided by pi or not, or by using the root-
mean-square emittance. Since the RIS data contains not enough information about the proton distribution to
calculate the moments, the integration of the ellipse in phase space is used in this work. The bending of the
phase space representation artificially decreases the emittance [86], therefore only 70% of the whole data are
used.
The normalized emittance was determined by calculating the semi-minor and semi-major axes of the ellipse
fitted to the data in the transverse phase space. The normalized emittance decreases for increasing proton en-
ergy from $trans,norm = 0.07pimmmrad to 0.01pimmmrad at TRIDENT. For the LULI-100TW it is decreases from
$trans,norm = 0.13pimmmrad to 0.01pimmmrad and for Z-Petawatt it decreases from $trans,norm = 0.14pimmmrad
to 0.06pimmmrad, respectively. Conventional compact proton accelerators, e.g. the new HIT - Heidelberger
Ionenstrahl-Therapiezentrum at Heidelberg, Germany operate at a normalized emittance of about 5pimmmrad
[85]. Compared to that, the transverse emittance of laser accelerated proton beams is up to two orders of
magnitude lower.
The low emittance and therefore high laminarity allows for a strong focusing of the beam to small beam diame-
ters. An estimate on the minimum diameter that can be obtained by focusing TNSA-protons is to trace back the
proton trajectories from the RCF up to the point, where all ions seem to originate. This virtual source is usually
several ten micrometers in front of the target [61,74] and has about 10µm diameter and less [9].
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4.2 Laser beam-profile impression on laser-accelerated protons
The results from above were obtained with a round laser spot, focused as good as possible to obtain the highest
intensities. But, as found by Fuchs et al. [76], the laser focal spot shape eventually imprints in the accelerated
proton beam. The authors assumed that the bulk of the hot electrons follows the laser focal spot topology and
creates a sheath with the same topology at the rear side. The proton beam spatial profile as detected by a film
detector was simulated with a simple electrostatic model. The authors took the laser beam profile as input
parameter and assumed the electron transport to be homogeneous, with a characteristic opening angle that
needed to be fit to match the measured data. The unknown source size of the protons was fit to best match the
experimental results. It was shown, that for their specific target thickness and laser parameters, the fitted broad-
ening angle of the electron sheath at the rear side closely matches the broadening angle expected by multiple
Coulomb small-angle scattering. However, they could only fit the most intense part of the measured beam and
have neglected the lower intense part that originates from rear-side accelerated protons as well. Additionally,
there is no information on the dependence of these findings on target thickness.
This section presents further studies that concentrated on the influence of the transverse laser beam profile on
laser-accelerated protons. The laser beam profile was stepwise changed from the round, best focused spot to an
astigmatic line focus. In contrast to the experiments described in ref. [76], the source size was simultaneously
measured by using the micro-grooved targets.
The experiments were performed at the TRIDENT
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Figure 4.6: (a) Round laser focus profile (LULI #25,
FWHM= 6µm, EL = 15.4 J) that was used to ir-
radiate a 50µmAu foil. Its rear sided grooves
with 5µm distance could be imaged into the
RCF that was placed at 42mm distance. (b)
The resulting proton beam profile (5MeV) is
round, the source size is 75µm.
and the LULI-100TW laser systems. The 30TW beam-
line of TRIDENT delivered 25 J in 800 fs on target.
The f /3 off-axis parabolic mirror focused the pulse
to a FWHM focal spot of 12µm, leading to an inten-
sity above 1019 W/cm2. The focal spot was measured
with a high resolution, windowless Active Pixel Sen-
sor (APS) in CMOS technology without any optical
imaging to avoid misinterpretation of the beam pro-
file due to aberrations. The pixel size of the detector
was 3.5µm with zero inter-pixel spacing and allowed
to resolve the best focus. The position of the APS
surface was accurately controlled with a commercial
interferometer to be in the plane of the target sur-
face.
The LULI-100TW laser pulse was focused at normal
incidence with an f /3 off-axis parabolic mirror to a
FWHM focal spot of 6 µm, that lead to intensities above 5× 1019 W/cm2. The image of the focus was recorded
with a microscope system and a CCD-camera. In both experiments the laser focus was either best focused or
– to measure the influence of its beam profile on the proton beam profile – deformed to an elongated ellipse
by tilting the parabolic mirror. The targets were 50µm gold foils with chamfered, equidistant grooves with a
line-spacing of 5µm at the rear side. The accelerated protons were detected with an RCF stack, placed behind
the target at either (23.5±1)mm at TRIDENT or (42±1)mm at LULI.
First, the results obtained with a round, best focused laser-beam spot are shown. The laser system was the
LULI-100TW. With a nearly diffraction limited laser focal spot, shown in fig. 4.6a, with FWHM= 6µm, laser
energy EL = 15.4 J, intensity I = 5.6× 1019 W/cm2 and a target thickness of 50µm with 5µm grooves at the
rear side, the resulting proton beam is round and smooth; see Fig. 4.6b. This is a result of the uniform laser
focus as well as a smooth electron transport, first demonstrated by Fuchs et al. [76]. The decrease of the source
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size with energy, normalized to its maximum energy of 16MeV, exhibits a gaussian distribution with a FWHM
of 60µm. These data are comparable to results published in ref. [72].
Next the laser focus was subsequently changed from best focus to a line focus, while the target thickness was
kept unchanged. When the laser was defocused to form an elliptical line (fig. 4.7b-d), the proton beam profile
followed (images show 5MeV protons). The most intense part of the beam in fig. 4.7d roughly resembles an
ellipse like the laser beam. Note that the orientation of the proton beam ellipse is perpendicular to the laser
beam ellipse. This can be understood by following the argument in ref. [76]: the divergence angle of the protons
is largest where the gradient of the electron sheath is strongest, that in turn has a similar shape as the laser
beam profile. Therefore, the transverse acceleration is strongest along the short half-axis of the sheath ellipse
and weaker along the long half-axis.
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(a) round focal spot
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(b) elongated focal spot
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(c) elongated focal spot 2
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(d) elongated focal spot 3
Figure 4.7: The laser was subsequently changed from a round focal spot (a) to an increasing ellipse (b-d). At
its final stage (d), with (80 × 10)µm axes length, the resulting proton beam profile shows the laser
imprinted ellipse and a relatively round beam with lines. The source size is 75µm, the size of the
elliptical region is 35µm in one direction.
The elliptical part (in one direction) of the 5MeV protons in fig. 4.7d has four to seven lines, depending on
which part of the dark area is assigned to the ellipse. The corresponding source size is then (20−35)µm, which
is very close to the size of the laser focus. Note that even the lower intensity part of the beam shows lines. The
visibility of the lines demonstrates that these protons originate from the rear side and have to be considered
in an analysis, in contrast to ref. [76]. Additionally, the full-beam envelope is relatively round. The source
size of the full beam is deduced to be (85± 5)µm for these 5MeV protons. This analysis was done for all RCF
layers to obtain the full-beam source-size dependent energy distribution. It can again be fitted to a Gaussian
as in the case with a round laser focus. The FWHM of the source is 92µm, that is larger than the source size
with a round focus. The targets were made out of the same foil, so the increase in source size can only be a
result of the larger laser focus. Larger absolute values of the source size were expected due to the larger laser
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focus. However, the round envelope, similar angle of beam-spread and “Gaussian-like” decrease with increasing
energy as in the case with round foci shows, that the electron sheath envelope and acceleration was the same
in both cases, independent of the laser beam profile. The laser beam profile nevertheless had an influence on
the spatial beam profile, but it seems to have the character of an initial perturbation, bending the lines inside
due to a central non-radially symmetric part in a radially symmetric sheath.
For a further understanding of proton acceleration with an elongated laser spot the Sheath-Accelerated Beam
Ray-tracing for IoN Analysis code (SABRINA) has been developed. The code and the results will be presented
in section 5.1. The results have been published in ref. [2].
4.3 Beam optimization by target geometry
The accelerated protons can be shaped on a nanometer-scale by micro-machining the target rear surface. How-
ever, this does not have a significant influence on the accelerating electron sheath. For an optimization of the
TNSA-process, i.e., achieving higher energy and better conversion efficiency, the conversion of laser light to hot
electrons must be increased. This can be done just by increasing the laser intensity (see. eq. (2.21)). However,
most laser systems already operate at their peak power and there is no simple way of further increasing the
intensity. Another possibility is the modification of the geometry of the laser-plasma interaction zone at the
target front side, e.g. by confining the pre-plasma in a cone geometry as described below.
4.3.1 Cone-shaped target front side
200 µm
90 µm
20 µm
(1 - 20) µm
200 µm
laser
Figure 4.8: Cone-on-flat foil target schematic, for expla-
nations see text. Image courtesy of K. Flippo.
Cone targets are of interest for their potential to in-
crease the hot electron temperature and population
density [62, 281], which are the main contributors
to the efficacy of the TNSA mechanism. Sentoku
et al. [62] showed that sharp tip cones can effec-
tively increase the number of electrons available for
laser heating while guiding the laser light along the
cone wall surface toward the cone apex. This ac-
tion tremendously increases the interaction area of
the laser, producing more electrons and concentrat-
ing the laser field at the cone neck near the flat-top
surface. Special cone targets have been produced
by T.E. Cowan and co-workers from University of
Nevada, Reno (USA) and the nanofabrication group
NanoLabz [282]. The cones were agreed to be shot
at the TRIDENT by T.E. Cowan and B. M. Hegelich under the experimental leadership of K.A. Flippo. The author
has contributed to the experiment by analyzing the RIS data.
The laser parameters have already been given in section 4.1.1. The targets consisted of flat, microstructured
gold foils and flat-top cone targets with a novel curved open-end design stemming from the lithographic tech-
nique from which they are produced. Cones with a range of neck and flat-top diameters were used in this
experiment. The cone targets, schematically shown in figure 4.8, were prepared and mounted on glass stalks
such that the flat-tops would be aligned normal to the incoming laser’s compound angle (zero-degree inci-
dence). Five targets were mounted so that the flat-top of the cone was not aligned normal to the laser path, but
aligned only azimuthally, such that the laser would enter the cone off-axis in elevation at an incidence angle of
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18.5 °. The proton beams were diagnosed using RIS. All three types of RCF were used: HD-810, MD-55 and
HS. Tastrak® CR-39 nuclear track detector was also used to record the proton beam. Unlike RCF, which is self
developing, the CR-39 needs to be developed in a six-molar solution of NaOH for one hour to reveal the tracks
left by the protons. Care must be taken not to overdevelop the CR-39 as it can lead to artifacts [283]. CR-39 is
insensitive to electrons, x-rays, and gammas and has been used since the first forward directed short-pulse ion
experiments [18,19,22] as an ion detector in short-pulse matter interactions.
!
Figure 4.9: Cone target with a top diameter of 100µm and a neck of 25µm shot at an intensity of IL = 1019 W/cm2.
The stack consists of 5 HD-810, 9 MD-55, 7 HS, a piece of CR-39, 2 HS, and a piece of LANEX regular
on the back.
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Figure 4.10: Cone (−◦−) versus flat-foil (−◦−) spectra.
Several 2 mm wide, 15 mm tall and 10 micron thick
gold flat-foils were shot using the TRIDENT system
as a base-line; these foils yielded a maximum proton
cut-off of (19 ± 1)MeV for a laser energy of 18.7 J.
The energy spectrum is shown in fig. 4.1b.
The RCF stack from a 10µm thick gold cone with a
neck outer-diameter of 25µm and a flat-top of 100µm
is shown in figure 4.9. The stack was again wrapped
in 13µm of Al foil, but consisted of multiple layers
of HD-810, MD-55, HS, with a 1100µm thick piece
of CR-39, followed by two more pieces of HS. On
the back of the stack, outside of the Al wrapping, a
piece of Kodak LANEX® regular was attached origi-
nally planned to monitor the electron emission from
the target; however, unexpectedly, it revealed the pro-
ton beam exiting the stack in excess of 30MeV. The proton beam was also recorded on the CR-39’s front and
back surfaces as it passed through the plastic. Looking at the last few RCFs in the stack and comparing the shape
and size of the beam on the LANEX, the CR-39 and the RCF, it can be determined that the beam exiting the
rear of the stack is indeed protons. The signal cannot be due to heavier ions as they would not have penetrated
the stack to such a distance, nor electrons, x-rays, or γ-rays as they would not have left tracks in CR-39. This
particular cone, which had the highest performance in terms of the maximum proton energy, had a top to neck
diameter ratio of four.
Many cones of various top and neck diameters were shot during these experiments. There is no obvious con-
clusion on whether top or neck cone diameter is correlated with proton energy. Nevertheless, as the size of the
flat-top and neck increase, it becomes more and more like the flat-foil case. Using the RIS data to plot the proton
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energy as a function of proton number, shown in figure 4.10, one can easily see that the flat-top cone (− ◦−)
produces more protons at higher energies than the flat foil (− ◦ −), in this case 13 times more above 10MeV.
The reconstructed proton spectra for the cone and the flat-foil targets can be summed to find the total energy
conversion, again for protons above 4MeV energy. The total energy present in the beam from the Au flat-foil is
measured to be 187mJ, or η = 1% of the incident 18.7 J laser energy. When this is done for the flat-top cone
target it is measured to be 532 mJ, corresponding to 2.8% of the 19 J of incident laser energy. This represents
a nearly 3-fold increase in the conversion efficiency over the Au flat foil targets and a 1.5-fold increase in the
total amount of protons, with nearly 5 times the number above 10MeV. The beam also has potentially more
than twice the maximum energy as simulations indicate [4]. Compared to other similar glass laser systems,
the proton beam observed from the cone target contains two orders of magnitude more protons in a 1MeV
bin at 10MeV than initial experiments at similar intensities on the CUOS T-cubed laser [236] and an order of
magnitude more than recent experiments reported from the LULI-100TW and RAL VULCAN lasers for the same
intensity [15, 279]. The flat-top cone beam is more than two orders of magnitude more efficient (laser-energy
conversion to protons) than previously published laser data and scalings for the same intensity on the LULI-
100TW [15], and nearly twice as high for the same laser energy on the RAL VULCAN laser [16], though similar
or higher efficiencies have been reported at significantly higher laser energies and intensities [16, 279]. The
flat-top cone proton beam also has 3-10 times higher maximum proton energy than previously reported for a
similar intensity from experiments [15, 16] and scalings [15–17] of flat foils, with only the RAL VULCAN [16]
and NOVA Petawatt [21] reporting higher proton energies, but again for much higher laser irradiances and
energies. These comparisons should be taken with the caveat that laser systems are difficult to compare due to
specific laser and target performance issues such as laser ASE contrast, system pre-pulses, pulse compression,
pulse duration, B-integral, near-field beam quality, focusing optics, focal quality, as well as target thickness,
material and surface quality, just to name a few.
It is apparent from figure 4.9 that the maximum proton energy from the cone was not captured on the RCF or
even the LANEX screen as the beam size and the number of ions is still rather large, indicating that it is still
far from the cut-off energy (as compared for example to the flat-foil target in figure 3.18). Figure 4.11 shows
two contour plots of proton energy vs. 2-D divergence vs. proton number from the RIS data. The y-axis is the
normalized proton energy, Eproton/Emax, where Emax is the cutoff energy observed in the RCF stack, the x-axis is
the 2-D angular beam divergence θ , and the proton number in decades is indicated by the color shown in the
bar on the right of each figure. Figure 4.11A shows data from a Au flat-foil target and is normalized to an Emax
of 19MeV. Figure 4.11B shows data from the Au flat-top cone and is normalized to an Emax of 40MeV, chosen
based on simulation data and the fact that, with all things being equal (i.e., laser duration, energy, spot size,
beam quality) other than the target shape, as seen previously [11, 72], the TNSA sheath follows a self-similar
expansion after the laser is gone, producing proton beams with similar divergences. This is backed up by the
majority of RIS data, showing that the proton beam typically becomes undetectable when the beam divergence
reaches about 5 °-6 ° as is seen in figure 4.11A. Thus, armed with these two facts an angle to the beam’s change
in divergence θ (beam size) can be fit, as the beam deposits energy in the RCF stack. This has been termed
the deposition angle ϕ and from the collection of RIS data it is known to be similar for TNSA produced beams,
though each beam may have a different initial divergence angle θ due to differences in sheath strength. The
bottoms of figure 4.11A and B show representations of the beams diverging from their sources and stopping
in RCF. The divergence angle θ and the deposition angle ϕ range between 40 °-60 ° and 37 °-49 ° respectively.
Dotted similar triangles with apex angles of 49°, corresponding to the deposition angle ϕ of the Au flat-foil
target, have been superimposed over the beam contours in A and B to show that the probable cut-off energy
(where the beam divergence would be about 5 °) is about 42MeV for the flat-top cone target B, assuming a
divergence of 60 °, which is slightly greater than the angle the RCF could measure. The deposition angle of
49° is conservative, as fitting smaller angles such as 37° increases the estimate to about 53MeV.
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Figure 4.11: RIS beam reconstructions of (A) a Au 10µm flat-foil target and (B) a Au 10µm flat-top cone target.
Color indicates the number of protons. The x -axis is the divergence angle, θ , of the beam from the
target, and the y -axis is the scaled proton energy Eproton/Emax; for (A) Emax is 19MeV and for (B) Emaxis
40MeV. Superimposed over each of the reconstructions are similar equilateral triangles with an apex
angle of 49°, indicating that the deposition angle ϕ of the beams is similar even though (B) starts out
at a much large initial divergence. At the top of each triangle is a line at the cut-off of (A) and where
this cut-off (assuming the typical cut-off of 5° divergence) should be for (B), indicating that the beam
was potentially around 42MeV. Figure taken from ref. [4].
In summary, the sheath accelerating the protons from a flat-top cone target is generated from a hotter (since
Eprot, max ∼ kBT) and denser source (Nprot ∼ ne). It is able to impart more energy to more ions over a larger
area, leading to the larger observed divergence angle (θ) of about 60° full angle, and more energetic protons,
probably ≈ 44MeV, than compared to a flat-foil. The conclusions are in agreement with 2D-PIC simulations,
discussed in the literature [4].
4.3.2 Beam smoothing due to target thickness
The last section presented an energy and conversion efficiency enhancement by mounting a flat foil onto a cone,
i.e., by changing the interaction geometry at the front side. Going further to the proton-emitting rear side, the
question arises how the electron transport during the target affects the TNSA. Since the relativistic electron
transport in shortpulse laser-matter interaction is still not very well understood, only one very obvious topic will
be investigated, namely the thickness of the target. Other target parameters, e.g. the use of conducting foils or
insulators, have already been investigated by refs. [54,76].
The experiments were performed at the TRIDENT laser facility. The resulting proton beam profiles with an
elliptical laser focus are shown in fig. 4.12. The laser beam profile is shown in fig. 4.12a with (108.5× 28)µm
axes length and was the same for all shots, as well as the laser energy and pulse duration. For comparison
only RCF images of 5MeV protons are shown. Subfigures b to d show the results with the target thickness
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(a) focal spot (b) 5MeV proton beam profile with 13µm
thick target
(c) 5MeV proton beam profile with 20µm
thick target
(d) 5MeV proton beam profile with 50µm
thick target
Figure 4.12: Influence of target thickness on proton beam profile. (a) The laser was defocused to an ellipse with
eccentricity 4 and an intensity of IL = 2.5×1018 W/cm2. (b) For a 13µm thick target the ellipse in the
proton beam profile is clearly visible, the image shows 5MeV protons. The beam profile of the 5MeV
protons becomes more symmetric with increasing target thickness from 20µm (c) to 50µm (d), and
the elliptical part moves to the center. In all three cases the laser focus was kept unchanged. For an
enhanced visibility of the grooves imaged in the RCF semi-transparent lines have been overlapped
in b)-d). In d) the target was rotated.
increasing from 13µm (b) via 20µm (c) to 50µm (d). The colormap was optimized for maximum contrast of
each film individually. For an enhanced visibility of the grooves imaged in the RCF semi-transparent lines have
been overlapped in b)-d). In d) the target was rotated.
Whereas for thin targets (13µm) the elliptical laser beam profile is the most dominant part of the proton
beam (see fig. 4.12b), for thicker targets the elliptical part becomes less pronounced and the envelope becomes
rounder. The source sizes of all 5MeV protons are (130± 10)µm, (110± 30)µm and (90± 20)µm for the 13,
20 and 50µm targets, respectively. It is interesting to note that the 5MeV proton’s source size decreases with
target thickness. The divergent electron transport [182,224] should lead to an increasing source size with tar-
get thickness. The maximum energy was approximately 7MeV in all three cases, but with weaker and smaller
beam imprints of the maximum energy protons with target thickness. The maximum energy cannot be deter-
mined accurately, since the RCF stack’s energy resolution of ≈ 1MeV is weak and therefore is rather subject
to error. It is known from the experiments described above, that protons have a decreasing source size with
increasing energy. In the case here the beam spot of protons has slightly decreased with target thickness. Since
only 5MeV protons are considered, independent of the maximum energy, it is assumed that the data for thicker
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targets represent protons closer to the maximum energy, therefore their source size must decrease with target
thickness. The RCF stack’s energy resolution was not sufficient to fit a Gaussian to the measured data, therefore
a FWHM source size as in the cases above could not be deduced. It can be estimated, however, since the source
size of the 5MeV protons is known and the maximum energy is between 6 and 8MeV. Therefore 5MeV energy
represents protons between 62.5% and 83% of the maximum. Knowing their source size allows to calculate
the FWHM source size. It is ≈ (140 ± 30)µm for the 50µm target and ≈ (200 ± 45)µm the 13µm thin foil.
Therefore, it is concluded, that the whole source size decreased with increasing target thickness, although the
electrons have divergently propagated through the target, which resulted in a larger area of electron presence.
Since there is no difference on the front side for all three cases, i.e., laser parameters as well as the target’s front
side were not changed, the same amount of energy was transported from the laser to the rear side. However,
for thicker targets the volume occupied by the electrons is larger, hence the electric field strength became less
with increasing target thickness. Therefore 5 MeV energy was closer to the maximum with increasing thickness,
which explains the decreasing source size with increasing thickness.
In summary, the increasing target thickness results in a smoother proton beam profile with less impact of the
laser beam profile, i.e., the elliptical part of the beam becomes less pronounced, moves more to the center of the
beam profile and the background becomes more symmetric with target thickness. The influence of the target
thickness on the accelerated proton beam profile can be investigated with the SABRINA code, results will be
presented in section 5.1. The experimental data, together with the laser beam impact and theoretical investiga-
tions with SABRINA have been published in ref. [2].
4.3.3 Large scale curvature
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Figure 4.13: half opening angle versus source radius at
Z -Petawatt.
In the previous sections experiments were presented,
where the front side of the foil was shaped like a cone,
resulting in an enhanced energy conversion efficiency.
The divergence of the proton beam was unchanged,
with still large opening angles for low energies. This
is detrimental for further applications. By shaping the
laser focal spot, the divergence of the full beam could
not be significantly reduced as well, although the in-
tensity distribution in the beam could be modified. By
using thick targets the laser focal spot impact can be
reduced. However, just after the discovery of TNSA it
was recognized, that on short spatial scales the pro-
ton beam can be focused by curving the target rear
side [52]. After first tests of the focusability [284],
half-sphere-shaped targets were used to ballistically
focus the protons and to heat a second target by the
proton energy deposition [29]. However, the focal length of these targets is very short, on the order of the
sphere’s diameter, which limits their use for applications. Another possibility for focusing the protons is the
ultrafast laser-driven microlens [81] that uses a second high-intensity laser beam to create a hot plasma expan-
sion towards the axis of symmetry inside a tiny cylinder. The significantly time-dependent electric field of this
plasma is used to focus protons traversing the cylinder. The experimental scheme suffers from a complicated
geometry with two synchronized high-intensity laser beams that need to be carefully aligned and temporally
adjusted. Kar et al. [82] recently succeeded in partly collimating the proton beam by combining a microlens
device with a flat target foil into a single piece, at the expense of a complex target assembly.
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It is known [29,284], that strongly curved targets can be used to focus TNSA-protons, whereas flat targets emit
the protons with large opening angles. Additionally, the energy-dependent source size follows a Gaussian (see
fig. 4.4), therefore it is intuitive that for a beam collimation the curvature of the target should increase like a
Gaussian, too. This assumption is strongly supported by the plot of the half opening angle versus source size,
shown in figure 4.13 (−◦−). The data were obtained at the Z-Petawatt laser, with EL = 35 J, I = 2×1019 W/cm2
and a 25µm thick, microstructured gold target. The RCF stack configuration is described in section 4.1.1. The
maximum proton energy of this shot was (20.3 ± 1)MeV. Protons with the highest energy had a source size
of 5µm radius and were emitted with an opening angle of 4.5°. Protons with larger source sizes (and lower
energy) were emitted with increasing opening angles up to about 23°. From fig. 4.4 and its analysis it is known,
that the electron sheath can be well approximated by a Gaussian distribution. Following the arguments given in
ref. [76], the emission angle of the protons can be obtained as follows: the transverse part of the electric field
is proportional to the total field times the transverse gradient of the initial hot electron density: E⊥ ∝ E∇⊥ne.
The emission angle is thus ϑ⊥(r) ≈ p⊥/pz ≈
∫
E⊥dt/
∫
Ezdt. The longitudinal field Ez is proportional to
-ne
(eq. (2.38)). Hence, the opening angle of the protons (neglecting the source size for large distances) can be
determined by the derivative of a transversally Gaussian hot electron distribution ne(r) = n0 exp(−r2/2σ2),
divided by the square-root of it, as
ϑ(r)∝ r
σ2
?
e−r2/2σ2
@1/2
. (4.5)
A fit of this equation to the data is shown as the red line in fig. 4.13. The FWHM of the fit is
!
8 log2σ = 105µm.
This value is within the error bars of the FWHM determined by the fit to the energy-resolved source size of
92.8µm. Both data sets strongly indicate that the hot electron sheath has indeed a Gaussian transverse profile,
and the observed angle of beam spread is a result of the Gaussian distribution.
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Figure 4.14: Gaussian shaped target foils. The 10µm thin Cu foil has a Gaussian-shaped impression of about
100µm width and height. The photographs were taken by a light microscope. The drawing on the
right side shows the configuration for the experiment.
These findings lead to the conclusion that Gaussian-shaped target foils could be used to collimate TNSA-protons.
The FWHM of the Gaussian foils should be on the order of 100µm. Following these suggestions, the foils
were made by NanoLabz [282] by order of Sandia National Laboratories for the experimental campaign at Z-
Petawatt in december 2008. The targets were made of 10µm thick Cu foil, with a Gaussian shaped depression
as illustrated in figure 4.14 (right image). Various depressions with varying depths from 0µm (flat foil) to about
100µm (left images) were made. Unfortunately, due to technical difficulties during the manufacture, the targets
did not arrive in time and could therefore not be used in the experiment. Our group decided that the expensive
targets should be used in a separate beam time dedicated especially to this experiment at the end of 2008 or
later. Therefore, only test-experiments will be presented in this section.
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Figure 4.15: Point projection configuration. a) The accelerated protons pass two meshes with different orientation
and at different distances, that are imaged in the RCF stack, allowing to determine to origin of the
point projection. In one experiment, that target was a flat foil, in another one the foil was bent over
a wire. The resulting curved foil had about 150µm height and width, respectively. b) RCF image of
8MeV protons. The imprints of the two meshes are clearly visible.
Despite a possible collimation of the protons, a focusing effect of the Gaussian shaped foils cannot be detected
by the beam size itself, since the focus would be very close to the source. Behind the focus, the beam is again
divergent, resulting in a beam spot in the RCF stack that might be indistinguishable from an unfocused beam.
Therefore, two fine meshes with 750 lines per inch (lpi) were placed close to the foil, as shown in figure 4.15a.
Initially, the foil was flat. The 8.6µm thin, 33.9µm spaced wires imprint in the traversing proton beam [25,209].
The imprint is due to scattering of the protons crossing the material, deflecting them into regions without wires.
This results in a shadow of the mesh, imaged in the RCF detector placed at 39mm distance. The first mesh was
placed at 0.55mm behind the foil, rotated by 45°. The second mesh was placed at 2mm behind the first one.
The imprinted meshes in the beam profile of 8MeV
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Figure 4.16: Measured mesh magnification Mexp versus
geometrical magnification Mg for a flat and
a curved foil, respectively.
protons (EL = 40 J, IL > 5× 1019 W/cm2, Eprot.,max ≈
30MeV) are shown in the gray-scale RCF image in
fig. 4.15b. The rotated mesh is imprinted with a
larger magnification, since it was placed closer to the
source. By counting the lines, the beam radii are ob-
tained as r1 = 813.6µm (24 lines) for the first foil at
d1 = 550µm and r2 = 2475.7µm (73 lines) for the
second one at d2 = 2550µm, respectively. The aver-
aged periodicity of the lines in the RCF, divided by
the mesh periodicity of 33.9µm, can be used to de-
termine the magnification Mexp of the mesh. For the
first one, it is Mexp = 1220/33.9 = 36 and for the sec-
ond Mexp = 412/33.9= 12.2.
Now, the method from ref. [74] is used to determine
the (virtual) origin of the projection. For a point source, Mexp should be the same as the geometrical magnifica-
tion Mg = L/di , with the source-to-detector distance L and source-to-object distance di . Figure 4.16 shows the
measured magnification Mexp versus the geometrical magnification Mg . The data points from the two meshes
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and a flat foil (◦) strongly deviate from the geometrical magnification (—). This discrepancy is explained, in
that the point source of the projection is not at the target rear surface, but some distance x in front of it [74].
In this case, Mexp = (L + x)/(d + x)< Mg = L/d. Therefore,
Mexp = Mg (L + x)/(L +Mg x). (4.6)
Fitting this function to the measured data (—) results in x = (550 ± 50)µm, in good agreement to the data
obtained by refs. [9, 61, 74]. However, these results have to be taken with care. More accurate source size
data can be obtained by using microstructured targets. Tracing back the lines imprinted in the beam from a
microstructured target [9, 61] results in a virtual source of about 5µm diameter, and not a point source. Nev-
ertheless, the projection method can be used to determine whether or not the focusing of curved target foils
works.
The geometrical focusing was tested by bending a flat foil over a thin wire, resulting in a quasi-Gaussian curved
foil in one direction, that is flat in the other direction. Figure 4.15a shows a shadowgram of the mounted foil
before the laser irradiation. The resulting RCF image was similar to the image in fig. 4.15b, however the beam
was slightly elliptical with less extension in the vertical direction than in the horizontal one. This is one indica-
tion that a collimation of the proton beam by shaping the target works. The second indication is the location
of the virtual source. In fig. 4.16 the experimental magnification Mexp versus Mg of the curved foil (+) is now
closer to the geometrical magnification of a point source, located at the target rear side. By fitting eq. (4.6)
to the data (—), the virtual source position is determined to be at = (220± 50)µm. Hence the position of the
point-projection virtual source has moved about (330± 50)µm closer to the target foil. This value is just about
twice the height of the foil, indicating that indeed the protons have travelled through a beam waist after leaving
the target. This is in close analogy to the results obtained with hemispherical targets [29, 79, 80], where the
position of the proton beam waist was found to be very close to twice the sphere’s radius [80].
Further investigations should determine the position of the virtual source for all energies measured with the
RCF stack. It is assumed, that different energies will seem to originate from different virtual source positions,
due to their different divergence (fig. 4.5). Additionally, protons from different source positions will have dif-
ferent opening angles due to the Gaussian-shaped hot electron sheath (fig. 4.13). Hence hemispherical targets
like those used in refs. [29, 79, 80] will result in different focal positions for different energies, in analogy to
chromatic aberrations of an optical lens. This could be compensated by shaping the target as a Gaussian, that
will therefore act as an achromatically corrected proton lens. The experimental realization, unfortunately, has
to be left for a future work.
4.4 Beam control with magnetic fields
The previous sections reported about optimization and beam control by modifying either the laser parameters
or the target geometry. Changing either one or both of these properties has a direct influence on the acceleration
process. This could have the disadvantage, that an improvement of one parameter, e.g., the maximum energy
in case of a cone-shaped target front side, leads to a deterioration of another parameter, e.g., the smoothness
of the beam profile and the emittance. A crucial parameter, currently hindering the broad application of TNSA-
protons is the large opening angle. Gaussian shaped foils could be used to collimate the beam, however the
experimental demonstration still has to be realized.
It is well-known that magnetic fields are ideally suited for guiding an ion beam, due to the Lorentz-force
F = q v × B. For relativistic velocities v , magnetic fields B are more efficient to modify the particle trajectory
than electric fields E. Additionally, the work done on a particle by a magnetic field is zero, hence the particle
velocity is not changed in a magnetic field. At first glance it is obvious that magnetic fields could be used to
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modify the trajectory of TNSA-protons, to control the opening angle of the ions. On second thoughts the use of
magnetic fields might cause problems, since the protons are not emitted from the source as a singly-charged ion
beam, but in form of a quasi-neutral plasma (sec. 2.4) with electrons accompanying the protons. The removal
of the electrons by the magnetic field could lead to strong space-charge forces, leading to a Coulomb explosion
of the remaining protons. This would ultimately destroy the beam emittance, as well as it would increase and
not decrease the opening angle. Therefore it was tested first, if the electrons can be safely removed from the
beam without destroying it. For this experimental test, a magnetic dipole was used to remove the electrons from
the beam. The experiment is similar to the experiment reported in refs. [72, 83]. However, in the experiment
described here the magnet was placed much closer to the source. The experimental set-up and the results
are described in the next section. In a second step, described in section 4.4.2, the beam was injected into
a magnetic quadrupole beam line, demonstrating the world-wide first beam transport and focusing of laser-
accelerated protons.
4.4.1 Magnetic electron removal
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Figure 4.17: Schematic (left) and photography (right) of the electron-stripping experiment. The laser-accelerated,
quasi-neutral electron-proton plasma expands through a wire mesh into a dipole magnet. The elec-
trons are kept back by the magnetic field with 140mT field strength, whereas the protons pass the
magnetic field on nearly straight trajectories. An RCF stack, wrapped in Al-foil, is used to detect the
protons and the imaged mesh.
The experimental set-up is shown in fig. 4.17. The left image shows a schematic of the experiment, the right im-
age shows a photograph of the set-up in the target chamber. The experiment was performed at the Z-Petawatt
laser, with similar laser parameters as already mentioned above. The target was a 25µm thick Cu-foil. At
(3± 0.5)mm distance behind the foil, a wire-mesh with 230 lines per inch (110µm wire distance) was placed
in the proton beam path. The mesh was fixed at the entrance of the dipole magnet, consisting of 47mm long,
10mm wide 4 and 12mm high permanent magnets. The two magnets had a 15mm gap for the proton beam.
The magnetic field strength was measured with a Hall probe to be 240mT on the surface of the magnets and
140mT in the center of the gap. The magnetic field vector is pointing downwards in the schematic in fig. 4.17
and from top to bottom in the photography. The RCF stack for the proton detection was placed either at 2 cm
behind the magnet or at 10 cm behind the target (7.7 cm behind the dipole).
A charged particle moving in a magnetic field is forced on a trajectory with the gyroradius r = p/qB, where
p denotes the particle momentum, q its charge and B the magnetic field strength, respectively. For the dipole
magnet in the experiment, the gyroradius is r = (1−3.2)m for (1-10)MeV protons. The trajectories in fig. 4.17
are exaggeratedly drawn for clarity.
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The electrons are co-moving with the protons, hence their velocities are equal. The velocity of 10MeV protons
is v = 4.4× 107 m/s, this corresponds to a kinetic energy of the co-propagating electrons of Ekin = 5.5 keV only.
The corresponding electron gyroradius is r = 1.8mm, that is much less than the 10mm width of the dipole
magnet. The field of 140mT is strong enough to remove the co-propagating electrons from the quasi-neutral
plasma even as close as 3mm from the target.
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Figure 4.18: Mesh imprint for 8MeV protons 2 cm (left) and 10 cm (right) behind the dipole.
The experimental results are shown in fig. 4.18 for 8MeV protons. Two shots with equal laser and target pa-
rameters are compared. In the first shot, the RCF stack was placed 2 cm behind the dipole. The left image of
fig. 4.18 shows the mesh imprinted in the beam, for a section with ±10° size. The structure is clearly visible and
shows a good contrast. The right image of fig. 4.18 shows the imprint with the RCF placed at 7.7 cm distance
from the dipole. Despite the less coloration due to the larger beam expansion, the section with ±10° size is
nearly identical to the first shot. In both data sets, the total opening angle of the beam is α = (22.5± 0.5)°,
that is the same magnitude as the comparison shot without magnets (see fig. 4.3, at E/Emax = 0.4). A possible
Coulomb-explosion of the beam after the electron removal would result in an increased beam spot at the RCF,
and therefore a larger opening angle. Since this seems to be not the case, this result is one indication that the
removal of the electrons by the magnetic field does not affect the protons.
A better indication of a change in the opening angle is the determination of the virtual source of the point pro-
jection as performed in the section before. For the 2 cm distance shot, the virtual source position is determined
to be at z = [−300,+750]µm, for the 10 cm RCF distance the virtual source is at z = (0± 500)µm. The errors
are very large, due to the error of the mesh position at z = (3± 0.5)mm. The mesh was fixed on the dipole
entrance, the whole device could not be placed more accurately. Compared to the virtual source position of
the experiment without any magnet (sec. 4.3.3) at z = (550± 50)µm, both data sets with the dipole in place
indicate that the virtual source has slightly moved towards the foil, leading to a slightly larger magnification of
the mesh. This would mean, that the opening angle has slightly increased due to the Coulomb repulsion of the
de-neutralized beam. However, a clear answer requires additional and more accurate experiments.
Another indication that the proton expansion is not affected by the electron removal is the still excellent contrast
of the imprinted mesh. The repulsive Coulomb forces between the protons in the de-neutralized beam lead to a
smearing-out of the imprinted wire edges. The image quality is still excellent, leading to the conclusion that the
Coulomb repulsion is quite weak and therefore the electron stripping does neither diminish the beam quality
nor does it significantly change the opening angle of the beam.
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Figure 4.19: 1D-PIC simulation of a plasma expanding into a magnetic field. Initially, the electron (ne) and ion (ni)
densities are equal. Later on, the electrons are stopped in the magnetic field By . Due to the charge
separation an electric field Ez appears.
The analytical estimate from above assumes that the electron-proton plasma is sufficiently thin, i.e., all particles
can be considered free. For a denser plasma, the electric fields between the protons and electrons could be
too strong and could avoid the stopping of the electrons in the dipole. The scenario was simulated with PSC,
since it takes into account the inter-particle forces. The simulation starts with an electron-proton plasma with
a Maxwellian velocity distribution, with N(e,i),0 = 5× 1011, a 12MeV proton temperature and a 6 keV electron
temperature, respectively. The two temperatures lead to equal electron and proton velocities. The spatial
distribution was set-up with an exponentially decaying profile. An externally applied magnetic field of By,0 =
140mT was implemented in the particle mover in PSC. The magnetic field was placed at z = 0.8± 0.5mm. The
field decays as 1/(1+ exp(z)) at the edges, simulating the fringe fields. The simulation was performed in 1D.
The simulation box with a 3 cm length consisted of 3000 cells, with 10µm per cell. Due to the low density and
high temperature, the Debye length is 3.6 cm. The total number of quasi-particles is n= 6.4×105, with initially
4000 particles per cell. The simulation run for 2.4×104 times steps with ∆t = 0.37 ps on one CPU for 48 hours.
The result is shown in fig. 4.19. The upper left image shows the initial distributions of both the electron ne (—)
and ion ni (—) densities, respectively. The magnetic field By (—) stays constant for the whole run. After some
time, the protons have started to expand into the magnetic field (upper right image). The electrons, having
not enough kinetic energy, are being stopped by the B-field. Even for later times (lower images), most of the
protons have already passed the B-field, whereas the electrons are being accumulated at the entrance of the
magnetic field. Due to the charge separation, an electric field Ez (—) with Ey,max = 1.4× 107 V/m appears.
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4.4.2 Transport and focusing with quadrupole magnets
In this section a straightforward approach is presented that uses an ion optical system consisting of novel Per-
manent Magnet mini Quadrupoles (PMQ) with strong field gradients of up to 500T/m, originally developed for
laser-accelerated electrons [285]. A set of two mini quadrupole lenses demonstrates transport and focusing of
laser-accelerated protons in a very reproducible and predictable manner. This approach uses permanent mag-
nets that do not need to be replaced, hence allowing the application in upcoming high-energy, high-repetition
rate lasers, e.g. [286]. Moreover, this approach decouples the acceleration process from the beam transport.
This separation allows for independent optimization of the proton beam generation and of the focusing mecha-
nism. The experiment and results are published in ref. [1].
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Figure 4.20: Scheme of the experimental configuration to transport and focus 14MeV protons. Protons from the
rear-side of the 25µm Cu-foil propagate into the RCF stack with a 5mm diameter central aperture.
This stack detects the initially diverging beam. The protons propagating through the aperture enter
two permanent magnet mini-quadrupole devices (PMQ) that transport and focus the beam 500mm
behind the target. A second RCF stack in the focal plane records the energy-resolved intensity dis-
tribution of the protons.
An initial experiment was carried out at TRIDENT, and obtained a line-focus, whereas the demonstration exper-
iments with a point focus were carried out at the 100TW section of Z-Petawatt. A 25µm thin Cu-foil was used
as target, being hit by the p-polarized laser at an angle of 45°. The RCF stacks in the experiment consisted of
eight layers of type HD-810 and nine layers of MD-V2-55. A scheme of the experimental configuration is shown
in figure 4.20. One RCF stack was placed at (40±1)mm behind the target, detecting the divergent proton beam.
The aperture was 5mm in the center where the protons enter the PMQ beam transport section with a 5mm
aperture in the center as well. Beam blocks consisting of 12.7mm aluminum or 6.35mm stainless steel pro-
tected the PMQs from debris and unwanted irradiation. The magnetic fields were calculated by S. Becker using
a Maxwell-compliant solver for their specific design [287]. These fields were used to determine the positions of
the PMQs and the spectrometer with a tracking algorithm [288].
The goal was to focus 14MeV protons, since this energy is in the central region of the proton energy spectrum
usually produced at TRIDENT and Z-Petawatt. The first PMQ with a 17mm length was placed at a distance of
170mm behind the target, the second quadrupole with a 15mm length was placed 43mm behind the first one.
The focal spot was expected 500mm behind the target, where another RCF stack was placed. The maximum
proton energy was well above 22MeV, which was the upper detection limit of the RCF stacks used. The total
number of particles and their energy spectrum were obtained from the first RCF stack by interpolating over the
aperture in the center. The resulting particle number spectrum dN/dE per unit energy follows the shape from
eq. (3.15) with parameters N0 = 4.9× 1012 and kBT = 1.24MeV.
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A typical beam profile of (14±1)MeV protons is shown
Figure 4.21: Surface plot of the focused protons from
fig. 4.22(b).
in Fig. 4.22(a). The white spot in the center is due
to a hole allowing for the propagation of the protons
through the PMQs. The beam profile shows intensity
modulations that originate from micro-corrugations
of the not-so-perfectly flat target rear surface. The
beam has a diameter of (29.5 ± 2)mm that corre-
sponds to a (20°±1.5°) half opening angle. A sum-
mation of the total signal in Fig. 4.22(a) leads to a
total number of 1.3×1010 protons with (14±1)MeV.
About 7.5×108 protons entered the PMQs. This num-
ber corresponds to 7.5% of the beam injected into
the PMQs. The integration over the spectrum yields
a conversion efficiency of 1% of the laser energy into protons with energies above 4MeV, in agreement with
Ref. [15].
The focusing effect of (14± 1)MeV protons 500mm behind the target is shown in Figs. 4.22(b) and 4.21. The
color-map in (b) was optimized to show the weak background signal, therefore the film appears to have a signal
over the whole area. By integrating over the peak, a total number of 8.4 × 105 protons is obtained. Hence
the transmission through the magnets was 8.4× 105/7.5× 108 = 0.1%. This was expected, since the first PMQ
focused the beam in one plane and defocused the protons in the perpendicular one. The second PMQ’s aperture
then cut most of the beam.
Figure 4.22: (a) Beam profile of (14± 1)MeV protons at 40mm behind the target. (b) Beam spot in the expected
focus 500mm behind the target. (c) The simulation with a tracking algorithm with (14 ± 1)MeV,
neglecting emittance, shows good agreement with the experiment.
Although the PMQs were not especially designed for this beam, a small focal spot was obtained. The spot size
was by far not limited by the emittance, which is on the order of [10−2 − 10−3]pimmmrad [72]. Simulation
results by S. Becker from LMU München show good agreement with the experiment (Fig. 4.22(c)). The RCF
was simulated using an ion beam with a Gaussian initial energy distribution of E = 14MeV and standard de-
viation σ = 1MeV. The PMQ’s aperture encircles the solid angle of the ion beam by orders of magnitude. It
justifies the assumption of a uniform initial particle distribution within a much smaller solid angle in order to
achieve the best possible statistics for the simulation. The number of macro particles was 106. Interactions
(i.e. space charge) were neglected. The horizontal and vertical line-outs of both experiment and simulation
(Fig. 4.24) can be well described by a Lorentzian f (x) = σ/(x2 + σ2) with FWHM 2σ = 286µm horizontally
and 2σ = 173µm vertically, which corresponds to a decrease of the proton beam compared to an unfocused
beam of approximately 103 times. An estimate based on the simulations for an optimized set-up, suggests a
decrease in the focal spot by an additional factor of 5 in both planes, leading to a demagnification by a factor
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Figure 4.23: (a) Horizontal intensity profile through the beam spot in Fig. 4.22b. (◦) shows the experimental data,
(—) represents a line-out through the simulated beam profile. Both curves agree well with a Lorentzian
fit f (x) = σ/(x2 +σ2) (—)) with a FWHM of 2σ = 286µm. (b) The vertical profile fits a Lorentzian
(—) with a FWHM of only 2σ = 173µm.
of 5× 5× 103 = 2.5× 104. Such a small focus is still below the space-charge limit, which can be estimated by
the generalized perveance, entrance radius and focal spot size [280]. Assuming a pulse duration of 0.7 ns from
the drift difference of (14± 1)MeV protons, the space-charge limit for an optimized focus with 5mm aperture
PMQs corresponds to ≈ 109 protons.
The chromatic properties of PMQs yield a focal spot size dependent on the proton energy. Fig. 4.24(a) shows the
ion energy spectrum integrated over an area of 200µm in diameter. The open circles represent the measured
data using the PMQ doublet and the red line displays the calculated proton spectrum for comparison, using the
first RCF stack, under the assumption of an undisturbed propagation of the beam to the same distance. The
energy-dependent flux increase due to the focusing is shown in Fig. 4.24(b). The peak around (14± 1)MeV
protons can clearly be seen. For this specific PMQ-configuration, the flux increase for (14 ± 1)MeV protons
peaked at about a factor of 75. This allows the system to be used as a spatial filter in order to monochromatize
the ion energy spectrum. For an optimization and increased coupling efficiency into the ion optics section, the
magnets can be placed closer to the source in combination with an increased aperture of the second PMQ. The
latter becomes necessary due to defocusing of the first PMQ in one plane, as well as the space-charge limitation
mentioned above that decreases with increasing entrance radius.
(a) (b)
Figure 4.24: (a) 500mm behind the target, in a small area with 200µm diameter, the proton spectrum without the
PMQs exhibits the usual spectrum (—). In contrast, the spectrum with PMQs shows a strong signal
enhancement, that peaks at the precise design value of 14MeV. (b) The proton flux peaks at 14MeV
with nearly 75 times more protons per area compared to the case without PMQs.
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5 Three-dimensional proton expansion model
The previous chapter reported the experimental results obtained for this thesis. It was shown, that the profile
of the laser focal spot can be used to partially shape the proton beam. This laser beam imprinting effect can be
compensated by increasing the thick targets. With thicker targets, the proton beam becomes smoother and the
laser beam imprint becomes weaker.
More general, it was demonstrated in the last chapter, that the properties of TNSA-protons are very similar,
independent of the laser system. The beam parameters spectrum, opening angle and source size always show
a similar shape. Current one-dimensional plasma expansion models show the affinity to a quasi-neutral, self-
similar plasma expansion. However, up to date there is no published three-dimensional model that can be used
to reproduce all parameters of TNSA proton beams. Instead, one still has to rely on time and computing-power
consuming simulations. The plasma expansion models (sec. 2.4) can only be used to determine one-dimensional
parameters as spectrum and maximum energy, respectively.
The time history of the ion acceleration process can be roughly divided in three stages [86]: (i) before substan-
tial ion motion sets in; (ii) the expansion stage (free drift) and (iii) an intermediate stage where the ions get
most of their energy. The duration δt of the first stage, where the atoms have already been ionized but have
not started moving, can be estimated by the time the ions need to move a distance of the initial Debye length
λD in the field E0 (eq. (2.43)): δt =
!
mpλD/(eE0). For the parameters of the standard case from chapter 2
(ne,0 = 1.4 × 1020 cm−3, kBT = 1MeV) this time is δt = 54 fs. This time is negligible compared to the total
acceleration time of about 1 ps (isothermal case) or even more (adiabatic case).
In the following, first a model of the second stage (free expansion) after the acceleration will be developed. The
model is based on a quasi-neutral plasma expansion. It can be used to determine the opening angle and beam
shape of a single proton energy. Furthermore, it has been used to explain the laser focal spot impact as well as
the influence of the target thickness on TNSA-protons [2].
For the intermediate stage – the actual acceleration process – an empirical model is presented in sec. 5.2 that is
able to reproduce all parameters of TNSA-protons. Furthermore, the model can be used to explain the imaging
of target surface grooves into the RCF stack and to reconstruct the hot electron sheath in 3D.
5.1 Sheath-Accelerated Beam Ray-tracing for IoN Analysis code - SABRINA
A full 3D-model of the electron generation and transport in the experiments is beyond the capacity of current
computer codes and needs a more simplified approach. The model described in this section neglects the actual
acceleration process. The model describes the expansion stage, i.e., after the acceleration stage. The model
will be used to explain the experiments on the laser beam profile impression and the beam smoothing by the
target thickness. It takes into account the electron transport through the target and is used to describe the shape
of the proton beam in the RCF stack, depending on the shape of the laser beam and the target thickness. The
numerical implementation has been labeled Sheath-Accelerated Beam Ray-tracing for IoN Analysis code, SABRINA.
The physical picture is as follows: The laser interacts with the electrons of the pre-plasma formed by the pre-
pulse and transfers a large fraction of its energy to hot electrons [167]. The hot electrons are approximated
by a Boltzmann distribution with a temperature given by eq. (2.28). The hot electron temperature depends on
the laser intensity only. Since for the elongated astigmatic foci there is no simple way to obtain the intensity by
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taking just the FWHM, the intensity of the laser pulse was calculated by counting all pixels above 50% of the
maximum in the recorded focal spot images (see fig. 4.12a for an example). This value is used for the area of
the focus. The intensity is then just the laser energy divided by the pulse duration and this area. It was assumed
that the spatial distribution of the hot electrons closely follows the laser beam profile, with an average electron
energy that is calculated with eq. (2.28). The huge amount of MeV-electrons results in a mega-ampere electron
current that is transported through the target. Integrated 3D hybrid-PIC simulations of laser interaction and
electron transport with thin foils (10µm) show that the electrons propagate nearly ballistically through the
target [289], whereas 3D-simulations by hybrid-PIC without laser-interaction and thicker foils [222] indicate a
collimated transport guided by magnetic fields and possible filamentation of the electron current into beamlets.
However, most of the experimental results (see refs. [182,224] for a short summary) show a divergent electron
transport. Therefore, and for simplicity, a possible collimation by a magnetic field is neglected. Nevertheless,
due to the solid-state density of the cold target there will be collisions by the electrons with the background
material that tend to broaden the electron current distribution. This contribution of multiple small-angle scat-
tering leads to an angular broadening of the electrons. In this model Moliéres theory of multiple scattering by
Bethe [225] is used to calculate the broadening of the electrons. The angular broadening is given by eq. (2.30).
After passing the target the electrons form the dense sheath at the rear side that accelerates the protons. In the
framework of an electrostatic, quasi-neutral ideal two-fluid model [244] the electric field driving the expansion
only depends on the gradient of the electron pressure (eq. (2.49)):
Ees =
−∇pe
enhot
= −∇
&
nhotkBThot
'
enhot
. (5.1)
The angular direction of the protons therefore depends on the gradient of the electron sheath:
αprot ∝ ∇nhotnhot . (5.2)
The algorithm takes the laser beam profile as input. The broadening due to small-angle scattering is represented
by convolving the electron distribution (i.e., the laser focus image) with a Gaussian angular distribution with a
FWHM angle from Moliéres theory at an energy that corresponds to kBThot. The result represents the electron
sheath at the rear side; this is then divided into a grid. The normal direction is then calculated for each grid
element. In this approximation of a quasi-neutral plasma the longitudinal electric field is proportional to the
height of the sheath. Therefore the higher energy protons originate from the outer region (in longitudinal di-
rection) of the sheath.
Similar to the model by Ruhl et al. [87], the effect of the grooves at the rear side was included as a sinusoidal
perturbation δα in the angle of expansion,
δα= A sin
#
2pix
λ
$
, (5.3)
with a periodicity λ of 5µm or 10µm and an amplitude A fit to the data (the amplitude just controls the visibility
of the lines). Depending on the initial line orientation at the target the perturbation was taken either in x- or in
y-direction.
The height of the sheath cannot be calculated by taking the laser beam profile measurements. Since the pro-
tons expand in direction of the sheath normal, the measured angle of beam spread is used to adjust the height
of the sheath until the simulated beam fits the measured one. The model therefore allows for a reconstruction
of the shape of the plasma sheath at the end of the acceleration, that determines the proton’s angular expansion.
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Figure 5.1: Simulated proton beam profile for a 50µm thick Au target. The laser focus (a) is taken as an input pa-
rameter, the intensity of this shot was 7.3× 1018 W/cm2, resulting in hot electrons with a temperature
of 1MeV. The broadening due to small-angle scattering leads to a smooth rear side electron distribu-
tion (b), that in turn shows a smooth simulated proton image (c) that closely reproduces the measured
5MeV proton image (d). The 15µm height of the sheath was fit so that the divergence of the simulated
and measured beam overlaps. The ring visible in (d) is a result of the transmission scan through the
two active layers in MD-55.
5.1.1 Application: Electron transport in solids
Fig. 5.1 shows the application of the model to an experiment with a 50µm Au-foil that had 5µm grooves at the
rear side. Fig. 5.1a shows the measured laser focus with an intensity of 7.3× 1018 W/cm2. The ponderomotive
potential is 0.75MeV, that results in a hot-electron temperature of 1MeV. The full angular broadening of the hot
electrons with a kinetic energy of 1MeV then is 68° FWHM. It has been assumed that only the upper 70 % of the
sheath contribute to the 5MeV protons that were measured in the experiments. This value is motivated be the
argument that protons above that 5MeV are between 62.5% and 83% of the maximum energy, as determined
in subsection 4.3.2. It is worth noting that below 60% of the sheath, it has – due to the Gaussian shape – a
reflection point that leads to rings in the image as pointed out by Brambrink et al. [290]. Those rings were not
seen in our experimental data.
The resulting distribution at the rear side is shown in Fig. 5.1b. A best fit with SABRINA to the experiment is ob-
tained by adjusting the height of this sheath to 15µm, see Figs. 5.1c and 5.1d for a comparison of 5MeV protons.
The height of 15µm is comparable to values already published in literature [26] and leads to an acceleration
time on the order of a ps. In both model and experiment the source size can be deduced to be (95±15)µm. Al-
though the broadening angle calculated by small-angle scattering reproduces this experimental data point, this
value does not fit for different energies of the protons. The maximum proton energy was ≈ 7MeV with a source
size of 65µm. As mentioned before, there could have been higher energy protons, above 7MeV and below the
Chapter 5. Three-dimensional proton expansion model 91
detection threshold of the next RCF, with less source size. The 7MeV protons’ source size implies an electron
transport cone angle of 24°, that is close to the value reported in ref. [76] with a similar target but for a lower
proton energy. However, a SABRINA simulation with this small angle does not reproduce the measured beam
profile. The measured profile instead can be reproduced by taking the broadening of 68° FWHM and only the
upper 5% of the resulting rear side sheath. A test with different shots indeed shows that beam profiles for the
highest-energy protons can be reproduced by taking only the upper few percent of the simulated sheath profile.
The profiles for lower energetic protons then can be simulated by subsequently taking more of the sheath.
This leads to the following physical picture: The electron sheath is fully developed before significant expansion
of the protons occurs. The protons with the highest energy are accelerated by the strongest part of the electric
field that has its maximum in the center. The accelerating electric field amplitude decays like a Gaussian in the
transverse direction, therefore lower energy protons originate from larger sources, see Fig. 4.4. The height of
the sheath determines the angular expansion.
Next this model is compared to data from experiments with 13µm thick Au foils. An experimental result
from TRIDENT (I = 2.5× 1018 W/cm2, Upond = 0.26MeV, kBThot = 0.7MeV) shall be reproduced. The angular
broadening due to multiple small-angle scattering is 42° FWHM. Figure 5.2a shows the measured laser beam
profile. The proton beam profile is shown in Fig. 5.2b. Despite the ellipse due to the laser beam profile the lower
part of the image shows vertical lines from the grooved target surface. The source size of this part is 130µm.
In the upper part the former vertical lines were bent to the left, and they have less contrast than the lines in
the lower part. The large source size would imply a very large electron transport cone angle of 148° FWHM,
that is more than two times the angle by small-angle scattering. Indeed, neither a SABRINA simulation with
broadening due to small-angle scattering only (see Fig. 5.2c) nor a simulation with 148° broadening (Fig. 5.2d)
coincide with the measured data. The shape of the image produced by the small-angle scattering calculation
roughly fits the intense elliptical part of the measured data. The round part is reasonably reproduced by the
calculation with the large cone angle.
This could imply that two different proton beams overlap in the temporally integrating detector. If there had
been two temporally separated populations however, the straight lines from the large angle part should overlap
with the elliptical part and should be visible everywhere in the measured data. A close inspection does not show
any lines in the elliptical part, although the RCF was not saturated. Instead, there is a slight bending of the
lines, that was even more visible in different shots. Therefore it is concluded that the image was not produced
by two different proton beams.
The measurements can be approximated however, by keeping the broadening of 42° by small-angle scattering
and additionally by magnifying (interpolating) the laser focus image up to the measured source size. This results
in a rear-side sheath that follows the laser beam topology. Fig. 5.2e shows the sheath, the height of 200µm was
fit to result in a beam divergence that matches the measured data. The resulting proton beam profile is shown
in Figure 5.2f and shows a reasonable agreement with the experiment. For this reproduction of the beam profile
the source size had to be increased by a factor of three. The most energetic protons of this shot had an energy
of 7MeV with a source size of 80µm. Again a SABRINA simulation shows that only the case where the upper
5% of the sheath that was fit to the 5MeV protons is taken shows good agreement. The same is found for thin
targets compared to thick ones for the experiments at LULI: The SABRINA-model can be used to reproduce the
shape and source size of laser-accelerated protons for thick targets. For thin targets the shape of the sheath
can be estimated by the assumption of multiple small-angle scattering, too. However, the size of the resulting
sheath must be increased several times (up to a factor 5) to match the measured source sizes.
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Figure 5.2: Simulated images for a thin 13µmAu target. (a) The laser focus was taken as input, (b) shows the mea-
sured beam profile for 5MeV protons. Semi-transparent lines have been overlapped to enhance the
visibility of the grooves imaged in the RCF. (c) The simulation with broadening due to small-angle scat-
tering only shows a strongly deformed proton beam profile, (d) whereas a broadening with α= 148° up
to the measured source size of 130µm shows a beam without ellipse. (e) The measurements can be
simulated however, by magnifying (interpolating) the laser focus image to the measured source size
and by taking a broadening due to small-angle scattering for homogenization. This results in a rear-
side sheath that closely follows the laser beam topology. The height of 200µm was fit to result in a
beam divergence that fits to the measured data. (f) The resulting proton beam profile shows a reason-
able agreement with the experiment.
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5.1.2 Discussion
There are several physical mechanisms that can be responsible for the large source sizes that were measured
with thin targets. First there could be some transverse spreading of the electrons at the rear side, as reported
recently by McKenna et al. [63]. The velocity of the spreading observed there is constant with ≈ 3/4 c (where
c is the speed of light in vacuum). The sheath for TRIDENT in the section above, is about twice the size of the
laser focus. This would correspond to a time duration of the electron spreading of 50µm/2.25×108 m/s= 222 fs
if a uniform electron velocity is assumed. This is a factor of four less than the laser pulse duration, so it seems
to have no relation with the laser. Additionally, a constant spread velocity of the sheath would result in an
isotropisation of the elongated sheath, since the thin side will – relatively to its initial size – expand much more
than the long side, leading to a decrease in aspect ratio. The SABRINA simulation from above, however, shows
that the aspect ratio of the sheath closely follows the laser beam. Therefore a transverse spread as reported in
ref. [63] seems not to explain the results in this work.
Another possibility could be the existence of two different electron populations like those measured by Gremillet
et al. [215] and just recently by Santos et al. [162]. They report about a fast, strongly collimated (jet-like) hot
MeV-electron beam and a second, much broader electron bulk component. Although their measurements were
either done with insulating glass targets at high laser energy [215] or aluminum foils at low laser energy [162],
two electron populations could exist in the current experiments at high laser energy and gold foils, too. Both
electron populations expand fast enough to overlap at the rear side and could contribute to the proton accel-
eration. However, as stated by ref. [162] the collimated feature contains only very little energy around 1 %
of the laser energy, compared to the 35% energy contained in the bulk part. In addition to that is the bulk’s
divergence angle of 35°± 5° determined there too small to explain the findings in our experiments.
The next possibility that could explain the large source sizes for thin targets could be the inhibition of the elec-
tron transport [169,196]. The strong electromagnetic fields generated at the front side inhibit a large amount
of electrons from entering the target. It has been determined by numerically modeling the electron transport in
Aluminum foils, that for thicknesses below 20µm [169] the electromagnetic fields dominate the electron trans-
port. For larger distances, the transport is dominated by collisions. The foils used in the experiment consisted of
Gold, that is much denser. Hence the collision-dominated regime should be closer to the surface. Nevertheless,
the computer simulations and experiments [291] have shown that for target thicknesses below 15µm the tar-
gets are much more heated by the slow electrons that are trapped in the electromagnetic fields. This could lead
to a larger transverse extension of the hot electron sheath at the rear side. An increased temperature should
lead to an increased maximum energy of the accelerated protons. However, this has not been observed in the
experiments.
Another reason for the observed source sizes could be recirculation of the hot electrons. Since the sheath field
at the rear side is convex (e.g. like a Gaussian), it can act as a weak focusing lens for the reflected electrons.
At the front side they can either enter the area of the laser focus again or they will be pushed back into the
target by the charge-separation field at the front side. This can lead to an increase of the sheath density and
temperature, hence to an increase of the electric field. Electrons with a velocity close to the speed of light can
travel back and forth (re-flux) the thin target for about 10 times during the laser pulse duration of ≈ 1 ps. The
range of 1MeV electrons in (cold) gold is ≈ 150µm [292], so the electrons keep re-fluxing when the laser is
off until their energy is lost. Recirculation effects [293] are much less important for the thick targets where
the electrons travel only 3 times through a 50µm foil while the laser is on. Measurements and modeling of
Cu-Kα x-ray emission and electron transport by irradiating copper foils with similar intensities as in this article
support this argument [229, 294]. Additionally it is possible that the electrons were injected with a certain
angular distribution. The injection depends on the pre-plasma profile as well as on the laser beam topology and
therefore is hard to estimate and needs a fully detailed three-dimensional computer simulation.
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5.1.3 Conclusion
The Sheath-Accelerated Beam Ray-tracing for IoN Analysis code, SABRINA, has been developed, that takes the
laser beam parameters as input and calculates the shape of the proton distribution in the detector. The electron
transport was modeled to closely follow the laser beam profile topology and a broadening due to small-angle
collisions was assumed. It was shown that broadening due to small-angle collisions is the major effect to de-
scribe the source size of protons for thick target foils (50µm). In contrast to that, thin target foils (13µm) show
much larger sources than expected due to small-angle collisions. The physical reason behind this observation
stays unclear and is most likely the result of electron re-fluxing.
These conclusions are even further complicated by a publication early of this year by Green et al. [182], show-
ing an increasing electron divergence with laser intensity. The intensities treated in this thesis are all between
I = 1018 − 5× 1019 W/cm2. Following their conclusion the fast-electron divergence would be constant, at about
(20−35)° FWHM. The collisionless PIC simulations in ref. [182] were interpreted, in that this angle is generated
at the laser-interaction zone already, in agreement with the findings of the collisional simulations by Welch et
al. [289] as well as in the simulations performed in the framework of this thesis, shown in fig. 2.14.
Contradictory to that, an injection angle of ≈ 30° is in close agreement with collisional simulations of the elec-
tron transport by Honrubia et al. [222]. In the reference, an electron distribution with this opening angle was
injected into a preformed plasma in front of a solid target, just as depicted in fig. 2.5. Their simulations show
first a collimation by the magnetic field (for z < 10µm) and later on a strong divergence that is attributed to col-
lisions. Hence it can be doubted that the injection angle of the electrons at the front side of the target is identical
to the angle measured in ref. [182] by Kα-spectroscopy inside the target, further confusing the interpretation
of experimental data. Additionally, computer simulations indicate a collision-dominated transport for thicker
targets [169,222], with the result of a quadratic increase of the electron broadening angle with thickness (see
fig. 2.6).
In summary it is concluded, that the shape of the sheath at the rear side of thick targets can be estimated
by a simple model of broadening due to multiple small-angle scattering, but it fails for the description of the
sheath broadening in thin targets. A clear answer of the physical mechanism behind the large source sizes
and sheath profiles requires further full-scale integrated three-dimensional computer simulations containing
the laser-plasma interaction as well as the electron transport and further progress in the experimental measure-
ments of the electron transport, which are beyond the possibilities of this work and left for the future.
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5.2 3D-model based on flow characteristics
SABRINA can be used to explain the beam profile of TNSA-protons in dependence on the laser beam profile and
target thickness. However, only one RCF image and the corresponding sheath height after the acceleration can
be determined in one simulation run. A more realistic description of TNSA must include the acceleration process
as well as the full beam, including all energies. The framework of a plasma expansion model would include
the solution of the fluid equations and the Poisson equation in three spatial dimensions. The numerical solution
would most likely be as complex as the PSC, and most likely be not much faster in execution speed. In this
section a different approach is presented, that uses much simpler transfer functions for the flow expansion. The
model reproduces all features measured with RCF imaging spectroscopy and can be used to fully reconstruct
the beam. The model relies on the observations presented in the experimental chapter, as well as on two-
dimensional PIC-simulations. The first version of the model has been developed by Hartmut Ruhl [87, 88]. A
refined version, as well as the motivation by numerically calculating the expansion of a Gaussian, quasi-neutral
plasma has been worked out in this thesis by the author in close collaboration with Hartmut Ruhl.
5.2.1 Essential physics of flow expansion
In this section an empirical method to characterize the expansion of laser-accelerated proton flows is developed.
The procedure follows the description in ref. [12], here in more detail. It is possible to understand the essential
physics of flow expansion of a plasma plume with an analytical solution by Dorozhkina & Semenov [295,296].
The evolution of electrons and ions during plasma expansion is described by the Vlasov kinetic equations: ∂
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where me is the electron mass, Z and mi are the ion charge and mass, respectively. Φ(x , t) is the electric potential
arising as a result of of the charge separation during the expansion of the plasma, that is consistent with the
Poisson equation:
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∂ x2k
= 4pie(ne − Zni), (5.6)
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ne,i is the electron or ion density. If quasi-neutrality is assumed, Zni = ne, the excitation of plasma waves is
prevented. Therefore fast changes in time, like plasma oscillations, will be neglected ∂t is set to zero. The slow
motion in time is still covered by the convective derivative v∂x .
The electric field can be expressed by equation (5.6), by inserting the distribution functions and by calculating
the first moment (
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The strong assumption of quasi-neutrality is usually good for expanding flows, and it is required to obtain simple
closed analytical solutions. Murakami and Basko [239] found a self-similar solution for non-neutral expansion,
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but it is analytically solvable only for special geometries. Quasi-neutrality also forces the mean flow velocities
ue,k(x , t) and ui,k(x , t) with k = x , y, z to be equal. Dorozhkina and Semenov get an analytical solution of
eqns. (5.4), (5.5) and (5.6) that depends on time-dependent scale lengths Lk, defined by the second moments
of the electron distribution function:
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where csk with k = x , y, z are the sound speeds. They are determined by initial values of electron and ion
thermal velocities vT (e,i),k =
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The following assumption is made for a self-similar solution for the electron and ion distribution function:
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These equations can be used to calculate the electric field given by eq. (5.8). Inserting the distribution functions
gives
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where vTi,k % vTe,k ≈ csk has been assumed in the last step. Equation (5.15) shows that only the thermal
pressures (p ≈ ∇ne ≈ 1/Lk) of all flow constituents add to the electric field while the mean velocities ue and ui
cancel out. At the bunch periphery where the quasineutral approximation is not valid, the above equation is not
valid either.
The electric field accelerates the flow velocity as
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This equation can be solved by separation of variables ui,k = xk gk(t). Insertion results in
∂ gk(t)
∂ t
+ g2k(t) =
c2sk L
2
k
(L2k + c
2
sk t
2)2
. (5.18)
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This Ricatti-ODE can be solved with g(t) = c2sk t/(L
2
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2), yielding the following nonlinear differential equa-
tion for the ion mean velocity:
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The expanding ion density can be calculated with ni =
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This concludes the summary of the results for the expansion of a plasma plume obtained by Dorozhkina et
al. [295,296].
In the following the analytical solution by Dorozhkina et al. is compared to numerical solutions. In particular,
the limiting velocity of the flow is determined in presence of a sharp cutoff in the density profile at low ion
density. In order to obtain the velocity of an ion, the motion of a single ion within the self-consistent velocity
field given by eqn. (5.19) is considered. The equations of motion are
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where Bk = c2sk/L
2
k . Eqn. (5.21) can be integrated to obtain the ion trajectories as a function of their initial
position xk0
xik∫
xik0
drk
rk
=
t∫
0
ds
Bk s
1+ Bk s2
. (5.22)
The result for xik ≥ xik0 > 0, xik ≤ xik0 < 0, and t ≥ 0 is
xik = xik0
!
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Performing the coordinate transformation eqn. (5.23) in eqn. (5.19) the ion velocity as a function of the initial
ion position xik0 is obtained as
uik(xik0, t) =
xik0 Bk t!
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Bk (5.24)
for t →∞. The peak velocity of an ion depends on its initial position xik0, charge state Zi , the masses mi and
me, and the thermal velocities vTik and vTek, respectively. For xik0 = 0 an ion is in the center of the plasma plume
with uik
&
xik0, t
'
= 0. The solution shows that there is a maximum velocity for each ion in the flow. The largest
divergence angles θix and θiy are
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Now, the RCF signal for a spherical plasma expansion will be calculated. A schematic is shown in fig. 5.3. The
plasma has initially the radius r0. Later on, it is expanded to the radius r. At z = zRCF the detector is placed,
sensitive to ions of the energy E = ERCF. For a spherical plasma plume Bk = B holds for k = 1,2,3. The fluid
velocities are expressed as functions of position, dropping ion and electron labels,
uk(xk, xk0) = xk0
-
B
J
1− x
2
k0
x2k
. (5.26)
In what follows the ions are protons. It is assumed that protons start
r
E = E 
0
r
zRCF
RCF
RCF 
Figure 5.3: Scheme of a spherical
plasma expanding into an
RCF detector.
from initial positions x0 = r0 sinθ sinφ, y0 = r0 sinθ cosφ, and z0 =
r0 cosθ . Further it is assumed, that the target expansion is spherical
meaning x = r sinθ sinφ, y = r sinθ cosφ, and z = r cosθ . Protons
hitting the RCF detector have positions x , y, zRCF. After some algebra
the following relation is obtained for the energy of a proton hitting
the RCF detector
ERCF =
1
2
Bmp r
2
0
+
1− r
2
0
r2
,
, (5.27)
with r2 = x2 + y2 + z2RCF. The initial density profile of the plasma
plume is assumed to scale like
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where Lk = L for k = 1,2,3 denotes the density scale length. According to eq. (5.20) the density as a function
of time, n(r, t), scales as
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where r is given by r(t)2 = r20
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from eq. (5.23). The RCF measures particles with the energy ERCF,
hence the time t can be eliminated by the energy relation eq. (5.27) and r(t). The solution is
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The energy ERCF is arbitrary. For rmin > r, where r is the distance from the origin to a point in the detector,
no protons are recorded. This implies that a ring like structure is generated in the detector. To give an exam-
ple, eq. (5.29) is compared a numerical solution of the expansion. The density profile given in eq. (5.28) is
represented by quasi-elements, which move according to the solutions given in eqs. (5.23) and (5.24). Quasi-
particles with 2MeV are recorded in the RCF at 100µm distance from the center of the plasma plume. The
initial electron temperature is 1MeV, the scale length is L = 10µm (B = 1024 s−2). Figure 5.4 shows the re-
sult. 5× 107 quasi-particles were sampled in 2000 time steps up to 100 ps. The background image shows the
density distribution of the ions detected in the RCF. The red curve is a lineout at y = 0, smoothed by ±7µm in
y-direction and ±3.5µm in x-direction. The blue curve is the plot of eq. (5.29). Both curves were normalized
to 1. In a real experiment the scale length of the measured profile depends on the magnitude of B, hence it
determines how the flow expands over time.
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Figure 5.4: Particle simulation of the expansion of a plasma plume in 3D as RCF would record it for protons. The
parameters are: n0 = 6.65 · 1028 m−3, B = 1024 s−2 and L = 10µm. The plume contains 2.7 · 1014 ions.
The RCF is placed at 100µm distance from the center. Ions with 2MeV energy are recorded. The
picture has been taken after 100ps, at this point in time about 4.8 · 1012 ions are recorded in the RCF.
(—) is a line-out at y = 0, (—) is the plot of eq. (5.29).
The important finding from this example is, that the imaging property of the expanding plasma is not an effect,
that can be described by optical, geometrical methods (i.e., straight rays). Instead, the imaging depends on the
velocity field of the protons. For this imaging no geometrical deformation of the target sheath is necessary. This
new finding is in contrast to the model of the previous chapter, where a deformation is explicitly necessary. This
is the major difference between the approach that takes into account the acceleration and an approach based
on simple ray-tracing after the acceleration phase.
In order to determine how images of corrugations look, e.g. the grooves from a micro-structured target rear
side, an assumption of how perturbations propagate has to be made. They can propagate as plasma excitations.
This would mean that they propagate with the local sound speed cs on top of the flow. However, there is also the
possibility that perturbations propagate kinetically within the expanding flow. In that case they do not trigger
plasma excitations. It is assumed that the second is the case. Further, the perturbations shall be weak. Then the
following equations of motion for those fluid elements that undergo perturbations have to be solved.
dxk
d t
=
Bk xk0 t!
1+ Bk t2
+δuk , (5.31)
where δuk can be a function of the xk0. The solutions of eq. (5.31) are
xk = xk0
!
1+ Bk t2 +δuk t . (5.32)
Equation (5.32) can be solved for t. Since t > 0 has to hold it is
t = − δuk xk
Bk x2k0 −δu2k +
J+
δuk xk
Bk x2k0 −δu2k
,2
+
x2k − x2k0
Bk x2k0 −δu2k . (5.33)
Equation (5.33) can be used to express the flow velocity as a function of the flow position as done in the previous
example. It is, however, difficult to calculate the detector response analytically. The reason is that not all ions
are effected by perturbations. Typically only those residing at the surface will be modestly perturbed due to the
initial violation of quasi-neutrality at the surface.
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5.2.2 The Charged Particle Transfer code - CPT
In the following a particle code is developed, that uses an approximation for the proton trajectories as a function
of their initial positions and time. This code is called Charged Particle Transfer - CPT. With the code it is easy to
propagate each fluid element separately and to accumulate its response in the detector. The analytical solutions
for the expansion of a plasma plume are used as a guideline for the proton trajectories in the CPT. Experimental
image data from chapter 4 serves to improve these approximations.
Prior to this it is demonstrated how CPT works. First, a two-dimensional (2D) PIC simulation with the PSC
code is performed, showing the generation of the 2D equivalent of lines in RCF-stacks. The simulation has been
carried out by Hartmut Ruhl. The simulation box (x × y × z) for the PSC-simulation is (1µm× 40µm× 15)µm
large. The target in the simulation consists of a substrate of heavy material of thickness ds = 1µm with ms =
100 mp, where mp is the proton mass. The substrate is coated with a proton film of thickness df = 0.1µm. The
whole target is singly ionized. The ion densities of the substrate and the film are both ni = 5 · 1022 cm−3, about
1/10 solid density. A resolution of 30 cells per micron is used. The initial electron and ion temperatures are
Te = 1keV and Ti = 0keV, respectively. The laser intensity is Iλ2 = 5 ·1018 Wcm−2µm2. The laser beam has a line
focus along x . The focal spot diameter along y at FWHM is 10µm. The temporal envelope of the laser pulse
is Gaussian with 200 fs at FWHM. The peak of the laser pulse is located 60µm in front of the foil at t = 0. The
rear surface of the foil has sinusoidal micro-grooves with a wavelength of 2.5µm and an amplitude of 0.1µm.
The simulation runs for about 1ps. The target in the simulation has been chosen such that in essential aspects
it is as close to reality as possible but still feasible from the perspective of computational cost. To calculate the
RCF detector response for the accelerated beam of protons obtained in the simulation a realistic detector model
has been implemented in PSC that makes use of the stopping power characteristics of RCF for protons [254].
Figure 5.5 shows the proton phase space from the PSC simulation. Plot (a) gives the yz-plane. The plot shows
the evolution of the proton flow with imprinted lines. The lines are flow perturbations generated by the elec-
tric field in the micro-grooves at the back surface of the target described in the simulation. An approximation
for this electric field can be obtained from eq. (5.8). Neglecting the proton motion and assuming a Gaussian
electron distribution the field is E ≈ kBTe∇ne/q ne (see eq. (2.49)). This field is normal to iso-density contour
surfaces and micro-focuses the protons at early times. Plot (b) shows the αypz-plane at 613 fs after the onset
of the simulations. At this time the laser has already left the simulation box. The plot shows which structure
information an RCF-detector will record at various pz. The blue bar at the right side of the plot indicates the
momentum range where regular groove patterns are to be expected in an RCF-stack detector. The red bar indi-
cates the momentum range where ring structures with variable radii should appear. The green bar indicates the
momentum range without any useful image information. Plots (c,d) show maps of the divergence angles θx and
θy in color scales at 613 fs. While only two single bright dots are visible in plot (c) four individually resolved
dots can be seen in plot (d). The two dots in plot (c) represent a ring structure in 2D. As can be seen rings occur
at lower energies while they are absent at higher energies. Plot (a) of Fig. 5.5 shows that the divergence angles
of the flow are largest in the center, where laser-heating of electrons is strongest, and that they are smallest
at peripheral target locations. The rings are composed of protons originating from target locations between
large and small divergence angles. In case the detector has a broad momentum acceptance of 0.06 ≤ pz ≤ 0.08
(1.67MeV ≤ Ez ≤ 3MeV) centered around pz = 0.07 (Ez = 2.3MeV) it will record a ring with a dark dot in the
center from protons with small momenta pz. From plot (a) is is determined that those come from the peripheral
target locations. The flow perturbations widen as the flow expands. However, they cannot overcome the overall
expansion of the flow.
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see the flow perturbations widen as the flow expands. How-
ever, they cannot overcome the overall expansion of the flow.
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FIG. 2. Image classes obtained by a 2D PSC simulation. Plot (a)
shows the yz-plane of the proton phase space at t = 613fs. Micro–
corrugations are embedded into the flow. The red lines (ring region)
define the momentum range 0.0775≤ pz/mpc≤ 0.0825 and the blue
ones (no rings) 0.085 ≤ pz/mpc ≤ 0.09. Both regions overlap in
configuration space as is indicated by the blue and red lines in plot
(a). Plot (b) shows the !ypz-plane. The plot illustrates the different
classes of images for various momenta pz. The blue bar indicates the
section of momentum space that generates regular groove patterns in
the RCF-detector, the red bar shows the momentum range for which
rings form, and the green bar represents the momentum range with-
out images. Plot (c) shows the !x!y-plane for the momentum range
bounded by the red bar in plot (b). Plot (d) shows the same for the
momentum range bounded by the blue bar in (b). The asymmetry of
the dots in plot (d) is due to the laser not hitting the symmetry axis
of the target. This artefact shows how sensitive the image formation
process is.
In this section we try to approximately reconstruct the trans-
fer function of the laser-accelerated proton flow form a re-
cent experiment conducted at LULI. The experiments were
performed using the 100 TW laser at the Laboratoire pour
l’Utilisation des Lasers Intenses (LULI). It produces pulses
of approximately 20−30J of "= 1µm light. The pulse dura-
tion and focal spot at FWHM are 320fs and 6µm respectively.
The laser pre-pulse level is smaller than 6 · 1012 Wcm−2. It
produces a preformed plasma with two exponential density
scale lengths. They are measured by a 0.3ps interferomet-
ric probe at 0.35µm. In the low density region the scale
length is approximately 30µm up to a density of approxi-
mately 1020 cm−3. In the high density region the scale length
is approximately 3µm up to solid density. Targets are irradi-
ated at normal incidence.
Figure 3 shows the proton angular distribution recorded in
radiochromic film (RCF) densitometry media for two differ-
ent energy ranges centered around 1.54MeV for plot (a) and
4.35MeV for plot (b). The target used for this shot is non-
heated 40µm Al irradiated at 5 · 1018 Wcm−2. The RCF-stack
detector was placed 3cm behind the target foil. Preferen-
tially sensitive to penetrating protons, RCF provides a high
dynamic range, continuous spatial readout of the proton flu-
ence in known coarsely resolved steps of proton energy. It
is void of saturation effects known for other detectors (e.g.
CR39) that can lead to misinterpretation of the observed pat-
terns. we estimate that more than 90% of the measured yield
in RCF is from protons accelerated from the target rear sur-
face.
Figure 4 shows the angular distribution of protons acceler-
ated from a 20µm non-heated solid aluminum target irradi-
ated at 3 · 1019 Wcm−2. The RC-film shown in plot (a) cor-
responds to protons centered around 3.8MeV, in plot (b) to
protons centered around 6.7MeV, and in plot (c) to protons
centered around 14.9MeV. The RC-films were placed 6.4cm
behind the target foil. The RC-films used in Fig. 4 are of
a different type than the ones used in Fig. 3. The ones in
Fig. 4 integrate two separately embedded layers of polymer,
which are both sensitive to protons. The films thus see protons
of different energies. The two distinct rings observed in Fig.
4 plot (a) may correspond to these two separate layers, the
first one corresponding to protons centered around 2.8MeV
and the second one corresponding to protons centered around
3.7MeV.
6
Figure 5.5: Image classes obtained by a 2D PSC simulation. Plot (a) shows the yz-plane of the proton phase space
at t = 613 fs. Micro-corrugations are embedded into the flow. The red lines (ring region) define the
momentum range 0.0775≤ pz/mpc ≤ 0.0825 and the blue ones (no rings) 0.085≤ pz/mpc ≤ 0.09. Both
regions overlap in configuration space as is indicated by the blue and red lines in plot (a). Plot (b)
shows the αypz-plane. The plot illustrates the different classes of images for various momenta pz. The
blue bar indicates the section of momentum space that generates regular groove patterns in the RCF-
detector, the red bar shows the momentum range for which rings form, and the green bar represents
the momentum range without images. Plot (c) shows the αxαy-plane for the momentum range bounded
by the red bar in plot (b). Plot (d) shows the same for the momentum range bounded by the blue bar in
(b). The asym etry of the dot in plot (d) is due to the las r not hitting the symmet y ax s of the target.
This artifact shows how sensitive the image formation process is. Image courtesy of Hartmut Ruhl.
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In what follows it is tried to construct an analytic approximation to the experimentally measured proton flow.
The RCF-images of micro-perturbations embedded in the proton flow will be used as a diagnostic. At an early
stage of the proton acceleration a strong, tightly bounded sheath field exists at the back surface of the irradi-
ated target. Times are always measured from the time when the first fast electron hits the back surface of the
target. At this time proton acceleration is very rapid but yet there has been not enough time for them to move
significantly. During this phase quasi-neutrality in the flow is strongly violated. However, since the protons had
no chance to move the proton distribution in configuration space can be easily predicted, since they have not
moved in momentum space as well.
At a later stage hydrodynamic expansion of the flow sets in and the plasma becomes quasi-neutral. This process
is very rapid. Hydrodynamic expansion destroys the sharp density gradients initially present at the rear surface
and hence tends to extend and weaken the sheath electric field. During this phase eq. (2.49) applies. The hy-
drodynamic expansion of the flow, however, is essential for the generation of images of rear surface structures in
the RCF. Hence, an analytic approximation to the experimental proton flow can be constructed by two essential
assumptions. The first assumption is the shape of the proton distribution function in the sheath field close to
the rear target surface at very early times. The second one is a plausible approximation to the transfer function.
The transfer function expands the initial proton distribution at the rear surface. The analytic model shows that
for the hydrodynamic expansion phase where the assumption of quasi-neutrality is good such functions exists,
in the form of eq. (5.26).
5.2.3 Transfer function derived from a fluid approach
The simplest approach to derive a transfer function for the flow expansion is a quasi-neutral, isothermal expan-
sion, described in sec. 2.4.1. The electric field (eq. (2.49)) is E = −kBTe/e∇ne/ne. By inserting this field in the
ion component of eq. (2.46) and by observing that Ti % Te, the force acting on the ions is p˙i = −kBTe∇ne/ne.
A reasonable assumption for the electron density profile is a Gaussian in transverse directions x , y and an
exponentially decaying profile in longitudinal direction z:
ne = n0 exp
+
− (x − x0)
2 + (y − y0)2
2L2
− z − z0
Lz
,
. (5.34)
Now the envelope functions px ,y,z , that describe the expanding proton flow are derived. On top of the expanding
flow momentum perturbations propagate, induced by the sinusoidally shaped surface. The following equations
give details of this model
dpyi
dt
= Cy(yi − y0), dyidt =
pyi
mp
, pyi(0) = Sy(yi(0)− y0) +δpyi , (5.35)
where Cy = kBTe/L2 and δpyi = Ay sin(ky yi(0)). The longitudinal flow expansion is obtained as
dpzi
dt
= Cz ,
dzi
dt
=
pzi
mp
, pyi(0) = Sz(zi(0)− z0), (5.36)
with Cz = kBTe/Lz . The quantities pyi(0), pzi(0), yi(0), and zi(0) describe the proton distribution at t = 0.
Equation (5.35)(left) means that the lateral momentum spread of the protons increases faster the further away
a proton is from the center of the target as is observed in the simulation. The quantities yi and y0 represent the
lateral position of a proton and the target center, respectively. The quantity Cy determines how fast the lateral
flow expands and is proportional to the electron temperature and the inverse scale length. Sy represents the
initial inclination of the momentum envelope, that is determined by the early rapid expansion of the flow in
the sheath. The quantities Cz and Sz mean the same for the longitudinal expansion of the flow. The parameters
zi and z0 represent the longitudinal position of a proton in the flow and the position of the rear target surface,
respectively. Equations (5.35) and (5.36) can be solved analytically as shown in ref. [88].
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5.2.4 Transfer functions for TNSA-protons
The combination of an initial spatially bounded proton distribution function with a transfer function for the ex-
pansion phase naturally recovers energy cutoffs in the spectrum of accelerated protons at low and high energies.
However, the analytical solution given by the transfer functions from above cannot describe the situation of a
proton film attached to a heavy substrate in 3D. Hence, a different approach is adopted. The transfer function
for the flow is constructed with the help of experimental data. The early proton distribution function in the thin
proton film is set up as a Gaussian, motivated by the energy-resolved source size measurements in sec. 4.1.4:
fp(x,p, 0) = Np np(x) exp
8
−
K
p− P(x)L2
2mpkBTp
9
, (5.37)
np(x) = n0 exp
M
− z − z0
L0 + L h(x , y)
N
, (5.38)
h(x , y) = exp
O
− x
2 + y2
r20
P
. (5.39)
The normalization factor Np is obtained by integrating over the total volume of the film attached to the substrate
and equating the result to the total number of protons found there. The parameter L represents the scale length
of rapidly accelerated protons opposite to the location where the peak laser intensity is found on the front side
of the target. The parameter r0 is the effective radius of this super-heated area. In addition to super-heating
there is fast lateral electron transport and electron recirculation. To take account of this effect the effective
parameter L0 has been introduced. To model the boundedness of the early proton film
z ≤ z0 + &L0 + L h(x , y)' ln n0np , (5.40)
is required, where np is the cutoff density which is adapted to best match the experiment. The value n0 repre-
sents the proton background density. The parameter z0 represents the location of the plane of the proton sheath.
For a rear surface with sinusoidal grooves an adequate choice for the early beam perturbations is
Px = Ax mpc sin
&
kx x
'
, (5.41)
Py = Ay mpc sin
6
ky y
7
, (5.42)
Pz = Az mpc
&
z − z0' (5.43)
since sheath acceleration is essentially normal to the density iso-contour surfaces. There are ambiguities about
the early form of the proton distribution function and the rate at which the beam expands. It is not possible at
present to measure the momentum of protons as a function of their position in the flow. Such a measurement
would directly determine the transfer function. Hence, it is tried to infer this information indirectly from the
RIS data. The more experimental data are available, the better the approximation can become.
The transfer function maps the positions of the protons to their respective momenta. This is denoted by g. Then
the following equations of motion for the proton flow, represented by the phase space coordinates xi and pi ,
have to be solved
pi(t) = g
K
xi(t)
L
+δp
K
xi(0)
L
xi(t) = xi(0) +
1
mp
t∫
0
dτpi(τ) , (5.44)
where δp
K
xi(0)
L
= pi(0)−gKxi(0)L. The function δp defines the initial beam perturbations embedded into the
flow.
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A sufficiently accurate approximation for gx ,y is motivated by eqs. (5.35) and the assumption of a transverse
Bell-shaped hot electron sheath that results in a linearly increasing force in z-direction.
The particular choice of gz has been motivated by the observation of the momentum distribution pz versus z in
the PSC simulation. Figure 5.6 (left) shows this distribution from such a simulation. The color-coding represents
the number of the protons, with red color being the maximum number and darker colors representing lower
numbers. The right side of the figure shows a logarithmic fit to the data, that well represents the bulk of
the proton distribution. At the tip, encircled by the green ellipse, the non-neutrality results in an enhanced
acceleration compared to the bulk. Hence the pz deviates from the logarithmic curve. The proton number is
quite low and they are neglected in the CPT. These observations finally lead to the following transfer functions:
gx = Cr mpc
(x − x0) (z − z0)
r20
, (5.45)
gy = Cr mpc
(y − y0) (z − z0)
r20
, (5.46)
gz = Cz mpc ln
#
z
z0
$
, z0 ≤ z ≤ z1 . (5.47)
The parameters Cr, Cz, A, L0, L, np, Tp, r0, and z0 represent free parameters chosen such that RCF-data such
as spectrum, energy-resolved opening angle and source sizes, emittance and transverse beam profile can be
reproduced. The particular choice of the envelope functions is obtained from measurements, simulation, and
the requirement that the flow expands mostly normal to iso-contour surfaces of the density.
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Figure 5.6: Momentum distribution pz versus position z of the protons from a PSC simulation. The color-coding
represents the number of the protons, with red color being the maximum number and darker colors
representing lower numbers. The right side of the figure shows a logarithmic fit to the data, the green
ellipse encircles super-accelerated protons in the field region at the tip.
5.2.5 Numerical implementation
The CPT code solves eqs. (5.44) by the midpoint method [297]. Quasi-particles representing the real protons
are used in the calculation. Initially, the particles are distributed with random distances around the shape given
by eqs. (5.37). The code is divided in two parts: in the first part, the calculation and data pre-selection has
been written in C for fast execution speed. The second part then plots the data and is written in Python with
the matplotlib-extension.
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5.3 Reconstruction of experimental data
The CPT will now be used to fully reconstruct a proton beam accelerated at the Z-Petawatt. The laser was fo-
cused to 11µm FWHM with an energy of 35 J onto a 25µm thick, micro-structured gold foil. The rear side had
sinusoidal grooves with a 10µm line distance. Assuming 45% of the energy in the focal spot, the laser intensity
was I > 1.6× 1019 W/cm2. The pulse length is not exactly known, therefore it is assumed to be 1 ps. Hence the
acceleration time, according to eq. (2.71), is tacc = 2.2 ps. This time span is used in the CPT simulation. The
energy-resolved opening angle, source size, transverse phase space and spectrum were given by the RIS data.
The experimental spectrum could be well fit by eq. (3.14) with N0 = 5.07× 1011 and kBT = 8.9MeV. The other
parameters were already given in sections 4.1.3 - 4.1.5.
This set of parameters will now be reconstructed in the CPT. The initial distribution has been set-up according to
eqs. (5.37). The calculation has been set up to sample 5×107 quasi-particles. The initial FWHM radius is taken
from the source size measurement (figure 4.4) to r0 = 90µm. The position z0 = 25µm is the rear side of the
target, measured from the target front side. The scale length L is the Debye length λD = 0.73µm of the plasma.
The initial ion temperature kBTp = 20 eV is taken from PIC simulations and emittance measurements [86]. This
value determines the contrast of the imprinted surface grooves in the RCF. The surface grooves are modeled as
perturbations of the initial momenta, set-up according to eqs. (5.41) and (5.42) with Ax = 0, Ay = 3×10−4 and
ky = 2pi/10µm−1.
The rest of the parameters are determined by fitting
Figure 5.7: Spectrum from CPT simulation compared to
the measured spectrum.
the experimental data. The most sensitive parameters
are the particle spectrum, determined by Np, np, Cz
and the energy-dependent opening angle, determined
by Az , Cr , Cz .
The total density Np = 4× 1022 cm−3 determines the
total number of the protons, i.e., the height of the
spectrum. The slope of the spectrum is very sensi-
tive to the cut-off density np in combination with the
acceleration strength Cz . The best fit could be ob-
tained by np = 10−3 Np and Cz = 0.139. The resulting
particle spectrum (fig. 5.7) from the CPT simulation
(−◦−) agrees very well with the measured spectrum
(−◦−).
The energy-resolved opening angle can be fit by ad-
justing Cz , Cr ,Az . The acceleration strength Cz deter-
mines the maximum energy of the beam, the opening angle is determined by Cr . Below some certain energy,
the opening angle do not increase anymore, but stays constant or decreases. The position of this inflection point
is controlled by the proper choice of Az .
The best fit was obtained for Az = 2× 103, Cz = 0.139 and Cr = 0.13, respectively. The comparison between
simulated values (the color-coding represents the number of quasi-particles, with maximum N0 = 5× 107) and
the measured data (− ◦−) are shown in figure 5.8a. The opening angle α is determined in the CPT simulation
by the ratio of the transverse momentum py by the longitudinal momentum pz . The kinetic energy is given by
Ekin = p2/2mp. An excellent agreement is found for the simulated and measured beam envelopes. In addition
to that, the CPT simulation shows the appearance of lines, originating from the initial momentum perturbation.
The energy-resolved source size is shown in figure 5.8b. The CPT simulation (—) fits the measured data (◦)
very well. This plot shows, that the width and shape of the initial distribution h(x , y) in eq. (5.37) is directly
mapped to the shape of the transverse particle energy distribution.
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(a) Energy versus opening angle (b) Energy versus source size
Figure 5.8: Comparison of CPT-simulation versus measured data. a) shows the good agreement of the energy-
resolved opening angles from the CPT (color coding represents number of quasi-particles) and the
measured data (−◦−). b) shows the energy-resolved source size. The CPT simulation (−−−) fits the
measured data (◦) very well.
The last part of the reconstruction is the comparison between the simulated and measured RCF images. Figure
5.9(right) shows the simulated RCF image of 12MeV protons in comparison to the measured beam profile on
the left side. There is a good agreement between the two images. The lines in the measured data are not as
perfect as those ones from the simulation, most likely due to a not-so-perfectly Gaussian shaped initial sheath
in reality.
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Figure 5.9: Comparison of RCF images from measured data (left) versus CPT-simulation (right).
In conclusion, the CPT model can be used to reconstruct the acceleration phase of TNSA-protons. The flow
expansion is determined by the initial shape of the particle distribution and a proper choice of the transfer
functions. By fitting the energy spectrum to the data, an exponentially increasing hot electron density of
4× 1019 cm−3 was determined. The total density of Np = 4 × 1022 cm−3 from the CPT-fit is close to the den-
sity of all protons in an area with radius of 0.5 FWHM and 12Å thickness (see end of section 4.1.1), that is
n0 = 6.5× 1022 cm−3. It is worth noting, that the insertion of the cut-off density np = 4 × 1019 cm−3 and the
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Figure 5.10: Simulation with the fluid code from section 2.4.1 with the plasma parameters as obtained from the
CPT fit. The proton momentum pz versus z (—) changes strongly as the plasma expands. The front
velocity versus space (eqs. (2.68) and (2.68)) is given by (—). The time-averaged momentum versus
position (—) is very close to the transfer function from the CPT as given by eq. (5.47) (—).
hot electron temperature from the laser’s ponderomotive potential (eq. (2.28)) of kBTe = 1.3MeV in the scaling
given by eq. (2.70) results in a maximum energy of 20.5MeV. This value agrees very well with the maximum
energy determined in the experiment. Since these two independent models (CPT and the plasma expansion
model) lead to the same density, it is very likely that the sheath density at the rear side was nhot = 4×1019 cm−3
and the initial hot electron temperature was kBTe = 1.3MeV. A very recent publication by Antici et al. has deter-
mined the same density with a different technique for similar laser parameters [298].
The temperature of the expanding plasma is not explicitly included in the transfer functions used in the CPT
model, in contradiction to the simplistic model in sec. 5.2.3. The relation to a one-dimensional fluid expansion
model is given by the observation of the momentum distribution versus space, for different times during the
expansion. Figure 5.10 shows the result of a simulation with the fluid code from section 2.4.1 with the plasma
parameters as obtained from the CPT fit. The simulation time was 2.2 ps. The proton momentum pz versus z
(—) changes strongly as the plasma expands. The front velocity versus space (eqs. (2.68) and (2.68)) is given
by (—). The time-averaged momentum versus position (—) is very close to the transfer function from the CPT
as given by eq. (5.47) (—). Hence, the transfer function used in the effective code CPT represents the average
momentum increase of a proton as its changes its position during the acceleration.
5.4 Expansion dynamics
The analytical investigation of the flow expansion in section 5.2.1 and the PIC simulation in fig. 5.5 have shown,
that the imaging properties of the proton beam are dictated by the expansion in momentum space. The grooves
at the rear side lead to a perturbation in momentum space, that expands with the flow. The divergent proton
acceleration corresponds to a shear and collimation of the ellipse in transverse phase space. Fig. 5.11(upper
row) shows the history of the divergence angle py/pz versus initial position r for protons with four different
final energies. The black points show protons having a final energy of 2MeV. Initially (left image) the diver-
gence angles are sinusoidally distributed in space with equal amplitudes. An RCF records the divergence angles,
as given by eqs. (3.11). Therefore the RCF measurement represents the projection of the phase space on the
py/pz-axis. For the left image, the RCF would record a homogeneous distribution of ions. As the flow expands
and accelerates, the phase space distribution shears and the sine-pattern becomes smaller and more localized.
The projection of the phase space to the py/pz-axis results in a distribution that has regions with more particles,
hence the RCF image becomes darker and lines becomes visible.
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Figure 5.11: Phase space (upper row) and spatial proton distribution in the CPT model. The three columns corre-
spond to three different points in time at t = 0,1.1,2.2ps during the acceleration, respectively.
At the same time, the protons expand in space. The
Figure 5.12: Proton distribution from the PIC simulation.
lower row of fig. 5.11 shows the (y, z)-coordinates
of the particles. Some particles are color-coded ac-
cording to their final energy at t = 2.2 ps. The beam
is highly laminar, i.e., particles do not overtake each
other. Even more important, the particle distribution
stays very flat during the acceleration stage. This
is in contradiction to expansion models that need a
curved shape in space to explain the divergence of
the beam, as e.g. the SABRINA model or the model
from ref. [243, 290]. The reason is, that both the
SABRINA model and the model in ref. [290] were
used to explain the shape of the ions after the ac-
celeration stage and not during the acceleration. As
shown with the CPT, the distribution of protons with
some certain energy is still very flat at the end of the
acceleration. However, the large transverse momentum py for protons far off the center leads to a lower longi-
tudinal momentum pz , compared to ions of the same total kinetic energy E = (p2x + p
2
y + p
2
z )/2mp at the center
where px = py = 0. This naturally leads to a curved ion front during the ballistic expansion. The py -momentum
increase is linear with y. Since the velocity vector is pointing in the direction of the gradient of the ion front,
the resulting ion front will be parabolically shaped for late times, just as found by ref. [243,290].
These arguments are strongly supported by the observation of the ion distribution in space in the 2D-PIC sim-
ulation from section 2.4.2. Fig. 5.12 shows such a distribution at the end of the simulation run at about 1 ps.
Particle positions according to three energies are marked. The particle distribution for some certain energy
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is again flat. For later times, which corresponds to larger values of z, the flat distribution starts to bend and
becomes parabolic (e.g. the red particles in the figure) as expected from the CPT analysis. The sharp kink in the
distribution at the left and right edges (y ≤ 5µm and y ≥ 45µm, for z ≤ 28µm) is due to the finite bounding
box, that could not be made larger because of the limited computer memory and computation time. The real
envelope of the particles would decay as a Gaussian, in analogy to the CPT model (cf. fig. 5.11, lower row,
center).
The SABRINA model presented above was used to reproduce
Figure 5.13: RCF image of 8MeV protons
from CPT, with an additional el-
liptical perturbation.
the shape of the sheath after the acceleration, i.e., when the ion
fronts are already curved. A close correlation to the laser fo-
cal spot shape could be shown. The analysis in sec. 5.1.1 has
shown, that the imprint of the laser focal spot leads to a per-
turbation of the initial conditions only. These perturbations are
in momentum space, due to a non-Gaussian hot electron sheath
prior to the ion acceleration, similar to the grooves at the tar-
get surface. Unfortunately, this case cannot be modeled with the
current version of the CPT since the numerical implementation
needs an analytical form of the perturbation like the sinusoidally
shaped initial perturbation and not an arbitrary one as used in
SABRINA. For an estimate, an elliptically shaped, rotated off-
axis perturbation has been added in the CPT in order to mimic
the effect of a laser line-focus. All other parameters have been
kept unchanged compared to the previous section. Figure 5.13
shows the resulting RCF image for 8MeV protons. The elliptical
perturbation leads to a bending of the lines in the beam profile, while the background of the image is still round.
The image qualitatively agrees to the observations from section 4.2. The additional elliptical perturbation re-
flects irregularities in the initial hot electron sheath. The later expansion, however, is still governed by the
transfer functions for a smooth, regular Gaussian beam. Hence the other beam parameters as e.g. the particle
spectrum (fig. 5.7) are unchanged, as found by the analysis of the experimental results with SABRINA.
5.5 Summary
In summary, two different models have been represented in order to understand the expansion properties and
imaging characteristics of TNSA protons. The first model, SABRINA, can be applied to reproduce the divergence
angle distribution of protons with a discrete energy at the end of the acceleration process. The model was used
to explain the laser beam profile impression and target thickness impact on laser-accelerated protons. Further,
a discussion of the electron transport prior to the acceleration lead to the conclusion, that for thick targets
(d ≈ 50µm) the electron transport is dominated by small-angle collisions. For thin targets (d < 15µm) small-
angle collisions play a minor role. The observed large source sizes of the protons are most likely the result of
re-circulating electrons.
Further, the physics of the expanding plasma has been investigated by considering the expansion of a Gaussian
plasma plume. The important finding from this investigation is, that the imaging property of the expanding
plasma is not an effect that can be described by optical, geometrical methods (i.e., straight rays). Instead, the
imaging depends on the velocity field of the protons during the acceleration. For this imaging no geometrical
deformation of the target sheath is necessary, which is the major difference to more simple SABRINA model. The
flow expansion can be characterized by a transfer function that maps the particle momenta to their respective
positions. Based on these observations, the CPT code has been developed and successfully applied to a full
reconstruction of the proton beam accelerated at the Z-PW laser at SNL. Based on the CPT reconstruction, the
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initial hot electron sheath could be reconstructed to be of a Gaussian shape with 90µm FWHM in transverse
direction and exponentially decaying in the transverse direction. The hot electron density could be determined
to be 4×1019 cm−3. The hot electron temperature was deduced by the plasma expansion model to be of 1.3MeV,
equal to the laser ponderomotive potential.
2D-PIC simulations further support the expansion dynamics from the CPT model. In particular, the particle
distribution stays flat in space during the acceleration, i.e. no strong geometrical deformation is developed.
The transverse momentum increases the further off the center a particle is. This leads to an divergent flow
and a curved ion front for very late times after the acceleration phase. It was argued, that irregularities of the
hot electron sheath are reflected in perturbations of the initial momenta, while the spatial distribution of the
particles stays unchanged. The expansion is governed by the transfer functions for a smooth, regular Gaussian
beam, demonstrating the similarity of TNSA for all laser systems.
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6 Outlook
Laser-accelerated ion beams have the potential to be used in a large variety of applications. The beams can
be used as a diagnostic tool (e.g. proton radiography of transient processes [25–27]) and they could have
applications as compact particle accelerators [31–34], for the creation of high-energy density (HED) matter
[29,30], as a driver for neutron production [35,36], for radioisotope generation [37–40], for table-top nuclear
physics [41], for the generation of intense Kα x-rays [42], for Inertial Fusion Energy as in the case of Proton
Fast Ignition [43, 44] or even for medical applications as a compact radiotherapy system for tumor treatment
[45–48].
Out of this huge field, one application of great relevance in basic plasma research will be discussed in more
detail, namely the generation of high-energy density matter by laser-accelerated protons and its diagnostics
by spectrally resolved x-ray scattering. Before that, the following section presents some ideas for a further
optimization and control of laser-accelerated protons.
6.1 Further optimization and control
The experimental and theoretical investigations in the previous chapters have shown, that laser-accelerated ions
basically resemble a quasi-neutral plasma expansion with a charge-separation at the ion front. Therefore, in
order to increase the maximum energy, the hot electron temperature could be increased by increasing the laser
power. Published experimental data suggest that with current laser technology a high-energy PW laser with
a peak intensity above 1021 W/cm2 is necessary for the acceleration of protons with high energies. Figure 6.1
shows the scaling of maximum energy with laser intensity for a 25µm thick metal foil. Shown are data from
LULI-100TW (•) [15], VULCAN-PW (•) [16], the NOVA Petawatt (•) [21] and data obtained in this thesis,
respectively. The data reasonably well scale with the isothermal expansion model explained in section 4.1.2
assuming an electron divergence angle of α = 30 °. It should be noted however, that the plotted data are for
lasers with pulse duration about 500 ps and targets with a 25µm thickness or more. Data obtained at laser
systems with much less pulse duration and/or much thinner targets deviate from the scaling, but no scaling
relation for ultrashort laser pulses has been published so far.
The requirement of a high-energy laser is partially due to the limited pulse contrast on the order of 10−6 in
present-days laser systems. The pre-pulse level (temporal contrast) can be significantly reduced with double
plasma mirrors [299,300]. A plasma mirror becomes reflective only when a certain intensity threshold to spark
a plasma is reached. This allows the use of ultra-thin target foils and therefore very efficient proton acceler-
ation [116, 117]. However, the necessary double plasma mirror configuration greatly reduces the energy by
about a factor of five or more, hence the requirement of a high laser energy still remains.
The option of using circularly polarized laser beams instead of linearly polarized ones is currently investi-
gated theoretically [122–125]. A circularly polarized laser pulse might generate high-energy, low-divergence
ion beams with a non-exponential spectrum. Due to the circular polarization, the electrons do not gain a very
high energy in longitudinal direction. The electrons are pushed forward by the laser’s ponderomotive force,
dragging the ions behind them. This allows for the acceleration of the foil as a whole. However, this scheme
requires high-intensity pulses with very high pulse contrast as well, making it very difficult to realize experi-
mentally. Furthermore, a circularly polarized, ultra-high intensity (I > 6.8×1022 W/cm2) beam could be used in
combination with a high-density (ne = 1.5×1021 cm−3) gas jet, in order to accelerate protons in the electric field
created by an electron bubble in the laser wake field [301]. For even higher intensities (IL > 1.37×1023 W/cm2)
and ultra-high contrast, the radiation pressure can directly accelerate ions to GeV energies from a solid tar-
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Figure 6.1: Scaling of maximum energy with laser intensity, for a 25µm thick metal foil. Shown are data from LULI-
100 TW (•) [15], VULCAN-PW (•) [16], the NOVA Petawatt (•) [21] and data obtained in this thesis,
compared to the scaling explained in section 4.1.2 assuming an electron divergence angle of α= 30 °.
get [194]. Nonetheless it is not clear whether or not the efficiency and beam quality of beams generated by
these mechanisms is equal or better than TNSA-beams. Additionally, the experimental realization might only
become realizable with the next generation of high-energy, high-intensity laser systems.
There are some other options to increase the efficiency of TNSA with the existing generation of laser systems.
In order to increase the hot electron temperature, a confinement of the pre-plasma at the front side and the
region of ion-acceleration at the rear side is proposed. The cone-shaped targets have been proven to enhance
the conversion efficiency from laser energy to hot electron temperature. Further investigations for more efficient
TNSA should be done with these cones, in order to get a better scaling with the cone dimensions and to find
the optimum geometrical shape. Additionally, at the tip of the cone, a Gaussian shaped foil could be placed.
The Gaussian shaped foil could lead to a reduction of the proton opening angle and, due to the confinement of
the expanding plasma for early times, the adiabatic cooling due to the expansion would be slower, increasing
the maximum energy as well. An energy-enhancement of the protons has been already observed in 2D-PIC
simulations in refs. [302, 303]. Up to 30% higher maximum energy could be obtained by a strongly curved
foil [302].
Figure 6.2: Comparison of the proton distribution for a flat foil (left image) at t = 2ps and a Gaussian shaped foil
(center and right images). The curved target surface leads to a collimation of the beam.
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Furthermore, a curved rear surface could be used for a better collimation of the beam, that is necessary for ap-
plications. Therefore only moderately curved foils should be used. While the experimental proof has still to be
done, the effect of a Gaussian shaped foil on the proton beam expansion has been studied with the PSC. Figure
6.2 shows the (y, z)-distribution of protons in a PIC model-simulation with a Gaussian shaped foil, compared to
a simulation with a flat foil and otherwise identical parameters. The target consisted of protons and electrons
only. The laser intensity was very moderate, with I = 1018 W/cm2. Due to the limited computation box size,
the Gaussian shape has been set up with a FWHM of 15µm and a height of 6.5µm. In contrast to the diverging
beam observed in the simulation with a flat foil (left image), the protons are clearly converging at first (right
image). Hence the intrinsic divergence due to the initial hot electron sheath could be compensated. In contrast
to the studies in refs. [302, 303] the curvature is still weak, hence the maximum energy increase is only 3%
compared to the flat foil simulation. Due to the extraordinary long computation time systematic studies with
different Gaussian shapes could not be performed. However, the simulation has shown that Gaussian shaped
foils are a possible way to decrease the large opening angle, while at the same time the maximum energy can
be slightly enhanced.
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Figure 6.3: Current-driven solenoid for the collimation of 10MeV protons. The coil produces a homogeneous
magnetic field of B = 20T, collimating the protons to a parallel beam of 30mm diameter.
Another method for the reduction of the intrinsic divergence is the use of an externally applied field. This could
be either a laser-driven microlens [81, 82] with its drawbacks that it needs two synchronized laser beams and
that is has to be replaced after each shot; or just a magnetic field as demonstrated in section 4.4.2. However,
the strong divergence of the beam either requires very large aperture ion optics (several ten cm) or very strong
magnetic fields (B ( 1T) close to the source. Neglecting the laser hardware, one big advantage of TNSA-
protons is the compactness of the acceleration device. Hence placing a large-diameter ion optics device behind
the target is not very attractive. Strong magnetic fields in turn can be generated by a compact, pulsed power
device, using similar or even the same capacitors like those used to trigger the flash lamps of the laser system.
The magnetic field should act like an ideal lens in optics, collimating the beam originating from a point-like
source. An adequate magnetic field that offers a good imaging quality even for large angles is generated by a
solenoid lens [304]. In contrast to PMQ’s, the collimation can be obtained with a compact, single device.
In order to study the applicability of such a solenoid, simulations with CST Studio Suite 2008™ [287] have been
performed. A flat disk of 100µm diameter emitting (10±1)MeV protons with 22° half angle divergence acts as a
proton source. The solenoid was designed as a single coil with a 30mm diameter aperture in the center, placed
at 1 cm behind the source. The coil has 180 turns, a length of 8 cm and a soft iron core in order to enhance and
homogenize the magnetic field. Figure 6.3 shows a schematic of the configuration. The current-carrying coil is
the red cylinder. The laser beam (green triangle) is not part of the simulation and shown only for clarity. The
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coil is driven by a 10 kA current, leading to a magnetic field strength of 20T. Since the ions are emitted under
an angle from the source, there is a velocity component not being parallel to the homogeneous B-field in the
coil. Hence the particles are being deflected according to the Lorentz force F = q · v × B. Similar to the PMQs,
the solenoid field works best for a discrete energy only. In the case here, most of the (10±1)MeV protons could
be collimated. The quality of the collimation is best seen in the transverse phase space plot.
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Figure 6.4: Transverse phase space of sample particles in the magnetic field simulation. The left image shows the
particle phase space just behind the source. The particles originate from a 100µm diameter spot and
are emitted with 22 ° HWHM angle. The right image shows the phase space several cm behind the
coil. The beam is distributed in an area of about 30mm diameter. The red ellipse depicts the region
of most of the particles. The divergence angle is below 1 °. The other particles with larger angles are
the ones with energies deviating from the design value of 10MeV.
Figure 6.4 shows the transverse phase space of sample particles in the magnetic field simulation. The left image
shows the particle phase space just behind the source. The particles originate from a 100µm diameter spot
and are emitted with 22 ° HWHM angle. The red ellipse denotes area in the phase space. Figure 6.3 shows
that behind the solenoid, the beam is mostly collimated. The right image in fig. 6.4 shows the phase space
several cm behind the coil. The beam is distributed in an area of about 30mm diameter as expected. The red
ellipse depicts the region of most of the particles, with a divergence angle below 1 ° and particle energies close
to 10MeV. The other particles with larger angles are the ones with energies strongly deviating from the design
value of 10MeV, i.e., particles with either 9MeV or 11MeV. The other energies present in a real TNSA-beam will
be either over-focused or not focused at all. A 3 cm diameter aperture could be placed behind the solenoid in
order to monochromatize the beam.
Currently, a prototype of a solenoid coil is being developed by our group. Preliminary tests demonstrated a
stable operation with a 13T magnetic field strength, with the potential to further increase the field strength.
Once the beam is collimated, it could be injected into a de-buncher section to further reduce the energy-spread
and for post-acceleration or injection into a synchrotron [305–307].
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6.2 Generation of high-energy density matter
The creation of extreme states of matter is important for the understanding of the physics covered in various
research fields as high-pressure physics, applied material studies, planetary science, inertial fusion energy and
all forms of plasma generation generated from solids. The primary difficulties in the study of these states of
matter are, that the time scales or the changes are rapid (≈ 1 ps) while the matter is very dense and the tem-
peratures are relatively low, on the order of a few eV/kB. With these parameters, the plasma exhibits long-
and short-range orders, that are due to the correlating effects of the ions and electrons. The state of matter is
too dense and/or too cold to admit standard solutions used in plasma physics. Perturbative approaches using
expansions in small parameters for the description of the plasma are no longer valid, providing a tremendous
challenge for theoretical models. This region where condensed matter physics and plasma physics converge is
the so-called Warm Dense Matter (WDM) regime [308].
WDM conditions can be generated in a number of ways, such as laser-generated shocks [7] or laser-generated
x-rays [309,310], intense ion beams from conventional accelerators [311] or laser-accelerated protons [29,30,
78], just to name a few. Whereas lasers only interact with the surface of a sample, ions can penetrate deep
into the material of interest thereby generating large samples of homogeneously heated matter. The short pulse
duration of intense ion beams furthermore allows for the investigation of equation of states close to the solid
state density, because of the material’s inertia preventing the expansion of the sample within the interaction.
In addition to that, the interaction of ions with matter dominantly is due to collisions and does not include a
high temperature plasma corona as it is present in laser matter interaction. Due to these unique features of
intense ion beam heating of matter, a collaboration for the investigation of High Energy-Density states of matter
GEnerated by intense Heavy iOn and laser Beams (HEDgeHOB) at the future Facility for Anti-proton and Ion
Research (FAIR) at Darmstadt, Germany [312] has been formed [313].
The generation of large homogenous samples of WDM is accompanied by the challenging task to diagnose this
state of matter, as usual diagnostic techniques fail under these conditions. The material density results in a
huge opacity and the relatively low temperature does not allow traditional spectroscopic methods to be applied.
Moreover the sample size, deposited energy and lifetime of the matter state are strongly interrelated and dom-
inated by the stagnation time of the atoms in the probe. Thus high spatial and temporal resolution is required
to gain quantitative data in those experiments. Due to the high density of the sample, laser diagnostics cannot
be used. The properties of matter could be determined by measuring the expansion after the heating [30] or by
measuring the thermal radiation emitted by the sample [29]. However, even more interesting are the plasma
parameters deep inside the sample, where the ion heating is most effective. An ideally suited diagnostic tech-
nique recently developed is X-ray Thomson Scattering [309, 314, 315]. The scattering of externally generated
x-rays off electrons in the dense plasma has demonstrated excellent diagnostic quality. It is not only able to
penetrate deep into the matter revealing the properties in the bulk material, but it also simultaneously results
in the most wanted parameters temperature and density with highest precision. The challenge is the small cross
section for the interaction which requires a powerful x-ray source, a background radiation level as well as high
resolution spectrometers with high efficiency.
Figure 6.5 shows a proposed experimental scheme to investigate the transformation of solid, low-Z material
into the WDM state. The experimental scheme requires a high-energy short-pulse laser and one or more long-
pulse laser beams in the same experimental vacuum chamber. In recent years, more and more laser facilities
have upgraded their laser systems for such kind of pump-probe experiments. A CPA laser beam above 100TW
power generates an intense proton beam from a thin target foil. The protons hit a solid density sample and heat
it isochoric up to several eV/kB temperature. The long-pulse beam(s) is (are) used to drive an intense x-ray
source from a Ti or Saran (contains Cl) foil. The sample is probed by narrowband line-radiation from the Cl-
or Ti-plasma. The scattered radiation is first spectrally dispersed by a highly efficient, highly-oriented pyrolytic
graphite (HOPG) crystal spectrometer in von Hamos geometry before it is detected. Extensive gold shielding
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Figure 6.5: Proposed experimental scheme to investigate the properties of laser-accelerated proton-heated matter
by spectrally resolved x-ray Thomson scattering. See text for details. Image courtesy of K. Harres.
(partially shown above) is required to prevent parasitic signals in the scatter spectrometer. From the measured
Doppler-broadened, Compton-downshifted signal the temperature and density can be inferred.
Two-dimensional hydrodynamic simulations of the laser-accelerated proton beam energy deposition in a solid
carbon cylinder have been performed by An. Tauschwitz, in order to estimate the temperature by the proton
heating. Details of the simulation are published in ref. [13]. For the estimate the proton beam parameters (spec-
trum, total number, energy dependent source size, energy dependent divergence) determined at LULI-100TW
have been used. The simulated proton beam had an exponential spectrum (eq. (3.13)) with N0 = 5× 1011 and
kBT = 1.5MeV. The angle of beam spread decreases parabolic with energy. The decreasing source size with
energy has been fit by a Gaussian. The distance between the proton producing foil and the carbon sample was
chosen to 300µm.
The temperature distribution in the solid carbon sample is shown in fig. 6.6. The left image shows the temper-
ature distribution along the longitudinal direction z. 50 ps after the first protons hit the target, a plateau-like
region (between 10µm and 20µm) of about 8 eV is formed in the yellow-shaded area. In radial direction (see
right-hand image) the temperature is homogeneous at around 8 eV, too. Due to the impulsive heating by the
protons the temperature stays constant for more than 300 ps . This is enough time for the backlighter beams to
probe the sample.
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Figure 6.6: Temperature distribution in the solid carbon sample, irradiated by TNSA-protons. See text for the
proton beam parameters. The left image shows the temperature distribution along the longitudinal
direction z at t = 50ps after the first protons hit the target, The yellow-shaded area shows a region
with constant temperature of about 8 eV, suitable for x-ray scattering measurements. In radial direc-
tion (see right-hand image) the temperature is homogeneous at around 8 eV, too. Image courtesy of
An. Tauschwitz.
Nevertheless, due to the close proximity of the proton source and the sample, artificial heating due to elec-
trons and x-rays could occur [316]. Additionally, there are strong requirements on the shielding from parasitic
radiation originating in the CPA-irradiated foil. Both drawbacks could be relaxed by using a strong solenoid
magnet for transporting and focusing the protons from the source to the sample. The magnet would allow for
a large distance between the proton-production foil and the sample, hence for clean experiments since possi-
ble pre-heating by high-energy photons and electrons would be significantly reduced. As an example [1], the
HED state of matter that is exposed to 1011 protons with 15MeV, focused to a small spot of 10µm diameter
was calculated with a semi-empirical equation-of-state model by N.A. Tahir [317]. 10µm thin Al, Ni and Pb
foils were chosen to sample matter from low to high nuclear charge. The energy of the protons is sufficient
to penetrate the foil, and the energy deposition is very homogeneous since the Bragg-peak is outside the foil.
The total specific energy deposition is 505.6 kJ/g for Al, 409.3 kJ/g for Ni and 277 kJ/g for Pb, respectively.
The fast energy deposition by the protons leads to an isochoric heating, that transforms the former solid foil
to liquid HED matter with temperatures around 20 eV/kB (≈ 2.5× 105 K) and around 10 MBar pressure. This
extreme state of matter could be found inside giant planets like Jupiter or Saturn, hence the heating of matter
by laser-accelerated protons would allow to investigate states of matter that are of relevance for astrophysical
questions.
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A Appendix
A.1 Plasma Simulation Code - PSC
The intense laser-plasma interaction with relativistic intensities (a0 > 1) generates plasma far away from equi-
librium. The underlying physics is described by classical, nonlinear transport equations coupled with Maxwell
fields. Quantum correlations can usually be neglected due to the very high temperatures involved. The ex-
tremely nonlinear nature of most of the phenomena involved in laser-matter interaction as e.g. creation of
intense relativistic electrons as well as complex geometries make an analytical treatment extremely difficult.
Therefore an approach based on computer simulations is most often the only possibility.
Luckily, in the last years the computing power has tremendously evolved. In addition to that, much faster
program execution is obtained by the realization of massively parallel high-power computing platforms with
multiple-core processors even for desktop computers. Together with the development of novel numerical
schemes complex computer codes that include most aspects of super-intense laser-plasma interaction became
possible. One of the most powerful codes is the Plasma Simulation Code (PSC), developed by Hartmut Ruhl and
Andreas Kemp [204,318].
A.1.1 Governing equations
The plasma is considered consisting of ions and electrons, represented by distribution functions fk(x , p, t).
The distribution functions fk give the probability of finding particles of sort k in a given volume of the six-
dimensional phase space. It is assumed that the electrons and ions in the plasma under consideration interact via
electromagnetic forces only. Binary collisions will be neglected for simplicity. Hence, an appropriate description
of the plasma is based on the relativistic Vlasov-equation:
∂ fk
∂ t
+ vk
∂ fk
∂ x
+ qk
&
E + vk × B' ∂ fk∂ pk = 0 , (A.1)
where the velocity v has to be expressed in terms of the momentum p as v = p/m
6
1+ p2/(m2c2)
7−1/2
. The
electromagnetic fields are obtained by solving the Maxwell equations
∂tE = c2∇× B− j/$0 , (A.2)
∂tB = −∇× E , (A.3)
∂tρ = −∇ · j . (A.4)
The system of equations is closed by integrating the zeroth and first moment of the distributions functions
fk(x , p, t), to obtain the current density j and charge density ρ, respectively:
ρ = qe
∫
fe(x , p, t) d
3pe + qi
∫
fi(x , p, t) d
3pi , (A.5)
j = qe
∫
ve fe(x , p, t) d
3pe + qi
∫
vi fi(x , p, t) d
3pi . (A.6)
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A.1.2 Numerical implementation
The numerical approach used in the PSC to describe the nonlinear, kinetic nature of the interaction by solving
the fully relativistic Vlasov equations combined with Maxwell’s equations is a finite-element approach by the
Particle-In-Cell (PIC) method. The code solves the Maxwell-Vlasov-Boltzmann equations with a method known
as the Monte-Carlo Particle-In-Cell (MCPIC) approach, it includes binary particle collisions. The MCPIC method
makes use of a mesh to represent the Maxwell fields and of finite elements or quasi-particles, each one rep-
resenting several thousand real particles. The mesh is implemented as a three-dimensional array of arbitrary
length, defined by the problem to solve and the computing power. The boundary conditions for the solutions are
either periodic boundaries or reflecting ones. For the numerical solution the physical quantities from above are
normalized with the help of the laser frequency ωL , the speed of light c, the laser wavenumber λ˜L = c/ωL , the
laser’s electric field amplitude and the laser’s magnetic field amplitude, respectively. The governing equations
are discretized and solved with second order accuracy in a finite-difference time-domain (FDTD) scheme. The
energy-conservation is calculated by the Poynting-flux. Details of the implementation can be found in the code
documentation [319] as well as in refs. [204,318].
The source code is written in the Fortran90 language, since it is ideally suited and optimized for numerical cal-
culation. The PSC features 3D domain decomposition, that means the computation arrays are divided among
the number of CPUs on a distributed computing platform. Therefore the Message Passing Interface MPI is used,
that is a message passing standard available on most workstation clusters and parallel supercomputers up to
a few thousand compute nodes. For optimum load balancing the code has a sophisticated initialization rou-
tine that automatically divides and distributes the individual computing domains in a way that each CPU has
approximately the same load. For safe operation, e.g. to avoid a complete restart in case a computing node
crashes, the PSC checkpoints its core at predefined time intervals. At predefined time steps, the electromagnetic
field data as well as the particle data are written on hard disk; a separate file is created for each node, for each
particle sort and for the fields. The code allows to arbitrarily distribute these files over the nodes. For the data
analysis, a separate post-processing routine is provided that collects the data and produces separate ASCII-files
for each field and each density and current distribution in each direction x , y, z, as well as for each particle sort,
respectively. These data can then be analyzed, e.g. with visualization software. The code and its analysis tools
are written for a Unix operating system; all software is open source and freely available.
However, the PIC method has some drawbacks: it is extremely noisy [204] and too low resolution leads to
artificial heating, the so-called numerical heating [133]. The way to overcome these problems are high spatial
resolution and small time-steps which is on the cost of execution speed and has high requirements on computer
hardware. The spatial resolution should ideally be less than the Debye length to correctly resolve electromag-
netic interaction. For solid-density plasmas at, say 1 keV/kB temperature, the Debye length is λD = 0.74nm
only. Therefore the simulations performed during this thesis were restricted to two spatial dimensions. The
electromagnetic fields are still being calculated in three dimensions, in a so-called 2½D configuration. Further-
more, the simulation runs were carried out without using the collisional module in PSC. The practical reason
is, that in order to resolve the collisional processes correctly a huge number of cells and particles have to be
used, tremendously slowing down the computation speed. On the other hand, since the plasmas investigated in
the simulations have high temperatures, the probability for collisions is low. Sentoku et al. [36] have compared
the collisional case and collisionless cases. The reference studied the lateral transport of fast electrons in a thin
foil target. They found that there are two important lateral transport mechanisms, one is driven by the fast
electrons’ lateral diffusion and the other is due to the resistively driven fields. The fast electron distribution will
become quite uniform in the target due to this fast lateral transport. It is shown that fast ion acceleration is
mainly driven by these fast electron clouds, a strong evidence for using collisionless modeling of the fast ion
acceleration.
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A.1.3 Hard- and software installation
At the beginning of this thesis the plasma physics group at GSI did not have access to a computing cluster, and
the existing computing cluster at GSI could not be set up for massively parallel running computations. Never-
theless, the application of the PSC to support the experiments on short-pulse laser-matter interaction seemed
very promising.
Figure A.1: Quad-Dualcore computing cluster.
Two computation servers were bought and installed as a
cluster in the context of this work. Figure A.1 shows a
photography of the cluster, installed in a rack with other
machines at GSI. The two cluster nodes are the machines
with the white, rectangular labels on the DVD drive.
Each cluster node is equipped with four dual-core
Advanced Micro Devices (http://www.amd.com) AMD
Opteron™ CPUs with 2GHz clock rate. Each machine uses
32GB RAM, resulting in 4GB per CPU. The hard disk stor-
age for each machine consists of a 160GB hard disk for
the operating system and four separate 500GB hard disks
in an RAID-5 array, leading to 1.5 TB for each server and
summing up to 3TB total hard disk storage. The RAID-5
arrays have hot-plug capability, meaning that malfunction-
ing hard disks can be exchanged without shutting down the
server. The two nodes are prepared for a fast, 10 Gigabit
Infiniband®
network (http://www.infinibandta.org), however due
to technical difficulties with the interfaces, both servers are
connected via Gigabit fast ethernet connection in a private
network. The Gigabit ethernet connection proved to be
fast enough for the data transfer during PSC runs. Both
machines are connected to the internal GSI network with
a second network interface, allowing for remote access.
The servers run a SuSE 10.2 Linux 64-bit operating sys-
tem (http://www.opensuse.org). Each RAID-5 array is
mounted as one large, XFS-formatted partition in the oper-
ating system. These two partitions are further cross-mounted via NFS on both machines, hence the PSC can
access both large storage areas. Communication between the two nodes is provided by the mpich2 message
passing interface software (http://www.mcs.anl.gov/research/projects/mpich2/) in the private network.
The standard compiler is the GNU gfortran compiler (http://gcc.gnu.org/fortran/).
The system performance has been determined with the linpack HPL benchmark (http://top500.org/project/
linpack), using the GotoBLAS linear algebra subroutine (http://www.tacc.utexas.edu/resources/
software/gotoblasfaq.php). In summary, a single node reaches up to 2.88× 1010 FLoating point Operations
Per Second (28.8GFLOPS). The two nodes together reach 55GFLOPS, the deviation from twice the single-node
performance is due to the Gigabit ethernet connection. The 55GFLOPS total performance correspond to about
3.4GFLOPS per CPU, a valued expected from data by the manufacturer [320].
Further software requirements of the PSC are for data analysis. The PSC stores its data in a Fortran binary
format, that is additionally divided by the number of calculation CPUs allowing to distribute the data over
different machines. Another Fortran program provided by the authors of PSC collects the data, sorts the
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individual fields and particle data and saves it as ASCII-files. The original version of PSC is shipped with
scripts for the commercially available Interactive Data Language IDL (http://rsinc.com/idl/) software for
data analysis and visualization. However, there are some drawbacks in using IDL. The license for IDL is ex-
pensive and the language is not very intuitive to learn. Due to these facts the author of this thesis has
ported the IDL scripts to the Python scripting language (http://www.python.org). Python is a widely dis-
tributed, straightforward, open-source scripting language. Time-critical sections in the scripts, as e.g. the read-
ing into memory and analysis of the huge particle data, is written in C and cross-linked to Python via SWIG
(http://www.swig.org). Data processing is done with the Scipy package (http://www.scipy.org). Data vi-
sualization, either one-dimensional or two-dimensional plots, is performed with the Matplotlib extension to
Python (http://matplotlib.sourceforge.net). The graphics can be saved in a variety of file formats, for
convenience the PNG format is chosen for most plots.
An example shall now be used for an estimate on the tremendous computing resources needed: Assuming an
interaction volume of x × y × z = (5× 5× 10)µm3 in the simulation, about 67502× 13500≈ 6× 1011 cells have
to be defined to resolve the Debye length in the solid density plasma. The target is chosen to be only 1µm thin
and (5× 5)µm2 wide. It consists of protons and electrons only, with 1 quasi-particle per cell and per species.
Thus, about 6.2×1010 quasi-particles will be generated. Each particle is represented in the PSC by 11 variables:
position (x , y, z), momentum (px , py , pz), charge q, mass m, its current cell number cni , a unique particle label
lni and its particle weight wni , respectively. Each variable is represented in Fortran double precision (8 bytes,
meaning the code does 64-bit arithmetic). Therefore about 8× 11× 10−6 MB = 8.5× 10−5 MB are required per
particle.
Furthermore, the code allocates 12 fields with Fortran double precision during the calculation: the electric fields
(Ex , Ey , Ez), magnetic fields (Bx , By , Bz), current densities ( jx , jy , jz), charge densities (ρi ,ρe) and the Poynting
flux P. Additionally, 24 fields with single precision resolution are required for time-resolved and time-averaged
fields that are written on hard disk. Hence (24× 4+ 12× 8)× 10−6 MB= 1.92× 10−4 MB per cell is required. In
addition, about 250MB of memory are required for communication.
In summary, the example would require about 130 Terabyte computer memory, that just fits into the total mem-
ory of the current world’s largest (not the fastest) supercomputer BlueGene/L at Lawrence Livemore National
Laboratory, CA, USA [321]!
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