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Abstrak 
Semakin hari kebutuhan akan air bersih semakin meningkat 
tetapi ketersediaan air terbatas. Pada penelitian ini, PDAM Giri 
Tirta Sari Kabupaten Wonogiri dipilih dalam studi kasus karena 
terjadi pemborosan sumber daya air sehingga akan dilakukan 
peramalan air terjual dengan mengaplikasikan model hibrida 
SSA-Automatic ARIMA. Sebagai studi kasus digunakan data air 
terjual per bulan pada periode Januari 2006 sampai Agustus 
2017. Terdapat dua kajian yang dilakukan pada penelitian ini, 
yaitu kajian simulasi dan kajian terapan. Kajian simulasi 
menunjukkan bahwa metode SSA lebih baik dilakukan secara 
agregat daripada secara individu. SSA mendekomposisi data ke 
dalam pola trend, musiman, dan noise, tetapi tidak dapat 
mendekomposisi variasi kalender. Pada kajian terapan digunakan 
empat metode pembanding yaitu Automatic ARIMA, SSA-ARIMA, 
ARIMA, dan ARIMAX. Data air terjual mengandung pola trend, 
musiman, noise, dan variasi kalender. SSA tidak dapat 
mendekomposisi pola variasi kalender, tetapi pola variasi 
kalender dapat ditangkap dengan baik oleh metode ARIMAX, 
sehingga metode terbaik untuk peramalan air terjual adalah  
metode ARIMAX. 
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Abstract 
The need of clean water is increasing day by day, however its 
availability is limited. The objective of this research is apply 
hybrid SSA-Automatic ARIMA model for forecasting water 
demand at PDAM Giri Tirta Sari because there is a squander of 
water resources. The data used in this case study is the monthly 
water demand start from Januari 2006 up to August 2017. There 
are two studies in this research, that is simulation and applied 
studies. The result of simulation study show that SSA method is 
better done on an aggregat basis than an individual basis. SSA 
decompose  the data into trend pattern, seasonal, and noise but it 
can not decompose the calendar variations  pattern. There are four 
methods that be applied and compared in this research, that is 
Automatic ARIMA, SSA-ARIMA, ARIMA, and ARIMAX. Data of 
water demand consists of trend, seasonal, noise, and calendar 
variations pattern. SSA method can not decompose the calendar 
variations pattern, but this pattern can be well detected by 
ARIMAX method, so the best method for the forecast of water 
demand is ARIMAX method. 
 
Keywords : Automatic ARIMA, Forecasting, PDAM Wonogiri, 
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BAB I PENDAHULUAN 
PENDAHULUAN 
1.1 Latar Belakang 
Air memiliki peranan yang sangat penting dalam kehidupan 
manusia. Air dibutuhkan manusia tidak hanya untuk diminum, 
tetapi juga dibutuhkan hampir disetiap aktivitas manusia sehari-
hari. Aktivitas manusia yang membutuhkan air bersih misalnya 
dalam mencuci pakaian, mencuci piring, mandi, dan lain-lain. 
Populasi manusia di bumi terus meningkat dan berdampak pada 
meningkatnya kebutuhan air bersih, tetapi ketersediaan air bersih 
terbatas. 
Dahuri (2013) menyatakan bahwa 70% bagian permukaan 
bumi terdiri atas lautan. Hal ini dapat dilihat pada peta atau bola 
dunia, warna yang mendominasi peta maupun bola dunia adalah 
warna biru yang mewakili warna air di muka bumi. Menurut 
Purwanto (2009), Indonesia merupakan negara kepulauan, dimana 
luas wilayah lautnya mencapai 5,8 juta km2 atau hampir dua pertiga 
luas wilayah Indonesia. Walaupun tampaknya air di bumi sangat 
banyak, pada kenyataannya, tidak semua air di bumi dapat 
dimanfaatkan oleh manusia untuk memenuhi kebutuhan sehari-
hari. Menurut WWF (2012) air di bumi terdiri dari 97% air laut dan 
3% air tawar. Dua per tiga dari air tawar di bumi adalah gletser dan 
es di kutub yang berfungsi menstabilkan iklim global. Hanya satu 
pertiga air tawar yang dapat dimanfaatkan oleh milyaran jiwa 
manusia di dunia. Artinya ketersediaan air yang dapat digunakan 
manusia terbatas, yaitu hanya 1% air tawar di bumi yang dapat 
digunakan manusia untuk mencukupi kebutuhan sehari-hari. Hal 
ini sangat berbanding terbalik dengan besarnya kebutuhan air 
bersih yang dibutuhkan oleh milyaran manusia di dunia. 
Di Indonesia, survey yang dilakukan oleh Direktorat 
Pengembangan Air Minum, Ditjen Cipta Karya pada tahun 2006 
menunjukkan setiap orang Indonesia mengkonsumsi air rata-rata 
sebesar 144 liter per hari. Pemakaian terbesar yaitu 45% dari total 
pemakaian air untuk keperluan mandi. Setiap orang membutuhkan 





Air minum adalah air yang melalui proses pengolahan atau 
tanpa pengolahan yang memenuhi syarat kesehatan dan dapat 
langsung diminum. Hal ini tertulis dalam Permendagri Nomor 23 
tahun 2006 tentang Pedoman Teknis dan Tata Cara Pengaturan 
Tarif Air Minum pada Perusahaan Daerah Air Minum, Departemen 
dalam Negeri Republik Indonesia. Untuk memenuhi kebutuhan air 
bersih, maka dibangun beberapa pengolahan air bersih yang 
dikelola oleh Badan Usaha Milik Negara yaitu Perusahaan Daerah 
Air Minum (PDAM). PDAM merupakan salah satu penyedia 
sumber daya air, hal ini tertuang dalam Peraturan Pemerintah 
Nomor 121 tahun 2015 tentang Pengusahaan Sumber Daya Air. 
Salah satu PDAM yang ada di Indonesia adalah PDAM Giri Tirta 
Sari yang terletak di Kabupaten Wonogiri. PDAM Giri Tirta Sari 
Kabupaten Wonogiri memiliki empat sumber air yang digunakan 
dalam pengolahan air bersih, yaitu mata air, waduk, sumur dalam 
dan sungai. Waduk Gajah Mungkur yang terletak di Kabupaten 
Wonogiri merupakan salah satu waduk yang terbesar di Indonesia. 
Waduk Gajah Mungkur tidak hanya digunakan untuk masyarakat 
Wonogiri saja, melainkan juga digunakan untuk Kabupaten lain, 
yaitu Kabupaten Sukoharjo, Sragen, Karanganyar, dan kota Solo. 
Apabila terjadi pemborosan sumber daya air di Kabupaten 
Wonogiri, maka akan berdampak pada ketersediaan air di 
Kabupaten lain. Sehingga, lebih baik pemanfaatan sumber air di 
Kabupaten Wonogiri dioptimalkan agar tidak berdampak buruk 
pada ketersediaan air di Kabupaten lain. 
Semakin bertambahnya penduduk, semakin bertambah pula 
air yang tejual di PDAM Giri Tirta Sari Kabupaten Wonogiri. Hal 
ini mengindikasikan adanya pola trend, diperkuat pula dengan 
semakin bertambahnya jumlah pelanggan PDAM. Data dari 
PDAM Wonogiri menunjukkan bahwa pada bulan Juni 2017, 
terjadi kenaikan pelanggan sebesar 2,3% dari bulan Juni 2016. 
Ketersediaan sumber air yang akan diproduksi PDAM Wonogiri 
dipengaruhi oleh musim hujan dan musim kemarau. Sehingga, pola 
air terjual di PDAM Giri Tirta Sari Kabupaten Wonogiri diduga 





Penelitian mengenai peramalan air bersih telah dilakukan di 
Indonesia maupun di luar negeri. Nurina & Irhamah (2013) 
melakukan peramalan volume pemakaian air sektor rumah tangga 
di Kabupaten Gresik. Hasil penelitian menunjukkan bahwa volume 
pemakaian air bulan ini berkaitan dengan volume pemakaian air 
pada dua belas dan dua puluh empat bulan sebelumnya, serta 
berkaitan pula dengan jumlah penduduk pada delapan, dua puluh 
dan tiga puluh dua periode sebelumnya. Pradhani & Mukarromah 
(2014) melakukan peramalan volume produksi air bersih di 
Kabupaten Bojonegoro berdasarkan jumlah pelanggan dan volume 
konsumsi air. Asfihani (2017) melakukan peramalan volume 
pemakaian air di Surabaya dengan menggunakan metode ARIMA. 
Metode ARIMA memberikan akurasi yang lebih baik untuk 
pelanggan kategori rumah tangga kelas menengah kebawah dengan 
model ARIMA(1,1,[12]). Rofik (2017) melakukan peramalan air 
bersih di PDAM Sumber Pocong Kabupaten Bangkalan 
menggunakan metode ARIMA. Model terbaik dari hasil penelitian 
adalah ARIMA (0,1,[1,4,12]) dengan nilai AIC sebesar 1286,31. 
Penelitian peramalan air juga dilakukan di luar negeri oleh 
Boubaker (2017) yang melakukan peramalan permintaan air 
perbulan di Arab Saudi. Metode peramalan yang digunakan adalah 
kombinasi metode ARIMA dan Particle Swarm Optimization 
(PSO). Salah satu performansi indikator yang digunakan dalam 
peneltian tersebut adalah MAPE sebesar 5,28%. Dihasilkan bahwa 
model PSO-ARIMA lebih baik dibanding model ANN (Artificial 
Neural Network), AR, dan ARIMA. Selain itu, metode PSO-
ARIMA tidak membutuhkan preprocessing data seperti re-scaling 
pada ANN, dan stasioneritas pada stochastic time series (STS).   
Penelitian air yang telah dilakukan sebelumnya tidak 
mendekomposisi data menjadi pola trend dan musiman. Salah satu 
teknik analisis deret waktu yang dapat mendekomposisi trend dan 
musiman adalah Singular Spectrum Analysis (SSA). SSA 
mendekomposisi deret waktu asli menjadi suatu penjumlahan dari 
sejumlah kecil komponen independen seperti komponen trend, 





2001). Sehingga pada penelitian ini digunakan metode SSA untuk 
mendekomposisi data ke dalam pola trend, musiman, dan noise. 
Zhang, Wang, He, Peng, & Ren (2011) melakukan peramalan 
aliran waduk Biliuhe dan waduk Dahuofang di China. Metode 
utama yang digunakan adalah metode hibrida SSA-ARIMA, 
sedangkan metode pembanding yaitu ARIMA dan SSA-LRF. 
Hasil penelitian menunjukkan bahwa metode hibrida SSA-ARIMA 
memiliki performansi paling baik daripada metode pembanding. 
Penelitian SSA juga dilakukan oleh Li, Cui, & Guo (2014) yang 
meramalkan listrik beban jangka pendek menggunakan model 
hibrida SSA dan Autoregressive (AR). Awalnya metode SSA 
digunakan untuk mendekomposisi dan merekonstruksi series data. 
Kemudian metode AR digunakan untuk peramalan berdasarkan 
rekonstruksi series data. Berdasarkan hasil analisis, metode hibrida 
SSA-AR menghasilkan kinerja yang lebih baik pada data beban 
listrik jangka pendek dibandingkan metode single AR, metode 
SSA-LRF (Linear Recurrent Formula), dan metode  BPNN 
(backpropagation neural network). 
Lopes, Costa, & Lima (2015) melakukan peramalan 
permintaan energi industri di Brazil menggunakan metode SSA-
LRF. Hasil penelitian menggunakan metode SSA-LRF sangat 
mendekati data sesungguhnya dengan nilai EMR sebesar 0,85%. 
Metode SSA-LRF sangat efektif terhadap komponen trend dan 
musiman pada data. Sehingga, metode SSA-LRF dapat 
diaplikasikan sebagai alat untuk memonitoring pengelolaan, 
khususnya pada pengelolaan permintaan energi. Selain itu, dengan 
menggunakan SSA-LRF, akan sangat mungkin untuk memprediksi 
permintaan pada banyak kasus, sehingga akan mengurangi biaya 
dan memaksimalkan efisiensi. 
Hassani, Webster, Silva, & Harevi (2015) melakukan 
peramalan kedatangan turis di US menggunakan metode vector 
SSA (VSSA). Selain metode vector SSA, metode peramalan yang 
digunakan adalah automatic ARIMA, neural network, dan 
exponential smoothing. Langkah dalam melakukan automatic 





Hasil analisis menunjukkan bahwa metode VSSA lebih akurat 
dibanding metode automatic ARIMA, neural network, maupun 
exponential smoothing. 
Di Indonesia penelitian metode SSA dilakukan oleh Siregar, 
Prariesa, & Darmawan (2017) yang meneliti aplikasi metode SSA-
LRF dalam peramalan pertumbuhan ekonomi Indonesia tahun 
2017. Peramalan yang digunakan adalah metode recurrent 
forecasting dengan bootstrap confidence interval untuk melihat 
selang kepercayaannya. Data yang digunakan adalah data Produk 
Domestik Bruto (PDB) riil triwulanan tahun 2000-2016. Hasil 
penelitian tersebut menunjukkan bahwa metode SSA dengan 
recurrent forecasting dapat dijadikan metode yang handal dan 
dapat dikatakan valid dilihat dari nilai MAPE sebesar 0,82%.  
Selain itu, penelitian menggunakan SSA dan ARIMA 
dilakukan oleh Ete, Suharsono, & Suhartono (2017) pada jumlah 
wisatawan mancanegara yang masuk ke Indonesia menurut pintu 
masuk. Hasilnya, SSA dengan peramalan berulang akan 
menghasilkan tingkat akurasi ramalan yang lebih tinggi dari 
metode ARIMA ketika data yang digunakan mengandung 
komponen musiman yang kompleks. 
Saat ini, terjadi ketidakseimbangan antara produksi air bersih 
dan kebutuhan konsumsi air bersih di Kabupaten Wonogiri. Rata-
rata jumlah air bersih yang didistribusikan sebesar 527.292 
m3/bulan, sedangkan rata-rata air bersih yang terjual sebesar 
426.866 m3/bulan. Setiap bulannya, rata-rata air yang terbuang 
sebesar 100.426 m3/bulan. Hal ini menjadikan terjadi pemborosan 
sumber daya air dan pihak PDAM Giri Tirta Sari Kabupaten 
Wonogiri tidak mendapatkan pendapatan yang optimal. Oleh 
karena itu, pada penelitian ini akan dilakukan peramalan air terjual 
PDAM Giri Tirta Sari Kabupaten Wonogiri dengan menggunakan 
metode hibrida SSA dan automatic ARIMA. Automatic ARIMA 
digunakan karena metode ini mempermudah dalam penentuan 
model dan menghasilkan model dengan cepat. Metode SSA 
diharapkan dapat mendekomposisi data air tejual ke dalam pola 





membantu PDAM Giri Tirta Sari Kabupaten Wonogiri dalam 
memproduksi air bersih secara optimal sehingga tidak terjadi 
pemborosan sumber daya air. 
1.2 Rumusan Masalah 
Rumusan masalah yang akan dibahas pada penelitian ini 
berdasarkan permasalahan yang telah diuraikan adalah sebagai 
berikut: 
1. Bagaimana hasil dekomposisi dan peramalan mengguna-
kan metode hibrida SSA-Automatic ARIMA dari hasil 
studi simulasi? 
2. Bagaimana model peramalan air terjual PDAM Giri Tirta 
Sari Kabupaten Wonogiri menggunakan metode SSA-
Automatic ARIMA? 
3. Bagaimana perbandingan hasil peramalan air terjual 
PDAM Giri Tirta Sari Kabupaten Wonogiri menggunakan 
metode SSA-Automatic ARIMA dengan model peramalan 
ARIMAX, Automatic ARIMA, ARIMA, dan SSA-
ARIMA? 
4. Bagaimana hasil peramalan air terjual PDAM Giri Tirta 
Sari Kabupaten Wonogiri periode September 2017 hingga 
Agustus 2018? 
1.3 Tujuan Penelitian 
Berdasarkan permasalahan yang telah disebutkan di atas, 
tujuan penelitian yang ingin dicapai pada penelitian ini adalah 
sebagai berikut: 
1. Memperoleh hasil dekomposisi dan peramalan 
menggunakan metode hibrida SSA-Automatic ARIMA 
dari hasil studi simulasi. 
2. Memperoleh model peramalan air terjual PDAM Giri Tirta 
Sari Kabupaten Wonogiri menggunakan metode SSA-
Automatic ARIMA. 
3. Mengetahui perbandingan hasil peramalan air terjual 
PDAM Giri Tirta Sari Kabupaten Wonogiri menggunakan 





ARIMAX, Automatic ARIMA, ARIMA, dan SSA-
ARIMA. 
4. Memperoleh hasil peramalan air terjual PDAM Giri Tirta 
Sari Kabupaten Wonogiri periode September 2017 hingga 
Agustus 2018. 
1.4 Manfaat Penelitian 
Penelitian ini diharapkan dapat memberikan beberapa 
manfaat bagi berbagai pihak, diantaranya sebagai berikut: 
1. Memberikan informasi kepada pihak PDAM Giri Tirta 
Sari Kabupaten Wonogiri yang dapat digunakan sebagai 
bahan pertimbangan dalam mengoptimalkan produksi air 
bersih. 
2. Memberikan wawasan keilmuan statistika mengenai 
penerapan metode SSA dan Automatic ARIMA. 
1.5 Batasan Masalah 
Batasan pada penelitian ini adalah data air terjual PDAM Giri 
Tirta Sari yang digunakan yaitu periode bulan Januari 2006 hingga 
bulan Agustus 2017. Besarnya air terjual di PDAM Giri Tirta Sari 
Kabupaten Wonogiri juga merupakan besarnya air bersih yang 
dikonsumsi masyarakat Wonogiri. Metode yang digunakan sebagai 
pembanding metode SSA-Automatic ARIMA adalah metode 
ARIMA, metode automatic ARIMA, metode hibrida SSA-ARIMA 


























BAB II TINJAUAN PUSTAKA 
TINJAUAN PUSTAKA 
Tinjauan pustaka pada penelitian ini akan membahas 
mengenai konsep dasar time series, ARIMA, SSA, ARIMAX, 
PDAM Giri Tirta Sari Kabupaten Wonogiri, dan air bersih. 
2.1 Konsep Dasar Time Series 
Wei (2006) menyatakan bahwa analisis time series merupakan 
dugaan atau perkiraan suatu peristiwa di masa mendatang atau 
dapat diartikan sebagai serangkaian pengamatan terhadap suatu 
variabel yang diambil dari waktu ke waktu dan dicatat secara 
berurutan menurut urutan waktu kejadian dengan interval waktu 
yang tetap dimana setiap pengamatan dinyatakan sebagai variabel 
random 𝑍𝑡 yang didapatkan berdasarkan indeks waktu tertentu 
sebagai urutan waktu pengamatan. Secara umum, tujuan dari 
analisis time series adalah untuk menemukan bentuk pola dari data 
di masa lalu dan melakukan peramalan terhadap sifat-sifat dari data 
di masa yang akan datang. Pada saat  𝑡1, 𝑡2, … , 𝑡𝑛  pengamatan 
suatu deret berkala membentuk suatu deret dan mempunyai 
variabel random 𝑍𝑡1 , 𝑍𝑡2 , … , 𝑍𝑡𝑛 dengan fungsi distribusi bersama 
yaitu 𝐹(𝑍𝑡1 , 𝑍𝑡2 , … , 𝑍𝑡𝑛). 
Dalam analisis time series, data pengamatan yang 
disimbolkan dengan 𝑍𝑡 disyaratkan mengikuti proses stokastik 
yaitu suatu kelompok data berdasarkan waktu yang tersusun oleh 
variabel random 𝑍(𝜔, 𝑡) dimana 𝜔 adalah ruang sampel dan 𝑡 
adalah indeks waktu (Wei, 2006). Beberapa contoh data time series 
adalah data harian jumlah penumpang kereta api, data bulanan 
penjualan sepeda motor,  data bulanan konsumsi masyarakat 
terhadap kebutuhan listrik. 
2.2 Autoregressive Integrated Moving Average (ARIMA) 
ARIMA merupakan salah satu model yang sering digunakan 
dalam peramalan data time series. ARIMA forecasting terbagi 
menjadi empat yaitu  Autoregressive (AR), Moving Average (MA), 





Integrated Moving Average (ARIMA). Model Autoregressive 
(AR) merupakan suatu model yang menunjukkan adanya 
keterkaitan antara suatu nilai pada waktu sekarang (𝑍𝑡) dengan 
nilai pada waktu sebelumya (𝑍𝑡−𝑘), ditambah dengan nilai acak 𝑎𝑡 
yang white noise dan berdistribusi normal (0, 𝜎𝑎
2). Model MA 
menunjukkan adanya keterkaitan antara nilai pada waktu sekarang 
(𝑍𝑡) dengan nilai residual pada waktu sebelumya (𝑎𝑡−𝑘 dengan 𝑘 = 
1,2,3,...). Gabungan dari model Autoregressive AR dan Moving 
Average MA akan membentuk model ARMA, sedangkan ARIMA 
(𝑝, 𝑑, 𝑞) merupakan model ARMA (𝑝, 𝑞) yang memperoleh 
differencing sebanyak 𝑑. Bentuk umum dari model ARIMA 
(𝑝, 𝑑, 𝑞) adalah: 
𝜙𝑝(𝐵)(1 − 𝐵)
𝑑𝑍𝑡 = 𝜃𝑞(𝐵)𝑎𝑡 (2.1) 
dengan 𝑝 adalah orde model AR, 𝑞 adalah orde model MA, 𝑑 
adalah orde differencing, dan  








Generalisasi dari model ARIMA untuk data yang memiliki 
pola musiman ditulis dengan ARIMA (𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑠 dan 
dirumuskan sebagai berikut: 
𝜙𝑝(𝐵)Φ𝑃(𝐵
𝑠)(1 − 𝐵)𝑑(1 − 𝐵𝑠)𝐷𝑍𝑡 = 𝜃𝑞(𝐵)Θ𝑄(𝐵
𝑠)𝑎𝑡 (2.2) 
dengan 𝑠 merupakan periode musiman, dan 
Φ𝑃(𝐵









Langkah-langkah dalam melakukan pemodelan ARIMA meliputi 
identifikasi model, estimasi dan pengujian parameter, diagnosis 
model, pemilihan model terbaik, dan peramalan (Wei, 2006:108). 
2.2.1 Identifikasi Model 
Proses identifikasi model dapat dilakukan melalui dua tahap 
yaitu dengan melihat kestasioneran data dalam varians dan mean 
melalui time series plot, selanjutnya dengan plot ACF dan plot 
PACF. Berikut uraian mengenai kedua tahap identifikasi model : 






Kestasioneran data dapat diketahui secara visual, jika plot 
time series menyebar di sekitar garis sejajar dengan sumbu waktu 
(t) maka data dikatakan stasioner dalam mean. Uji Augmented 
Dickey-Fuller (ADF) merupakan salah satu pengujian unit root 
dalam mengujian kestasioneran data dalam mean (Gujarati,2004). 
Pada penelitian ini, uji ADF dilakukan dengan software Eviews. 





𝑎𝑡      =  error  
𝛿       =  koefisien regresi  
Δ𝑍𝑡−𝑖  =  𝑍𝑡−𝑖 − 𝑍𝑡−𝑖−1  
Hipotesis untuk pengujian ADF adalah: 
H0 : 𝛿 = 0 
H1 : 𝛿 < 0 
 Jika nilai |𝜏ℎ𝑖𝑡𝑢𝑛𝑔| lebih dari nilai 𝜏𝑡𝑎𝑏𝑒𝑙 , maka hipotesis dapat 
ditolak. Hal ini berarti bahwa data telah stasioner. Apabila data 
tidak stasioner dalam mean, maka dapat diatasi dengan cara 
melakukan differencing dengan rumus berikut : 
𝑊𝑡 = (1 − 𝐵)
𝑑𝑍𝑡 
(2.4) 
dengan 𝑍𝑡 merupakan pengamatan pada waktu ke-𝑡.  
 
Tabel 2.1 Transformasi Box-Cox 
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Suatu data dikatakan stasioner dalam varians dapat dilihat 
melalui transformasi Box-Cox. Macam-macam bentuk 
transformasi Box-Cox disajikan dalam Tabel 2.1 (Wei, 2006:85). 
2. ACF dan PACF 
Wei (2006) menyatakan bahwa Autocorrelation Function 
(ACF) merupakan korelasi antara 𝑍𝑡  dan 𝑍𝑡+𝑘  dari proses yang 
sama pada lag waktu yang berbeda. Perhitungan ACF untuk 





∑ (𝑍𝑡 − ?̅?)(𝑍𝑡+𝑘 − ?̅?)
𝑛−𝑘
𝑡=1
∑ (𝑍𝑡 − ?̅?)
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𝑡=1   yang merupakan rata-rata sampel. 
Dalam analisis time series, perlu dilakukan pula perhitungan 
korelasi antara 𝑍𝑡  dan 𝑍𝑡+𝑘 namun korelasi antara 𝑍𝑡   dan 𝑍𝑡+𝑘 
dengan 𝑍1, 𝑍2, … , 𝑍𝑛 telah dihilangkan. Korelasi bersyarat 
𝐶𝑜𝑟𝑟(𝑍𝑡 , 𝑍𝑡+𝑘|𝑍𝑡+1, 𝑍𝑡+2, … , 𝑍𝑡+𝑘−1) inilah yang merupakan 
Partial Autocorrelation dalam analisis time serie. Perhitungan 
PACF untuk sampel dapat diperoleh melalui persamaan berikut: 
?̂?𝑘+1,𝑘+1 =
?̂?𝑘+1 − ∑ ?̂?𝑘𝑗?̂?𝑘+1−𝑗
𝑘
𝑗=1





?̂?𝑘+1,𝑗 = ?̂?𝑘,𝑗 − ?̂?𝑘+1,𝑘+1?̂?𝑘,𝑘+1−𝑗, 𝑗 = 1,2, … , 𝑘. (2.7) 
Plot ACF digunakan untuk menduga model yang sesuai pada 
suatu proses yang stasioner dalam mean (𝐸(𝑍𝑡) = 𝜇) maupun 
dalam varians. Selain dengan plot ACF, pendugaan model juga 
dapat dilakukan secara bersama-sama dengan plot PACF (Partial 
Autocorrelation Function). Ciri-ciri dugaan model ARIMA 
berdasarkan lag yang keluar pada plot ACF dan PACF ditunjukkan 







Tabel 2.2 Karakteristik ACF dan PACF untuk Model ARIMA 
Model ACF PACF 
AR(𝑝) Turun cepat 
membentuk 
eksponensial 
Terpotong setelah lag 
𝑝 





ARMA(𝑝, 𝑞) Turun cepat setelah lag 
𝑞 − 𝑝 
Turun cepat setelah lag 
p−𝑞  
2.2.2 Estimasi Parameter 
Salah satu metode yang dapat digunakan untuk mengestimasi 
parameter model ARIMA adalah metode Maximum Likelihood 
Estimation (MLE). Asumsi yang diperlukan pada metode MLE 
adalah error 𝑎𝑡 berdistribusi normal. Error 𝑎𝑡 dapat dinyatakan 
dalam fungsi 𝑍𝑡, dan parameter 𝜙, 𝜃, 𝜎𝑎
2  serta error-error 
sebelumnya. Karena error bersifat independen, maka distribusi 
bersama dari 𝑎1, 𝑎2, … , 𝑎𝑛 adalah : 













Secara umum bentuk 𝑎𝑡 adalah: 
𝑎𝑡 = 𝑍𝑡 − 𝜙1𝑍𝑡−1 −⋯− 𝜙𝑝𝑍𝑡−𝑝 + 𝜃1𝑎𝑡−1 +⋯+ 𝜃𝑞𝑎𝑡−𝑞  (2.9) 




































Maksimum fungsi log likelihood dihitung melalui turunan 













2 = 0 (2.13) 
Parameter yang telah diperoleh selanjutnya diuji 
signifikansinya. Misalkan secara umum parameter model AR 
dinotasikan dengan 𝜙 maka signifikasi parameter 𝜙 diuji dengan 
hipotesiss berikut: 
𝐻0: 𝜙 = 0  
𝐻1: 𝜙 ≠ 0  





Tingkat signifikansi pengujian sebesar 𝛼 dan 𝐶 menyatakan 





yang berarti parameter model adalah signifikan atau berbeda 
dengan nol (Wei, 2006). 
2.2.3 Diagnosis Model 
Menurut Wei (2006), pengujian kesesuaian model dilakukan 
dengan menguji residual dari model yang dibentuk. Model 
dikatakan sesuai jika pengujian residual yang didapatkan 
memenuhi asumsi white noise dan berdistribusi normal. Uji Ljung-
Box-Pierce digunakan untuk menguji asumsi white noise, 
sementara uji kenormalan dilakukan dengan menggunakan uji 
Kolmogorov-Smirnov. Berikut merupakan hipotesis pada uji 
Ljung-Box-Pierce untuk pengujian white noise: 
𝐻0: 𝜌1 = 𝜌2 = ⋯ = 𝜌𝐾 (residual white noise) 





dengan statistik uji sebagai berikut : 








𝑛  = banyaknya pengamatan yang dilakukan, 
?̂?𝑘= taksiran autokorelasi residual pada lag ke-𝑘. 
Residual memenuhi asumsi white noise jika gagal tolak 𝐻0  yaitu 
bila nilai 𝑄 < 𝑋𝛼,𝑑𝑓
2   atau p-value > 𝛼. 
Pengujian asumsi kenormalan menggunakan uji 
Kolmogorov-Smirnov (KS) dengan hipotesis sebagai berikut : 
𝐻0: residual mengikuti asumsi distribusi normal  
𝐻1: residual tidak mengikuti asumsi distribusi normal  
dengan nilai statistik uji :  
𝐷 = 𝑠𝑢𝑝|𝐹𝑛(𝑎𝑡) − 𝐹0(𝑎𝑡)| (2.16) 
dengan : 
𝐹𝑛(𝑎𝑡) = fungsi peluang kumulatif yang dihitung dari data sampel, 
𝐹0(𝑎𝑡) = fungsi peluang kumulatif distribusi normal atau fungsi 
yang dihipotesiskan 
sup      = nilai maksimum semua 𝑎𝑡 dari |𝐹𝑛(𝑎𝑡) − 𝐹0(𝑎𝑡)| 
Statistik uji 𝐷 menghasilkan keputusan tolak 𝐻0 jika  𝐷 lebih dari 
𝐷(1−𝛼,𝑛) atau p-value kurang dari 𝛼, dengan 𝑛 adalah ukuran 
sampel yang digunakan (Daniel, 1989:344). 
2.2.4 Pemilihan Model Terbaik 
Pemilihan model terbaik terbagi dari kriteria in-sample dan 
kriteri out-sample. Pemilihan model terbaik pada kriteria in-sample 
dapat menggunakan nilai AIC (Akaike’s Information Criterion) 
yang terkecil, AIC merupakan kriteria pemilihan model terbaik 
yang mempertimbangkan banyaknya parameter dalam model. 
Berikut merupakan rumus untuk menghitung nilai AIC, 
𝐴𝐼𝐶 = 𝑛 𝑙𝑛?̂?𝑎








2  = estimasi maksimum likelihood dari 𝜎𝑎
2 
𝐶   = banyaknya parameter dalam model 
𝑛   = banyaknya pengamatan (Wei, 2006:156). 
Selain itu, pemilihan model terbaik dapat menggunakan 
akurasi berdasar nilai error yaitu Root Mean Square Error (RMSE) 
dan Mean Absolute Percentage  Error (MAPE). Perhitungan 
tingkat kesalahan menggunakan RMSE ditunjukkan pada 
persamaan (2.18) dan perhitungan MAPE ditunjukkan oleh 




∑ (𝑍𝑛+𝑟 − ?̂?𝑛(𝑟))
2𝑅








× 100%   (2.19) 
dengan: 
𝑍𝑛+𝑟   = data aktual ke – 𝑟. 
?̂?𝑛(𝑟) = data ramalan 𝑟 tahap ke depan. 
𝑛        = banyaknya data in-sample. 
𝑅∗         = banyaknya data out-sample. 
2.3 Automatic ARIMA 
Hyndman dan Khandakar (2008) menyatakan bahwa 
penggunaan forecast package pada software R sangat membantu 
dalam peramalan dengan data yang besar. Prosedur peramalan 
automatic ARIMA menggunakan package forecast pada software 
R ditunjukkan pada Gambar 2.1. 
Pada Automatic ARIMA, penentuan model tidak 
menggunakan plot ACF dan plot PACF melainkan menggunakan 
nilai AIC terkecil. Stasioneritas pada metode Automatic ARIMA 
berdasarkan uji unit root, yaitu Augmented Dickey-Fuller atau 
ADF test. 
Cara kerja Automatic ARIMA yaitu dengan mencoba satu per 
satu kemungkinan, dimana nilai p dan q dimulai dari 0 hingga 5. 





2, sedangkan nilai D sebesar 0 atau 1. Model akan terbentuk dari 
kemungkinan-kemungkinan yang ada dengan nilai AIC terkecil. 
 
Gambar 2.1 Prosedur Metode Automatic ARIMA 
2.4 Singular Spectrum Analysis (SSA) 
Singular Spectrum Analysis (SSA) dikenal sebagai metode 
yang powerful untuk analisis deret waktu. SSA adalah teknik 
analisis deret waktu dan peramalan yang menggabungkan unsur 
analisis klasik time series, multivariate statistics, multivariat 
geometric, dynamical system, dan signal processing (Golyandina 
& Zhigljavsky, 2013). Menurut Hassani (2007) tujuan utama dari 
SSA yaitu menguraikan serial aslinya menjadi sejumlah kecil 
komponen yang dapat diidentifikasi seperti trend, musiman, dan 
noise, kemudian diikuti oleh rekonstruksi dari serial aslinya. 
Menurut Golyandina, Nekrutkin, & Zhigljavsky (2001), langkah-
langkah yang perlu dilakukan dalam tahap peramalan metode SSA 
diketahui sebagai berikut. 
Melakukan Load Package 
Melakukan Pemanggilan Data 
Melakukan Penentuan Model dengan  
Automatic ARIMA 
Mendapatkan Akurasi Model 







Suatu deret waktu bernilai real 𝐹 = (𝑓0, 𝑓1, … , 𝑓𝑛−1) dengan 
panjang 𝑛. Diasumsikan bahwa 𝑛 > 2 dan 𝐹 adalah suatu deret 
waktu tidak nol, yaitu terdapat setidaknya satu 𝑖 sehingga 𝑓1 ≠ 0. 
Prosedur embedding memetakan deret waktu asli ke serangkaian 
lagged vector multidimensi. Diberikan 𝐿 berupa suatu bilangan 
bulat  yang disebut window length, 1 < 𝐿 < 𝑁. Prosedur 
embedding membentuk 𝐾 = 𝑁 − 𝐿 + 1 lagged vectors. 
𝑋𝑖 = (𝑓𝑖−1, … , 𝑓𝑖+𝐿−2)
𝑇 , (1 ≤ 𝑖 ≤ 𝐾) (2.20) 
yang mempunyai dimensi 𝐿 Jika dimensi dari 𝑋𝑖 yang ditekankan, 
maka 𝑋𝑖 disebut sebagai L-lagged vectors. Matriks lintasan dari 
deret 𝐹 digambarkan sebagai berikut:  
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(2.21) 
Lagged vectors 𝑋𝑖 adalah kolom dari matriks lintasan 𝑋. Baris dan 
kolom dari 𝑋 adalah subderet dari deret asli. Unsur ke- (𝑖, 𝑗) dari 
matriks 𝑋 adalah 𝑋𝑖𝑗 = 𝑓𝑖+𝑗−2. Matriks lintasan 𝑋 merupakan 
sebuah matriks Hankel. Jika 𝑁 dan 𝐿 ditetapkan, maka ada 
korespondensi satu-satu antara matriks lintasan dan deret waktu. 
2.4.2 Singular Value Decomposition (SVD) 
Diberikan 𝑆 = 𝑋𝑋𝑇. Misalkan 𝜆1, … , 𝜆𝐿 adalah nilai eigen 
dari matriks 𝑆 dimana 𝜆1 ≥ ⋯ ≥ 𝜆𝐿 ≥ 0 dan 𝑈1, … , 𝑈𝐿 adalah 
vektor eigen dari matriks 𝑆 yang bersesuaian dengan nilai eigen. 
𝑑 = 𝑚𝑎𝑥{𝑖, 𝑠𝑒ℎ𝑖𝑛𝑔𝑔𝑎 𝜆𝑖 > 0} merupakan rank dari matriks 𝑿. 
Jika 𝑂𝑖 = 𝑿
𝑇𝑈𝑖/√𝜆𝑖, untuk 𝑖 = 1,2, … , 𝑑, maka SVD dari matriks 
lintasan 𝑿 dapat ditulis sebagai 





dimana 𝑋𝑖 = √𝜆𝑖𝑈𝑖𝑂𝑖
𝑇. Matriks 𝑋𝑖 mempunyai rank 1, oleh karena 
itu matriks 𝑋𝑖 adalah matriks elementer. Kumpulan (𝜆𝑖, 𝑈𝑖 , 𝑂𝑖) 
disebut eigentriple ke- i  dari SVD (2.22). 
2.4.3 Pengelompokan 
Setelah ekspansi (2.22) diperoleh, prosedur pengelompok-an 
akan memartisi himpunan indeks {𝑖, … , 𝑑}  menjadi 𝑚 himpunan 
bagian yang saling lepas, 𝐼1, … , 𝐼𝑚  Diberikan 𝐼 = {𝑖1, … , 𝑖𝑝}, maka 
matriks 𝑋𝐼 yang dihasilkan sesuai dengan kelompok 𝐼 yang 
didefinisikan sebagai 𝑋𝐼 = 𝑋𝑖1 +⋯+ 𝑋𝑖𝑝 . Matriks ini dihitung 
untuk 𝐼 = 𝐼1, … , 𝐼𝑚 dan ekspansi (2.22) menyebabkan dekomposisi 
𝑿 = 𝑿𝑰𝟏 +⋯+ 𝑿𝑰𝒎 . (2.23) 
Prosedur pemilihan himpunan 𝐼1, … , 𝐼𝑚 disebut sebagai 
pengelompokan eigentriple. Jika 𝑚 = 𝑑 dan 𝐼𝑗 = {𝑗}, 𝑗 = 1,… , 𝑑, 
maka pengelompokan yang sesuai disebut elementer. 
2.4.4 Diagonal Averaging 
Langkah terakhir dalam SSA adalah mengubah setiap matriks 
𝑋𝐼𝑗 dari dekomposisi yang dikelompokan (2.23) menjadi suatu 
deret baru dengan panjang 𝑛. Misalkan 𝑌 adalah sebuah matriks 
berukuran 𝐿 × 𝐾 dengan unsur-unsur 𝑦𝑖𝑗, 1 ≤ 𝑖 ≤ 𝐿 , 1 ≤ 𝑗 ≤ 𝐾 , 
untuk 𝐿 ≤ 𝐾. Diberikan 𝐿∗ = min (𝐿, 𝐾), 𝐾∗ = max (𝐿, 𝐾),      𝑛 =
𝐿 + 𝐾 − 1, 𝑦𝑖𝑗
∗ = 𝑦𝑖𝑗 jika 𝐿 < 𝐾 dan 𝑦𝑖𝑗
∗ = 𝑦𝑗𝑖  jika 𝐿 > 𝐾.  
Diagonal averaging memindahkan matriks 𝑌 ke deret 
𝑔0, 𝑔1, … , 𝑔𝑛−1 dengan rumus pada pernyataan (2.24). Pernyataan 
(2.24) berhubungan dengan rata-rata elemen matriks atas 
antidiagonals 𝑖 + 𝑗 = 𝑘 + 2. Untuk pilihan 𝑘 = 0 akan 
menghasilkan 𝑔0 = 𝑦1,1, pilihan 𝑘 = 1 akan menghasilkan nilai       
𝑔1 = (𝑦1,2 + 𝑦2,1)/2, dan seterusnya. Perhatikan bahwa jika 
matriks 𝑌 adalah matriks lintasan dari beberapa deret 



































𝐾∗ ≤ 𝑘 < 𝑁
 (2.24) 
 
Jika diagonal averaging (2.24) diterapkan pada matriks 𝑋𝐼𝑘  
yang dihasilkan, maka akan diperoleh suatu deret yang 
direkonstruksi 𝐹(𝑘) = (𝑓0
(𝑘)
, … , 𝑓𝑁−1
(𝑘)
). Oleh karena itu, deret awal 
𝑓0, … , 𝑓𝑁−1 didekomposisi menjadi jumlah dari 𝑚 deret yang 
direkonstruksi: 
𝑓𝑗 = ∑ 𝑓𝑗
(𝑘)
, 𝑗 = 0,1, … , 𝑛 − 1𝑚𝑘=1 . (2.25) 
Perhitungan SSA secara manual telah dilakukan dengan 
contoh membangkitkan data yang mengandung pola trend, 
musiman, dan noise. Berikut data yang digunakan dalam contoh 
perhitungan manual SSA disajikan pada Tabel 2.3. 
Tabel 2.3 Data Contoh SSA Manual 
Trend Musiman Noise Zt 
1 15,00 0,02 16,02 
2 10,01 0,81 12,81 
3 5,00 0,20 8,20 
4 9,98 0,22 14,20 
5 15,00 0,70 20,70 
6 10,02 0,23 16,26 
7 5,00 0,71 12,71 
8 9,97 0,16 18,13 
9 15,00 0,89 24,89 
10 10,04 0,56 20,60 
Tahap pertama yaitu embedding, pada tahap ini ditentukan 
besarnya parameter window length (L) untuk membentuk matrik 





setengah dari data (L=5), maka besarnya K=6. Sehingga terbentuk 
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Tahap selanjutnya yaitu SVD, hal pertama yang dilakukan 









































Setelah mendapatkan matriks S, dihitung eigenvalue dan 
eigenvektor dari matriks S. Eigenvalue dari matriks S disimbolkan 
oleh 𝜆1, … , 𝜆5 dan eigenvektor dari matriks S disimbolkan 
𝑈1, … , 𝑈5. Eigenvalue dan eigenvektor dari matriks S disajikan 
pada Tabel 2.4. 
Tabel 2.4 Eigenvalue dan Eigenvektor Matrik S 
𝜆𝑖  𝑈1 𝑈2 𝑈3 𝑈4 𝑈5 
8002,12 -0,4088 0,4598 0,0993 0,2598 0,7376 
204,18 -0,3883 0,0484 -0,7475 0,4443 -0,3012 
143,88 -0,4098 -0,7035 -0,2142 -0,3866 0,3765 
1,18 -0,4911 -0,3066 0,6174 0,4293 -0,3153 
1,01 -0,5225 0,4442 0,0655 -0,6335 -0,3522 
Eigenvalue dan eigenvektor tersebut digunakan untuk 
mendapatkan partisi dari matriks X pada tahap pengelompokan. 
Sebelumnya melakukan partisi matriks, terlebih dulu menghitung 
matriks O dengan  𝑂𝑖 = 𝑋
𝑇𝑈𝑖/√𝜆𝑖. Kemudian dilakukan partisi 
matriks X dengan 𝑋𝑖 = √𝜆𝑖𝑈𝑖𝑂𝑖
𝑇. Sehingga akan terbentuk 5 
kelompok hasil partisi matriks X. Matriks O dan partisi matriks X 





















































































































































































































Langkah terakhir yaitu diagonal averaging, dari matriks 
partisi X akan diperoleh nilai singular setiap partisi matriks. Nilai 
singular diperoleh dari rata-rata diagonal setiap partisi matriks X. 






























Nilai singular masing-masing partisi matriks X atau eigentriple 
disajikan pada Tabel 2.5. 
Tabel 2.5 Nilai Singular Tiap Komponen 
No X1 X2 X3 X4 X5 
1 13,36 3,25 0,04 -0,09 -0,54 
2 13,07 -0,48 0,15 -0,07 0,14 
3 13,08 -3,15 -1,62 0,00 -0,11 
4 14,19 -0,13 0,16 -0,08 0,06 
5 15,50 2,76 2,16 0,13 0,15 
6 16,23 0,07 0,13 -0,11 -0,06 
7 16,99 -2,31 -2,29 0,25 0,08 
8 18,90 0,07 -0,54 -0,23 -0,08 
9 21,25 2,01 1,53 0,20 -0,10 
10 21,94 -1,40 0,32 -0,31 0,04 
Grafik masing-masing nilai singular partisi matriks X 
disajikan oleh Gambar 2.2. Eigentriple 1 secara visual tampak 
seperti pola trend, eigentriple 2 dan 3 tampak seperti pola 






Gambar 2.2 Eigentriple Plot Perhitungan Manual 
2.5 Perbedaan SSA-ARIMA Individu dan Agregat 
Metode SSA mendekomposisi satu series data (𝑍𝑡) menjadi 
beberapa eigentriple (𝑃𝐶𝑡). Setiap eigentriple memiliki pola trend, 
musiman, atau noise. Berdasarkan jurnal penelitian yang 
menggunakan metode SSA, terdapat 2 cara dalam melakukan SSA, 
yaitu dengan cara individu dan cara agregat. 
Pemodelan SSA-ARIMA secara individu ditunjukkan oleh 
Gambar 2.3. Cara individu dilakukan dengan memodelkan setiap 
eigentriple menggunakan metode ARIMA. Sehingga didapatkan 
nilai ramalan (𝑃?̂?𝑡) masing-masing eigentriple. Akan tetapi, 
khusus untuk eigentriple yang memiliki pola noise, pemodelan 
dilakukan secara agregat, yaitu menggabungkan eigentriple-
eigentriple noise menjadi komponen noise (𝑁𝑡). Komponen noise 
ini yang digunakan untuk pemodelan ARIMA, sehingga terbentuk 
hasil ramalan komponen noise (?̂?𝑡). Untuk mendapatkan ramalan 
(?̂?𝑡), dilakukan penjumlahan hasil ramalan masing-masing 






Gambar 2.3 Prosedur Metode SSA-ARIMA Individu 
Pemodelan SSA-ARIMA secara agregat ditunjukkan pada 
Gambar 2.4. Berbeda dengan pemodelan SSA-ARIMA secara 
individu, pemodel ARIMA secara agregat dilakukan dengan 
menggabungkan penggabungan eigentriple yang sejenis terlebih 
dahulu. Eigentriple-eigentriple yang memiliki pola trend, 
digabungkan menjadi satu dalam komponen trend (𝑇𝑡), begitu pula 
untuk eigentriple yang berpola musiman menjadi komponen 
musiman (𝑆𝑡) dan eigentriple yang berpola noise mejadi 
komponen noise (𝑁𝑡). Pemodelan ARIMA dilakukan pada 
masing-masing komponen sehingga menghasilkan ramalan 
komponen trend (?̂?𝑡), komponen musiman (?̂?𝑡), dan komponen 
noise (?̂?𝑡). Ketiga hasil ramalan komponen dijumlahkan sehingga 





































Gambar 2.4 Prosedur Metode SSA-ARIMA Agregat 
2.6 ARIMA with Exogenous Variable (ARIMAX) 
Model ARIMAX merupakan pengembangan dari model 
ARIMA. Pada model ARIMAX digunakan variabel tambahan 
berupa variabel eksogen. Variabel eksogen yang digunakan dapat 
berupa variabel dummy (non-metrik) maupun variabel deret waktu 
tertentu (metrik). Pada penelitian ini, variabel yang digunakan 
adalah variabel dummy berupa trend, musiman bulan, dan efek 
kalender variasi. Model umum ARIMAX dapat ditunjukkan oleh 
persamaan (2.31) (Lee, Suhartono, & Hamzah, 2010), yaitu: 








𝑉ℎ,𝑡      = variabel dummy ke h,  





























𝜃𝑞(𝐵)  = (1 − 𝜃1𝐵 −⋯− 𝜃𝑞𝐵
𝑞), 
𝑁𝑡
∗        = residual pada waktu ke-t dari proses regresi time series, 
𝑎𝑡         = residual pada waktu ke-t keseluruhan dari proses 
ARIMAX. 
Dalam membentuk model ARIMAX, akan dilakukan terlebih 
dahulu pemodelan regresi untuk memodelkan memodelkan efek 
dari variabel dummy yang digunakan. Kemudian dilakukan 
pemodelan ARIMA pada residual dari model regresi time series. 
Langkah terakhir yaitu melakukan pemodelan keseluruhan untuk 
ARIMAX. 
2.7 PDAM Giri Tirta Sari 
Kabupaten Wonogiri merupakan salah satu kabupaten yang 
termasuk pada wilayah Jawa Tengah. Batas barat Kabupaten 
Wonogiri adalah Kabupaten Gunung Kidul (DIY), sedangkankan 
di bagian utara berbatasan dengan Kabupaten Sukoharjo dan 
Kabupaten Karanganyar. Sebelah timur Kabupaten Wonogiri 
adalah Kabupaten Ponorogo dan Kabupaten Pacitan, sedangkan 
bagian selatan Kabupaten Wonogiri adalah Kabupaten Pacitan dan 
Samudera Hindia. Kabupaten Wonogiri berada di Jawa Tengah 
dengan luas wilayah Wonogiri yaitu 1.822,37 km2. Peta Kabupaten 
Wonogiri ditampilkan pada Gambar 2.5. 
Kebutuhan air bersih di Wonogiri diawali dari dibangunnya 
sarana pengolahan air bersih oleh Pemerintah Belanda untuk 
melayani sebagian penduduk kota Wonogiri. Pada awalnya 
kebutuhan air bersih dikelola oleh Badan Pengelola Air Minum 
(BPAM) yang dibentuk berdasar Surat Keputusan Menteri 
Pekerjaan Umum Nomor 115/KPTS/CK/VIII/1982. 
Sebagai tindak lanjut pelaksanaan Instruksi Menteri Dalam 
Negeri Nomor 26 tahun 1975 bahwa pengelolaan air minum harus 
diusahakan oleh Perusahaan Daerah Air Minum (PDAM). Oleh 
karena itu, BPAM berganti nama menjadi PDAM karena telah 








Gambar 2.5 Peta Kabupaten Wonogiri 
Visi yang ingin dicapai PDAM Wonogiri yaitu terpenuhinya 
kebutuhan air bersih secara kualitas, kuantitas dan kontinuitas 
kepada masyarakat. Pencapaian visi tersebut dapat dicapai melalui 
sembilan misi berikut. 
1. Mengoptimalkan kapasitas yang ada. 
2. Meningkatkan kapasitas produksi air. 
3. Meningkatkan sumber daya manusia. 
4. Meningkatkan cakupan daerah pelayanan. 
5. Meningkatkan kualitas pelayanan. 
6. Meningkatkan kesejahteraan karyawan. 
7. Membangun kepercayaan masyarakat terhadap air bersih. 
8. Meningkatkan efisiensi. 
9. Meningkatkan pelayanan distribusi air secara kontinuitas. 
Air terjual PDAM Kabupaten Wonogiri merupakan air bersih 
yang diproduksi PDAM Kabupaten Wonogiri dan digunakan oleh 
pelanggan PDAM. Perhitungan air terjual di PDAM Kabupaten 
Wonogiri dilakukan setiap tanggal 20. Data air terjual di bulan 
Februari dihitung dari tanggal 21 Januari hingga 20 Februari. Data 
air terjual bulan Maret dihitung dari tanggal 21 Februari hingga 20 








2.8 Air Bersih 
Air bersih adalah air sehat yang dipergunakan untuk kegiatan 
manusia dan bebas dari kuman-kuman penyebab penyakit, bebas 
dari bahan-bahan kimia yang dapat mencemari air bersih tersebut. 
Air merupakan zat mutlak bagi setiap makhluk hidup dan 
kebersihan air adalah syarat utama bagi terjaminnya kesehatan 
(Dwijosaputro, 1981). Menurut Peraturan Menteri Kesehatan RI 
Nomor 416/Menkes/Per/IX/1990 tentang syarat-syarat pengawas-
an kualitas air, air bersih adalah air yang digunakan untuk 
keperluan sehari-hari yang kualitasnya memenuhi syarat-syarat 

































































BAB III METODOLOGI PENELITIAN 
METODOLOGI PENELITIAN 
Pada penelitian ini, terdapat dua kajian yang dilakukan, yaitu 
kajian simulasi dan kajian terapan. Kajian simulasi dilakukan 
dengan membangkitkan data yang kemudian diolah menggunakan 
metode hibrida SSA-Automatic ARIMA. Kajian terapan dilakukan 
pada data air terjual dengan menggunakan beberapa metode 
peramalan.  
3.1 Kajian Simulasi 
Tujuan dilakukannya kajian simulasi yaitu untuk mengetahui 
cara peramalan dekomposisi SSA dan mengetahui hasil 
dekomposisi SSA pada data yang mengandung variasi kalender. 
Cara peramalan SSA yaitu secara agregat atau secara individu.  
Kajian simulasi dilakukan dengan membangkitkan komponen 
trend, musiman, noise, dan kalender variasi. Kalender variasi 
berupa hari Raya Idul Fitri periode tahun 2006 hingga 2017 yang 
ditunjukkan pada Tabel 3.1. 








2006 23-24 Oktober Minggu ke-4 Oktober November 
2007 12-13 Oktober Minggu ke-2 Oktober November 
2008 1-2 Oktober Minggu ke-1 Oktober November 
2009 20-21 September Minggu ke-3 September Oktober 
2010 09-10 September Minggu ke-2 September Oktober 
2011 30-31 Agustus Minggu ke-4 Agustus September 
2012 18-19 Agustus Minggu ke-3 Agustus September 
2013 08-09 Agustus Minggu ke-2 Agustus September 
2014 28-29 Juli Minggu ke-4 Juli Agustus 
2015 19-20 Juli Minggu ke-3 Juli Agustus 
2016 06-07 Juli Minggu ke-1 Juli Agustus 
2017 25-26 Juni Minggu ke-4 Juni Juli 
Masing-masing komponen yang dibangkitkan adalah sebagai 
berikut. 
a. Komponen trend 





b. Komponen musiman 
𝑆𝑡 = 3,8𝑀1,𝑡 + 6,5𝑀2,𝑡 + 7,5𝑀3,𝑡 + 6,5𝑀4,𝑡 + 3,8𝑀5,𝑡 − 3,8𝑀7,𝑡 −
6,5𝑀8,𝑡 − 7,5𝑀9,𝑡 − 6,5𝑀10,𝑡 − 3,8𝑀11,𝑡  
c. Komponen kalender variasi 
𝑉𝑡 = 17𝑉1,𝑡 + 18𝑉2,𝑡 + 19𝑉𝑉3,𝑡 + 20𝑉4,𝑡 + 25𝑉1,𝑡+1 + 26𝑉1,𝑡+2 + 27𝑉1,𝑡+3 +
28𝑉1,𝑡+4  
d. Komponen noise yang random 
𝑁𝑡
∗~𝑁(0,1)  
Persamaan pada data simulasi yang tidak menggunakan 
kalender variasi adalah 𝑍𝑡 = 𝑇𝑡 + 𝑆𝑡 +𝑁𝑡
∗ sebagai data simulasi 
skenario 1 dan data simulasi yang terdapat kalender variasi sebagai 
skenario 2 adalah 𝑍𝑡 = 𝑇𝑡 + 𝑆𝑡 + 𝑉𝑡 + 𝑁𝑡
∗. Berikut plot masing-
masing komponen ditunjukkan oleh Gambar 3.1. 
  
  
Gambar 3.1 Time Series Plot (a) Trend, (b) Musiman, (c) Variasi Kalender,   
(d) Noise yang Random 
Berdasarkan Gambar 3.1 dapat dijelaskan bahwa adanya pola 
trend akan mengakibatkan kenaikan data pengamatan seiring 
bertambahnya waktu. Pola musiman menunjukkan bahwa nilai 
suatu bulan yang sama akan menunjukkan nilai yang sama pula. 
Pola variasi kalender menunjukkan bahwa suatu pengamatan pada 
waktu terjadinya kejadian khusus akan lebih tinggi dari 
pengamatan yang lain. 
Data simulasi yang dibangkitkan sebesar 144 data yang dibagi 
menjadi data in-sample dan data out-sample. Data in-sample yang 








(𝑡 = 121,122,… ,144) digunakan sebagai data out-sample. 
Terbentuk dua data simulasi hasil kombinasi keempat komponen 
bangkitan yang kemudian dilakukan pengolahan menggunakan 
metode SSA-Automatic ARIMA. Langkah analisis yang digunakan 
dalam kajian simulasi adalah sebagai berikut: 
1. Membangkitkan data komponen trend. 
2. Membangkitkan data komponen musiman. 
3. Membangkitkan komponen noise yang random dengan 
distribusi normal. 
4. Membangkitkan data dengan efek variansi kalender untuk tahun 
2006 hingga 2015. 
5. Menjumlahkan komponen trend, musiman, dan noise untuk 
data simulasi skenario 1. 
6. Menjumlahkan komponen trend, musiman, variasi kalender, 
dan noise untuk data simulasi skenario 2. 
7. Melakukan dekomposisi SSA pada data simulasi untuk 
mengetahui seberapa baik SSA menangkap pola-pola tersebut. 
8. Melakukan pemodelan pada data simulasi menggunakan 
metode SSA-Automatic ARIMA. 







Gambar 3.2 Aplikasi SSA pada Kajian Simulasi 
 






















Menggabungkan Hasil Ramalan 
Dekomposisi dari Automatic ARIMA 
menjadi komponen aditif 
Menggabungkan Hasil Ramalan 









































3.2 Kajian Terapan 
Data yang digunakan pada penelitian ini merupakan data 
sekunder yang diperoleh dari PDAM Giri Tirta Sari Wonogiri, 
yaitu data air terjual bulanan PDAM Wonogiri periode Januari 
2006 hingga Agustus 2017. Perhitungan air terjual di PDAM 
Wonogiri dilakukan setiap tanggal 20. Misalnya untuk air terjual 
bulan Februari, air terjual dihitung tanggal 21 Januari-20 Februari. 
Air terjual di bulan Maret dihitung pada tanggal 21 Februari-20 
Maret, dan seterusnya. 
Air terjual sekaligus digunakan sebagai variabel penelitian. 
Pada penelitian ini, data akan dibagi dua menjadi data in-sample 
dan data out-sample. Data in-sample yang digunakan adalah data 
air terjual periode Januari 2006 hingga Agustus 2015. Sedangkan 
periode September 2015 hingga Agustus 2017 digunakan sebagai 
data out-sample.  
Struktur data yang digunakan dalam penelitian ini untuk data 
air terjual PDAM Giri Tirta Sari Kabupaten Wonogiri dapat 
ditunjukkan pada Tabel 3.2. 
Tabel 3.2 Struktur Data Penelitian 
Tahun Bulan Air Terjual (m3) 
2006 Januari 𝑍1 
2006 Februari 𝑍2 
2006 Maret 𝑍3 
⋮ ⋮ ⋮ 
2017 Agustus 𝑍140 
Pada kajian terapan dilakukan pemodelan air terjual di PDAM 
Wonogiri dengan menggunakan metode SSA-Automatic ARIMA. 
Selain metode SSA-Automatic ARIMA, juga digunakan metode 
pembanding yaitu Automatic ARIMA, SSA-ARIMA, ARIMA dan 
ARIMAX. Berikut adalah langkah-langkah analisis kajian terapan 
yang digunakan dalam penelitian ini berdasarkan tujuan penelitian 
yang telah dirumusakan. 
1. Melakukan pemodelan menggunakan SSA dengan langkah 





a. Melakukan embedding, melakukan pemilihan besarnya 
parameter window length (L). Deret data multidimensi 
dengan dimensi window length (L) akan membentuk matriks 
lintasan X. 
b. Melakukan dekomposisi nilai singular (SVD), dilakukan 
dekomposisi nilai singular dari matriks lintasan menjadi 
suatu penjumlahan dari matriks ortogonal rank satu-dua. 
c. Melakukan pengelompokan, tujuan pengelompokan adalah 
menentukan pola hasil dekomposisi ke dalam 3 pola time 
series yaitu trend, musiman, dan noise. 
d. Diagonal averaging, memindahkan setiap matriks yang 
dihasilkan ke dalam suatu deret waktu yang merupakan 
komponen aditif dari deret awal. 
e. Melakukan pemodelan dari hasil diagonal averaging 
menggunakan Automatic ARIMA maupun metode ARIMA. 
Selanjutnya melakukan pemodelan air terjual dengan metode 
pembanding. Berikut langkah analisis pada metode pembanding. 
A. Melakukan pemodelan automatic ARIMA pada data air terjual 
PDAM Giri Tirta Sari Kabupaten Wonogiri dengan langkah 
analisis menggunakan package software R. 
a. Melakukan pemanggilan data. 
b. Melakukan automatic ARIMA untuk mendapatkan model 
terbaik. 
c. Melakukan peramalan berdasar model terbaik pada langkah 
3b. 
d. Memperoleh akurasi AIC dan MAPE hasil langkah 3b dan 
3c. 
B. Melakukan pemodelan ARIMA pada data air terjual PDAM 
Wonogiri dengan tahapan analisis sebagai berikut. 
a. Melakukan identifikasi pola data air terjual melalui plot time 
series. 
b. Melakukan cek stasioneritas pada data air terjual PDAM 
Wonogiri melalui ADF test untuk stasioner dalam mean dan 





c. Melakukan identifikasi model berdasarkan plot ACF dan 
plot PACF dari data yang telah stasioner. 
d. Melakukan estimasi parameter model-model dugaan 
ARIMA berdasarkan langkah 4c. 
e. Melakukan cek diagnosis, yaitu asumsi white noise dan 
distribusi normal pada residual. 
f. Melakukan pemilihan model terbaik berdasarkan nilai 
MAPE dan RMSE terkecil pada out-sample. 
C. Melakukan pemodelan ARIMAX menggunakan time series 
regression. 
a. Menentukan variabel dummy yang akan digunakan yaitu 
variabel dummy musiman bulanan dan efek kalender variasi 
berupa Hari Raya Idul Fitri. 
b. Melakukan pemodelan time series regression. 
c. Melakukan pemodelan ARIMA pada residual hasil time 
series regression. 
d. Melakukan pemodelan air terjual menggunakan ARIMAX. 
e. Melakukan peramalan untuk data out-sample. 
f. Menghitung akurasi model ARIMAX. 
2. Membandingkan hasil pemodelan metode SSA-automatic 
ARIMA, SSA-ARIMA, automatic ARIMA, ARIMA, dan 
ARIMAX berdasarkan nilai MAPE dan RMSE out-sample. 
3. Melakukan peramalan air terjual menggunakan metode terbaik 
pada langkah 6. 
4. Menarik kesimpulan. 
Alur dari langkah analisis penelitian secara umum 









































Membandingkan performansi SSA-Automatic ARIMA, 
SSA-ARIMA, Automatic ARIMA, ARIMA, dan 
ARIMAX. 
Melakukan Peramalan Air Terjual dengan Metode 
Terbaik 
Membagi data air terjual kedalam data  
in-sample dan data out-sample 
Data Air Terjual di PDAM Giri Tirta 
Sari 





BAB IV PEMBAHASAN 
PEMBAHASAN 
Pada penelitian ini akan dibahas dua kajian, yaitu kajian 
simulasi dan kajian terapan. Kajian simulasi dengan 
membangkitkan data yang mengandung komponen trend, 
musiman, noise, dan variasi kalender. Kajian terapan yaitu 
melakukan analisis pada data air terjual menggunakan metode 
SSA-Automatic ARIMA, Automatic ARIMA, SSA-ARIMA, 
ARIMA, dan ARIMAX. 
Sebelum dilakukan pemodelan, terlebih dahulu dilakukan 
eksplorasi data air terjual. Berikut hasil eksplorasi data air terjual 




























Gambar 4.1 Time Series Plot Air Terjual 
Gambar 4.1 merupakan plot yang menunjukkan besarnya air 
terjual setiap bulan selama periode Januari 2006 hingga Agustus 
2017. Besarnya air yang terjual semakin meningkat seiring dengan 
berjalannya waktu. Akan tetapi, setelah tahun 2015 mengalami 
penurunan air terjual. Hal ini disebabkan karena RSUD Kabupaten 
Wonogiri tidak lagi menggunakan air PDAM sebagai sumber air 
utama, sehingga terjadi penurunan air terjual yang cukup 
signifikan. Titik yang berbentuk segitiga pada time series plot 





berwarna ungu menunjukkan Hari Raya Idul Fitri terjadi pada 
minggu ke-1, segitiga berwarna biru menunjukkan Hari Raya Idul 
Fitri terjadi pada minggu ke-2, segitiga yang berwarna kuning 
menunjukkan Hari Raya Idul Fitri terjadi pada minggu ke-3 dan 
segitiga berwarna hijau menunjukkan terjadi Hari Raya Idul Fitri 
pada minggu ke-4. Hari Raya Idul Fitri yang terjadi pada minggu 
ke-1 dan minggu ke-2 akan mengakibatkan air terjual tinggi pada 
bulan terjadinya Hari Raya Idul Fitri. Efek terjadinya Hari Raya 
Idul Fitri di minggu ke-3 dan minggu ke-4 mengakibatkan air 
terjual meningkat di bulan setelah terjadinya Hari Raya Idul Fitri. 
Fenomena mudik pada Hari Raya Idul Fitri menjadi penyebab 
terjadinya kenaikan air terjual secara signifikan. Menurut Bupati 
Wonogiri, 25% dari 1 juta penduduk Wonogiri merantau dan 
melakukan mudik setiap Hari Raya Idul Fitri. Pada tahun 2017, 
Pemerintah Kabupaten Wonogiri menyediakan 40 armada bus 
untuk mengangkut warga Wonogiri yang ingin mudik dari Jakarta 
Anonim, 2017). 
Statistika deskriptif dilakukan untuk mengetahui karakteristik 
data air terjual. Karakteristik air terjual disajikan oleh Tabel 4.1. 
Tabel 4.1 Karakteristik Air Terjual (ribu m3) 
Variabel N Mean Stdev Min Max 
Januari 12 427,5 76,0 327,2 549,4 
Februari 12 407,4 71,8 302,6 522,6 
Maret 12 380,7 63,8 299,4 471,9 
April 12 415,4 73,1 315,7 514,5 
Mei 12 408,9 67,5 312,3 491,6 
Juni 12 423,0 67,7 323,4 499,7 
Juli 12 429,5 83,7 325,0 576,3 
Agustus 12 454,7 80,5 345,6 575,7 
September 11 458,2 72,9 345,8 531,9 
Oktober 11 455,6 69,0 336,7 567,3 
November 11 458,8 73,6 363,2 565,9 
Desember 11 432,2 62,7 349,5 534,6 
Total 140 428,7 73,1 299,4 576,3 
Berdasar Tabel 4.1, terdapat 140 data pengamatan dengan 
rata-rata air terjual setiap bulannya sebesar 428,7 ribu m3. Standar 





sebesar 299,4 ribu m3 yang terjadi pada bulan Maret 2006 dan air 
terjual paling banyak sebesar 576,3 ribu m3 yang terjadi pada bulan 
Juli 2017. Bulan Januari hingga bulan Agustus masing-masing 
memiliki 12 pengamatan, sedangkan bulan September hingga 
bulan Desember masing-masing memiliki 11 pengamatan. Rata-
rata air terjual tertinggi terjadi pada bulan November yaitu sebesar 
458,8 ribu m3 tiap bulan, pada bulan Maret memiliki rata-rata air 
terjual yang paling rendah yaitu 380,7 ribu m3 tiap bulan. Bulan 
Maret memiliki rata-rata air terjual paling rendah dikarenakan 
perhitungan air terjual bulan Maret dimulai dari 21 Februari hingga 
20 Maret, sedangkan bulan Februari hanya berakhir di tanggal 28 
atau 29 saja. Sehingga, perhitungan air terjual untuk bulan Maret 
hanya selama 28-29 hari saja, sedangkan untuk bulan lain selama 
20-31 hari. Bulan Juli memiliki keragaman data paling besar yaitu 



































































Gambar 4.2 Boxplot Data Air Terjual Setiap Bulan 
Fluktuasi air terjual setiap bulannya ditunjukkan oleh Gambar 
4.2. Nilai tengah air terjual paling tinggi pada bulan November dan 
yang paling rendah pada bulan Maret. Secara tahunan, karakteristik 
air terjual ditunjukkan pada Gambar 4.3. Setiap tahun air yang 
terjual di PDAM Wonogiri mengalami pengingkatan, hal ini dapat 





pada Gambar 4.3, yaitu pada bulan November 2006, September 


























Gambar 4.3 Boxplot Air Terjual Setiap Tahun 
4.1 Kajian Simulasi 
Pada kajian simulasi, digunakan dua skenario, yaitu skenario 
1 yang tidak mengandung variasi kalender dan skenario 2 yang 
mengandung variasi kalender. Hasil analisis pada kajian simulasi 
adalah sebagai berikut: 
4.1.1 Skenario 1 
Data simulasi yang digunakan pada skenario 1 adalah data 
yang mengandung komponen trend, musiman, dan noise yang 
random. Berikut adalah plot data simulasi skenario 1. 
 





Pola trend dan pola musiman pada data simulasi skenario 1 
terlihat jelas pada time series plot. Pada Gambar 4.4 terlihat bahwa 
terjadi kenaikan data seiring bertambahnya waktu, hal ini 
menunjukkan bahwa data mengandung pola trend. Pada bulan 
yang sama cenderung memiliki nilai yang sama pula, yaitu pada 
bulan ke-3, nilai pengamatan selalu yang paling tinggi, hal ini 
menunjukkan bahwa data simulasi mengandung pola musiman. 
Tahap pertama yang dilakukan pada metode SSA adalah tahap 
dekomposisi dengan melakukan embedding dan singular value 
decomposition (SVD). Data in-sample yang digunakan sebesar 120 
data, sehingga parameter window length yang digunakan sebesar 
60 pada tahap embedding.  
Langkah selanjutnya adalah singular value decomposition 
(SVD). Terbentuk 50 eigentriple yang terdiri dari 50 eigen value, 
50 eigen vektor, dan 0 vektor faktor yang ditunjukkan pada 
Gambar 4.5. 
 
Gambar 4.5 Singular Value Decomposition Plot Skenario 1 
Tahap selanjutnya melakukan rekonstruksi dari hasil 
dekomposisi yang telah dilakukan dengan melakukan 
pengelompokan dan diagonal averaging. Pengelompokan 
dilakukan pada setiap eigentriple, yaitu mengelompokkan setiap 
eigentriple ke dalam pola trend, musiman, ataupun noise. Pola 
trend memiliki ciri bervariasi secara lambat dari suatu deret waktu 
yang tidak mengandung musiman pada plot eigentriple. Pola 





kesamaan periode musiman pada dua eigentriple yang berurutan. 
Periode musiman pada pola musiman adalah  2 periode; 2,4 
periode; 3 periode; 4 periode; 6 periode; dan 12 periode pada 
eigentriple. Eigentriple yang tidak termasuk pada pola trend dan 
pola musiman akan dikelompokkan ke dalam komponen noise. 
Selain itu, eigentriple yang merupakan pola noise dapat dilihat 
melalui SVD plot. Jika nilai singular pada SVD plot mulai 
menurun secara lambat, maka eigentriple tersebut dikelompokkan 
dalam pola noise. 
Berdasar Gambar 4.5, nilai-nilai singular eigentriple 5 hingga 
eigentriple 50 menurun secara lambat, maka eigentriple 5 hingga 
eigentriple 50 dikelompokkan ke dalam pola noise. Plot eigentriple 
1 hingga eigentriple 4 ditunjukkan pada Gambar 4.6. 
 
Gambar 4.6 Plot Eigentriple 1 hingga Eigentriple 4 Skenario 1 
Berdasar Gambar 4.6, sumbu X mewakili waktu tahun, satu 
satuan sumbu X adalah 12 bulan. Hasil pengelompokan keempat 
eigentriple ditunjukkan pada Tabel 4.2 berikut. Eigentriple 2 dan 
eigentriple 3 diduga memiliki periode musiman.  
Tabel 4.2 menunjukkan bahwa eigentriple 1 dan eigentriple 4 
dikelompokkan ke dalam pola trend karena tidak memiliki periode 
dan mengalami variasi yang lambat pada Gambar 4.6. Eigentriple 
2 dan eigentriple 3 dikelompokkan ke dalam pola musiman karena 
memiliki periode musiman 12 dan memiliki nilai singular yang 
mirip. Sedangkan eigentriple 5 hingga eigentriple 50 





selain periode musiman dan mengalami penurunan yang landai 
pada Gambar 4.5. Sehingga komponen noise terdiri dari eigentriple 
5 hingga eigentriple 50.  
Tabel 4.2 Pengelompokan Eigentriple Skenario 1 
Eigentriple Periode Nilai Singular Pola 
1 - 0,000842 Trend 
2 12 -0,000258 Musiman 
3 12 0,000258 Musiman 
4 - -0,001249 Trend 
5 2 -0,520813 Noise 
6 2 -0,585008 Noise 
⋮ ⋮ ⋮ ⋮ 
49 - -1,910919 Noise 
50 - -0,214341 Noise 
Kemudian dilakukan diagonal averaging yaitu menggabung-
kan eigentriple-eigentriple yang sejenis. Semua eigentriple yang 
memiliki pola trend digabungkan ke dalam satu komponen trend, 
begitu pula untuk komponen musiman dan komponen noise. Hasil 
diagonal averaging pada data simulasi skenario 1 ditunjukkan oleh 
Tabel 4.3 berikut. 
Tabel 4.3 Hasil Diagonal Averaging Skenario 1 
Komponen Anggota Eigentriple 
Trend 1 dan 4 
Musiman 2 dan 3 
Noise 5, 6, 7, ..., 49, 50 
Dari Tabel 4.3, eigentriple 1 dan eigentriple 4 digabungkan ke 
dalam satu komponen trend. Komponen musiman terdiri dari 
eigentriple 2 dan eigentriple 3. Sedangkan komponen noise terdiri 
dari eigentriple 5 hingga eigentriple. Masing-masing komponen 
yang telah direkonstruksi, disajikan pada Gambar 4.7. Gambar 4.7 
(a) merupakan komponen trend, Gambar 4.7 (b) merupakan 











Gambar 4.7 Rekonstruksi Skenario 1 (a) Trend, (b) Musiman, (c) Noise 
Pemodelan dilakukan pada data hasil dekomposisi SSA. 
Pemodelan dapat dilakukan secara individu maupun secara 
agregat. Metode Automatic ARIMA digunakan dalam melakukan 
pemodelan, pemodelan secara individu dilakukan dengan 
meramalkan setiap eigentriple, sedangkan pemodelan agregat 
dilakukan dengan meramalkan setiap komponen. Khusus pola 
noise diramalkan secara agregat baik pemodelan secara individu 
maupun secara agregat. Selain Automatic ARIMA, pada komponen 








hasil pemodelan menggunakan metode Automatic ARIMA pada 
data skenario 1 baik secara agregat maupun secara individu yang 
ditunjukkan oleh Tabel 4.4. 
Tabel 4.4 Hasil Ramalan SSA-Automatic ARIMA Skenario 1 
Metode  Model ARIMA AIC 
In-sample Out-sample 
MAPE RMSE MAPE RMSE 
Agregat   325,31 1,04 7,59 5,66 
𝑇𝑡   (1,1,2) -458,2 0,04 0,03   
𝑆𝑡  (0,1,0)(1,1,0)
12 -83,1 21,40 0,14   
𝑁𝑡
∗  (0,0,1) 309,5 303,87 0,87   
Agregat Trend Analysis  325,29 1,31 2,83 2,20 
𝑇𝑡   ∗ ?̂?𝑡
 - 0,02 0,30   
𝑆𝑡  (0,1,0)(1,1,0)
12 -83,1 21,40 0,14   
𝑁𝑡
∗  (0,0,1) 309,5 303,87 0,87   
Individu    338,29 1,45 12,69 11,09 
𝑃𝐶1  (1,2,1) -722,2 0,02 0,01   
𝑃𝐶2  (1,2,4)(1,1,0)12 -555,6 1,01 0,02   
𝑃𝐶3  (0,0,0)(1,1,0)12 187,2 32,50 0,53   
𝑃𝐶4  (3,2,0) -567,7 0,89 0,02   
𝑁𝑡
∗  (0,0,1) 309,5 303,87 0,87   
∗ ?̂?𝑡 =0,824 + 0,467𝑡 + 0,000266𝑡
2 
Pada Tabel 4.4, dapat dilihat hasil pemodelan dekomposisi 
SSA menggunakan metode Automatic ARIMA secara agregat 
menghasilkan nilai MAPE out-sample sebesar 7,59% dan RMSE 
sebesar 5,66. Pemodelan model hibrida SSA-Automatic ARIMA 
secara individu menghasilkan nilai MAPE out-sample sebesar 
12,69%  dan nilai RMSE sebesar 11,09. Pemodelan SSA-
Automatic ARIMA agregat dengan trend analysis menghasilkan 
MAPE 2,83% dan RMSE 2,20. 
Perbandingan antara data aktual out-sample dengan hasil 
ramalan menggunakan ketiga metode dapat dilihat secara visual 
pada Gambar 4.8. Data aktual out-sample ditunjukkan oleh garis 
berwarna hitam, hasil ramalan SSA-Automatic ARIMA secara 
agregat ditunjukkan oleh garis merah, garis berwarna hijau adalah 
hasil ramalan SSA-Automatic ARIMA secara individu, sedangkan 
garis berwarna biru mewakili hasil ramalan SSA-Automatic 
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Gambar 4.8 Plot Perbandingan Hasil Ramalan Skenario 1 
Gambar 4.8 menunjukkan perbandingan hasil ramalan 
Automatic ARIMA dan SSA-Automatic ARIMA baik secara 
agregat maupun individu. Hasil ramalan SSA-Automatic ARIMA 
secara agregat lebih mendekati data aktual, sedangkan hasil 
ramalan SSA-Automatic ARIMA secara individu lebih jauh dari 
data aktual. Hal ini mengakibatkan nilai MAPE out-sample secara 
agregat lebih kecil daripada secara individu. Secara visual, garis 
berwarna biru lebih mendekati garis berwarna hitam. Sehingga, 
dapat dikatakan bahwa hasil ramalan SSA-Automatic ARIMA 
secara agregat dengan trend analysis merupakan metode 
pemodelan terbaik untuk skenario 1. 
4.1.2 Skenario 2 
Data simulasi yang digunakan pada skenario 2 adalah data 
yang mengandung komponen trend, musiman, noise yang random, 
dan efek variasi kalender. Time series plot skenario 2 ditunjukkan 
pada Gambar 4.9. 
Pada Gambar 4.9 pola trend terlihat dalam grafik yang naik 
seiring bertambahnya waktu. Pola musiman juga terlihat dengan 
terbentuknya pola yang sama setiap periode. Sedangkan efek 








Gambar 4.9 Time Series Plot Skenario 2 
Dilakukan dekomposisi data dan terbentuk 50 eigentriple 
pada tahap singular decomposition value (SVD). Berikut 
merupakan hasil dekomposisi data simulasi skenario 2. 
 
Gambar 4.10 Singular Value Decomposition Plot Skenario 2 
Berdasar Gambar 4.10 terbentuk 50 eigentriple dimana pada 
tahap pengelompokan terdapat 10 komponen utama, yaitu 
eigentriple 1 hingga eigentriple 10. Eigentriple 11 hingga 
eigentriple 50 dikelompokkan ke dalam komponen noise karena 
mengalami penurunan nilai singular yang lambat. Kesepuluh 






Gambar 4.11 Plot Eigentriple 1 hingga Eigentriple 10  pada Skenario 2 
Berdasar dekomposisi yang telah dilakukan, kemudian 
dilakukan pengelompokkan terhadap kesepuluh eigentriple. 
Pengelompokan tersebut dapat dilihat pada Tabel 4.5. 
Tabel 4.5 Pengelompokan Eigentriple Skenario 2 
Eigentriple Periode Nilai Singular Pola 
1 - 0,013036 Trend 
2 6 0,003224 Musiman 
3 6 0,003224 Musiman 
4 4 -0,055227 Musiman 
5 4 -0,055227 Musiman 
6 - -0,096451 Trend 
7 3 -0,682307 Musiman 
8 3 -0,682307 Musiman 
9 23 -0,780490 Noise 
10 23 -0,780490 Noise 
Eigentriple 1 dan eigentriple 6 merupakan komponen trend 
karena tidak memiliki periode musiman. Sedangkan komponen 
musiman terdiri dari eigentriple 2, eigentriple 3, eigentriple 4, 
eigentriple 5, eigentriple 7, dan eigentriple 8 karena memiliki 
periode musiman dan nilai singular yang sama. Eigentriple 9 dan 
eigentriple 10 dikelompokkan ke dalam komponen noise bersama 
eigentriple 11 hingga eigentriple 50. Selanjutnya dilakukan 
diagonal averaging atau penggabungan eigentriple yang sejenis. 





Tabel 4.6 Hasil Diagonal Averaging Skenario 2 
Komponen Anggota Eigentriple 
Trend 1 dan 6 
Musiman 2, 3, 4, 5, 7, dan 8 
Noise 9, 10, ..., 49, 50 
Hasil rekonstruksi komponen trend, musiman, dan noise 
disajikan dalam bentuk plot pada Gambar 4.12. Rekonstruksi 
komponen trend ditunjukkan oleh Gambar 4.12 (a), rekonstruksi 
komponen musiman ditunjukkan oleh Gambar 4.12 (b), dan 












Langkah selanjutnya dilakukan pemodelan pada hasil 
dekomposisi SSA menggunakan Automatic ARIMA. Pemodelan 
Automatic ARIMA dilakukan secara agregat dan secara individu. 
Pada pemodelan secara agregat, komponen trend juga dilakukan 
pemodelan menggunakan metode trend analysis dan pada 
komponen musiman juga digunakan pemodelan metode ARIMAX. 
Persamaan untuk komponen trend ditunjukkan oleh persamaan 
(4.1) dan persamaan matematis komponen musiman ditunjukkan 
oleh persamaan (4.2), yaitu: 
?̂?𝑡 = 4,217 + 0,48403 𝑡 + 0,000158 𝑡
2        (4.1) 
𝑆𝑡 = 1,68 𝑀1,𝑡 + 1,52𝑀2,𝑡 + 2,05𝑀3,𝑡 + 1,31𝑀4,𝑡 − 0,87𝑀5,𝑡
− 3,83𝑀6,𝑡 − 5,01𝑀7,𝑡 − 7,53𝑀8,𝑡
− 7,39𝑀9,𝑡 − 6,65𝑀10,𝑡 − 5,34𝑀11,𝑡
− 2,79𝑀12,𝑡 + 18,7𝑉1,𝑡 + 17,5𝑉2,𝑡
+ 14,5𝑉3,𝑡 + 8,89𝑉4,𝑡 + 10,6𝑉1,𝑡+1
+ 14,5𝑉2,𝑡+1 + 17,9𝑉3,𝑡+1 + 19,7𝑉4,𝑡+1
+
1
(1 + 0,379𝐵12 + 0,526𝐵23)
𝑎𝑡 
(4.2) 
Hasil pemodelan SSA-Automatic ARIMA pada kajian 
simulasi skenario 2 ditampilkan pada Tabel 4.7. Pemodelan 
menggunakan metode SSA-Automatic ARIMA secara agregat 
menghasilkan akurasi out-sample yaitu nilai MAPE sebesar 7,71% 
dan RMSE sebesar 6,18. Pemodelan menggunakan metode SSA-
Automatic ARIMA secara individu menghasilkan nilai akurasi 
MAPE sebesar 12,75% dan RMSE sebesar 10,81. Pemodelan 
menggunakan metode SSA-Automatic ARIMA agregat dengan 
trend analysis menghasilkan akurasi out-sample yaitu nilai MAPE 
sebesar 7,71% dan RMSE 6,19. Pemodelan menggunakan metode 
SSA-Automatic ARIMA agregat dengan musiman ARIMAX 
menghasilkan nilai akurasi MAPE sebesar 5,96% dan RMSE 4,75. 
Pemodelan menggunakan metode SSA-Automatic ARIMA agregat 
dengan trend analysis dan musiman ARIMAX menghasilkan nilai 





Tabel 4.7 Hasil Ramalan SSA-Automatic ARIMA Skenario 2 
Metode  Model ARIMA AIC 
In-sample Out-sample 
MAPE RMSE MAPE RMSE 
Agregat   149,25 4,61 7,71 6,18 
𝑇𝑡  (3,1,1) -86,0 0,56 0,16   
𝑆𝑡 (2,0,1)(2,1,0)
12 225,7 38,30 0,53   
𝑁𝑡
∗ (0,0,0)(1,0,0)12 672,9 110,39 3,92   
Individu   870,29 6,34 12,75 10,81 
𝑃𝐶1 (2,1,1) -465,5 0,04 0,04   
𝑃𝐶2 (1,0,0)(2,1,0)12 86,9 31,38 0,26   
𝑃𝐶3 (1,0,0)(1,1,1)12 136,4 32,95 0,32   
𝑃𝐶4 (2,1,3)(0,1,0)12 10,6 13,62 0,22   
𝑃𝐶5 (0,0,0)(1,1,0)
12 234,8 167,22 0,65   
𝑃𝐶6 (2,2,2) -128,7 45,22 0,13   
𝑃𝐶7 (1,0,0)(2,1,1)12 83,8 297,34 0,23   
𝑃𝐶8 (1,0,0)(1,1,0)
12 206,6 172,08 0,57   
𝑁𝑡
∗ (0,0,0)(1,0,0)12 672,9 110,39 3,92   
Agregat Trend Analysis  148,71 4,93 7,71 6,19 
𝑇𝑡  ∗ ?̂?𝑡 - 0,02 0,48   
𝑆𝑡 (2,0,1)(2,1,0)
12 225,7 38,30 0,53   
𝑁𝑡
∗ (0,0,0)(1,0,0)12 672,9 110,39 3,92   
Agregat Musiman ARIMAX 112,04 5,95 5,96 4,75 
𝑇𝑡  (3,1,1) -86,0 0,56 0,16   
𝑆𝑡 *𝑆𝑡 - 1,09 1,87   
𝑁𝑡
∗ (0,0,0)(1,0,0)12 672,9 110,39 3,92   
Agregat Trend Analysis &  Musiman 
ARIMAX 
111,50 6,27 5,90 4,74 
𝑇𝑡  ∗ ?̂?𝑡 - 0,02 0,48   
𝑆𝑡 *𝑆𝑡 - 1,09 1,87   
𝑁𝑡
∗ (0,0,0)(1,0,0)12 672,9 110,39 3,92   
∗ ?̂?𝑡 pada persamaan (4.1) dan *?̂?𝑡 pada persamaan (4.2) 
Secara visual, perbandingan hasil ramalan kelima metode dapat 


























SSA-Auto ARIMA Agregat Trend Analysis
SSA-Auto ARIMA Agregat Musiman ARIMAX
SSA-Auto ARIMA Agregat Trend Analysis&Musiman ARIMAX
 
Gambar 4.13 Plot Perbandingan Hasil Ramalan Skenario 2 
Pada Gambar 4.13, data aktual out-sample ditunjukkan oleh 
garis berwarna hitam, hasil ramalan SSA-Automatic ARIMA 
secara agregat ditunjukkan oleh garis merah, garis berwarna hijau 
adalah hasil ramalan SSA-Automatic ARIMA secara individu, 
garis berwarna biru mewakili hasil ramalan SSA-Automatic 
ARIMA agregat dengan trend analysis, garis berwarna kuning 
merupakan hasil SSA-Automatic ARIMA agregat dengan 
musiman ARIMAX, dan garis berwarna ungu mewakili hasil 
ramalan SSA-Automatic ARIMA agregat dengan trend analysis 
dan musiman ARIMAX. Secara visual, warna ungu lebih 
mendekati garis berwarna hitam. Artinya, metode terbaik pada 
simulasi skenario 2 adalah SSA-Automatic ARIMA agregat 
dengan trend analysis dan musiman ARIMAX karena memiliki 
nilai MAPE dan RMSE paling kecil. 
Hasil akurasi kajian simulasi disajikan pada Tabel 4.8. Metode 
agregat trend analysis merupakan metode pemodelan SSA-
Automatic ARIMA secara agregat dengan melakukan trend anlysis 
pada komponen trend. Agregat ARIMAX merupakan metode 
pemodelan SSA-Automatic ARIMA secara agregat dengan 
melakukan pemodelan ARIMAX pada komponen musiman. 
Metode agregat trend anaylisis & ARIMAX merupakan metode 





melakukan pemodelan trend anaylsis pada komponen trend dan 
pemodelan ARIMAX pada komponen musiman. 
Tabel 4.8 Akurasi Hasil Kajian Simulasi 
Metode 
In-sample Out-sample 
MAPE RMSE MAPE  RMSE 
Skenario 1 (trend, musiman, noise) 
Agregat 325,31 1,04 7,59 5,66 
Agregat Trend Analysis 325,29 1,31 2,83 2,20 
Individu 338,29 1,45 12,69 11,09 
Skenario 2 (trend, musiman, variasi kalender, noise) 
Agregat 149,25 4,61 7,71 6,18 
Individu 870,29 6,34 12,75 10,81 
Agregat Trend Analysis 148,71 4,93 7,71 6,19 
Agregat ARIMAX 112,04 5,95 5,96 4,75 
Agregat Trend Analysis & 
ARIMAX 
111,50 6,27 5,90 4,74 
Berdasarkan simulasi yang telah dilakukan, baik skenario 1 
maupun skenario 2 menghasilkan pemodelan dekomposisi SSA 
agregat yang lebih baik daripada secara individu. Hal ini 
ditunjukkan oleh nilai MAPE dan RMSE out-sample yang paling 
kecil pada masing-masing skenario. Sehingga, dalam kajian 
terapan dilakukan pemodelan dekomposisi SSA secara agregat 
saja. SSA baik digunakan untuk data yang mengandung komponen 
trend, musiman, dan noise saja. Hal ini ditunjukkan oleh skenario 
1 yang tidak mengandung variasi kalender menghasilkan nilai 
RMSE in-sample disekitar 1 yang sama dengan data bangkitan. 
Pada skenario 2 yang mengandung komponen variasi kalender, 
SSA tidak baik digunakan, hal ini ditunjukkan oleh nilai RMSE in-
sample yang jauh dari 1, yaitu disekitar 4-6. Sehingga dapat 
dikatakan bahwa SSA tidak dapat menangkap pola variasi kalender 
ke dalam komponen tersendiri karena akan bercampur dengan pola 
musiman. 
4.2 Pemodelan SSA-Automatic ARIMA 
Analisis menggunakan metode SSA-Automatic ARIMA yaitu 
diawali dengan dilakukannya dekomposisi data menggunakan 





Automatic ARIMA pada data hasil dekomposisi SSA. Data in-
sample yang akan dianalisis sebanyak 116 data awal, sedangkan 24 
data terakhir digunakan sebagai data out-sample. 
Tahap dekomposisi yang pertama yaitu dilakukan embedding, 
dimana pada tahap ini ditentukan besarnya parameter window 
length. Pada data in-sample digunakan parameter window length 
sebesar 58 dan terbentuk 50 eigentriple pada langkah singular 
value decomposition (SVD) yang disajikan oleh Gambar 4.14.  
 
Gambar 4.14 Singular Value Decomposition Plot Data Air Terjual 
Berdasarkan Gambar 4.14, terbentuk komponen noise yang 
terdiri dari eigentriple 4 hingga eigentriple 50 karena mengalami 
penurunan yang lambat pada nilai singular. Eigentriple 1 hingga 
eigentriple 3 ditunjukkan oleh Gambar 4.15 untuk mengetahui pola 
ketiga eigentriple. Langkah selanjutnya adalah pengelompokan, 
yaitu mengelompokkan setiap eigentriple ke dalam pola trend, 
musiman, atau noise. 
 





Eigentriple 1 dikelompokkan ke dalam pola trend secara 
visual karena bervariasi secara lambat. Eigentriple 2 dan 
eigentriple 3 dikelompokkan ke dalam pola musiman karena plot 
keduanya berpola musiman. Pengelompokan dapat dilakukan 
menggunakan periode dan nilai singular setiap eigentriple. Hasil 
pengelompokan eigentriple ditunjukkan pada Tabel 4.9. 
Tabel 4.9 Pengelompokkan Eigentriple Data Air Terjual 
Eigentriple Periode Nilai Singular Pola 
1 - 0,004224 Trend 
2 12 0,003874 Musiman 
3 12 0,003874 Musiman 
4 - -0,035895 Noise 
5 2 -0,163583 Noise 
⋮ ⋮ ⋮ ⋮ 
49 2 -2,928763 Noise 
50 - -0,407762 Noise 
Tabel 4.9 menunjukkan bahwa eigentriple 1 dikelompokkan 
ke dalam pola trend karena tidak memiliki periode. Eigentriple 2 
dan eigentriple 3 dikelompokkan ke dalam pola musiman karena 
memiliki nilai singular yang sama dan periode yang sama. Setelah 
dilakukan pengelompokan, langkah selanjutnya adalah diagonal 
averaging atau penggabungan. Eigentriple yang memiliki pola 
sama digabungkan menjadi satu komponen yang sama. Komponen 
trend terdiri dari eigentriple 1, komponen musiman terdiri dari 
eigentriple 2 dan eigentriple 3. Komponen noise terdiri dari 
eigentriple 4 hingga eigentriple 50. Hasil diagonal averaging dapat 
dilihat pada Tabel 4.10. 
Tabel 4.10 Hasil Diagonal Averaging Data Air Terjual 
Komponen Anggota Eigentriple 
Trend 1  
Musiman 2 dan 3 
Noise 4, 5, 6, ..., 49, 50 
Berdasar diagonal averaging, plot masing-masing komponen 
hasil diagonal averaging disajikan pada Gambar 4.16. Komponen 





diagonal averaging ditampilkan oleh Gambar 4.16 (b). Komponen 




Gambar 4.16 Rekonstruksi Hasil Diagonal Averaging (a) Trend, (b) Musiman, 
(c) Noise 
Kemudian dilakukan pemodelan menggunakan Automatic 
ARIMA pada hasil dekomposisi SSA baik secara agregat maupun 
individu. Khusus untuk pola noise, pemodelan selalu dilakukan 
secara agregat yaitu menggunakan komponen noise hasil diagonal 
averaging. Komponen trend pada Gambar 4.16 (a) menunjukkan 
terjadinya pertumbuhan air terjual seiring bertambahnya waktu. 
Komponen trend secara visual tampak seperti garis lurus, tetapi 
dibagian tengah sedikit melengkung. Sehingga, selain 








dilakukan pemodelan menggunakan trend analysis yaitu linier, 
kuadratik, dan eksponensial. Hasil pemodelan komponen trend 
menggunakan trend analysis disajikan pada Tabel 4.11. 
Tabel 4.11 Akurasi Trend Analysis 
Model MAPE RMSE 
Linier 0,95 4553,75 
Kuadratik 0,13 703,38 
Eksponensial 0,22 1113,93 
Tabel 4.11 menunjukkan hasil pemodelan komponen trend 
menggunakan trend anlysis. Model yang menghasilkan akurasi 
terbaik pada adalah model kuadratik. Hal ini ditunjukkan dengan 
nilai MAPE dan RMSE yang paling kecil. Persamaan matematis 
model kuadratik pada komponen trend adalah sebagai berikut. 
?̂?𝑡 = 318079 + 1225,87 𝑡 + 4,4867 𝑡
2. (4.3) 
Kemudian pada komponen musiman dilakukan ekplorasi 
untuk mengetahui efek variasi kalender. Eksplorasi komponen 
































































































































Gambar 4.17 Time Series Plot Komponen Musiman 
Pola pada komponen musiman tidak menunjukkan adanya 
efek variasi kalender, hal ini ditunjukkan oleh setiap bulan 





bulan ke-10 dan yang selalu paling rendah yaitu bulan ke-4. Oleh 
karena itu, tidak diperlukan pemodelan menggunakan ARIMAX 
pada komponen musiman. Hasil pemodelan metode hibrida SSA-
Automatic ARIMA ditunjukkan pada Tabel 4.12.  






MAPE RMSE MAPE RMSE 
Agregat   5,26 45900,63 13,02 79.039,35 
𝑇𝑡  (1,2,0) 1400,71     
𝑆𝑡 (1,0,0)(1,1,1)
12 1683,08     
𝑁𝑡
∗ (1,0,2)(1,0,0)12 2617,13     
Agregat Trend Analysis  3,61 19.993,95 9,78 60.870,26 
𝑇𝑡  *?̂?𝑡 -     
𝑆𝑡 (1,0,0)(1,1,1)
12 1683,08     
𝑁𝑡
∗ (1,0,2)(1,0,0)12 2617,13     
*?̂?𝑡 pada persamaan (4.3) 
Pemodelan menggunakan metode hibrida SSA-Automatic 
ARIMA secara agregat menghasilkan nilai out-sample MAPE 
sebesar 13,02% dan RMSE sebesar 79.039,36. Pemodelan 
menggunakan trend analysis pada komponene trend menghasilkan 
akurasi out-sample MAPE sebesar 9,78% dan RMSE sebesar 
60.870,26. 
Nilai MAPE dan RMSE pemodelan metode hibrida SSA-
Automatic ARIMA secara agregat menggunakan trend analysis 
lebih kecil daripada pemodelan hibrida SSA-Automatic ARIMA 
secara agregat, hal ini menunjukkan bahwa pemodelan 
menggunakan metode SSA-Automatic ARIMA menggunakan 
trend analysis lebih baik daripada secara agregat saja. 
Plot perbandingan hasil pemodelan SSA-Automatic ARIMA 
secara agregat maupun secara agregat dengan menggunakan trend 
analysis ditunjukkan oleh Gambar 4.18. Garis berwarna hitam 
mewakili data aktual yaitu data out-sample, garis berwana merah 
mewakili SSA-Automatic ARIMA secara agregat dan pemodelan 
pada komponen trend menggunakan trend analysis secara agregat 

























SSA-AUTOMATIC SSA Agregat Trend Analysis
 
Gambar 4.18 Plot Perbandingan SSA-Automatic ARIMA secara Agregat 
Gambar 4.18  menunjukkan bahwa air terjual paling rendah 
terjadi pada bulan Maret yaitu pada saat waktu ke-123 dan waktu 
ke-135. Pada saat waktu ke-127 dan waktu ke-139 mengalami 
peningkatan air terjual secara signifikan, pada waktu tersebut 
merupakan waktu terjadinya Hari Raya Idul Fitri. 
Pada Gambar 4.18 terlihat bahwa garis berwana biru lebih 
mendekati garis berwarna hitam dibanding dengan garis berwarna 
merah. Sehingga, dapat dikatakan bahwa pemodelan menggunakan 
SSA-Automatic ARIMA lebih baik digunakan secara agregat 
dengan menggunakan trend analysis. Akurasi out-sample yang 
dihasilkan dari metode SSA-Automatic ARIMA yaitu MAPE 
sebesar 9,78% dan RMSE sebesar 60.870,26.  
4.3 Pemodelan Metode Pembanding 
Pada penelitian ini, metode utama yang digunakan adalah 
SSA-Automatic ARIMA. Selain metode tersebut, digunakan 
empat metode pembanding yaitu Automatic ARIMA, SSA-
ARIMA, ARIMA, dan ARIMAX. 
4.3.1 Pemodelan Automatic ARIMA 
Analisis menggunakan metode Automatic ARIMA berbeda 





terletak pada penentuan model, jika metode ARIMA menggunakan 
plot ACF dan plot PACF yang telah stasioner untuk menentukan 
model, lain halnya pada metode Automatic ARIMA. Pemodelan 
menggunakan Automatic ARIMA menggunakan package forecast 
pada software R. Model terbaik yang dihasilkan merupakan model 
yang memiliki nilai AIC paling kecil. Model yang terbentuk untuk 
data air terjual menggunakan metode Automatic ARIMA adalah 
ARIMA(2,1,0)(1,0,0)12 dengan AIC yaitu sebesar 2634,4. Hasil 
signifikansi parameter model ARIMA(2,1,0)(1,0,0)12 ditunjukkan 
oleh Tabel 4.13. 
Tabel 4.13 Signifikansi Parameter Automatic ARIMA(2,1,0)(1,0,0)12 
Parameter Nilai Parameter 𝒕 p-value 
Φ1 0,718 11,22 0,0000 
𝜙1 -0,662 -7,07 0,0000 
𝜙2 -0,227 -2,46 0,0154 
Semua parameter dalam model ARIMA(2,1,0)(1,0,0)12 telah  
signifikan dengan tingkat kepercayaan 95%. Hal ini ditunjukkan 
oleh p-value masing-masing parameter yang kurang dari taraf 
signifikan 5% pada Tabel 4.13. Persamaan matematis model 
ARIMA(2,1,0)(1,0,0)12  adalah sebagai berikut. 
𝑍𝑡 = 0,34𝑍𝑡−1 + 0,44𝑍𝑡−2 + 0,28𝑍𝑡−3 + 0,72𝑍𝑡−12 − 0,24𝑍𝑡−13
− 0,31𝑍𝑡−14 − 0,16𝑍𝑡−15 + 𝑎𝑡 
Asumsi yang terdapat pada pemodelan ARIMA adalah 
residual white noise dan berdistribusi normal. Hasil pengujian 
asumsi white noise terhadap residual ditunjukkan oleh Tabel 4.14. 
Tabel 4.14 Pengujian White Noise pada Residual Automatic 
ARIMA(2,1,0)(1,0,0)12 
Lag 𝑿𝟐 P-value 
12 11,2 0,263 
24 24,3 0,281 
36 43,3 0,108 
48 60,1 0,065 
Berdasarkan Tabel 4.14, residual Automatic ARIMA telah 





yang lebih besar dari taraf signifikan 5%. Taraf signifikan 5%, 
mengakibatkan hipotesis awal gagal ditolak, hipotesis awal pada 
pengujian white noise adalah residual telah white noise. Selain 
asumsi white noise, asumsi distribusi normal pada residual tidak 
terpenuhi. Pengujian Kolmogorov-Smirnov menghasilkan p-value 
sebesar 0,035 yang kurang dari taraf sigifikansi 5%. Walaupun 
residual tidak memenuhi asumsi distribusi normal, tetapi model 
masih tetap bisa digunakan untuk melakukan pemodelan karena 
asumsi white noise telah terpenuhi. Kostenko & Hyndman (2008) 
menyatakan bahwa dalam melakukan pemodelan, pengujian 
signifikansi dan asumsi tidak menjadi prioritas peramalan karena 
pemodelan lebih berfokus pada kebaikan hasil ramalan. Akurasi 
kebaikan model ARIMA(2,1,0)(1,0,0)12  ditunjukkan pada Tabel 
4.15. 
Tabel 4.15 Akurasi Automatic ARIMA(2,1,0)(1,0,0)12 
 AIC MAPE  RMSE 
In-sample 2634.4 3,81 21.080,79 
Out-sample - 8,00 49.190,10 
Model terbaik yang dihasilkan oleh Automatic ARIMA 
memiliki nilai AIC sebesar 2634.3 dengan nilai MAPE data in-
sample sebesar 3,81% dan RMSE sebesar 21.080,79. Akurasi out-
sample hasil pemodelan Automatic ARIMA pada data air terjual 
yaitu MAPE sebesar 8% dan RMSE sebesar 49.190,10. 
4.3.2 Pemodelan SSA-ARIMA 
Komponen yang telah didapat pada analisis SSA yaitu 
komponen trend, musiman, dan noise masing-masing akan 
dilakukan pemodelan menggunakan metode ARIMA. Berdasar 
hasil simulasi dan hasil pemodelan SSA-Automatic ARIMA, 
pemodelan secara agregat lebih baik dari pemodelan secara 
individu. Sehingga pemodelan SSA-ARIMA hanya dilakukan 
secara agregat saja. Pada kompoen trend juga dilakukan 
pemodelan menggunakan trend analysis. Berikut analisis 





4.3.2.1 Pemodelan Komponen Trend 
Pemodelan pada komponen trend dilakukan dengan 
menggunakan metode ARIMA. Terdapat 116 data trend hasil 
dekomposisi SSA yang dilakukan pemodelan menggunakan 
metode ARIMA. 
Sebelum dilakukan identifikasi model, dilakukan pengecekan 
stasioneritas terhadap varians maupun terhadap mean. 
Stasioneritas terhadap varians melalui transformasi Box-Cox dan 
stasioneritas dalam mean melalui plot ACF maupun pengujian 
ADF. 
Rounded value hasil transformasi Box-Cox bernilai -0,5 dan 
selang kepercayaan  pada transformasi Box-Cox antara -1.57 
hingga 0.,81. Nilai rounded value tidak sama dengan 1 dan selang 
keperceyaan transformasi Box-Cox tidak mengandung nilai 1 yang 
memberikan arti bahwa data komponen trend belum stasioner 
dalam varians. Transformasi 𝑇𝑡
∗ = 1/√𝑇𝑡 dilakukan agar 
komponen trend stasioner dalam varians. Kemudian dilakukan 
pengecekan stasioneritas terhadap mean menggunakan pengujian 
ADF. Hasil pengujain ADF ditunjukkan oleh Tabel 4.16. 
Tabel 4.16 Hasil Pengujian ADF Komponen Trend 
Data 𝝉 p-value 
Transformasi -1,15 0,6935 
Difference lag 1 -2,23 0,1964 
Difference lag 2 -4,28 0,0008 
Berdasarkan Tabel 4.16, dapat dikatakan bahwa komponen 
trend tidak stasioner dalam mean karena p-value lebih dari taraf 
signifikan 5%. Kemudian dilakukan differencing lag 1, tetapi 
masih belum stasioner dalam mean karena p-value masih lebih 
besar dari taraf signifikansi 5%. Oleh karena itu, dilakukan 
differencing lag 2 dan stasioneritas dalam mean telah terpenuhi 
karena p-value kurang dari taraf signifikan 5%. Plot ACF dan plot 






Gambar 4.19 Plot ACF dan PACF Komponen Trend Stasioner 
Pada Gambar 4.19, lag yang melebihi batas signifikansi pada 
plot ACF adalah lag 6. Pada plot PACF, lag yang melewati batas 
signifikansi adaah lag 6. Model dugaan dari hasil kombinasi lag 
ACF dan PACF ditunjukkan oleh Tabel 4.17. 
Tabel 4.17 Model ARIMA Dugaan Komponen Trend 
Model ARIMA Parameter Nilai Parameter 𝒕 P-value 
([6],2,[6]) 𝜙6 -0,309 -Infty <0,0001 
 𝜃6 -0,895 -20,70 <0,0001 
([6],2,0) 𝜙6 -0,759 -Infty <0.0001 
(0,2,[6]) 𝜃6 0.489 Infty <0,0001 
Terdapat 3 model ARIMA dugaan untuk komponen trend 
berdasarkan Tabel 4.17 yang telah memenuhi signifikansi 
parameter dengan taraf signifikan 5%. Kemudian dilakukan 
pengujian asumsi white noise dan distribusi normal pada residual.  
Tabel 4.18 Pengujian White Noise Komponen Trend 
Model ARIMA Lag 𝑿𝟐 P-value 
 ([6],2,[6]) 12 19,73 0,0319 
 24 23,21 0,3901 
 36 26,47 0,8180 
 48 32,47 0,9342 
 ([6],2,0) 12 24,88 0,0095 
 24 28,64 0,1927 
 36 32,62 0,5837 
 48 37,92 0,8249 
 (0,2,[6]]) 12 25,02 0,0090 
 24 35,07 0,0512 
 36 42,63 0,1757 





Hasil pengujian white noise ditunjukkan oleh Tabel 4.18. 
Berdasarkan Tabel 4.18, dapat dilihat bahwa ketiga model dugaan 
untuk komponen trend belum memenuhi asumsi white noise pada 
residual. Hal ini ditunjukkan oleh p-value lag 12 pada masing-
masing model kurang dari taraf signifikan 5%. Kemudian 
dilakukan pengujian distribusi normal pada residual. Hasil 
pengujian distribusi normal pada residual ditunjukkan oleh Tabel 
4.19. 
Tabel 4.19 Hasil Pengujian Distribusi Normal Komponen Trend 
Model ARIMA D p-value 
([6],2,[6]) 0,175 <0,010 
([6],2,0) 0,151 <0,010 
(0,2,[6]) 0,150 <0,010 
Ketiga model ARIMA dugaan untuk komponen trend tidak 
memenuhi asumsi distribusi normal pada residual. Hal ini 
ditunjukkan dengan p-value yang kurang dari taraf signifikan 5%. 
Model yang digunakan untuk pemodelan hanya satu model saja, 
yaitu model yang terbaik. Penentuan model terbaik menggunakan 
perbandingan akurasi nilai RMSE. Perbandingan akurasi ketiga 
model tersebut disajikan pada Tabel 4.20. 
Tabel 4.20 Akurasi Model ARIMA Dugaan Komponen Trend 




Model terbaik yang digunakan adalah model yang memiliki 
nilai RMSE terkecil. Berdasar Tabel 4.20, nilai RMSE terkecil 
dimiliki oleh model ARIMA([6],2,[6]). Selanjutnya akan 
dilakukan pembuatan plot ACF residual model ARIMA([6],2,[6]) 
yang ditampilkan pada Gambar 4.20 untuk mengatasi asumsi white 






Gambar 4.20 Plot ACF Residual Model ARIMA([6],2,[6]) 
Pada Gambar 4.20, lag 1 melewati batas signifikansi sehingga 
lag 1 dijadikan orde pada model. Terbentuk model baru yaitu 
ARIMA([1,6],2,[6]) dengan signifikansi parameter yang 
ditunjukkan oleh Tabel 4.21. 
Tabel 4.21 Signifikansi Parameter Model ARIMA([1,6],2,[6]) 
Model ARIMA Parameter Nilai Parameter 𝒕 P-value 
([1,6],2,[6]) 𝜙1 0,363 11,32 <0,0001 
 𝜙6 -0,637 -Infty <0,0001 
 𝜃6 -0,161 -Infty <0,0001 
Semua parameter model ARIMA([1,6],2,[6]) telah signifikan, 
hal ini ditunjukkan oleh p-value yang kurang dari taraf signifkan 
5%. Selanjutnya dilakukan pengujian asumsi white noise 
menggunakan pengujian L-jung Box. Hasil pengujian pada Tabel 
4.22 menunjukkan bahwa model ARIMA([1,6],2,[6]) telah 
memenuhi asumsi white noise. P-value setiap lag pada model telah 
lebih dari taraf signifikan 5%. 
Tabel 4.22 Pengujian White Noise Model ARIMA([1,6],2,[6]) 
Lag 𝑿𝟐 P-value 
12 15,43 0,0797 
24 17,12 0,7037 
36 20,17 0,9611 





Asumsi white noise pada residual model ARIMA([1,6],2,[6]) 
telah tepenuhi selanjutnya dilakukan pengujian distribusi normal 
menggunakan pengujian Kolmogorov-Smirnov. P-value yang 
dihasilkan pada pengujian Kolmogorov-Smirnov sebesar <0,010 
yang artinya bahwa residual model ARIMA([1,6],2,[6]) tidak 
memenuhi asumsi distribusi normal.  
Sehingga, model terbaik yang digunakan untuk komponen 





∗ + 𝑎𝑡 + 0,16𝑎𝑡−6. 
4.3.2.2 Pemodelan Komponen Musiman 
Langkah pertama yang dilakukan dalam pemodelan 
komponen musiman adalah melakukan pengecekan  stasioneritas 
varian dan mean sebelum melakukan identifikasi model. 
Pengecekan stasioneritas terhadap varian dilakukan melalui 
transformasi Box-Cox. 
Nilai lambda hasil Box-Cox trasnformasi sebesar 0,5 dan ini 
menunjukkan bahwa komponen musiman belum stasioner dalam 
varians. Sehingga diperlukan transformasi 𝑆𝑡
∗ = √𝑆𝑡 + 34.000 
agar data komponen musiman stasioner dalam varians. Setelah 
dilakukan trasnformasi, data komponen telah stasioner terhadap 
varians. Selanjutnya dilakukan pengecekan stasioneritas terhadap 
mean melalui pengujian ADF. Berikut hasil pengecekan 
stasioneritas terhadap mean.  
Tabel 4.23 Pengujian ADF Komponen Musiman 
Data 𝝉 p-value 
Transformasi -2,55 0,1075 
Difference lag 1 -5,57 0,0000 
Difference lag 12 -6,91 0,0000 
Berdasar Tabel 4.23, dapat dikatakan bahwa komponen 
transformasi musiman belum stasioner dalam mean karena p-value 
lebih dari taraf signifikan 5%. Kemudian dilakukan differencing 
lag 1 dan hasilnya data sudah stasioner dalam mean. Walaupun 





12 dan lag musiman mengalami penurunan lambat. Sehingga 
dilakukan differencing musiman lag 12.  
  
Gambar 4.21 Plot ACF dan PACF Komponen Musiman Differencing Lag 12 
Plot ACF dan PACF yang telah stasioner ditunjukkan oleh 
Gambar 4.22 dan digunakan mengidentifikasi model. Lag pada  
plot ACF yang signifikan adalah lag 1 dan plot PACF 
menunjukkan pola dies down. Sehingga model ARIMA untuk 
komponen musiman adalah ARIMA(0,1,1)(0,1,0)12. Parameter 
model ARIMA(0,1,1)(0,1,0)12 telah signifikan karena memiliki p-
value sebesar <0,0001 yang ditunjukkan oleh Tabel 4.24. 
Tabel 4.24 Model ARIMA(0,1,1)(0,1,0)12 Komponen Musiman 
Parameter Nilai Parameter 𝒕 P-value 
θ1 -0,765 -11,16 <0,0001 
Selanjutnya dilakukan pengujian white noise pada residual 
model ARIMA(0,1,1)(0,1,0)12 menggunakan pengujian Ljung-
Box. Model ARIMA(0,1,1)(0,1,0)12 telah memenuhi asumsi white 
noise karena p-value setiap lag lebih dari taraf signifikan 5%. Hasil 
pengujian asumsi white noise pada residual ditampilkan pada Tabel 
4.25. 
Tabel 4.25 Pengujian White Noise Komponen Musiman 
Model ARIMA Lag 𝑿𝟐 P-value 
(0,1,1)(0,1,0)12 12 7,68 0,7420 
 24 9,17 0,9953 
 36 12,15 0,9999 





Selain asumsi white noise, pada residual juga dilakukan  
pengujian distribusi normal menggunakan pengujian Kolmogorov-
Smirnov. Hasil pengujian distribusi normal menunjukkan bahwa 
residual model ARIMA(0,1,1)(0,1,0)12 tidak memenuhi asumsi 
distribusi normal karena p-value kurang dari taraf signifikan 5%. 
Pengujian distribusi normal menghasilkan statistik uji D sebesar 
0,211 dan p-value sebesar <0,010. Model ARIMA(0,1,1)(0,1,0)12 






∗ + 𝑎𝑡 + 0,765𝑎𝑡−1. 
4.3.2.3 Pemodelan Komponen Noise 
Pengecekan stasioneritas dalam varian dilakukan melalui 
Box-Cox trasnformasi, menghasilkan selang kepercayaan antara 
0,43 hingga 1,02. Selang keperceyaan telah melewati lambda 
sebesar 1 sehingga dapat dikatakan bahwa komponen noise telah 
stasioner dalam varians. Kemudian dilakukan pengecekan 
stasioneritas dalam mean menggunakan pengujian ADF. Pengujian 
ADF menghasilkan p-value sebesar 0,0005 yang artinya komponen 
noise telah stasioner dalam mean.  
Selanjutnya dilakukan identifikasi model ARIMA meng-
gunakan plot ACF dan PACF komponen noise yang ditunjukkan 
oleh Gambar 4.22. 
  
Gambar 4.22 Plot ACF dan PACF Komponen Noise 
Pada plot ACF, lag yang melewati batas signifikansi adalah 
lag 3, lag 5, lag 12, dan lag 13. Lag yang melewati batas 





12, lag 22, dan lag 29. Terdapat berbagai kombinasi lag untuk 
menduga model ARIMA komponen noise yang ditampilkan pada 
Tabel 4.26. Model dugaan komponen noise berdasar ACF dan 
PACF ditampilkan pada Tabel 4.26. 
Tabel 4.26 Signifikansi Model ARIMA Dugaan Komponen Noise 
Model ARIMA Parameter Nilai Parameter 𝒕 P-value 
 ([3,5,10,11,22],0,[12]) 𝜙3 0,203 2,44 0,0147 
 𝜙5 0,177 2,07 0,0387 
 𝜙10 -0,232 -2,65 0,0080 
 𝜙11 -0,296 -3,38 0,0007 
 𝜙22 -0,250 -2,78 0,0054 
 𝜃12 -0,381 -3,85 0,0001 
 ([3,10,11,22],0,[12]) 𝜙3 0,245 3,02 0,0025 
 𝜙10 -0,193 -2,22 0,0264 
 𝜙11 -0,305 -3,43 0,0006 
 𝜙22 -0,263 -2,88 0,0039 
 𝜃12 -0,391 -3,97 <0,0001 
Setiap parameter model dugaan komponen noise telah 
memenuhi signifikansi parameter. Hal ini dapat dilihat dari p-value 
masing-masing parameter yang kurang dari taraf signifikan 5%. 
Selanjutnya dilakukan pengujian asumsi white noise dan distribusi 
normal pada residual kedua model ARIMA dugaan untuk 
komponen noise. Pengujian asumsi white noise ditampilkan oleh 
Tabel 4.27. 
Tabel 4.27 Pengujian White Noise Komponen Noise 
Model ARIMA Lag 𝑿𝟐 P-value 
([3,5,10,11,22],0,[12]) 12 7,74 0,2575 
 24 18,00 0,4556 
 36 35,51 0,2244 
 48 49,23 0,2062 
([3,10,11,22],0,[12]) 12 12,51 0,0849 
 24 23,09 0,2334 
 36 40,97 0,1086 
 48 54,71 0,1086 
Berdasarkan Tabel 4.27, semua p-value telah lebih dari taraf 
signifikansi 5%. Artinya, semua model memenuhi asumsi white 





dan model dugaan kedua telah memenuhi asumsi white noise pada 
residual. Hal ini ditunjukkan oleh p-value masing-masing lag telah 
lebih dari taraf signifikan 5%. Kemudian dilakukan pengujian 
distribusi normal pada residual kedua model. Hasil pengujian 
distribusi normal adalah sebagai berikut. 
Tabel 4.28  Pengujian Distribusi Normal Komponen Noise 
Model ARIMA D p-value 
([3,5,10,11,22],0,[12]) 0,073 0,136 
([3,10,11,22],0,[12]) 0,066 >0,150 
Asumsi distribusi normal pada dua model dugaan telah 
terpenuhi. Hal ini ditunjukkan oleh Tabel 4.28, p-value masing-
masing model telah lebih dari taraf signifikan 5%. Langkah 
terakhir yang dilakukan adalah melakukan pemilihan model 
terbaik karena kedua model telah memenuhi asumsi white nosie 
dan distribusi normal. Pemilihan model terbaik didasarkan pada 
akurasi nilai RMSE. Berikut hasil perbandingan akurasi kedua 
model dugaan. 
Tabel 4.29 Perbandingan Akurasi Model ARIMA Dugaan Komponen Noise 
Model ARIMA RMSE 
([3,5,10,11,22],0,[12]) 16.771,52 
([3,10,11,22],0,[12]) 17.107,01 
Tabel 4.29 menunjukkan akurasi kedua model dugaan untuk 
komponen noise. Nilai RMSE yang paling kecil adalah 16.771,52 
yang dimiliki oleh model ARIMA([3,5,10,11,22],0,[12]). 
Sehingga model terbaik untuk pemodelan komponen noise adalah 
model ARIMA([3,5,10,11,22],0,[12]) dengan persamaan 








∗ + 𝑎𝑡 + 0,38𝑎𝑡−12 
Pemodelan pada masing-masing komponen hasil dekomposisi 
SSA yang telah dilakukan dan menghasilkan model pada setiap 





Tabel 4.30 Hasil Ramalan SSA-ARIMA Air Terjual 
Metode Model ARIMA 
In-sample Out-sample 
MAPE RMSE MAPE RMSE 
Agregat  5,49 46.105,28 9,95 60.829,36 
𝑇𝑡  ([1,6],2,[6])     
𝑆𝑡 (0,1,1)(0,1,0)
12     
𝑁𝑡
∗ ([3,5,10,11,22],0,[12])     
Agregat Trend Analysis 3,82 20.397,54 9,37 58.750,92 
𝑇𝑡  ∗ ?̂?𝑡     
𝑆𝑡 (0,1,1)(0,1,0)
12     
𝑁𝑡
∗ ([3,5,10,11,22],0,[12])     
∗ ?̂?𝑡  pada persamaan (4.3)   
Pada komponen trend juga dilakukan pemodelan 
menggunakan trend analysis. Model pada masing-masing 
komponen dan akurasi out-sample ditunjukkan oleh Tabel 4.30. 
Model terbaik untuk pemodelan SSA-ARIMA yaitu secara agregat 
dengan trend analysis. Model terbaik menghasilkan akurasi MAPE 
sebesar 9,37% dan RMSE sebesar 58.750,92. 
4.3.3 Pemodelan ARIMA 
Time series plot air terjual telah ditunjukkan pada Gambar 4.1. 
Sebelum melakukan identifikasi model, terlebih dahulu melakukan 
stasioneritas pada data air terjual. Stasioneritas dalam varians 
dilakukan melalui transformasi Box-Cox. Data air terjual 
dikatakan telah stasioner dalam varians jika nilai rounded value 
sebesar 1 dan dalam selang kepercayaan mengandung nilai 1. Pada 
data air terjual dapat dikatakan bahwa data belum stasioner dalam 
varians. Hal ini ditunjukkan oleh Box-Cox trasnformasi dengan  
nilai rounded value yang tidak sama dengan 1 dan dalam selang 
kepercayaan tidak mengandung lambda 1. Nilai rounded value 
hasil Box-Cox trasnformasi sebesar -1. Oleh karena itu, dilakukan 
transformasi 𝑍𝑡
∗ = (1/𝑍𝑡) × 100.000. Setelah dilakukan 
transformasi, data air terjual telah stasioner dalam varians. 
Pengujian ADF dilakukan untuk mengetahui stasioneritas 





Tabel 4.31 Hasil Pengujian ADF ARIMA 
Data 𝝉 p-value 
Transformasi -0,19 0,9347 
Difference lag 1 -4,79 0,0001 
Difference lag 12 -11,07 0,0000 
Pengujian ADF dilakukan pada data hasil transformasi Box-
Cox, tetapi data transformasi belum stasioner dalam mean. Hal ini 
ditunjukkan dengan p-value sebesar 0,9347 yang lebih besar dari 
taraf signifikansi 5%. Kemudian dilakukan differencing pada lag 1 
dan pengujian ADF menunjukkan bahwa data telah stasioner 
dalam mean karena p-value yang kurang dari taraf signifikansi 5%. 
Plot ACF dan PACF differencing 1 mengindikasikan adanya 
musiman periode 12 karena pada lag ke-12 lebih tinggi dari lag-
lag lainnya. Sehingga dilakukan differencing musiman lag 12 dari 
data differencing lag 1. 
  
Gambar 4.23 Plot ACF dan PACF Stasioner Metode ARIMA Data Air Terjual 
Identifikasi model dilakukan berdasarkan plot ACF dan PACF 
pada Gambar 4.24. Plot ACF menunjukkan pola dies down, 
sedangkan pada plot PACF cut off setelah lag 2. Sehingga model 
dugaan air terjual adalah ARIMA(2,1,0)(1,1,0)12 dengan signifikan 
parameter yang ditunjukkan oleh Tabel 4.32. 
Tabel 4.32 Model ARIMA(2,1,0)(1,1,0)12 Data Air Terjual 
Parameter Nilai Parameter 𝒕 P-value 
𝜙1 -0,734 -7,61 <0,0001 
𝜙2 -0,303 -3,14 0,0017 





Model ARIMA(2,1,0)(1,1,0)12 telah memenuhi signifikansi 
parameter ditunjukkan oleh Tabel 4.32. Signifikansi parameter 
dilihat dari p-value masing-masing parameter kurang dari taraf 
signifikan 5%. Kemudian dilakukan pengecekan white noise pada 
residual model ARIMA(2,1,0)(1,1,0)12. Hasil pengecekan white 
noise pada residual disajikan pada Tabel 4.33. 
Tabel 4.33 Hasil Pengecekan White Noise pada Residual ARIMA(2,1,0)(1,1,0)12 
Lag 𝑿𝟐 P-value 
12 9,91 0,3575 
24 32,32 0,0543 
36 55,39 0,0086 
48 63,78 0,0340 
Tabel 4.33 menunjukkan hasil pengecekan white noise pada 
residual bahwa model ARIMA(2,1,0)(1,1,0)12 belum memenuhi 
asumsi white noise. Hal ini dapat dilihat dari p-value lag 36 dan lag 
48 yang kurang dari taraf signifikan 5%. Kemudian dilakukan 
pembuatan ACF residul model ARIMA(2,1,0)(1,1,0)12 yang 
ditunjukkan oleh Gambar 4.24. 
 
Gambar 4.24 Plot ACF Residual Model ARIMA(2,1,0)(1,1,0)12 
Lag yang melebihi batas signifikansi pada Gambar 4.24 
adalah lag 35. Kemudian lag 35 dijadikan orde baru pada model 
sehingga terbentuk model ARIMA(2,1,[35])(1,1,0)12. Signifikansi 
parameter model ARIMA(2,1,[35])(1,1,0)12 disajikan pada Tabel 
4.34. Pada model ARIMA(2,1,[35])(1,1,0)12 signifikansi parameter 
telah terpenuhi. Hal ini ditunjukkan oleh p-value masing-masing 





Tabel 4.34 Signifikansi Parameter ARIMA(2,1,[35])(1,1,0)12 Air Terjual 
Parameter Nilai Parameter 𝒕 P-value 
𝜙1 -0,644 -6,94 <0,0001 
𝜙2 -0,286 -3,11 0,0019 
Φ1 -0,289 -2,93 0,0033 
𝜃35 -0,496 -3,04 0,0024 
. Selanjutnya dilakukan pengujian white noise pada residual 
model ARIMA(2,1,[35])(1,1,0)12 menggunakan pengujian Ljung-
Box. Hasil pengujian white noise menunjukkan bahwa residual 
model ARIMA(2,1,[35])(1,1,0)12 memenuhi asumsi white noise 
hingga lag 12 saja yang ditunjukkan oleh Tabel 4.35. Hal ini dapat 
dilihat bahwa hanya pada lag 12 yang memiliki p-value lebih dari 
taraf signifikan 5%. 
Tabel 4.35 Pengujian White Noise pada Residual Model 
ARIMA(2,1,[35])(1,1,0)12 
Lag 𝑿𝟐 P-value 
12 11,11 0,1954 
24 32,82 0,0353 
36 50,17 0,0214 
48 62,61 0,0039 
Selanjutnya dilakukan pengujian asumsi distribusi normal. 
Pengujian distribusi normal pada residual model 
ARIMA(2,1,[35])(1,1,0)12 menggunakan pengujian Kolmogorov-
Smirnov. Pengujian normal menghasilkan statistik uji D sebesar 
0,065 dan p-value sebesar >0,150. Sehingga asumsi residual 
berdistribusi normal telah terpenuhi karena p-value sama dengan 
taraf signifikan 5%. Model ARIMA(2,1,[35])(1,1,0)12 memiliki 
akurasi in-sample yaitu nilai MAPE 4,24% dan RMSE sebesar 
22.939,89. Akurasi out-sample model tersebut adalah nilai MAPE 
sebesar 9,64% dan RMSE sebesar 60.836,03. Persamaan 





















4.3.4 Pemodelan ARIMAX 
Pemodelan air terjual menggunakan metode ARIMAX 
dilakukan dengan melakukan time series regression (TSR) terlebih 
dahulu. Variabel prediktor pada time series regression berupa 
variabel dummy trend, musiman, dan variasi kalender berupa efek 
terjadinya hari Raya Idul Fitri. 
Estimasi parameter TSR ditunjukkan oleh Tabel 4.36. Tidak 
semua parameter berpengaruh signifikan, dan bukan berarti 
parameter yang tidak signifikan tidak memiliki pengaruh terhadap 
model. Sehingga, parameter yang tidak signifikan tetap digunakan 
dalam model. 
Tabel 4.36 Estimasi Parameter TSR 
Variabel Estimasi SE t p-value 
Tt 1738,6 46,5 37,39 <,0001 
M1,t 312621,4 5795,3 53,94 <,0001 
M2,t 292216,8 5815,9 50,24 <,0001 
M3,t 266413,3 5836,9 45,64 <,0001 
M4,t 296353,7 5858,2 50,59 <,0001 
M5,t 291228,9 5879,7 49,53 <,0001 
M6,t 303590,8 5901,5 51,44 <,0001 
M7,t 296787,0 6053,6 49,03 <,0001 
M8,t 322347,6 6439,7 50,06 <,0001 
M9,t 332433,9 6720,1 49,47 <,0001 
M10,t 326009,6 7060,1 46,18 <,0001 
M11,t 341165,8 6750,1 50,54 <,0001 
M12,t 309851,4 6150,9 50,38 <,0001 
V1,t 67293,9 17733,9 3,79 0,0001 
V2,t 18560,3 10394,6 1,79 0,0742 
V3,t 5887,3 10293,5 0,57 0,5674 
V4,t -8299,3 10233,6 -0,81 0,4174 
V1,t+1 -38854,8 17590,9 -2,21 0,0272 
V2,t+1 -17722,3 10333,4 -1,72 0,0863 
V3,t+1 53212,9 10469,2 5,08 <,0001 
V4,t+1 49807,8 10290,8 4,84 <,0001 
Berdasar Tabel 4.36, variabel dummy terjadinya Hari Raya 
Idul Fitri pada minggu ke-2, ke-3, dan ke-4 tidak signifikan dalam 
model. Selanjutnya akan dilakukan pengujian asumsi pada residual 
TSR. Pengujian independensi dilakukan dengan menggunakan 
pengujian Ljung-Box. Tabel 4.37 berikut merupakan hasil 





Tabel 4.37 Hasil Pengujian Ljung-Box pada Residual TSR 
Lag χ2 p-value 
12 105,04 0,00 
24 117,56 0,00 
36 120,17 0,00 
48 181,60 0,00 
Pada Tabel 4.37 p-value setiap lag kurang dari taraf signifikan 
yaitu sebesar 5%. Sehingga dapat dikatakan bahwa residual TSR 
belum memenuhi asumsi independen. Oleh karena itu, residual 
TSR perlu dimodelkan kembali menggunakan metode ARIMA 
dengan parameter TSR yang berbeda. Pemodelan ARIMAX 
kembali menghasilkan estimasi parameter yang disajikan oleh 
Tabel 4.38. 
Tabel 4.38 Estimasi Parameter Pemodelan ARIMAX Air Terjual 
Variabel Estimasi SE t p-value 
𝜙1 -0,478 0,099 -4,85 <,0001 
Φ1 -0,314 0,115 -2,74 0,0062 
Tt -47,8 39,4 -1,21 0,2253 
M1,t 7416,7 6634 1,12 0,2636 
M2,t 2093,3 6250,2 0,33 0,7377 
M3,t 8,2 6265,8 0,00 0,999 
M4,t 7184,2 6286,8 1,14 0,2531 
M5,t 1803,3 6295,3 0,29 0,7745 
M6,t 3204,6 6311,2 0,51 0,6116 
M7,t 101,9 6468,6 0,02 0,9874 
M8,t -683,0 6803,9 -0,10 0,92 
M9,t 3738,9 7259,0 0,52 0,6065 
M10,t 11994,3 7927,1 1,51 0,1303 
M11,t 19426,6 7389,9 2,63 0,0086 
M12,t -337,8 6615,4 -0,05 0,9593 
V1,t 19354,5 21415,0 0,90 0,3661 
V2,t 34893,0 12279,1 2,84 0,0045 
V3,t 16856,7 12481,5 1,35 0,1768 
V4,t 23570,1 14738,7 1,60 0,1098 
V1,t+1 -77565,9 20811,6 -3,73 0,0002 
V2,t+1 -85740,2 12357,3 -6,94 <,0001 
V3,t+1 -13601,1 12553,6 -1,08 0,2786 
V4,t+1 11289,3 15296,2 0,74 0,4605 
Tabel 4.38 menunjukkan nilai-nilai parameter TSR maupun 





adalah ARIMA(1,1,0)(1,1,0)12 yang telah memenuhi syarat 
signifikansi parameter. Signifikansi parameter ditunjukkan oleh p-
value yang kurang dari taraf signifikan 5%. Kemudian dilakukan 
pengujian Ljung-Box untuk mengetahui asumsi white noise pada 
residual. Hasil pengujian white noise ditunjukkan oleh Tabel 4.39. 
Berdasar Tabel 4.39 model ARIMA(1,1,0)(1,1,0)12 telah  
memenuhi asumsi white noise, hal ini ditunjukkan oleh p-value 
yang lebih dari taraf signifikan 5%. 
Tabel 4.39 Pengujian White Noise pada Residual TSR ARIMA(0,1,1)(1,1,0)12 
Model ARIMA Lag 𝑿𝟐 P-value 
 (1,1,0)(1,1,0)12 12 8,87 0,5441 
 24 27,84 0,1809 
 36 37,66 0,3054 
 48 53,06 0,2205 
Selain asumsi white noise pada residual, terdapat asumsi 
distribusi normal pada residual. Pada penelitian ini, pengujian 
distribusi normal pada residual menggunakan Kolmogorov-
Smirnov. Pengujian Kolmogorov-Smirnov menghasilkan statistik 
uji D sebesar 0,069 dan p-value sebesar >0,150. Artinya, residual 
model ARIMA(1,1,0)(1,1,0)12 telah  memenuhi memenuhi asumsi 
distribusi normal.  Sehingga persamaan matematis untuk 
melakukan pemodelan menggunakan ARIMAX pada data air 
terjual adalah: 
𝑍𝑡 = −47,8𝑇𝑡 + 7416,7 𝑀1,𝑡 + 2093,3 𝑀2,𝑡 + 8,2 𝑀3,𝑡 + 7184,2 𝑀4,𝑡
+ 1803,3 𝑀5,𝑡 + 3204,6𝑀6,𝑡 + 101,9 𝑀7,𝑡
− 683 𝑀8,𝑡 + 3738,9 𝑀9,𝑡 + 11994,3 𝑀10,𝑡
+ 19426,6 𝑀11,𝑡 − 337,8 𝑀12,𝑡 + 19354,5 𝑉1,𝑡
+  34893𝑉2,𝑡 +  16856,7𝑉3,𝑡 + 23570,1 𝑉4,𝑡




(1 − 𝐵)(1 − 𝐵12)(1 + 0,478𝐵)(1 + 0,314𝐵12)
𝑎𝑡  
Model ARIMAX tersebut memiliki akurasi in-sample  yaitu 





Akurasi out-sample pada model ARIMAX ini yaitu MAPE 4,11% 
sebesar dan RMSE sebesar 27.507,83. 
4.4 Perbandingan Akurasi Pemodelan 
Metode Pemodelan yang telah dilakukan yaitu SSA-
Automatic ARIMA, SSA-ARIMA, Automatic ARIMA, ARIMA, 
dan ARIMAX menghasilkan nilai akurasi yaitu MAPE dan RMSE. 
Berdasarkan nilai MAPE dan RMSE, hanya satu model saja yang 
digunakan dalam melakukan peramalan air terjual. Perbandingan 
kelima metode berdasarkan nilai MAPE disajikan pada Tabel 4.40.  




MAPE  RMSE MAPE  RMSE 
SSA-Automatic ARIMA 3,61 19,994 9,78 60,870 1 
Automatic ARIMA 3,81 21,081 8,00 49,190 0,81 
SSA-ARIMA 3,82 20,398 9,37 58,751 0,97 
ARIMA 4,24 22,940 9,64 60,836 0,99 
ARIMAX 3,26 17,235 4,11 27,508 0,45 
Model terbaik yang digunakan dalam melakukan peramalan 
air terjual di PDAM Giri Tirta Sari Kabupaten Wonogiri periode 
September 2017 hingga Agustus 2018 adalah metode ARIMAX 
karena memiliki akurasi out-sample yaitu nilai MAPE dan nilai 
RMSE yang paling kecil. Metode ARIMAX 2,2 kali lebih baik 
digunakan daripada metode SSA-Automatic ARIMA untuk 
melakukan peramalan air terjual di PDAM Giri Tirta Sari 
Kabupaten Wonogiri. 
Secara visual, hasil ramalan air terjual periode September 
2017 hingga Agustus 2018 disajikan pada Gambar 4.26. Gambar 
4.26 terdapat 3 area yang dipisahkan oleh garis putus-putus, area 
paling kiri yaitu area in-sample, area tengah adalah area out-
sample, dan area paling kanan adalah area peramalan. Data aktual 
diwakili oleh garis berwarna hitam, hasil ramalan in-sample dan 
out-sample dengan metode ARIMAX diwakili oleh garis berwarna 
hijau dan hasil ramalan air terjual satu tahun berikutnya diwakili 





pola data sesungguhnya, hal ini dapat dilihat bahwa garis hijau 






























Gambar 4.25 Plot Hasil Ramalan Air Terjual 
Peramalan air terjual periode September 2017 hingga Agustus 
2017 disajikan dalam Tabel 4.41. Air terjual paling rendah terjadi 
di bulan Maret 2018. Bulan Juni 2018 terjadi peritiwa Hari Raya 
Idul Fitri pada minggu ke-2 sehingga pada bulan Juni 2018 terjadi 
kenaikan air terjual secara signifikan.  
Tabel 4.41 Hasil Ramalan Air Terjual 
Tahun Bulan 
Air Terjual (m3) 
Titik Batas Bawah Batas Atas 
2017 September 527879 489491 566267 
2017 Oktober 524128 481297 566960 
2017 November 537810 486201 589420 
2017 Desember 525911 469059 582763 
2018 Januari 535305 472647 597964 
2018 Februari 505237 437745 572730 
2018 Maret 463232 391005 535458 
2018 April 517916 441355 594478 
2018 Mei 491379 410663 572094 
2018 Juni 544955 460314 629596 
2018 Juli 537642 449237 626046 
2018 Agustus 482685 390677 574693 
Hasil ramalan 12 periode ke depan disajikan pada Gambar 





berwarna biru mewakili batas bawah ramalan, dan garis berwarna 

























Gambar 4.26 Plot Ramalan 12 Periode Air Terjual 
Model peramalan ini baik digunakan untuk peramalan 2 
periode ke depan dengan error air terjual dibawah 15.000 m3. Hal 




















BAB V KESIMPULAN DAN SARAN 
KESIMPULAN DAN SARAN 
5.1 Kesimpulan 
Berdasarkan analisis yang telah dilakukan, maka diperoleh 
kesimpulan sebagai berikut. 
1. Berdasar studi simulasi, peramalan model hibrida SSA-
Automatic ARIMA secara agregat menghasilkan akurasi yang 
lebih baik daripada secara individu. Hal ini dapat dilihat pada 
akurasi out-sample dengan kriteria RMSE dan MAPE secara 
agregat yang selalu lebih kecil dari akurasi secara individu. 
Dekomposisi SSA baik digunakan pada data yang hanya 
mengandung komponen trend, musiman, dan noise saja. Hal 
ini ditunjukkan oleh akurasi RMSE in-sample skenario 1 yang 
bernilai di sekitar 1 sesuai dengan data simulasi yang 
dibangkitkan. SSA memberikan hasil yang kurang baik pada 
data yang mengandung variasi kalender seperti pada seknario 
2. SSA tidak dapat menangkap pola variasi kalender dengan 
baik, karena pola variasi kalender akan masuk ke dalam pola 
musiman. Ketidakbaikan dekomposisi SSA untuk data yang 
mengandung variasi kalender ditunjukkan dengan nilai 
akurasi RMSE in-sample yang lebih besar yaitu bernilai 4 
hingga 6 dari nilai sesungguhnya sebesar 1. 
2. Pemodelan SSA-Automatic ARIMA pada data air terjual 
PDAM Wonogiri dilakukan menggunakan trend analysis 
pada komponen trend. Pemodelan SSA-Automatic ARIMA 
pada data air terjual menggunakan trend analysis 
menghasilkan akurasi out-sample yaitu MAPE sebesar 9,78% 
dan RMSE sebesar 60.870. 
3. Data air terjual mengandung pola trend, musiman, variasi 
kalender, dan noise. Berdasar kajian simulasi, SSA hanya 
mampu mendekomposisi pola trend, musiman, dan noise saja, 
sedangkan pola variasi kalender dapat ditangkap oleh metode 
ARIMAX. Sehingga, metode yang menghasilkan akurasi 
paling baik yaitu metode ARIMAX untuk peramalan air 





RMSE out-sample metode ARIMAX sebesar 27.507,8 dan 
MAPE sebesar 4,11%. Metode ARIMAX 2,2 kali lebih baik 
digunakan daripada metode SSA-Automatic ARIMA. 
4. Hasil peramalan untuk 12 periode selanjutnya menunjukkan 
bahwa bulan yang diperkirakan air terjual di PDAM Giri Tirta 
Sari Kabupaten Wonogiri paling rendah terjadi di bulan Maret 
2018 karena hanya terdapat 28-29 hari perhitungan pemakaian 
air terjual. Pada bulan Juni 2018 akan terjadi permintaan air 
yang meningkat signifikan karena terjadi Hari Raya Idul Fitri 
pada minggu kedua bulan Juni. 
 
5.2 Saran 
Berdasarkan analisis yang telah dilakukan, diberikan dua 
saran untuk penelitian selanjutnya. 
1. Pemodelan komponen hasil dekomposisi SSA lebih baik 
menggunakan metode yang sesuai dengan pola data. Misalnya 
pada komponen trend, dilakukan pemodelan menggunakan 
trend analysis. Pada komponen musiman dapat digunakan time 
series regression. Begitu pula untuk komponen noise, sehingga 
tidak harus digunakan satu metode peramalan untuk setiap 
komponen. 
2. Deteksi outlier dapat dilakukan untuk mengatasi asumsi 
distribusi normal yang tidak terpenuhi, sehingga akan 
menghasilkan akurasi yang lebih baik. 
Saran yang dapat diberikan bagi perusahaan yaitu hasil 
peramalan metode ARIMAX dapat digunakan sebagai dasar 
pertimbangan dalam memproduksi air bersih agar air bersih yang 
diproduksi optimal. Pada bulan Idul Fitri disediakan air dalam 
jumlah banyak karena pada bulan Idul Fitri air yang dibutuhkan 
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Lampiran 1. Data Air Terjual 
Bulan Jumlah Air Terjual (m3) Bulan Jumlah Air Terjual (m3) 
Jan-06 327176 Nov-11 456247 
Feb-06 302591 Des-11 421606 
Mar-06 299404 Jan-12 429705 
Apr-06 315730 Feb-12 416683 
Mei-06 312337 Mar-12 397187 
Jun-06 323416 Apr-12 419714 
Jul-06 324969 Mei-12 421761 
Agu-06 345559 Jun-12 448515 
Sep-06 345780 Jul-12 427935 
Okt-06 336731 Agu-12 470817 
Nov-06 394902 Sep-12 528021 
Des-06 365650 Okt-12 469995 
Jan-07 341596 Nov-12 508340 
⋮ ⋮ ⋮ ⋮ 
Nov-10 391327 Sep-16 514683 
Des-10 397200 Okt-16 489773 
Jan-11 384367 Nov-16 498840 
Feb-11 390042 Des-16 491908 
Mar-11 336407 Jan-17 497920 
Apr-11 389622 Feb-17 471003 
Mei-11 376627 Mar-17 441312 
Jun-11 409124 Apr-17 498324 
Jul-11 397345 Mei-17 477212 
Agu-11 414558 Jun-17 499734 
Sep-11 516325 Jul-17 576277 
























plot(s1, type = "series", groups = as.list(1:3),ylim=c(ylim=c(-20000,600000))) 
parestimate(s1, groups=list(2:3), method = "esprit") 
r <- reconstruct(s1, groups = list(Trend = c(1), Seasonality = c(2:3))) 
trend <- r$Trend 
trend 
plot(trend,ylim=c(-20000,600000)) 
seasonality <- r$Seasonality 
seasonality 
plot(seasonality,ylim=c(-20000,600000)) 




























Lampiran 4. Syntax Program SAS Komponen Trend 
 
data air;                                                                                                                          
input x;                                                                                                                                 

















520780.8                                                                                                               
;                                                                                                                                                                                                                       
proc arima data=air;                                                                                                                
identify var=x(1,2) nlag=48;                                                                                                                       
estimate p=(1) q=(1,6,12) noconstant method=ml;                                                                                           






Lampiran 5. Syntax Program SAS Komponen Musiman 
 
data air;                                                                                                                          
input x;                                                                                                                                 
















;                                                                                                                                                                                                                       
proc arima data=air;                                                                                                                
identify var=x(12) nlag=48;                                                                                                                       
estimate p=(1,2,4) q=(0) noconstant method=ml;                                                                                           






Lampiran 6. Syntax Program SAS Komponen Noise 
 
data air;                                                                                                                          
input x;                                                                                                                                 




















;                                                                                                                                                                                                                       
proc arima data=air;                                                                                                                
identify var=x(0) nlag=48;                                                                                                                       
estimate p=(3,10,11,12) q=(12) noconstant method=ml;                                                                                           






Lampiran 7. Syntax Program SAS ARIMA 
 
data air;                                                                                                                          
input x;                                                                                                                                 
















;                                                                                                                                                                                                                       
proc arima data=air;                                                                                                                
identify var=x(1) nlag=48;                                                                                                                       
estimate p=(1,22)(12) q=(0) noconstant method=ml;                                                                                           












data air;                                                                                                                                                                                                                                                        
     input y t M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 v1 v2 v3 v4 v11 v22 v33 v44;                                                                                                                                                                               
datalines;                                                                                                                                                                                                                                                       
327176      1      1      0      0      0      0      0      0      0      0      0      0      0      0      0      0      0      0      
0      0      0                                                                                                        
302591      2      0      1      0      0      0      0      0      0      0      0      0      0      0      0      0      0      0      
0      0      0                                                                                                        
299404      3      0      0      1      0      0      0      0      0      0      0      0      0      0      0      0      0      0      
0      0      0                                                                                                        
⋮  
.      137      0      0      0      0      1      0      0      0      0      0      0      0      0      0      0      0      0      0      
0      0                                                                                                           
.      138      0      0      0      0      0      1      0      0      0      0      0      0      0      0      0      1      0      0      
0      0                                                                                                           
.      139      0      0      0      0      0      0      1      0      0      0      0      0      0      0      0      0      0      0      
0      1                                                                                                           
.      140      0      0      0      0      0      0      0      1      0      0      0      0      0      0      0      0      0      0      
0      0                                                                                                           
                                                                                                                                                                                                                                                                 
;                                                                                                                                                                                                                                                                
                                                                                                                                                                                                                                                                 
proc arima data = air;                                                                                                                                                                                                                                           
     identify var=y(1,12) crosscorr=(t M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 v1 
v2 v3 v4 v11 v22 v33 v4) nlag=36;                                                                                                                                               
     run;                                                                                                                                                                                                                                                        
                                                                                                                                                                                                                                                                 
     estimate p=(0)(12) q=(1) input=(t M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 v1 
v2 v3 v4 v11 v22 v33 v4) noconstant method=ml;                                                                                                                                
     forecast out = air lead=24 printall;                                                                                                                                                                                                                        





Lampiran 9. Simulasi SSA-Automatic ARIMA 
1. Skenario 1 
a. Replikasi 1 
9.i. Output Komponen Trend 
 
9.ii. Output Trend Analysis Komponen Trend 
 
9.iii. Output Komponen Musiman 
 
 
Series: trend  
ARIMA(1,1,2) with drift  
 
Coefficients: 
         ar1     ma1     ma2   drift 
      0.9541  1.4453  0.7375  0.5951 
s.e.  0.0391  0.0874  0.0811  0.1846 
 
sigma^2 estimated as 0.001113:  log likelihood=234.12 
AIC=-458.24   AICc=-457.71   BIC=-444.35 
 
Training set error measures: 
                       ME       RMSE        MAE        MPE      MAPE        MASE 
Training set -0.004167076 0.03266132 0.02025045 0.04070844 0.3305862 0.003376035 
                  ACF1 
Training set 0.1072894 
 




        sar1 
      0.4352 
s.e.  0.2053 
 
sigma^2 estimated as 0.02557:  log likelihood=43.57 
AIC=-83.14   AICc=-83.02   BIC=-77.79 
 
Training set error measures: 
                       ME      RMSE        MAE       MPE     MAPE      
MASE      ACF1 







Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.iv. Output Komponen Noise 
 
9.v. Output Eigentriple 1 
 
9.vi. Output Eigentriple 2 
 
 
Series: noise  
ARIMA(0,0,1) with zero mean  
 
Coefficients: 
          ma1 
      -0.2214 
s.e.   0.0880 
 
sigma^2 estimated as 0.7526:  log likelihood=-152.74 
AIC=309.49   AICc=309.59   BIC=315.06 
 
Training set error measures: 
                      ME      RMSE      MAE     MPE    MAPE      MASE         
ACF1 
Training set 0.001513677 0.8639158 0.695458 116.554 303.868 0.6778918 -
0.005036326 
 




         ar1     ma1 
      0.4175  0.6658 
s.e.  0.1091  0.0905 
 
sigma^2 estimated as 0.0001242:  log likelihood=364.11 
AIC=-722.22   AICc=-722.01   BIC=-713.91 
 
Training set error measures: 
                      ME       RMSE         MAE         MPE       MAPE         
MASE 
Training set 0.001374024 0.01095875 0.005189051 0.003816397 0.01846014 
0.0009286115 
                    ACF1 
Training set -0.03928123 
 




         ar1     ma1    ma2     ma3     ma4     sar1 
      0.7487  1.3380  1.074  0.8639  0.3759  -0.3852 
s.e.  0.0950  0.1125  0.175  0.1491  0.1008   0.1069 
 
sigma^2 estimated as 0.0002547:  log likelihood=284.8 
AIC=-555.6   AICc=-554.46   BIC=-536.96 
 
Training set error measures: 
                       ME       RMSE         MAE       MPE    MAPE       
MASE       ACF1 







Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.vii. Output Eigentriple 3 
 













        sar1 
      0.5085 
s.e.  0.1872 
 
sigma^2 estimated as 0.3117:  log likelihood=-91.58 
AIC=187.17   AICc=187.28   BIC=192.53 
 
Training set error measures: 
                    ME      RMSE       MAE       MPE     MAPE      MASE     
ACF1 
Training set 0.0501786 0.5271711 0.2138238 -7.570696 32.50877 0.9137803 
0.681914 
 




         ar1      ar2      ar3 
      1.3244  -0.2148  -0.4212 
s.e.  0.0891   0.1602   0.0921 
 
sigma^2 estimated as 0.0004351:  log likelihood=287.86 
AIC=-567.71   AICc=-567.36   BIC=-556.63 
 
Training set error measures: 
                       ME      RMSE        MAE        MPE      MAPE        
MASE 
Training set -0.002328109 0.0204205 0.01152369 0.08040406 0.8951845 
0.008378958 
                  ACF1 






Lampiran 9 Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.ix. Output Data Hasil Dekomposisi SSA 
No Trend Musiman Noise PC1 PC2 PC3 PC4 
1 -0,964 4,717 0,093 8,711 0,688 4,030 -9,676 
2 0,666 6,502 -0,421 8,997 1,523 4,978 -8,330 
3 2,205 6,634 0,360 9,295 1,677 4,956 -7,090 
4 3,462 4,929 -0,145 9,596 1,055 3,874 -6,133 
5 4,398 1,745 -0,265 9,899 -0,215 1,960 -5,500 
6 5,005 -2,174 1,632 10,194 -1,816 -0,358 -5,190 
7 5,277 -5,855 -0,496 10,479 -3,316 -2,539 -5,202 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
115 58,540 -4,849 -0,157 60,901 -2,757 -2,092 -2,361 
116 59,239 -7,871 -0,158 61,436 -5,116 -2,755 -2,196 
117 59,841 -9,076 -0,117 61,980 -6,681 -2,395 -2,139 
118 60,303 -8,127 -0,937 62,553 -7,146 -0,980 -2,250 
119 60,665 -5,220 0,450 63,198 -6,467 1,246 -2,532 
120 60,931 -1,096 1,465 63,914 -4,890 3,794 -2,983 
 
b. Replikasi 2 




Series: trend  
ARIMA(1,1,4) with drift  
 
Coefficients: 
         ar1     ma1     ma2     ma3     ma4   drift 
      0.8477  1.9309  2.1998  1.7188  0.7344  0.5530 
s.e.  0.0593  0.0861  0.1404  0.1409  0.0836  0.0879 
 
sigma^2 estimated as 0.000432:  log likelihood=289.72 
AIC=-565.44   AICc=-564.43   BIC=-545.99 
 
Training set error measures: 
                       ME       RMSE        MAE        MPE      MAPE      
MASE 
Training set -0.001688822 0.02016938 0.01380877 0.01914241 0.1443606 
0.0022995 
                   ACF1 






Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.xi. Output Trend Analysis Komponen Trend 
 
9.xii. Output Komponen Musiman 
 
 








        sar1 
      0.5933 
s.e.  0.1417 
 
sigma^2 estimated as 0.02652:  log likelihood=40.27 
AIC=-76.54   AICc=-76.43   BIC=-71.2 
 
Training set error measures: 
                       ME      RMSE      MAE       MPE     MAPE      MASE      
ACF1 
Training set -0.008229007 0.1530641 0.074719 -2.734257 6.800775 0.2436036 
0.7555442 
 
Series: noise  
ARIMA(0,0,2) with zero mean  
 
Coefficients: 
          ma1      ma2 
      -0.2424  -0.2400 
s.e.   0.0876   0.0865 
 
sigma^2 estimated as 0.8132:  log likelihood=-156.97 
AIC=319.95   AICc=320.15   BIC=328.31 
 
Training set error measures: 
                        ME      RMSE       MAE      MPE     MAPE      
MASE 
Training set -0.0008186387 0.8942481 0.7242523 93.86821 131.0307 
0.6266809 
                    ACF1 






Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.xiv. Output Eigentriple 1 
 
 
9.xv. Output Eigentriple 2 
 
 









         ar1     ma1 
      0.1952  0.7375 
s.e.  0.1099  0.0752 
 
sigma^2 estimated as 0.0001074:  log likelihood=372.91 
AIC=-739.81   AICc=-739.6   BIC=-731.5 
 
Training set error measures: 
                      ME      RMSE         MAE         MPE       MAPE         
MASE 
Training set 0.001371143 0.0101876 0.005078088 0.004455911 0.01801775 
0.0009027704 
                    ACF1 
Training set -0.03712987 
 




         ar1     ar2      ar3     ma1     sar1 
      1.1196  0.1372  -0.6044  0.8163  -0.4564 
s.e.  0.1780  0.3155   0.1792  0.1393   0.0954 
 
sigma^2 estimated as 0.0001889:  log likelihood=299.4 
AIC=-586.8   AICc=-585.95   BIC=-570.82 
 
Training set error measures: 
                        ME       RMSE        MAE       MPE     MAPE       
MASE 
Training set -0.0009700964 0.01261019 0.00781525 -1.213664 2.269411 
0.02315555 
                   ACF1 
Training set -0.1456148 
 




        sar1 
      0.5629 
s.e.  0.1638 
 
sigma^2 estimated as 0.217:  log likelihood=-72.52 
AIC=149.03   AICc=149.15   BIC=154.4 
 
Training set error measures: 
                     ME      RMSE       MAE       MPE     MAPE      MASE      
ACF1 







Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.xvii. Output Eigentriple 4 
 
 
9.xviii. Output Data Hasil Dekomposisi SSA  
No Trend Musiman Noise PC1 PC2 PC3 PC4 
1 -0,284 5,094 0,153 8,774 0,987 4,107 -9,058 
2 1,267 6,829 -0,175 9,063 1,807 5,022 -7,796 
3 2,702 6,816 0,375 9,368 1,891 4,925 -6,666 
4 3,877 4,903 0,928 9,675 1,148 3,756 -5,798 
5 4,709 1,494 0,400 9,980 -0,253 1,747 -5,271 
6 5,221 -2,577 -0,594 10,282 -1,955 -0,622 -5,060 
7 5,494 -6,294 -0,833 10,574 -3,506 -2,788 -5,079 
8 5,618 -8,713 -0,477 10,851 -4,476 -4,237 -5,233 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
113 57,430 3,024 -1,010 60,175 2,104 0,919 -2,745 
114 58,207 -0,521 0,324 60,795 0,004 -0,525 -2,589 
115 58,976 -4,159 1,681 61,390 -2,379 -1,781 -2,414 
116 59,672 -6,988 -0,209 61,950 -4,539 -2,449 -2,277 
117 60,279 -8,244 -1,166 62,509 -6,010 -2,234 -2,230 
118 60,772 -7,550 0,787 63,110 -6,490 -1,060 -2,337 
119 61,063 -5,131 -0,176 63,724 -5,941 0,809 -2,661 










         ar1      ar2     ar3      ma1 
      2.3226  -1.9344  0.5228  -0.8544 
s.e.  0.1467   0.2609  0.1445   0.1038 
 
sigma^2 estimated as 0.0003302:  log likelihood=304.17 
AIC=-598.33   AICc=-597.8   BIC=-584.48 
 
Training set error measures: 
                      ME      RMSE        MAE      MPE    MAPE        
MASE        ACF1 







Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
2. Skenario 2 
a. Replikasi 1 
9.xix. Output Komponen Trend 
 







Series: trend  
ARIMA(3,1,1) with drift  
 
Coefficients: 
         ar1      ar2     ar3     ma1   drift 
      0.8358  -0.8789  0.6029  0.7972  0.4707 
s.e.  0.0937   0.0878  0.1115  0.0950  0.0582 
 
sigma^2 estimated as 0.02568:  log likelihood=49 
AIC=-86.01   AICc=-85.26   BIC=-69.33 
 
Training set error measures: 
                      ME      RMSE        MAE         MPE      MAPE       
MASE 
Training set 0.004912009 0.1561974 0.09198385 -0.05951515 0.5561554 
0.01522619 
                   ACF1 






Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.xxi. Output Komponen Musiman 
 
9.xxii. Output Komponen Noise 
 









          ar1      ar2     ma1    sar1     sar2    sma1 
      -0.4955  -0.5794  0.9885  1.4575  -0.7831  0.4012 
s.e.   0.1608   0.1026  0.0817  0.1260   0.0853  0.2813 
 
sigma^2 estimated as 0.2701:  log likelihood=-105.85 
AIC=225.7   AICc=226.82   BIC=244.47 
 
Training set error measures: 
                     ME      RMSE       MAE       MPE     MAPE      MASE        
ACF1 
Training set 0.00685349 0.4791484 0.3639097 -7.165046 38.80807 0.1639043 
-0.03240134 
 
Series: noise  
ARIMA(0,0,0) with zero mean  
 
sigma^2 estimated as 16.04:  log likelihood=-336.76 
AIC=675.53   AICc=675.56   BIC=678.31 
 
Training set error measures: 
                      ME     RMSE      MAE MPE MAPE      MASE       ACF1 
Training set -0.02085114 4.004496 3.109851 100  100 0.9211025 0.07094245 
 




         ar1      ar2      ma1 
      0.8311  -0.6486  -0.4551 
s.e.  0.1648   0.0771   0.1998 
 
sigma^2 estimated as 0.001079:  log likelihood=236.75 
AIC=-465.49   AICc=-465.14   BIC=-454.41 
 
Training set error measures: 
                      ME       RMSE        MAE        MPE       MAPE        
MASE 
Training set 0.003236256 0.03215665 0.01563144 0.01213729 0.04073359 
0.002728478 
                    ACF1 





Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.xxiv. Output Eigentriple 2 
 
9.xxv. Output Eigentriple 3 
 








         ar1    sar1     sar2 
      0.8048  1.5380  -0.7659 
s.e.  0.1060  0.0643   0.0648 
 
sigma^2 estimated as 0.08674:  log likelihood=-39.46 
AIC=86.93   AICc=87.31   BIC=97.65 
 
Training set error measures: 
                      ME      RMSE       MAE       MPE     MAPE      
MASE      ACF1 
Training set 0.001383421 0.2754931 0.1837107 -16.37727 31.38344 
0.2176335 0.3395977 
 




         ar1    sar1    sma1 
      0.7370  0.8806  0.7376 
s.e.  0.1025  0.0421  0.1096 
 
sigma^2 estimated as 0.1363:  log likelihood=-64.21 
AIC=136.42   AICc=136.8   BIC=147.14 
 
Training set error measures: 
                     ME      RMSE       MAE       MPE     MAPE      MASE      
ACF1 
Training set 0.01832442 0.3453803 0.2533057 -1.584584 32.95282 0.2641578 
0.3760876 
 




          ar1      ar2     ma1      ma2      ma3 
      -0.0701  -0.9793  1.1989  -0.0735  -0.4266 
s.e.   0.0301   0.0174  0.1305   0.2337   0.1325 
 
sigma^2 estimated as 0.05413:  log likelihood=0.67 
AIC=10.66   AICc=11.5   BIC=26.7 
 
Training set error measures: 
                      ME      RMSE       MAE      MPE     MAPE     MASE       
ACF1 







Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.xxvii. Output Eigentriple 5 
 
9.xxviii. Output Eigentriple 6 
 








        sar1 
      0.7768 
s.e.  0.0575 
 
sigma^2 estimated as 0.4518:  log likelihood=-115.39 
AIC=234.78   AICc=234.89   BIC=240.14 
 
Training set error measures: 
                       ME      RMSE       MAE      MPE     MAPE      
MASE        ACF1 
Training set -0.006512582 0.6347182 0.5104925 63.41757 167.2297 
0.5516525 -0.09078385 
 




          ar1      ar2     ma1     ma2 
      -0.0111  -0.8952  1.0447  0.2159 
s.e.   0.0618   0.0490  0.1435  0.1308 
 
sigma^2 estimated as 0.01783:  log likelihood=69.36 
AIC=-128.73   AICc=-128.19   BIC=-114.87 
 
Training set error measures: 
                     ME      RMSE        MAE      MPE     MAPE       
MASE        ACF1 
Training set 0.01069153 0.1301589 0.07687367 35.60277 45.61937 
0.05687432 -0.01491022 




         ar1    sar1     sar2    sma1 
      0.9102  1.1413  -0.7739  0.5627 
s.e.  0.0652  0.0725   0.0646  0.1801 
 
sigma^2 estimated as 0.07513:  log likelihood=-36.89 
AIC=83.77   AICc=84.36   BIC=97.18 
 
Training set error measures: 
                      ME      RMSE      MAE       MPE     MAPE      MASE       
ACF1 







Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.xxx. Output Eigentriple 8 
 
b. Replikasi 2 
9.xxxi. Output Komponen Trend 
 
9.xxxii. Output Trend Analysis Komponen Trend 
 
 




          ar1    sar1 
      -0.5940  0.6360 
s.e.   0.0814  0.0753 
 
sigma^2 estimated as 0.3593:  log likelihood=-100.3 
AIC=206.6   AICc=206.83   BIC=214.64 
 
Training set error measures: 
                      ME      RMSE       MAE      MPE     MAPE      MASE       
ACF1 
Training set 0.007675457 0.5634039 0.4672615 68.30824 172.0753 0.5636098 
-0.5382416 
 
Series: trend  
ARIMA(3,1,1) with drift  
 
Coefficients: 
         ar1      ar2     ar3     ma1   drift 
      0.8026  -0.9207  0.6502  0.8338  0.4704 
s.e.  0.0897   0.0701  0.1043  0.0893  0.0527 
 
sigma^2 estimated as 0.02304:  log likelihood=54.98 
AIC=-97.96   AICc=-97.21   BIC=-81.29 
 
Training set error measures: 
                      ME      RMSE        MAE         MPE     MAPE       
MASE       ACF1 







Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.xxxiii. Output Komponen Musiman 
 
9.xxxiv. Output Komponen Noise 
 
9.xxxv. Output Eigentriple 1 
 
 




          ma1    sar1 
      -0.8182  0.8678 
s.e.   0.0409  0.0407 
 
sigma^2 estimated as 2.394:  log likelihood=-208.24 
AIC=422.49   AICc=422.72   BIC=430.53 
 
Training set error measures: 
                      ME     RMSE      MAE       MPE     MAPE      MASE     
ACF1 
Training set -0.08914449 1.454266 1.047654 -15.56592 75.53332 0.4320665 
0.150446 
 
Series: noise  
ARIMA(0,0,1) with zero mean  
 
Coefficients: 
         ma1 
      0.2208 
s.e.  0.0921 
 
sigma^2 estimated as 17.64:  log likelihood=-342.02 
AIC=688.04   AICc=688.14   BIC=693.61 
 
Training set error measures: 
                     ME     RMSE      MAE      MPE    MAPE      MASE         
ACF1 
Training set 0.04476116 4.182961 3.145428 90.07221 127.041 0.9348051 -
0.005084029 
 




         ar1      ar2      ma1 
      0.8419  -0.6460  -0.4381 
s.e.  0.1721   0.0784   0.2076 
 
sigma^2 estimated as 0.00104:  log likelihood=238.94 
AIC=-469.89   AICc=-469.53   BIC=-458.81 
 
Training set error measures: 
                      ME       RMSE        MAE        MPE       MAPE        
MASE 
Training set 0.003087457 0.03156697 0.01498999 0.01190613 0.03895352 
0.002619315 
                    ACF1 






Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.xxxvi. Output Eigentriple 2 
 
9.xxxvii. Output Eigentriple 3 
 
9.xxxviii. Output Eigentriple 4 
 
 




         ar1      ar2     ar3     ma1     ma2     ma3 
      1.3656  -1.3789  0.4459  2.0270  1.6035  0.5263 
s.e.  0.1835   0.1728  0.1805  0.1327  0.2402  0.1451 
 
sigma^2 estimated as 0.006987:  log likelihood=109.45 
AIC=-204.9   AICc=-203.78   BIC=-186.12 
 
Training set error measures: 
                        ME       RMSE        MAE       MPE     MAPE       
MASE 
Training set -0.0005661878 0.07706659 0.04749247 -3.517658 5.421552 
0.05546031 
                   ACF1 
Training set -0.3478617 
 




         ar1    sar1    sma1    sma2 
      0.7909  0.8618  0.5963  0.7354 
s.e.  0.0903  0.0494  0.1076  0.3135 
 
sigma^2 estimated as 0.1216:  log likelihood=-64.36 
AIC=138.71   AICc=139.3   BIC=152.12 
 
Training set error measures: 
                    ME      RMSE       MAE       MPE     MAPE      MASE      
ACF1 
Training set 0.0105485 0.3246152 0.2403064 -18.36917 34.20772 0.2471165 
0.3966779 
 




        ar1      ma1    sar1    sma1    sma2 
      0.410  -0.9661  0.6203  1.4521  0.7474 
s.e.  0.164   0.0342  0.1137  0.3621  0.3725 
 
sigma^2 estimated as 0.2296:  log likelihood=-98.66 
AIC=209.32   AICc=210.16   BIC=225.36 
 
Training set error measures: 
                      ME      RMSE       MAE       MPE     MAPE      
MASE      ACF1 







Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 
9.xxxix. Output Eigentriple 5 
 
9.xl. Output Eigentriple 6 
 








        sar1 
      0.7663 
s.e.  0.0596 
 
sigma^2 estimated as 0.5273:  log likelihood=-123.5 
AIC=250.99   AICc=251.11   BIC=256.36 
 
Training set error measures: 
                      ME      RMSE       MAE      MPE     MAPE      MASE        
ACF1 
Training set -0.00757459 0.6857089 0.5512425 28.16791 121.1107 0.5662716 
-0.08537197 
 




          ar1      ar2     ma1     ma2 
      -0.0241  -0.9345  1.1354  0.2721 
s.e.   0.0491   0.0376  0.1523  0.1470 
 
sigma^2 estimated as 0.01551:  log likelihood=76.93 
AIC=-143.85   AICc=-143.32   BIC=-130 
 
Training set error measures: 
                     ME      RMSE        MAE       MPE    MAPE       
MASE        ACF1 
Training set 0.01010457 0.1213843 0.06687247 0.8154034 6.30981 
0.04957327 -0.05235605 
 




          ar1    sar1 
      -0.6018  0.7191 
s.e.   0.0845  0.0708 
 
sigma^2 estimated as 0.2975:  log likelihood=-91.37 
AIC=188.74   AICc=188.98   BIC=196.79 
 
Training set error measures: 
                      ME      RMSE       MAE      MPE     MAPE      MASE       
ACF1 







Lampiran 9. Simulasi SSA-Automatic ARIMA (Lanjutan) 




















          ar1      ar2    sar1     sar2 
      -1.1418  -0.9524  1.2813  -0.5737 
s.e.   0.0447   0.0377  0.1032   0.1003 
 
sigma^2 estimated as 0.02188:  log likelihood=40.87 
AIC=-71.75   AICc=-71.16   BIC=-58.34 
 
Training set error measures: 
                      ME     RMSE        MAE      MPE     MAPE      MASE      
ACF1 







Lampiran 10. Output SSA-Automatic ARIMA 
10.i. Output Komponen Trend 
 
10.ii. Output Trend Analysis Komponen Trend 
 








         ar1 
      0.3289 
s.e.  0.1537 
 
sigma^2 estimated as 14169:  log likelihood=-698.36 
AIC=1400.71   AICc=1400.82   BIC=1406.19 
 
Training set error measures: 
                  ME     RMSE      MAE         MPE      MAPE        MASE      
ACF1 
Training set 13.3902 117.4837 53.58914 0.002753592 0.0127009 0.002569242 -
0.110451 
 




         ar1    sar1    sma1 
      0.9207  0.5775  0.4692 
s.e.  0.0482  0.1481  0.1236 
 
sigma^2 estimated as 509608:  log likelihood=-837.54 
AIC=1683.08   AICc=1683.49   BIC=1693.66 
 
Training set error measures: 
                   ME     RMSE      MAE     MPE     MAPE      MASE      ACF1 






Lampiran 10. Output SSA-Automatic ARIMA (Lanjutan) 
10.iv. Output Komponen Noise 
 
 
10.v. Output Eigentriple 1 
 





Series: noise  
ARIMA(1,0,2)(1,0,0)[12] with zero mean  
 
Coefficients: 
         ar1      ma1     ma2    sar1 
      0.7446  -0.7248  0.2792  0.4298 
s.e.  0.1177   0.1446  0.0921  0.0946 
 
sigma^2 estimated as 341129273:  log likelihood=-1303.56 
AIC=2617.13   AICc=2617.67   BIC=2630.9 
 
Training set error measures: 
                   ME     RMSE     MAE      MPE     MAPE      MASE       ACF1 
Training set 547.4273 18148.45 13209.5 84.60722 122.4952 0.6955053 0.01099699 
 




         ar1 
      0.3289 
s.e.  0.1537 
 
sigma^2 estimated as 14169:  log likelihood=-698.36 
AIC=1400.71   AICc=1400.82   BIC=1406.19 
 
Training set error measures: 
                  ME     RMSE      MAE         MPE      MAPE        MASE      
ACF1 
Training set 13.3902 117.4837 53.58914 0.002753592 0.0127009 0.002569242 -
0.110451 
 




         ar1      ar2     ma1 
      1.7939  -0.8888  0.7933 
s.e.  0.0606   0.0701  0.0978 
 
sigma^2 estimated as 6387:  log likelihood=-599.95 
AIC=1207.91   AICc=1208.32   BIC=1218.45 
 
Training set error measures: 
                    ME     RMSE     MAE       MPE     MAPE       MASE       ACF1 






Lampiran 10. Output SSA-Automatic ARIMA (Lanjutan) 
10.vii. Output Eigentriple 3 
 
10.viii. Output Dekomposisi SSA Data Air Terjual 
No Trend Musiman Noise PC1 PC2 PC3 
1 321646,73 1238,59 4290,68 321646,73 -10842,88 12081,47 
2 322651,33 -10786,10 -9274,23 322651,33 -14783,37 3997,27 
3 323839,99 -18939,01 -5496,98 323839,99 -16345,57 -2593,43 
4 325063,88 -21572,24 12238,36 325063,88 -14928,85 -6643,39 
5 326050,39 -18525,59 4812,20 326050,39 -10610,66 -7914,93 
6 326929,18 -10011,16 6497,98 326929,18 -4056,42 -5954,75 
7 327800,44 1600,02 -4431,47 327800,44 3227,88 -1627,85 
8 328700,46 13164,05 3694,49 328700,46 9566,57 3597,48 
9 329597,31 21293,36 -5110,67 329597,31 13375,28 7918,07 
10 330499,48 23707,08 -17475,56 330499,48 13758,24 9948,84 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
106 498552,49 32686,46 4857,05 498552,49 17554,44 15132,02 
107 500815,88 25096,50 40033,62 500815,88 15044,30 10052,19 
108 502885,24 10075,42 -7191,65 502885,24 8617,53 1457,89 
109 504985,34 -7547,57 22816,23 504985,34 -82,92 -7464,65 
110 506871,64 -23735,78 1935,15 506871,64 -8950,22 -14785,57 
111 508715,50 -33559,37 -31286,13 508715,50 -15898,51 -17660,86 
112 510904,09 -33561,23 26610,14 510904,09 -19327,57 -14233,65 
113 512978,98 -24361,69 -2993,29 512978,98 -18782,27 -5579,42 
114 515160,34 -8019,60 -9044,75 515160,34 -14879,45 6859,85 
115 517491,35 11304,17 -15665,52 517491,35 -9114,83 20419,00 
116 520780,81 30833,49 24037,70 520780,81 -3503,79 34337,28 
 
 




         ar1     ma1     ma2     ma3     ma4     ma5    sar1 
      0.9114  0.8306  0.6730  0.6902  0.6932  0.5727  0.3992 
s.e.  0.0695  0.0968  0.1192  0.1450  0.1753  0.1203  0.1667 
 
sigma^2 estimated as 74473:  log likelihood=-724.47 
AIC=1464.94   AICc=1466.47   BIC=1486.02 
 
Training set error measures: 
                   ME     RMSE      MAE        MPE     MAPE       MASE       ACF1 






Lampiran 10. Output SSA-Automatic ARIMA (Lanjutan) 
10.ix. Hasil Ramalan Setiap Komponen SSA-Automatic 
ARIMA 














524385,5 39192,2 -6499,7 522924,3 557078,0 562747,9 555616,7 
528093,9 39314,1 1643,1 525204,5 569051,2 580884,9 566161,8 
531836,4 30362,4 16875,4 527493,7 579074,2 597961,7 574731,5 
535590,2 13495,6 -3337,3 529791,9 545748,4 572926,3 539950,1 
539347,6 -5697,9 9622,9 532099,1 543272,5 579479,1 536024,0 
543106,2 -23410,2 695,1 534415,2 520391,2 565688,9 511700,2 
546865,3 -33968,5 -13548,4 536740,3 499348,4 553313,0 489223,4 
550624,4 -33105,9 11361,2 539074,4 528879,7 590449,7 517329,7 
554383,6 -22372,3 -1342,9 541417,5 530668,4 599233,6 517702,2 
558142,9 -4022,1 -3929,4 543769,5 550191,4 625111,1 535818,0 
561902,1 17474,8 -6764,3 546130,5 572612,6 653230,4 556841,0 
565661,3 40969,7 10308,0 548500,5 616939,1 701405,0 599778,3 
569420,5 48396,6 -2810,9 550879,4 615006,2 713372,0 596465,1 
573179,8 47486,1 693,3 553267,3 621359,2 733456,7 601446,8 
576939,0 37403,4 7243,4 555664,2 621585,8 747782,3 600311,1 
580698,2 19153,5 -1441,5 558070,1 598410,2 739645,7 575782,1 
584457,5 -1239,0 4130,6 560484,9 587349,0 743823,1 563376,5 
588216,7 -20100,2 294,8 562908,8 568411,3 739549,1 543103,3 
591975,9 -31330,4 -5826,0 565341,5 554819,5 739387,7 528185,1 
595735,1 -30196,7 4880,8 567783,3 570419,2 766313,0 542467,5 
599494,4 -18787,0 -578,8 570234,0 580128,5 786198,0 550868,2 
603253,6 529,6 -1690,1 572693,8 602093,2 817320,7 571533,3 
607012,8 23103,5 -2908,2 575162,4 627208,1 850720,8 595357,8 





Lampiran 11. Output Automatic ARIMA 
 












1 531948 558646.50 13 514683 576935.20 
2 567255 559606.20 14 489773 574549.80 
3 560527 577616.10 15 498840 594201.50 
4 534597 525974.60 16 491908 543777.10 
5 549431 536671.20 17 497920 555375.90 
6 522608 510854.30 18 471003 530227.90 
7 471942 479550.50 19 441312 499419.80 
8 514503 521923.70 20 498324 542160.60 
9 491577 513528.40 21 477212 534037.70 
10 497722 526020.10 22 499734 546731.40 
11 551974 523358.40 23 576277 544219.50 















          ar1      ar2   sar1 
      -0.6624  -0.2272  0.718 
s.e.   0.0937   0.0924  0.064 
 
sigma^2 estimated as 460270978:  log likelihood=-1313.2 
AIC=2634.4   AICc=2634.77   BIC=2645.38 
 
Training set error measures: 
                   ME     RMSE      MAE        MPE     MAPE      MASE         ACF1 






Lampiran 12. Output SSA-ARIMA 
1. Komponen Trend 
12.i. Time Series Plot Komponen Trend 
 
 
12.ii. Pengecekan Stasioneritas Komponen Trend 
  
 






Lampiran 12. Output SSA-ARIMA (Lanjutan) 























Lampiran 12. Output SSA-ARIMA (Lanjutan) 





                           Maximum Likelihood Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1          -0.30948             0     -Infty      <.0001       6 
        AR1,1          -0.89548       0.04326     -20.70      <.0001       6 
 
 
                           Variance Estimate      3.88E-10 
                           Std Error Estimate      0.00002 
                           AIC                    -2119.69 
                           SBC                    -2114.24 
                           Number of Residuals         113 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6      18.34     4   0.0011    0.304   -0.026    0.201    0.099   -0.079    0.085 
  12      19.73    10   0.0319    0.026   -0.030    0.038   -0.026   -0.075   -0.043 
  18      20.90    16   0.1823   -0.049   -0.043   -0.030   -0.056   -0.022    0.007 
  24      23.21    22   0.3901   -0.065   -0.084   -0.042   -0.027    0.021    0.046 
  30      23.74    28   0.6951    0.007    0.013    0.011   -0.015   -0.025   -0.047 
  36      26.47    34   0.8180   -0.085   -0.069   -0.052   -0.042   -0.006   -0.024 
  42      27.68    40   0.9299   -0.049   -0.037   -0.035   -0.031   -0.022   -0.020 





Lampiran 12. Output SSA-ARIMA (Lanjutan) 





                           Maximum Likelihood Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1          -0.16125             0     -Infty      <.0001       6 
        AR1,1           0.36341       0.03210      11.32      <.0001       1 
        AR1,2          -0.63711             0     -Infty      <.0001       6 
 
 
                           Variance Estimate      3.51E-10 
                           Std Error Estimate     0.000019 
                           AIC                    -2132.48 
                           SBC                     -2124.3 
                           Number of Residuals         113 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6      13.88     3   0.0031    0.175   -0.179    0.162    0.105   -0.124    0.053 
  12      15.43     9   0.0797    0.077    0.017    0.074    0.016   -0.004    0.023 
  18      16.06    15   0.3781   -0.047   -0.029    0.006   -0.005    0.021    0.034 
  24      17.12    21   0.7037   -0.007   -0.028   -0.029   -0.055    0.010    0.050 
  30      17.93    27   0.9056   -0.012   -0.020   -0.020   -0.012   -0.031   -0.056 
  36      20.17    33   0.9611   -0.074   -0.056   -0.048   -0.052    0.008    0.012 
  42      20.61    39   0.9932   -0.026   -0.030   -0.028   -0.007   -0.006   -0.009 





Lampiran 12. Output SSA-ARIMA (Lanjutan) 





                           Maximum Likelihood Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        AR1,1          -0.75894             0     -Infty      <.0001       6 
 
 
                           Variance Estimate      4.01E-10 
                           Std Error Estimate      0.00002 
                           AIC                     -2118.2 
                           SBC                    -2115.47 
                           Number of Residuals         113 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6      23.46     5   0.0003    0.315   -0.008    0.231    0.111   -0.031    0.184 
  12      24.88    11   0.0095    0.065   -0.026    0.051   -0.024   -0.057    0.004 
  18      25.87    17   0.0770   -0.018   -0.031   -0.028   -0.060   -0.037   -0.016 
  24      28.64    23   0.1927   -0.080   -0.087   -0.053   -0.044    0.012    0.031 
  30      29.61    29   0.4335   -0.020   -0.014   -0.015   -0.033   -0.035   -0.057 
  36      32.62    35   0.5837   -0.088   -0.071   -0.058   -0.045   -0.005   -0.022 
  42      33.62    41   0.7868   -0.053   -0.038   -0.029   -0.024   -0.003    0.004 





Lampiran 12. Output SSA-ARIMA (Lanjutan) 






                           Maximum Likelihood Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.48852             0      Infty      <.0001       6 
 
 
                           Variance Estimate      4.73E-10 
                           Std Error Estimate     0.000022 
                           AIC                    -2102.91 
                           SBC                    -2100.18 
                           Number of Residuals         113 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6      18.74     5   0.0021    0.335   -0.005    0.166    0.063   -0.128   -0.021 
  12      25.02    11   0.0090   -0.076   -0.082    0.020   -0.016    0.051    0.184 
  18      28.12    17   0.0435    0.102    0.034    0.021   -0.032   -0.067   -0.076 
  24      35.07    23   0.0512   -0.124   -0.118   -0.081   -0.054    0.040    0.094 
  30      36.77    29   0.1522    0.045    0.031    0.021   -0.005   -0.041   -0.077 
  36      42.63    35   0.1757   -0.113   -0.104   -0.088   -0.069   -0.001    0.021 
  42      42.81    41   0.3932   -0.006   -0.004    0.019    0.019    0.009    0.012 





Lampiran 12. Output SSA-ARIMA (Lanjutan) 
2. Komponen Musiman 
12.ix. Time Series Plot Komponen Musiman 
 
12.x. Plot ACF dan PACF Komponen Musiman 
  
 







Lampiran 12. Output SSA-ARIMA (Lanjutan) 
12.xii. Pengecekan Stasioneritas Komponen Mussiman 
 
12.xiii. Pengecekan Stasioneritas Mean Differncing 
Reguler & Musiman 
  
 











Lampiran 12. Output SSA-ARIMA (Lanjutan) 






                          Maximum Likelihood Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1          -0.76468       0.06849     -11.16      <.0001       1 
 
 
                           Variance Estimate      17.68636 
                           Std Error Estimate     4.205516 
                           AIC                    590.0731 
                           SBC                    592.7078 
                           Number of Residuals         103 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6       4.95     5   0.4223   -0.030   -0.116   -0.031   -0.047   -0.150   -0.072 
  12       7.68    11   0.7420   -0.076   -0.040   -0.026    0.013    0.029    0.119 
  18       8.04    17   0.9658    0.041   -0.006   -0.012   -0.013   -0.026   -0.017 
  24       9.17    23   0.9953   -0.013   -0.026    0.015   -0.027    0.075    0.034 
  30       9.33    29   0.9998    0.001   -0.014   -0.001   -0.021   -0.010   -0.019 
  36      12.15    35   0.9999   -0.013   -0.033   -0.007   -0.042    0.044    0.112 
  42      13.38    41   1.0000    0.045    0.001    0.007   -0.028   -0.026   -0.060 





Lampiran 12. Output SSA-ARIMA (Lanjutan) 
3. Komponen Noise 
12.xvi. Time Series Plot Komponen Noise 
 








Lampiran 12. Output SSA-ARIMA (Lanjutan) 
12.xviii. Model ARIMA([3,5,10,11,22],0,[12]) dan 




                           Maximum Likelihood Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1          -0.38114       0.09904      -3.85      0.0001      12 
        AR1,1           0.20259       0.08304       2.44      0.0147       3 
        AR1,2           0.17677       0.08549       2.07      0.0387       5 
        AR1,3          -0.23149       0.08729      -2.65      0.0080      10 
        AR1,4          -0.29573       0.08758      -3.38      0.0007      11 
        AR1,5          -0.25038       0.08995      -2.78      0.0054      22 
 
 
                           Variance Estimate      2.8887E8 
                           Std Error Estimate     16996.16 
                           AIC                    2600.012 
                           SBC                    2616.534 
                           Number of Residuals         116 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6        .       0    .       -0.048    0.157   -0.079    0.063    0.004   -0.019 
  12       7.74     6   0.2575    0.139   -0.014    0.062   -0.015   -0.040    0.019 
  18      14.75    12   0.2554   -0.142   -0.159   -0.028    0.000    0.072    0.024 
  24      18.00    18   0.4556    0.065    0.022   -0.128   -0.015    0.036    0.006 
  30      28.45    24   0.2414   -0.206   -0.007   -0.107    0.094    0.073   -0.019 
  36      35.51    30   0.2244    0.015   -0.041    0.009   -0.098    0.172    0.027 
  42      41.62    36   0.2392    0.032   -0.006    0.062   -0.072   -0.020   -0.151 






Lampiran 12. Output SSA-ARIMA (Lanjutan) 




                          Maximum Likelihood Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1          -0.39086       0.09843      -3.97      <.0001      12 
        AR1,1           0.24511       0.08109       3.02      0.0025       3 
        AR1,2          -0.19277       0.08680      -2.22      0.0264      10 
        AR1,3          -0.30510       0.08893      -3.43      0.0006      11 
        AR1,4          -0.26269       0.09111      -2.88      0.0039      22 
 
 
                           Variance Estimate      2.9734E8 
                           Std Error Estimate     17243.64 
                           AIC                    2602.447 
                           SBC                    2616.215 
                           Number of Residuals         116 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6       8.36     1   0.0038   -0.054    0.175   -0.078    0.054    0.162   -0.014 
  12      12.51     7   0.0849    0.159   -0.040    0.060   -0.019   -0.029    0.036 
  18      19.64    13   0.1046   -0.144   -0.137   -0.043   -0.081    0.070   -0.001 
  24      23.09    19   0.2334    0.019   -0.024   -0.138   -0.021    0.045    0.036 
  30      35.29    25   0.0831   -0.204    0.007   -0.130    0.122    0.080   -0.003 
  36      40.97    31   0.1086    0.025   -0.054    0.020   -0.072    0.157    0.011 
  42      46.14    37   0.1442    0.020    0.006    0.017   -0.054   -0.008   -0.156 






Lampiran 12. Output SSA-ARIMA (Lanjutan) 
12.xx. Hasil Ramalan Tiap Komponen SSA dengan 
ARIMA 









5237022.98 39370.83 -8023.85 522924.26 5268369.96 554271.24 
5271299.35 38472.03 -9342.54 525204.50 5300428.83 554333.99 
5300197.86 30122.44 10261.65 527493.72 5340581.96 567877.81 
5334551.82 14276.13 -12767.74 529791.91 5336060.21 531300.30 
5362401.70 -4014.64 13981.32 532099.07 5372368.38 542065.74 
5391103.53 -21248.33 -2975.92 534415.21 5366879.28 510190.96 
5413418.61 -32929.23 -24994.96 536740.32 5355494.42 478816.13 
5439722.05 -32946.48 7755.43 539074.40 5414530.99 513883.34 
5461936.30 -22018.36 1250.58 541417.45 5441168.53 520649.67 
5488838.56 -4323.98 -12256.25 543769.48 5472258.33 527189.25 
5512418.63 16149.53 -9840.19 546130.48 5518727.96 552439.82 
5544233.43 36662.56 8454.87 548500.46 5589350.86 593617.89 
5573826.83 45597.96 -10748.20 550879.41 5608676.59 585729.17 
5610207.37 44673.74 -50.94 553267.33 5654830.17 597890.14 
5642026.05 35954.75 -5626.99 555664.23 5672353.81 585991.99 
5679505.44 19339.01 -7847.22 558070.10 5690997.23 569561.89 
5711398.34 -2.47 15983.65 560484.94 5727379.52 576466.12 
5746260.35 -18587.45 -4106.06 562908.76 5723566.84 540215.25 
5773713.38 -32068.04 -3432.34 565341.55 5738213.01 529841.17 
5804723.30 -32090.61 6975.46 567783.31 5779608.15 542668.16 
5829747.07 -19431.32 7605.69 570234.05 5817921.45 558408.42 
5859864.18 -325.88 -2935.64 572693.76 5856602.66 569432.24 
5885155.45 21307.89 2684.10 575162.44 5909147.44 599154.43 





Lampiran 13. Output ARIMA 
13.i. Plot ACF dan PACF Data Air Terjual 
  
13.ii. Pengecekan Stasioneritas Data Air Terjual 
  
 







Lampiran 13. Output ARIMA (Lanjutan) 
13.iv. Plot ACF dan PACF Differencing Lag 1 
  
 























Lampiran 13. Output ARIMA (Lanjutan) 




                          Maximum Likelihood Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        AR1,1          -0.73414       0.09649      -7.61      <.0001       1 
        AR1,2          -0.30237       0.09639      -3.14      0.0017       2 
        AR2,1          -0.22398       0.10087      -2.22      0.0264      12 
 
 
                           Variance Estimate      0.000183 
                           Std Error Estimate     0.013535 
                           AIC                    -589.855 
                           SBC                    -581.951 
                           Number of Residuals         103 
 
 
                                 The ARIMA Procedure 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6       4.04     3   0.2577    0.000   -0.020   -0.033   -0.087   -0.038   -0.161 
  12       9.91     9   0.3575    0.010    0.011    0.177   -0.013   -0.131   -0.041 
  18      16.92    15   0.3240   -0.128   -0.142   -0.047   -0.013    0.025    0.131 







Lampiran 13. Output ARIMA (Lanjutan) 
13.vii. Hasil Ramalan ARIMA 
No ARIMA No ARIMA 
1 544365,8138 13 589970,5015 
2 576036,8664 14 590318,7721 
3 582072,1769 15 623441,3965 
4 527148,1286 16 543478,2609 
5 538213,1324 17 583090,379 
6 509164,9695 18 567214,9745 
7 474833,8082 19 510986,2034 
8 547645,126 20 575705,2389 
9 512557,6627 21 545553,737 
10 518672,1992 22 574712,6437 
11 550660,793 23 572737,6861 















Lampiran 14. Output ARIMAX 
14.i. TSR Air Terjual 
 
                           Maximum Likelihood Estimation 
 
                            Standard               Approx 
 Parameter     Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 NUM1            1738.6     46.49531     37.39     <.0001      0   t              0 
 NUM2          312621.4       5795.3     53.94     <.0001      0   M1             0 
 NUM3          292216.8       5815.9     50.24     <.0001      0   M2             0 
 NUM4          266413.3       5836.9     45.64     <.0001      0   M3             0 
 NUM5          296353.7       5858.2     50.59     <.0001      0   M4             0 
 NUM6          291228.9       5879.7     49.53     <.0001      0   M5             0 
 NUM7          303590.8       5901.5     51.44     <.0001      0   M6             0 
 NUM8          296787.0       6053.6     49.03     <.0001      0   M7             0 
 NUM9          322347.6       6439.7     50.06     <.0001      0   M8             0 
 NUM10         332433.9       6720.1     49.47     <.0001      0   M9             0 
 NUM11         326009.6       7060.1     46.18     <.0001      0   M10            0 
 NUM12         341165.8       6750.1     50.54     <.0001      0   M11            0 
 NUM13         309851.4       6150.9     50.38     <.0001      0   M12            0 
 NUM14          67293.9      17733.9      3.79     0.0001      0   v1             0 
 NUM15          18560.3      10394.6      1.79     0.0742      0   v2             0 
 NUM16           5887.3      10293.5      0.57     0.5674      0   v3             0 
 NUM17          -8299.3      10233.6     -0.81     0.4174      0   v4             0 
 NUM18         -38854.8      17590.9     -2.21     0.0272      0   v11            0 
 NUM19         -17722.3      10333.4     -1.72     0.0863      0   v22            0 
 NUM20          53212.9      10469.2      5.08     <.0001      0   v33            0 
 NUM21          49807.8      10290.8      4.84     <.0001      0   v44            0 
 
 
                           Variance Estimate      2.7046E8 
                           Std Error Estimate     16445.55 
                           AIC                    2600.239 
                           SBC                    2658.064 
                           Number of Residuals         116 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6      85.99     6   <.0001    0.436    0.433    0.359    0.259    0.291    0.231 
  12     105.04    12   <.0001    0.216    0.192    0.254    0.009    0.041   -0.010 
  18     108.23    18   <.0001   -0.067    0.005   -0.069   -0.094    0.044   -0.058 
  24     117.56    24   <.0001   -0.094    0.003   -0.117   -0.159   -0.018   -0.127 
  30     118.73    30   <.0001   -0.036    0.032   -0.055    0.039    0.020   -0.016 
  36     120.17    36   <.0001    0.016    0.055   -0.022    0.041    0.041   -0.039 
  42     137.36    42   <.0001    0.095   -0.024   -0.110   -0.087   -0.165   -0.195 







Lampiran 14. Output ARIMAX (Lanjutan) 
14.ii. ARIMAX Data Air Terjual 
 
                           Maximum Likelihood Estimation 
 
                            Standard               Approx 
 Parameter     Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 AR1,1         -0.47883      0.09872     -4.85     <.0001      1   y              0 
 AR2,1         -0.31444      0.11485     -2.74     0.0062     12   y              0 
 NUM1         -47.76965     39.39893     -1.21     0.2253      0   t              0 
 NUM2            7416.7       6634.0      1.12     0.2636      0   M1             0 
 NUM3            2093.3       6250.2      0.33     0.7377      0   M2             0 
 NUM4           8.16181       6265.8      0.00     0.9990      0   M3             0 
 NUM5            7184.2       6286.8      1.14     0.2531      0   M4             0 
 NUM6            1803.3       6295.3      0.29     0.7745      0   M5             0 
 NUM7            3204.6       6311.2      0.51     0.6116      0   M6             0 
 NUM8         101.89085       6468.6      0.02     0.9874      0   M7             0 
 NUM9        -683.03447       6803.9     -0.10     0.9200      0   M8             0 
 NUM10           3738.9       7259.0      0.52     0.6065      0   M9             0 
 NUM11          11994.3       7927.1      1.51     0.1303      0   M10            0 
 NUM12          19426.6       7389.9      2.63     0.0086      0   M11            0 
 NUM13       -337.78221       6615.4     -0.05     0.9593      0   M12            0 
 NUM14          19354.5      21415.0      0.90     0.3661      0   v1             0 
 NUM15          34893.0      12279.1      2.84     0.0045      0   v2             0 
 NUM16          16856.7      12481.5      1.35     0.1768      0   v3             0 
 NUM17          23570.1      14738.7      1.60     0.1098      0   v4             0 
 NUM18         -77565.9      20811.6     -3.73     0.0002      0   v11            0 
 NUM19         -85740.2      12357.3     -6.94     <.0001      0   v22            0 
 NUM20         -13601.1      12553.6     -1.08     0.2786      0   v33            0 
 NUM21          11289.3      15296.2      0.74     0.4605      0   v44            0 
 
                           Variance Estimate      3.8072E8 
                           Std Error Estimate     19511.99 
                           AIC                    2348.812 
                           SBC                    2409.411 
                           Number of Residuals         103 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6       2.30     4   0.6802   -0.067   -0.085    0.056   -0.055    0.058    0.013 
  12       8.87    10   0.5441   -0.006   -0.168    0.059   -0.024   -0.136   -0.077 
  18      11.10    16   0.8031    0.019   -0.090   -0.048   -0.020   -0.058    0.058 
  24      27.84    22   0.1809    0.052    0.110   -0.173   -0.098    0.194   -0.181 
  30      31.78    28   0.2834    0.023    0.009   -0.093    0.070    0.093    0.067 
  36      37.66    34   0.3054   -0.062    0.046    0.074    0.067    0.073   -0.127 
  42      43.73    40   0.3162    0.121    0.067    0.023    0.029   -0.093   -0.082 






Lampiran 14. Output ARIMAX (Lanjutan) 
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