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Fluids cooled to the liquid-vapor critical point develop system-spanning fluctuations in density
that transform their visual appearance. Despite the rich phenomenology of this critical point, there
is not currently an explanation of the underlying mechanical instability. How do structural correla-
tions in molecular positions overcome the destabilizing force of deterministic chaos in the molecular
dynamics? Here, we couple techniques from nonlinear dynamics and statistical physics to analyze the
emergence of this singular state. Our numerical simulations reveal that the ordering mechanisms of
critical dynamics are directly measurable through the hierarchy of spatiotemporal Lyapunov modes.
A subset of unstable modes softens near the critical point, with a marked suppression in their char-
acteristic exponents reflecting a weakened sensitivity to initial conditions. Finite-time fluctuations
in these exponents, however, exhibit diverging dynamical timescales and power law signatures of
critical dynamics. Collectively, these results are symptomatic of a critical slowing down of chaos
that sits at the root of our statistical understanding of the singular thermodynamic responses at the
liquid-vapor critical point.
Fluctuations are sovereign in critical phenomena [1].
Fluids at the liquid-vapor critical point are not immune.
These critical points [2] are unique instabilities that
punctuate the space of thermodynamic states. First es-
tablished experimentally by Andrews [3], the liquid-gas
critical point was given a molecular explanation shortly
thereafter by van der Waals [4]. Van der Waals’ pic-
ture, now a paradigm in liquid state theory [5], is that
the repulsive forces largely determine the structural ar-
rangements of molecules in non-critical liquids, not the
attractive forces. Near the liquid-vapor critical point,
however, their roles reverse and the paradigm shifts [6];
dynamical fluctuations reach macroscopic magnitude and
overrule molecular size, shape, and interactions in dictat-
ing bulk behavior. These fluctuations are generated by
the deeply nonlinear dynamics of classical, critical fluids.
Yet, the relationship between microscopic dynamical in-
stability and the thermodynamic singularity has never
been entirely clear [7].
While the field of critical phenomena continues to
absorb increasingly diverse systems [8], the basic phe-
nomenology is firmly established [1]. Its taxonomy is
built on scaling and universality, the similar behavior of
dissimilar systems. Despite the early discovery of their
critical points, fluids were somewhat resistant to clas-
sification [4]. Simulations [9] and theory [10] were, and
continue to be, integral in providing mechanistic insights,
the location of the critical point, and estimates of static
critical exponents [11–14]. Through simulations, the clas-
sical atomistic dynamics of fluids are also known to be
chaotic [15], which is measurable through the machin-
ery of nonlinear dynamics. Nonlinear dynamics, which
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includes the notion of deterministic chaos in its reper-
toire, has given insight into the physical mechanisms of
the jamming transition in granular materials [16], self-
organizing systems [17], evaporating collections of nu-
clei [18, 19], and the phase changes of atomic clusters [20].
Recently, the dynamics of model spatially-extended sys-
tems have been assigned to known dynamic universality
classes [21, 22]. But, the dynamic scaling of chaos in flu-
ids near thermodynamic critical points has not yet been
explored. The recent steps to further coalesce statistical
physics and nonlinear dynamics reinvigorate the ques-
tion of how fluids, specifically their atomistic dynamics,
fit within the phenomenological architecture of critical
phenomena.
At critical points, correlations span molecular-scale in-
teractions to the entire system. These correlations imply
structural organization that is intrinsically opposed by
the chaotic dynamics. The mechanisms balancing this
internal tension between order and instability, however,
are subtle. As a result, theoretical explanations for the
mechanical origins of critical phenomena are uncommon.
Continuous transitions in crystals are a notable exception
where structural changes arise through the instability of
a lattice vibration [7]. There, the mode responsible for
the phase transition is a collective excitation whose fre-
quency decreases anomalously during an approach to the
transition point. For example, in SrTiO3 the frequency
of a soft phonon mode decreases substantially and, ul-
timately, freezes at the transition temperature when ap-
proached from below [23]. Because of the absence of long-
range order in fluids – and an inability to make a small
vibration approximation, as in solids, or a molecular ran-
domness hypothesis, as in gases [24] – the dynamical in-
stability in critical fluids has been grounded in purely
statistical terms.
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FIG. 1. Slowing down the divergence of trajectories at the
liquid-vapor critical point. (a) Snapshot of the critical fluid
and the periodic boundaries of length L = Lx = Ly = Lz. (b)
Spectra of Lyapunov exponents λi and (c) Lyapunov times
τi (log-linear scale) as a function of the mean kinetic tem-
perature, T . Every 30 λi are shown for N = 1000 par-
ticles occupying a cubic simulation volume with a density
ρ = ρc = 0.317. Unstable spatiotemporal modes that are
more disordered (1/3N ≤ i/3N ≤ 0.18) have positive Lya-
punov exponents (time) with a minimum (maximum) in the
supercritical region. Vertical dashed lines mark the critical
temperature, Tc. Inset illustrates compression of spectrum
through the critical point for data shown.
To analyze the instability of the liquid-vapor critical
point, we apply nonlinear dynamical techniques to molec-
ular simulations of a homogeneous, single-component,
non-associated fluid. The system we simulate, shown
in Fig. 1(a), consists of N particles interacting pairwise
through van der Waals forces, repelling (attracting) at
distances of a (few) molecular diameter(s) according to
the Lennard-Jones potential [25]. It has a critical point, a
triple point, and three phases (solid, liquid, and gas) that
are independently identifiable through a variety of molec-
ular simulation techniques [26, 27] and is generally con-
sidered to belong to the Ising universality class [12, 14].
We use the hierarchy of 6N spatiotemporal modes, Lya-
punov vectors, as order parameters. Each mode has an
associated exponent, λi indexed i = 1, . . . , 6N [28] and in
descending order, that measures the contribution of each
mode to the global dynamics. Each λi is the average
of the i-th finite-time Lyapunov exponent λi(t) over 10
4
trajectories. Larger exponents indicate more unstable,
collective modes [29]. In our simulations at fixed number
of particles N , energy E, and volume V , we calculate
the full Lyapunov spectrum at the critical density ρc and
over a range of temperatures including the critical tem-
perature. We choose the energy density to fix the mean
kinetic temperature, T (Methods).
The critical point as a limit of dynamical order in un-
stable Lyapunov modes.– When approaching the liquid-
vapor critical point from above, T > Tc, spatial regions
form that will become vapor and liquid after the system
is cooled to T < Tc through the critical point Tc. The
statistical correlations in these regions are also apparent
in the Lyapunov modes, a set of dynamic vectors rep-
resenting collective changes to molecular positions and
momenta, Fig. 1 [28, 30]. For example, the magnitude of
the largest Lyapunov exponent, λ1, is dominated by the
fastest dynamical events in the system [31]. In simple
fluids, the fastest events are pairwise interactions sam-
pling the repulsive part of the potential [32]. As shown in
Fig. 1(b), there is a minimum in the largest Lyapunov ex-
ponent near the known [33] critical point, (Tc, ρc), giving
direct evidence that critical conditions inhibit the effect
of repulsive forces on the dynamics. Compared to the
coexistence, T < Tc, or supercritical regimes, T > Tc,
the minimum in this exponent and the maximum in the
Lyapunov time, 1/λ1 in Fig. 1(c), also means the critical
dynamics are predictable over longer timescales because
initially similar configurations do not diverge as quickly.
That is, the statistical correlations typically invoked to
explain this critical phenomenon are a reflection of the
slowing down of chaos and suppressed instability in crit-
ical dynamics.
The minimum in the first Lyapunov exponent signals
the breakdown of the van der Waals picture, from which
statistical mechanical treatments of liquids are typically
built [6]. These perturbative treatments assume the
structure of a dense, monatomic liquid resembles that of
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(a) (b) FIG. 2. Finite-size scaling of fluctuations in dy-
namical observables. (a) Fluctuations in the
kinetic energy and Lyapunov exponents decay
with increasing number of particles (log-log):
the diffusion coefficients follow a power law
DX(N,T ) ∼ N−γX (T ) for 11 system sizes from
N = 100 to 2000. The corresponding proba-
bility distributions also concentrate (Inset: first
Lyapunov exponent at ρ = ρc = 0.317 and
T = Tc = 0.937) (b) The wandering exponents,
γX(T ), of the first finite-time Lyapunov expo-
nent and the kinetic energy per particle, K/N ,
peak at the critical temperature, Tc, at the criti-
cal density ρ = ρc. Error bars indicate standard
error (1σ) for parameter estimates from linear
fits in (a).
a hard sphere fluid and, to a first approximation, the at-
tractive interactions have little effect on the liquid struc-
ture [5]. However, this picture does not hold near the
critical point, and repulsive intermolecular forces instead
play a subordinate role compared to critical fluctuations
as we see through the suppression of the first Lyapunov
exponent. This finding differs from the jamming tran-
sition in granular materials, though, which seems to be
a transition from a chaotic to a non-chaotic state [16].
The data in Fig. 1 suggests the continuous liquid-vapor
phase transition remains chaotic throughout and into the
coexistence region for finite-size systems.
To more fully resolve dynamical instability across the
critical point, we measure the full spectrum of Lya-
punov exponents. There are 3N positive exponents
over the range of temperatures, suggesting the dynam-
ics are chaotic (Methods). The shape of the spectrum
depends sensitively on kinetic temperature and den-
sity [32, 34, 35]. Fig. 1(b) shows the spectrum at the crit-
ical density for temperatures spanning the critical tem-
perature, Tc. The exponents of all unstable modes de-
crease when approaching the critical point from above.
But, only the most unstable modes have exponents with
minima at the critical point. Critical correlations appear
to have the largest impact on the modes with scaled in-
dex up to i/3N ≈ 0.18. Exponents beyond this point
increase monotonically with temperature. The spectrum
is also compressed at the critical point, Fig. 1(c) inset,
meaning there is a weaker preference for trajectories to
diverge in the direction of any given mode.
Overall, these spectra show that critical dynamics are
less sensitive to the detailed features of intermolecular
forces but also initial conditions. Because the Lyapunov
modes are mechanical objects, with their own equations
of motion, their associated spectra are direct evidence
that these spatiotemporal modes resolve the mechani-
cal instability generating the liquid-vapor critical point.
Through these observables, critical conditions appear to
constrain the dynamics so that different phase space di-
rections have a homogeneous degree of instability relative
to the supercritical T > Tc or liquid-vapor coexistence
T < Tc regimes.
Scaling relations and diverging timescales in
fluctuations.– Cooling the fluid towards the critical
point causes the correlation length to diverge. In our
simulations, though, the correlation length saturates at
the size of our simulation cell, L. Fleeting clusters of
all sizes up to L, which will eventually become liquid,
begin to appear. These clusters’ ephemeral existence
clearly suppresses chaos in the critical dynamics on
long timescales. However, their structure is only the
spatial component of the mechanical system. The
Lyapunov modes, though, are local directions in position
and momentum. As the system structure evolves, the
dynamics continues to temporarily sample phase space
domains where trajectories diverge more quickly and
more slowly than the average, domains that contribute
significantly to the Lyapunov modes and the finite-time
estimates of the Lyapunov exponents. Distributions of
λ1(t) are shown in Fig. 2(a).
Power laws are a hallmark of critical phenomena [36]
that quantify the divergence of a system’s response
to small changes in external fields such as tempera-
ture. Non-trivial [37] power law behavior is apparent
in the decay of temporal Lyapunov exponent fluctua-
tions with system size. At thermodynamic equilibrium,
the precise scaling of relative fluctuations, termed self-
averaging [38], in an observable X decay according to
RX =
〈
∆X2
〉
/ 〈X〉2 ∼ DX/ 〈X〉2 ∼ N−γ with ∆X =
X − 〈X〉, the wandering exponent γ, and a generalized
diffusion coefficient DX (SI Sec. III). Loosely speaking, a
system is self-averaging with respect to a given property
X if the value of the thermodynamic observable corre-
sponds to the average over independent subsystems or,
in this case, time windows. More precisely, the relative
variance RX of the property X vanishes in the thermo-
dynamic limit: RX → 0 when N → ∞. The wandering
exponent γ can have values between 0 and 1 – a value
of one meaning the observable is strongly self-averaging.
Weakly self-averaging observables have γ < 1 and non-
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FIG. 3. Critical slowing down of dynamical time
scales of Lyapunov exponent fluctuations. Self-
averaging and statistical dependence of spatial
domains for the first exponent and the bulk near
the critical point. (a) The (negative) wander-
ing exponent as a function of temperature T at
ρc for the diffusion coefficient of the first finite-
time Lyapunov exponent. Also shown are the
−γ for average diffusion coefficients where aver-
aging includes an increasing number of Lyapunov
exponents in the spectrum. (b) Peak in the dy-
namical timescale for Lyapunov exponent fluctu-
ations, τD ≡ 1/Dλ1Nγ , and peak in the correla-
tion time of kinetic energy per particle, τK . (c)
Data collapse for the scaled diffusion coefficient
of finite-time Lyapunov exponent spectra as a
function of the scaled spectral indices: the func-
tional form is the scaling function D˜(T, ρ = ρc).
All data are at the critical density for the three-
dimensional Lennard-Jones fluid.
self-averaging observables have γ = 0. Because of the
statistical independence of spatial domains in the system,
equilibrium observables are often strongly self-averaging
with γ = 1. However, these domains become statistically
dependent near a critical point because of the divergence
of the correlation length [1]. Statistical signatures of dy-
namical observables, like the Lyapunov exponents, are
still being elucidated [21, 22]. Deep in the liquid state, for
example, the fluctuations for all but the first Lyapunov
exponent (the “bulk”) are strongly self-averaging. The
first exponent fluctuations, however, self-average weakly
with a rate of decay γ < 1 that depends on the length
scale of the interparticle interactions and captures the
van der Waals picture of dominant attractive forces [39].
How does this picture change at the critical point?
To quantify the scaling behavior of the finite-time Lya-
punov exponent fluctuations with system size, we simu-
late 11 systems ranging from N = 100 to 2000 over the
same range of temperatures at fixed density ρc. Numer-
ical calculation of the entire Lyapunov spectrum comes
at significant computational cost, cost that increases sig-
nificantly when scaling with system size [40]. Fluctua-
tions in the first finite-time Lyapunov exponent, λ1(t),
as measured by the diffusion coefficient Dλ1(N,T, ρ),
decay with system size as N−γ at temperatures T =
0.8 − 1.4 spanning the critical point, Fig. 2(a). Tem-
perature, through the structural correlations it brings
about, strongly affects the wandering exponent, γ, which
varies between 0.9 to 0.6. A higher-order statistical anal-
ysis indicates this weak self-averaging is, at least in part,
due to the non-Gaussian features of the distributions (SI
Sec. IV). A weakened, albeit significant, decay in this
three-dimensional fluid is distinct from the self-averaging
found so far in one and two-dimensional dynamical sys-
tems where long-range correlations cause fluctuations to
diverge [21, 39].
Most prominent in the temperature dependence of the
wandering exponent of the first exponent is the peak at
T = 0.962, Fig. 2(b). It shows the critical dynamics
self-average most weakly in the direction of the first Lya-
punov vector, and again indicating the sensitivity of this
unstable mode to the dominant length scales in the sys-
tem. As a reference, the fluctuations in kinetic energy
per particle also decay with system size; the wandering
exponent peaks at T = 0.937, confirming the location
of Tc and further quantifying the statistical dependence
of spatial domains, Fig. 2(b). This temperature agrees
with that found from grand canonical Monte Carlo sim-
ulations [33]. However, the peak in γ for the first Lya-
punov exponent is just above the critical temperature
(and at the same temperature as the minimum in the
long-time average λ1). A likely explanation is the round-
ing of the peak caused by the finite-size of the system
that is typical in simulations of observables at the criti-
cal point. We also note that extrema are known in the
long-time Lyapunov exponents of simple fluids near phase
boundaries. For example, the sum of positive exponents
exhibits a maximum near, but not at, the fluid-to-solid
phase-transition density [31]. Other information theo-
retic quantities are also known to peak on the disorder
side of an order-disorder transition, as was shown in a
kinetic Ising model [41]. What is clear from these max-
ima we see in the wandering exponent is that the long-
range correlations at the critical point stabilize the most
unstable mode on long time scales and sustain large fluc-
tuations in this direction on short timescales. Together,
these wandering exponents of fluids under critical condi-
tions add to the mounting evidence that the extending
length scale of intermolecular correlations can weaken the
self-averaging of global fluctuations in dynamical observ-
ables [21, 39].
In many cases, the self-averaging of the first finite-time
Lyapunov exponent is distinct from that of the bulk, the
set of 3N −1 exponents that exclude the first. In liquids,
5all the bulk exponents are strongly self-averaging [39].
However, the critical point, breaks this scaling symme-
try – a significant fraction of the bulk exponents self-
average weakly as shown in Fig. 3. Even for spatially-
extended dynamical systems with long-range correlations
and diverging fluctuations, the scaling of the bulk of the
spectrum is homogeneous [21], so this statistical feature
is so far unique to the liquid-vapor critical point. It
is also apparent in the self-averaging of the entire Lya-
punov spectrum through the average diffusion coefficient
〈D(λ)〉 = ∑6Ni=1D(λi)/6N , which contrasts that of the
largest exponent, Fig. 3(a). The corresponding wander-
ing exponent has an inflection point around T = 0.962,
again, at the critical density. Increasing the fraction of
exponents included in the average shows that a portion
of the more unstable modes have a muted γ-peak that
vanishes with increasing index.
While fluctuations appear to decay with system size in
all unstable phase space directions on our accessible time
and length scales, the rate of decay is far from homoge-
neous. The γ-spectrum quantitatively resolves the rates
at which this unique thermodynamic equilibrium state
emerges from the atomistic dynamics, Fig. 3(a). The
good data collapse in Fig. 3(c) reveals clear scaling func-
tions for the diffusion coefficient spectrum, D˜(T, ρ = ρc);
only three representative temperatures are shown. This
scaling function is a system-size independent measure of
the finite-time fluctuations in the Lyapunov spectrum,
fluctuations caused by the local heterogeneities in phase
space sampled by our simulated trajectories. The basic
form of this scaling function is similar to that seen for
simple liquids [39]. Our calculation of Dλ1 leads directly
to a dynamical timescale for λ1(t) fluctuations, τD =
1/Dλ1N
γ . This timescale peaks just above the critical
temperature [33], which suggests that in a critical state,
fluids experience amplified fluctuations along the most
unstable mode, making the dynamics easier to predict
over longer times. We take this signature to be another
symptom of critical slowing down of chaos. Although
these modes are highly active on short timescales, the
fluctuations destructively interfere on longer timescales
(showing a net suppression, Fig. 1, that is strongest at
the same temperature). The peak in the correlation time
of the kinetic energy per particle is evidence of traditional
critical slowing down, Fig. 3(b).
In summary, by treating the nonlinear dynamics di-
rectly, we have resolved the collective spatiotemporal
modes responsible for the thermodynamic instability and
the breakdown of the van der Waals picture at the liquid-
vapor critical point. Their observable properties exhibit
universal features and scaling distinctive of critical dy-
namics. Unlike continuous crystal-crystal phase transi-
tions, there is not one unique unstable mode. Instead,
the whole spectrum softens with a subset with extrema
near the critical point; both the long-time Lyapunov ex-
ponents and their fluctuations on short times reflect their
high sensitivity to long-range correlations of molecular
positions. These modes do not appear to completely
freeze, at least not in finite-size systems, but do exhibit
large fluctuations with a peak in dynamical timescales
indicating the critical slowing down of chaos, the stabi-
lization of unstable modes, and a longer memory of initial
conditions. In short, the relative mechanical stability of
molecular motion underlies the bulk behavior of fluids at
this thermodynamic instability.
Methods.– Our system is the three-dimensional, peri-
odic Lennard-Jones fluid. The Hamiltonian of this N -
particles is H(rlm, pk) =
∑3N
k p
2
k/2m +
∑N
l<m V (rlm),
where V (rlm) denotes the interparticle interactions be-
tween the particles l and m at rlm distance apart. The
pairwise interactions between particles have short-range
repulsions and comparatively longer range attractions.
All quantities are in reduced units (SI, Sec.I).
At fixed number of particles N , volume V , and en-
ergy E, we simulate deterministic trajectories of this
equilibrium fluid and the dynamics of Lyapunov vectors
in tangent space [40]. The i-th Lyapunov vector com-
ponents are first variations in position and momentum
(δqij , δpij)
T with i, j = 1, . . . , 6N and evolve according
to their own linearized Hamiltonian equation of motion.
We numerically solve this equation of motion with the
linearized form of the velocity Verlet algorithm, used to
evolve trajectories, and orthonormalization at every time
step [40]. The initial basis sets are random and orthonor-
mal. During a transient, that we discard, the first vector
orients itself parallel to the maximally changing tangent
space direction. Regular orthonormalization restricts the
collapse of the remaining vectors onto the most expand-
ing tangent space dimension. The algorithm requires the
second derivatives (Hessian) of the interaction potential
at every time steps. We have used forward differences of
the analytical gradients with a displacement of 10−4.
Within the linearized limit, the expansion or the com-
pression factor along the phase-space direction of the i-th
Lyapunov vector over time t is eΓi(t). The correspond-
ing finite-time Lyapunov exponent is λi = Γi(t)/t. The
complete finite-time Lyapunov spectrum, {λi} is calcu-
lated from the set of Gram-Schmidt vectors with stan-
dard methods [42, 43]. We evaluate the full Lyapunov
spectrum at each time step using the metric |δxi|2 =∑6N
j [δqij(t)
2 + δpij(t)
2]. The i-th finite-time exponent
over a time interval ∆t = t− t0 has the form,
λi(∆t) = |t− t0|−1 ln |δxi(t)||δxi(t0)| .
Finite-time Lyapunov exponents are fluctuating vari-
ables. We estimate the magnitude of their fluctuations
over a time intervals, t, with the diffusion coefficients
{D(λi)} [21, 22, 39] and the variance, χ2i (t), of {Γi(t)}
tD(λi) = χ
2
i (t) =
〈
(Γi(t)− 〈λi〉 t)2
〉
.
6Averages 〈·〉 are over an ensemble of 104 trajectories,
each having time span t = 0.1 in reduced time units (SI
Sec.I). The average 〈λi〉 is the average of the i-th Lya-
punov exponent over an entire trajectory. To probe the
self-averaging property of finite-time Lyapunov exponent
fluctuations, we ran trajectories over a range of system
sizes. We scaled the number of molecules N and the
volume V to ensure the thermodynamic limit of the mi-
crocanonical ensemble: N,V → ∞ keeping the number
density ρ = N/V and energy density e = E/V constant.
According to the equipartition theorem, the kinetic tem-
perature of the system is given by T = 2 〈Ekin〉 /3NkB.
We analyze the scaling of fluctuations in dynamical vari-
ables with system-size N for a range of T (SI Sec. III
and IV) with ρ fixed at ρc = 0.317.
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