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Kurzzusammenfassung
In den letzten Jahren war der Freistaat Sachsen wiederholt sowohl von großen Flusshochwassern, als auch von kleinräu-
migen, extremen Abflussereignissen in Folge von Starkregen betroffen. Eine Frühwarnung vor potentiell gefahrträchtigen
hydrologischen Situationen in kleinen Einzugsgebieten muss dabei nicht nur hydrologische, sondern auch meteorologi-
sche Aspekte sowie Fragen der Kommunikation von Warnungen berücksichtigen. Zur Identifikation der Möglichkeiten
und Grenzen einer Hochwasserfrühwarnung für schnell reagierende, kleine Einzugsgebiete wurden daher untersucht:
(1) die Ansprüche potentieller Nutzer von Hochwasserfrühwarnprodukten, (2) quantitative Niederschlagsschätzungen und
-vorhersageprodukte und (3) verschiedene hydrologische Modellansätze. Ausgehend von diesen Erkenntnissen werden
die Möglichkeiten und Grenzen einer Hochwasserfrühwarnung für kleine Einzugsgebiete aufgezeigt und schließlich ein
geeigneter Ansatz konzipiert, implementiert und in ein operationelles Hochwasserfrühwarnsystem überführt.
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English Abstract
In recent years, the Free State of Saxony (Eastern Germany) was repeatedly hit by both extensive riverine flooding, as
well as flash flood events, emerging foremost from convective heavy rainfall. Especially after a couple of rather small-scale,
yet disastrous events in the last years, preconditions, drivers, and methods for deriving flash-flood related early warning
products are investigated. This is to clarify the feasibility and the limits of envisaged early warning procedures for small
catchments, hit by flashy heavy rain events. Early warning about potentially flash flood prone situations (i.e., with a
suitable lead time regarding required reaction-time needs of the stakeholders involved in flood risk management) needs to
take into account not only hydrological, but also meteorological, as well as communication issues. Therefore, a threefold
methodology is proposed to identify potential benefits and limitations in a real-world warning/reaction context. First, the
user demands (with respect to desired/required warning products, preparation times, etc.) are investigated. Second,
focusing on small catchments of some hundred square kilometers, quantitative precipitation estimates and forecasts
are verified. Third, considering the user needs, as well as the input parameter uncertainty (i.e., foremost emerging from
an uncertain QPF), a feasible, yet robust hydrological modeling approach is proposed on the basis of a comparative
study, employing deterministic, data-driven, and simple scoring methods. Eventually, this approach is conceptualized,
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Im Frühjahr und Frühsommer 2016 kam es in Deutsch-
land zu einer Reihe verheerender Sturzflutereignisse in
Folge von Starkregen. Intensive Niederschläge, welche nur
wenige Stunden andauerten, führten zu massiven Schä-
den an Gebäuden, Infrastruktur und bedauerlicherweise
auch an Leib und Leben. Die Bilder aus Braunsbach und
Simbach werden wohl für längere Zeit im kollektiven Ge-
dächtnis bleiben. Auch in Sachsen sind solche Ereignisse
im Bereich des Möglichen; in der Vergangenheit war der
Freistaat zwar hauptsächlich von großräumigen Flusshoch-
wassern, wie 2002 oder 2013 betroffen, aber auch kleinräu-
mige Hochwasser in Folge lokaler Starkregen verursachten
hier bisweilen beträchtliche Schäden. Als besonders prä-
gende Ereignisse seien die zerstörerischen Sturzfluten von
1999 in Marienberg und 1927 im Müglitz- und Gottleu-
bagebiet genannt. Auch in jüngster Vergangenheit traten
schadbringende Ereignisse auf, wie 2014 in Meißen oder
2017 in Spitzkunnersdorf in der Oberlausitz.
Da grundsätzlich an jedem Ort Deutschlands eine Ge-
fahr durch Starkregen existiert, ist das von Sturzfluten aus-
gehende Risiko notorisch unterschätzt. Solche Sturzfluter-
eignisse sind zuvorderst niederschlagsgetrieben und nicht
unbedingt gewässergebunden. Daher ist in diesen Fällen
eine auf Pegelbeobachtungen basierende Hochwasserwar-
nung – wie bislang in Sachsen praktiziert – nicht beliebig
nützlich. Es ist vielmehr sinnvoll, das im Freistaat beste-
hende pegelbasierte Hochwasserwarnsystem zu ergänzen,
um zusätzlich vor kleinräumigen, durch Starkregen aus-
gelösten Hochwasserereignissen warnen zu können. Da
die Zeit zwischen Niederschlag und schadbringendem Ab-
fluss zu kurz für eine beobachtungsbasierte Warnung wäre,
müssen Niederschlagsvorhersagen einbezogen werden;
so gelangt man zu einer Frühwarnung vor Hochwasser.
Das hierin beschriebene Projekt untersuchte die Mög-
lichkeiten und – mit Blick auf Unsicherheiten bei der Nie-
derschlagsvorhersage – die Grenzen der Frühwarnung vor
durch Starkregen hervorgerufenen Hochwasserereignis-
sen. Weiterhin wurden die Ansprüche und Erwartungen
potentieller Nutzer von Frühwarnprodukten erhoben. In der
Zusammenschau der gewonnenen Erkenntnisse wurde
schließlich ein sächsisches Hochwasserfrühwarnsystem
konzipiert, erstellt und in den laufenden Betrieb überführt,







Grundlagen: Herausforderungen bei der
Hochwasserfrühwarnung für kleine, schnell
reagierende Einzugsgebiete
1 Einleitung
Sachsen war in den vergangenen Jahren von mehre-
ren bedeutenden Hochwasserereignissen betroffen (siehe
Abb. 1.0.1). Die sowohl aus hydrologischer Sicht, als auch
gemessen an den verursachten Schäden stärksten Ereig-
nisse liefen dabei im August 2002, August 2010 sowie
im Juni 2013 ab (LFUG, 2004; LFULG, 2009; MÜLLER &
WALTHER, 2011; LFULG, 2013a,b, 2015).1 Die durch diese
drei Hochwasser hervorgerufenen Gesamtschäden belie-
fen sich dabei auf rund 9 Milliarden Euro (davon 6,1 Mrd.
in 2002, 0,85 Mrd. in 2010 und ca. 2 Mrd. in 2013).
Mit insgesamt rund 300 Messstellen unterhält der Frei-
staat Sachsen das dichteste Pegelmessnetz in Deutsch-
land. Gestützt auf derzeit 105 Hochwassermeldepegel ist
eine raum-zeitlich hoch aufgelöste Überwachung der Was-
serführung möglich. Über Meldewege wie SMS, Fax, Vi-
deotext, Rundfunk und das Internet sind eine akkurate und
schnelle Warnung und Information von Bevölkerung, Behör-
den und Unternehmen möglich. Für die sächsischen Haupt-
flussgebiete2 sind deterministische hydrologische Vorher-
sagen auf Basis von Niederschlags-Abfluss-Modellen und
Wellenablaufmodellen verfügbar, welche vom Landeshoch-
wasserzentrum (LHWZ) erstellt und ereignisbezogen wei-
tergegeben werden. Für Einzugsgebiete größer 1.000 km2
sind damit Vorhersagen mit bis zu zwei Tagen Vorhersage-
zeitraum zu realisieren; für den Elbstrom sind verlässliche
Vorhersagen mit bis zu drei Tagen Vorhersagezeitraum
möglich.
Wie schon beim „Jahrhunderthochwasser” 2002 durch
KIRCHBACH ET AL. (2002), kam es nach dem bedeuten-
den und teilweise extremen Hochwasser im August 2010
(siehe Abb. 1.0.1) abermals zu einer Untersuchung des
Hochwassernachrichten und -meldewesens durch eine
vom Sächsischen Innenministerium eingesetzte Kommissi-
on, der sogenannten „Jeschke-Kommission”. Der von der
Kommission vorgelegte Bericht (JESCHKE ET AL., 2010)
geht dabei unter anderem auf Aspekte der frühzeitigen
1Weitere bedeutende Hochwasserereignisse traten seit 2002 in den
Wintern 2006 und 2011 auf.
2Weiße Elster, Mulde, Elbe und Nebenflüsse, Schwarze Elster, Spree,
Lausitzer Neiße.
Warnung von potentiell durch Hochwasser Betroffenen
ein. Im Bericht wird dazu ein Frühwarnsystem gefordert,
welches „den bisherigen Hochwassernachrichten- und
Alarmdienst (...) ergänzt und auf (...) Sturzregen reagiert”.
Das Juni-Hochwasser 2013 gab der Forderung nach ei-
nem Hochwasserfrühwarnsystem (HWFWS) erneut star-
ken Nachdruck, was bereits in einem aktuellen Kommissi-
onsbericht zum Ereignismanagement fixiert wurde (KIRCH-
BACH ET AL., 2013).
Der Begriff „Hochwasserfrühwarnsystem” ist jedoch
nicht klar definiert, wie beispielsweise KUNDZEWICZ (2013)
ausführt. Generell soll solch ein System jederzeit und kon-
tinuierlich die Möglichkeit bieten, frühzeitig Warnungen an
potentiell Betroffene zu verteilen und eventuell auch deren
Reaktion auf die Warnungen entgegennehmen, z. B. um
bei Nichtreaktion den gewarnten Personenkreis zu erwei-
tern (sog. „Eskalation”). Für die Bewertung der Warnlage
können unterschiedliche Konzepte zum Einsatz kommen.
So ist es beispielsweise denkbar, lediglich Beobachtungen
von Niederschlag und Wasserstand bzw. Durchfluss in die
Erstellung einer Frühwarnung mit einzubeziehen. Auf der
anderen Seite wird – insofern eine gewisse Vorwarnzeit
beabsichtigt ist und/oder die Warnung für kleine Einzugs-
gebiete (wie in JESCHKE ET AL., 2010 gefordert) erstellt
werden soll – eine Vorhersage von Wasserstand und Ab-
fluss die Basis der Frühwarnung bilden müssen (siehe dazu
auch Abschnitt 1.4).
Ist für die Ableitung der Warnlage für kleine Ein-
zugsgebieten eine Abflussvorhersage nötig, muss eine
– wie auch immer geartete – Niederschlags-Abfluss-(N-A)-
Modellierung3 durchgeführt werden. Allerdings ist es in
den hydrologischen Wissenschaften generell anerkannt,
3Der Begriff N-A-Modellierung soll hier im weiteren Sinne verstanden
werden, also alle (abstrakten) Modelle umfassen, die die Niederschlags-
Abfluss-Beziehung beschreiben. Damit ist nicht nur die typische, me-
chanistische Herangehensweise bei der deterministischen Modellierung
abgedeckt, sondern auch (einfachste) empirische/statistische Modelle,
wie Abflussbeiwertverfahren, Regressionsverfahren und so weiter.
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Hochwasserereignisse 2002, 2010 und 2013
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Abbildung 1.0.1: Gebietskulisse der Hochwasserereignisse 2002 (gelb), 2010 (orange) und 2013 (rot) in Sachsen. In den farbig
markierten Gewässerabschnitten kam es zu einer Überschreitung des Richtwertes der höchsten Alarmstufen 3 bzw. 4, vorgegeben
durch die Sächsische Hochwassermeldeordnung (HWMO, 2015).
dass eine N-A-Modellierung für kleine Einzugsgebiete1 im
gegliederten Gelände mit erheblichen Unsicherheiten be-
haftet sein wird (BEVEN, 2012). So ist bereits die Erfassung
von kleinräumigen und intensiven Niederschlagsereignis-
sen („Sturzregen”) oftmals nur durch Einbeziehung von
Radar-Messungen möglich. Diese müssen aber ihrerseits
an punktuellen Ombrometermessungen angeeicht werden,
welche aufgrund der begrenzten Stationsdichte für kleine
Einzugsgebiete nicht repräsentativ sind (KNEIS & HEISTER-
MANN, 2009).
Ein weiteres Problem bei der N-A-Modellierung für
kleine Einzugsgebiete ist, dass oftmals keinerlei Pegel-
beobachtungen vorhanden sind, mit deren Hilfe die bei
1Kleine Einzugsgebiete meint Gebiete, in denen die Prozesse der
Abflussbildung und Abflusskonzentration dominieren. Im sächsischen
Festgesteinsbereich betrifft das Einzugsgebiete mit einer Fläche von
typischerweise weniger als 200 Quadratkilometern.
der Modellierung benötigten effektiven Parameter adäquat
geschätzt werden könnten. Parameter werden daher im
Sinne einer Regionalisierung oftmals von benachbarten,
beobachteten Einzugsgebieten übertragen, was weitere
Unsicherheiten in die Modellierung einbringt (POMEROY
ET AL., 2013). Generell ist aus diesen Gründen die Be-
trachtung von Unsicherheiten bei der N-A-Modellierung
kleiner Einzugsgebiete von großer Bedeutung (GRUND-
MANN, 2010).
Auf der anderen Seite stellen auch Ansprüche an Ge-
nauigkeit, Robustheit, Vorhersagezeitraum und Art der ge-
wünschten Modellaussage Kriterien für Wahl, Aufbau und
Betrieb eines geeigneten N-A-Modells dar. Eine zeitlich und
räumlich differenzierte Vorhersage von Durchflussgangli-
nien erfordert demnach eine ganz andere methodische
Herangehensweise, als wenn lediglich für ein bestimmtes
15
1 Einleitung
Gebiet eine klassifizierte und verbale Einschätzung der
Hochwassergefährdung gewünscht ist.
Die hier angesprochenen Punkte deuten bereits dar-
auf hin, dass neben Aspekten auf der Modelliererseite (z. B.
Verfügbarkeit und Qualität meteorologischer und hydrologi-
scher Daten, erzielbarer Vorhersagezeitraum, Einzugsge-
bietsgröße, Art und Weise der Verarbeitung von Unsicher-
heiten) auch die Seite der Nutzer der Modellergebnisse
(z. B. Interpretierbarkeit von Unsicherheiten, gewünschter
Vorhersagezeitraum, räumlicher Bezug der Warnung) Ein-
fluss auf die verfolgte Philosophie bei der N-A-Modellierung
hat. In diesem Lichte sollte auch der Gefahr begegnet wer-
den, dass „der technologische Fortschritt bei der Vorher-
sageerstellung zu schnell ist, als dass die Endnutzer von
diesem Fortschritt profitieren könnten” (MCCARTHY, 2007).
Im Umkehrschluss kann und wird es auch stets Diskrepan-
zen zwischen den Anforderungen von Nutzern und dem
fachlich Machbaren geben, welche frühzeitig identifiziert
und kommuniziert werden sollten.
Schlussfolgerung 1: Für Sachsen gilt, dass extreme
Hochwasserereignisse sowohl im Winter/Frühjahr als
auch im Sommerhalbjahr auftreten können. Im Som-
merhalbjahr sind neben den durch großräumigen, skali-
gen Niederschlag verursachten Ereignissen, auch durch





Da es oftmals unterschiedliche Definitionen und Sichtwei-
sen auf bestimmte Begriffe gibt, soll nun die Verwendung
wichtiger Begriffe innerhalb dieses Textes geklärt werden.
Unter kleinen und schnell reagierenden Einzugsgebieten
sollen natürliche1 Gewässereinzugsgebiete im Größenbe-
reich zwischen 25 und 200 km2 – wo Abflussbildung und
-konzentration dominant sind – mit typischen Scheitelan-
stiegszeiten bei Hochwasser von kleiner sechs Stunden
verstanden werden (siehe auch die Ausführungen in Ab-
schnitt 1.5). Die Scheitelanstiegszeit ist die Zeitspanne
zwischen einer ersten, signifikanten Abflusserhöhung bis
zum Zeitpunkt des Scheiteldurchgangs. Solche Ereignisse
1Hierbei sind stark versiegelte Bereiche (Stadtgebiete, Gewerbege-
biete etc.) ausgenommen.
– vorausgesetzt, sie führen zu Überschwemmungen bzw.
Überflutungen – sollen hierin als Flash Floods (oder Sturz-
fluten) bezeichnet werden. UCAR (2010) fasst – bezogen
auf niederschlagsgetriebene2 Flash Floods – die wichtigs-
ten Charakteristika solcher Ereignisse wie folgt zusammen:
ä Kombination von hohen Niederschlagsintensitäten
und betonter Abflussbildung;
ä Einfluss des Bodens bei der Abflussbildung; Ein-
fluss der Bodeneigenschaften auf die Bildung von
Infiltrations- und/oder Sättigungsüberschuss;
ä Modifikation des Ereignisses durch die Wirkung der
Abflusskonzentration, welche wiederum von einer Rei-
he von Faktoren (beispielsweise der Morphologie,
Landnutzung, Topologie von Fließwegen etc.) abhän-
gig ist.
Von der Scheitelanstiegszeit zu unterscheiden ist der Be-
griff der Konzentrationszeit; damit wird die Zeitspanne zwi-
schen Beginn des abflusswirksamen Niederschlags bis
zum Zeitpunkt, an dem der Direktabfluss aus allen Teil-
gebieten des betrachteten Einzugsgebiets den Gebiets-
auslass erreicht hat, bezeichnet. Die Zeitspanne zwischen
dem Beginn des Niederschlags und einer ersten, signifi-
kanten hydrologischen Reaktion am Gebietsauslass wird
als Reaktionszeit bezeichnet; sie wird maßgeblich von
den zu Beginn eines Niederschlagsereignisses auftre-
tenden Verlusten durch Interzeption oder Muldenrückhalt
(Abflussbildung) sowie der Dynamik der Abflusskonzen-
tration (Oberflächenabfluss, Zwischenabfluss) bestimmt.
Reaktions- und Konzentrationszeit sind nicht notwendiger-
weise gleich.
Das klassische Konzept für die Transformation von
Niederschlag in Abfluss (durch Abflussbildung, Abflusskon-
zentration und Wellenablauf im Gerinne) setzt ein mehr
oder weniger ausgeprägtes Netz von Fließwegen und Ge-
wässern voraus, welches das Einzugsgebiet entwässert.
In Folge starker Niederschläge kommt es zum Anstieg des
Abflusses im Gewässer, schließlich zur Ausuferung und
Überschwemmung angrenzender Bereiche; man spricht
von einem Flusshochwasser (oder Fluvial Flood). Aller-
dings kann es auch durch Infiltrationsüberschuss (oder
2Die Abgrenzung erfolgt hier gegenüber Ereignissen mit anderer
Ursache, beispielsweise in Folge des Versagens von Stauanlagen, Hang-
rutschungen, Bergstürzen, Ausbrüchen von Gletscherseen etc.
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Infiltration Excess Runoff1 – Regenintensität größer Infiltra-
tionsleistung der Oberfläche) oder Sättigungsüberschuss
(Saturation Excess Runoff – Bodenmatrix gesättigt, Infiltra-
tion limitiert) zu betontem Direktabfluss auf der Oberfläche
kommen (sog. wild abfließendes Wasser), welcher u. a.
zu Überflutung und eventuell zu Erosion führen kann. Im
Englischen wird hierfür der Begriff Pluvial Flood benutzt.
Die Begriffe Überflutung und Überschwemmung sind
im hydrologischen Sinne eigentlich synonym und bezeich-
nen den Zustand, dass normalerweise trockene Bereiche
der Landoberfläche zeitweise mit einer geschlossenen
Wasserfläche bedeckt sind. Allerdings ist der Begriff Über-
schwemmung ein definierter Rechtsbegriff und meint eine
Überflutung eines Teils der Landoberfläche, auf dem sich
eine versicherte Sache befindet (Haus, Auto). Hier soll
„Überschwemmung” für Hochwasser „aus dem Gewässer
heraus” und „Überflutung” für Prozesse des Überstaus und
Oberflächenabflusses in Folge von Infiltrations- oder Sätti-
gungsüberschuss verwendet werden.
Eine Warnung ist zunächst die Information über ein
möglicherweise bevorstehendes, schadensträchtiges Ereig-
nis. Eine Warnung intendiert eine gewisse Aktion, welche
geeignet ist, das Ereignis abzuwehren oder zumindest des-
sen Folgen abzumildern. Eine Warnung hat stets einen
Adressaten und lenkt dessen Aufmerksamkeit auf eine be-
vorstehende Gefährdung (zum Begriff „Gefährdung” siehe
Abschnitt 1.2). Eine dem Adressaten überbrachte Informa-
tion, welche eine Warnung aufhebt, wird als Entwarnung
bezeichnet.
Mit Blick auf verschiedene „Frühwarnsysteme” unter-
schiedlichster Philosophie, scheint es an dieser Stelle mehr
als zweckmäßig, eine klare Trennung zwischen Warnung
und Frühwarnung vorzunehmen. Von „Hochwasserfrühwar-
nung” soll dann gesprochen werden, wenn einem entspre-
chenden Warnprodukt eine hydrologische und/oder hydro-
meteorologische Vorhersage zugrunde liegt. Weiterhin soll
als Frühwarnung gelten, wenn auf Basis meteorologischer
Beobachtungen eine Warnung erfolgt (wobei sich vom me-
teorologischen Antrieb auf die hydrologische Reaktion nicht
beliebig weit in die Zukunft schließen lässt; siehe Abschnitt
1.4). Werden hingegen Wasserstands- bzw. Durchflussbe-
obachtungen einem Warnprodukt zugrunde gelegt, wird
von einer „Hochwasserwarnung” gesprochen.
1Ein anderer Begriff hierfür ist – nach Robert E. Horton – Horton’scher
Oberflächenabfluss (siehe dazu auch BEVEN, 2004).
Vorhersagen werden zu einem bestimmten Zeitpunkt
erstellt, dem Erstellungszeitpunkt. Dabei wird ein bestimm-
ter Anfangszustand berücksichtigt und zeitlich in die Zu-
kunft extrapoliert2 (z. B. mithilfe eines Vorhersagemodells).
Der Zeitpunkt des Anfangszustands der Vorhersage wird
als Vorhersagezeitpunkt bezeichnet. Der von der Vorher-
sage abgedeckte Zeitbereich ist der Vorhersagezeitraum
(oder Vorhersagehorizont); Erstellungszeitpunkt und Vor-
hersagezeitpunkt müssen nicht notwendigerweise zusam-
menfallen. Die Vorhersage kann den Vorhersagezeitraum
mit einer Anzahl diskreter Vorhersagen abdecken (z. B.
Vorhersage für in einer Stunde, in zwei Stunden usw.);
die Länge dieser diskreten Einzelvorhersagen ist die sog.
Vorhersageweite oder Lead Time.
Werden eine oder mehrere Vorhersagen einer automa-
tischen oder auch händischen Bewertung oder Einordnung
zugeführt, so entsteht etwas, was des Weiteren als Pro-
gnose3 bezeichnet werden soll. Beispielsweise werden im
Sinne der Hochwasserfrühwarnung oftmals Vorhersagen
aus der hydrologischen Modellierung als Grundlage für die
Ableitung einer Aussage (eben der Prognose) über eine zu
erwartende Gefährdungslage verwendet (siehe dazu auch
Abschnitt 1.3).
Schlussfolgerung 2: Niederschlagsgetriebene Sturzflu-
ten sind Ereignisse, welche durch eine sehr kurze Zeitdif-
ferenz zwischen Niederschlagsbeginn und beginnendem
Abflussanstieg sowie Scheitelanstiegszeiten von weniger
als sechs Stunden charakterisiert sind. Sie betreffen vor
allem kleine Einzugsgebiete. Ihre Hauptursache ist das
lokale Auftreten großer Niederschlagsmengen in kurzer
Zeit. v
1.2 Exkurs: Der Risikobegriff
Obwohl das Projektvorhaben die Risikothematik nur mittel-
bar berührt, soll an dieser Stelle der Risikobegriff erläutert
werden. Es wird hierbei bewusst auf die Aneinanderreihung
von Definitionen verzichtet, sondern vielmehr die logische
Verbindung der Begrifflichkeiten hervorgehoben. Zunächst
2Im mathematischen Sinne handelt es sich bei einer Vorhersage stets
um ein Anfangswertproblem; ist die Vorhersage beispielsweise in andere
Vorhersagen eingebettet (anschaulich Wettervorhersage für Mitteleuropa
in eine weitere, globale Wettervorhersage; hydrologische Vorhersage,
angetrieben durch eine Niederschlagsvorhersage), so handelt es sich um
ein Anfangs-Randwertproblem.
3Obschon oftmals „Vorhersage” und „Prognose” im allgemeinen





Gefahr = f (Frequenz, Magnitude) 
Gesellschaftssystem 
Vulnerabilität = f (Exposition, 
                             Resilienz) 
Abbildung 1.2.1: Die Verbindung zwischen Gefahr, Vulnerabilität
und Risiko.
Schadenspotentiale 
Abbildung 1.2.2: Modell der Einflussfaktoren des Risikos („Risi-
koelemente”) nach RENN (2008).
sei vorangestellt, dass mit dem Risikokonzept der Versuch
unternommen wird, die Brücke zwischen Natur- und Ge-
sellschaftssystem oder auch zwischen Gefahr und Scha-
denspotential zu schlagen. Eine Gefahr ist zunächst ein
Naturprozess, dessen Prozessraum sich in seiner raum-
zeitlichen Ausdehnung mit dem menschlichen Wirkungs-
raum überschneidet und dort potentiell zu Schäden führen
kann. Die Gefahr selbst wird durch ihre Intensität (Magnitu-
de) und ihr Wiederkehrintervall (Frequenz−1) beschrieben
(siehe Abbildung 1.2.1, linke Seite).
Im Falle eines Flusshochwassers ergibt sich die Ge-
fahr beispielsweise für einen überschwemmten Stadtteil
mit entsprechenden Wassertiefen (Magnitude) bei einem
Hochwasserscheiteldurchfluss eines bestimmten Wieder-
kehrintervalls (zum Beispiel T = 100). Das bedeutet zu-
gleich, dass sich die Gefahr nur mit Änderung der soge-
nannten Frequenz-Magnituden-Beziehung des Naturpro-
zesses ändert. Zeitlich variant hingegen ist die Gefährdung,
die die Wahrscheinlichkeit ausdrückt, mit welcher eine Ge-
fahr eintritt. Im Kontext eines Frühwarnsystems muss folg-
lich von der Hochwassergefährdung gesprochen werden.
Die zugrunde liegende Eintrittswahrscheinlichkeit eines
warnwürdigen Ereignisses wird in diesem Fall beispiels-
weise anhand von Niederschlagsbeobachtungen und/oder
-vorhersagen abgeleitet (siehe dazu auch Abschnitte 1.1
und 2.1).
Das Schadenspotential spiegelt die Verletzlichkeit des
Gesellschaftssystems wider. Ein weiterer, in diesem Zu-
sammenhang verwendeter Begriff ist die Vulnerabilität. Die-
se ist nach WISNER ET AL. (2004) ein Maß der Unfähigkeit
einer Person oder Gesellschaft, die Auswirkungen eines
Naturereignisses zu bewältigen beziehungsweise sich von
diesen zu erholen. Die Vulnerabilität ist folglich von der
Exposition einer Person oder der Gesellschaft gegenüber
einer Gefahr sowie ihrer Widerstandsfähigkeit („Resilienz”)
abhängig (siehe Abbildung 1.2.1, rechte Seite). Das Scha-
denspotential wird teilweise als Element der Vulnerabilität
definiert, teilweise aber auch als eigenständiger Einfluss-
faktor des Risikos angesehen (gemäß Abbildung 1.2.2).
In den Natur- und Sozialwissenschaften existiert ei-
ne Vielzahl von Vulnerabilitätskonzepten bzw. Schadens-
konzepten, welche unter anderem von BOHLE & GLADE
(2007) überblicksmäßig vorgestellt werden. Auf die Hoch-
wasserthematik bezogen wird das Schadenspotential zum
Beispiel zur Ermittlung des Kosten-Nutzen-Verhältnisses
für Hochwasserschutzmaßnahmen dem zu erwartenden
Gesamtschaden gleichgesetzt. Dieser wird anhand der
überschwemmten Fläche, deren Flächennutzung und auf
Basis von Schadensfunktionen ermittelt (MÜLLER, 2010).
Die Kritik an einer derartigen Herangehensweise adres-
siert die fehlende Berücksichtigung von nicht messbaren
– sogenannten intangiblen – Auswirkungen und den aus-
schließlichen Fokus auf den monetären Schaden selbst.
Hierbei wird die Widerstandsfähigkeit (Resilienz) der be-
troffenen Bürger vollkommen außer Acht gelassen und das
Schadenspotential lediglich auf Sachwerte reduziert.
Das Risiko ist schließlich, stark vereinfacht, das Bin-
deglied zwischen der Gefahr und dem Schadenspotential
beziehungsweise der Vulnerabilität (siehe Abbildung 1.2.2).
Nach RENN (2008) wird dann von Risiko gesprochen, wenn
von einer Gefahr die Möglichkeit ausgeht, Schaden zu ver-
ursachen. Es bedarf demzufolge einer raum-zeitlichen Ver-
schneidung von Gefahrenprozess und den in Abbildung
1.2.2 dargestellten Risikoelementen. Eine Übersicht zu
weiteren Risikokonzepten der Natur- Sozial- und Geistes-
wissenschaften findet sich u. a. bei RENN (2008) oder AVEN
& RENN (2010).
Als Risikomanagement (siehe Abbildung 1.2.3) ist die
Steuerung des Risikos zu verstehen und hat nach dem hier
vorgestellten Prinzip zwei Ansatzpunkte. Zur Verminderung
des Risikos können der Prozess selbst oder aber die Vul-
nerabilität bzw. die Schadenspotentiale beeinflusst werden
(Risikoelemente Gefahr und Gefährdung, Schadenspoten-
tiale sowie Vulnerabilität; siehe Abbildung 1.2.2). Im Falle ei-
nes Hochwassers lässt sich ausschließlich die Gefahr über
deren Magnitude – beispielsweise durch die Errichtung von
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WIEDERAUFBAU
Ich baue so wieder auf, 
dass der Schaden beim 
nächsten Mal geringer 
wird.
AUFBAUHILFE
Ich kann nicht bei allen Hochwasser-
ereignissen mit einer Aufbauhilfe rechnen, 
deshalb ist die Vorsorge so wichtig.
FLÄCHENVORSORGE
Ich baue nicht in hochwasser-
gefährdeten Gebieten!
Hochwassergefahrenkarten zeigen die 
hochwassergefährdeten Gebiete in Ihrer Kommune.
NATÜRLICHER WASSERRÜCKHALT
Ich halte Niederschlagswasser auf 
meinem Grundstück zurück!
TECHNISCHER HOCHWASSERSCHUTZ
Ich weiß, dass es keinen absoluten Schutz gibt!
BAUVORSORGE UND OBJEKTSCHUTZ
Ich baue hochwasserangepasst!
Wie Sie bereits bei Hausbau Schäden vorbeugen können,
erfahren Sie zum Beispiel in der Hochwasserschutzfibel.*
* Kostenlos zu beziehen über das Bundesministerium für Verkehr
   und digitale Infrastruktur - buergerinfo@bmvi.bund.de
RISIKOVORSORGE
Ich bin gegen Hochwasserschäden versichert 
und bilde finanzielle Rücklagen! 
GEFAHRENABWEHR UND 
KATASTROPHENSCHUTZ
Gut vorbereitet ist halb gewonnen.
Ihre Kommune und die Einsatzkräfte stellen 
Alarm- und Einsatzpläne auf und bereiten
sich mit Übungen vor.
VERHALTENSVORSORGE
Ich bin auf den Ernstfall vorbereitet!
Wer sich angemessen verhält, kann 
Schäden wesentlich vermindern.
INFORMATIONSVORSORGE
Ich bin über die Hochwassergefahren 
vor meiner Haustür informiert! 
SOFORTHILFE
Ich achte auf hilfsbedürftige 
Nachbarn.
ABWEHR
Ich kenne die Planungen 
und weiß zum Beispiel 
wann ich evakuiert 
werde.  
Was kann ICH zum Hochwasserrisikomanagement beitragen?
Jeder Einzelne kann etwas tun!
NOTFALLPLAN
ERSTELLEN
Das Projekt STRIMA verfolgte das Ziel, die grenzüberschreitende 
Zusammenarbeit zwischen Tschechien und Sachsen speziell auf 
kommunaler Ebene zu intensivieren und eine regelmäßige und 
langfristige Kooperation der beiden Nachbarn zu etablieren. 
Hierfür wurde zunächst eine fachübergreifende Veranstaltungs-
reihe, das Hochwasserrisikomanagementforum eingerichtet. 
Außerdem lag ein Schwerpunkt des Projektes auf der Weiter- 
entwicklung wissenschaftlicher Methoden für die Ermittlung 
von potentiellen Schäden durch Hochwasser. 
Um Hochwasserschäden zu vermeiden, wurden Handlungsoptio-
nen für die kommunale Bauleitplanung und Möglichkeiten zur 
Stärkung des naturnahen Hochwasserschutzes zusammengestellt.
Weitere Informationen unter 
www.strima-ziel3.eu
Das Projekt STRIMA wurde durch das
Ziel 3-Programm des Europäischen
Fonds für regionale Entwicklung von
der Europäischen Union gefördert.
Kontakt:
 
Sächsisches Landesamt für Umwelt, 
Landwirtschaft und Geologie (Leadpartner)
Referat 45 - Projekt STRIMA
Zur Wetterwarte 11, 01109 Dresden
Bearbeitung:
 
Julius-Reiber-Str. 17, 64293 Darmstadt
Landeshauptstadt Dresden
Umweltamt - Abt. Kommunaler 
Umweltschutz
Grunaer Straße 2, 01069 Dresden
ARR - Agentura regionálního 
rozvoje spol. s r.o.
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Abbildung 1.2.3: Hochwasserrisikomanagem ntzykl s mit auf die Risikoelemente Gefahr und G fährdun , Scha en potentiale sowie
Vulnerabilität abziel nden Maßnahm n. Ergebnisprodukt d s Projekts STRIMA (Sächsisch-Tschechisches Hochwasserrisikomanage-
ment), bezogen von http://strima-ziel3.eu/ergebnisse/ am 18.01.2017.
Tabelle 1.2.1: Einfluss bestimmter Maßnahmen des Hochwasserrisikomanagements auf die Risikoelemente Gefahr und Gefährdung,
Schadenspotentiale sowie Vulnerabilität.
Gefahr und Gefährdung Schadenspotentiale Vulnerabilität
Vorsorge Technischer Hochwasserschutz 3 – –
Bauvorsorge und Objektschutz – 3 –
Natürlicher Wasserrückhalt 3 – –
Flächenvorsorge 3 – –
Informationsvorsorge – – 3
Verhaltensvorsorge – – 3
Risikovorsorge – – 3
Gefahrenabwehr und Kat.-Schutz – – 3
Bewältigung Hochwasserabwehr 3 – –
Soforthilfe – – 3
Regeneration Wiederaufbau – 3 3
Aufbauhilfe – 3 3
Hochwasserschutzanlagen – reduzieren. Die Vulnerabili-
tät der betroffenen Einwohner hingegen kann wiederum
durch Informationen zu Selbstschutzmaßnahmen gemin-
dert werden, wobei eine Frühwarnung zur rechtzeitigen
Umsetzung von Schutzmaßnahmen beiträgt (Verhaltens-
bzw. Informationsvorsorge oder „Preparedness”; siehe u. a.
GIRONS LOPEZ ET AL., 2016). Schadenspotentiale können
beispielsweise durch Maßnahmen der Bauvorsorge ver-
ringert werden. Der Einfluss bestimmter Maßnahmen des
Hochwasserrisikomanagements aus Abbildung 1.2.3 auf
die Risikoelemente Gefahr und Gefährdung, Schadenspo-
tentiale sowie Vulnerabilität ist Tabelle 1.2.1 zu entnehmen.
Schlussfolgerung 3: Innerhalb eines prototypischen
Hochwasserrisikomanagementkonzepts kommt einer
Hochwasserfrühwarnung durch die Möglichkeit der Ver-
ringerung der Vulnerabilität eine potentiell risikomindern-
de Rolle zu. v
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1 Einleitung
1.3 Warnung auf Grundlage von
Vorhersagen
Der Begriff Hochwasserwarnung wird im Kontext des Hoch-
wasserrisikomanagements nicht immer gleichsinnig ver-
wendet; in Sachsen meint „Hochwasserwarnung” gemäß
der Hochwassernachrichten- und Alarmdienstverordnung
(HWNAVO, 2015) sowie Hochwassermeldeordnung (HW-
MO, 2015)1 ein bestimmtes, spezifisches Produkt, welches
durch das LHWZ erstellt und verteilt wird, seinem Charakter
nach allerdings eher als Hochwasserbericht zu bezeichnen
wäre. „Hochwasserwarnung” soll hier jedoch weiter gefasst
verwendet werden und zwar in dem Sinne, dass damit alle
Informationen und behördlichen Aktivitäten gemeint sind,
welche den Akteuren eine qualifizierte Einschätzung der ak-
tuellen sowie der zu erwartenden Hochwassergefährdung
bereitstellen. In Sachsen wird dieser Bereich hoheitlicher
Aufgaben auch als „Hochwassernachrichten- und Alarm-
dienst” bezeichnet.
Durch diese recht allgemeine Definition des Charak-
ters einer Hochwasserwarnung ergeben sich potentiell ver-
schiedene Möglichkeiten, zu solch einer Warnung zu ge-
langen. Im denkbar einfachsten Falle beruht die Warnung
lediglich auf der Bewertung der beobachteten bzw. aktu-
ellen Entwicklung hydrologisch relevanter Parameter, wie
Niederschlag oder Abfluss. So wird vielfach (beispielswei-
se in allen Bundesländern Deutschlands) pegelbasiert ge-
warnt; wird an einem Pegel, welcher zur Erfüllung dieser
Aufgabe betrieben wird (in Sachsen sog. „Hochwasser-
meldepegel”) ein definierter Richtwert erreicht oder über-
schritten, zieht das gewisse Konsequenzen nach sich. In
Sachsen beispielsweise führt das Erreichen/Überschreiten
solch eines definierten Richtwertes zu (a) dem Versand
einer sog. „Hochwassereilbenachrichtigung” (dem Grunde
nach eine Hochwasserwarnung!) an die offiziellen Teilneh-
mer des Hochwassernachrichten- und Alarmdienstes so-
wie (b) der Möglichkeit des Ausrufens einer mit dem o. g.
Richtwert korrespondierenden sog. „Alarmstufe” durch die
Unteren Wasserbehörden. Erst durch letzteren Schritt wird
die verteilte Warnung sozusagen amtlich verbindlich für die
Akteure vor Ort.
Aber eine Hochwasserwarnung muss nicht zwangs-
läufig auf Messwerten/Beobachtungen basieren, sondern
1Die Hochwassermeldeordnung (HWMO) spezifiziert als Verwaltungs-
vorschrift die Hochwassernachrichten- und Alarmdienstverordnung (HW-
NAVO) näher.
Hochwasservorhersagemodell 








Erstellung oder Übernahme von 
Niederschlagsvorhersagen 
Erfassung und Übertragung von 
Messwerten (Niederschläge, 
Wasserstände, …) 
Ergebnisaufbereitung, -interpretation und -weitergabe 
Nachführung von Modellzuständen/-parametern und/oder Fehlerkorrektur 
Abbildung 1.3.1: Die Rolle eines komponentenorientierten Hoch-
wasservorhersagemodells bei der Ableitung von Hochwasserwar-
nungen.
kann eine meteorologische bzw. hydrologische Vorhersa-
ge zur Grundlage haben2 (siehe Abb. 1.3.1). Konkret geht
es dabei um die Prognose der weiteren, zu erwartenden
Entwicklung der Hochwassergefährdung; entweder regio-
nal oder mit ganz konkretem Bezug zu einem Flusslauf,
-abschnitt oder Querprofil. Dabei werden oft – so auch in
Sachsen – komponentenorientierte Hochwasservorhersa-
gemodelle eingesetzt, um die verschiedenen dominanten
Prozesse adäquat simulieren und vorhersagen zu kön-
nen. So kommen typischerweise zur Beschreibung von
Abflussbildung und -konzentration klassische N-A-Modelle
zum Einsatz, während der Wellenablauf oft mit hydrauli-
schen/hydrodynamischen Ansätzen abgebildet wird. Wei-
terhin immanent wichtig ist die Berücksichtigung der Hoch-
wasser dämpfenden Wirkung von Speichern; auch hierfür
werden oftmals Modelle (Retentionsmodelle) eingesetzt.
Details zum operationellen Einsatz hydrologischer Model-
le zur Erstellung von Abflussvorhersagen finden sich im
Abschnitt 2.3.
Schlussfolgerung 4: Eine Hochwasserwarnung muss
nicht ausschließlich auf der Basis von Messwer-
ten/Beobachtungen abgeleitet werden, sondern kann
(und sollte) eine meteorologische bzw. hydrologische
Vorhersage zur Grundlage haben. v
2Hier soll auf die begriffliche Trennung zwischen „Warnung” und
„Frühwarnung” verwiesen werden; eine Frühwarnung ist demnach eine
Warnung auf Basis der erwarteten Entwicklung der Hochwassergefähr-
dung und nicht auf Basis hydrologischer Beobachtungen (wie bei einer
pegelbasierten Warnstrategie).
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Abbildung 1.4.1: Das Vorhersageproblem; Datenanforderung in
Abhängigkeit von der Vorhersageweite.




Wie bereits ausgeführt, sollte der Bewertung der Hoch-
wassergefährdung (und damit einer eventuell darauf auf-
setzenden Warnung) für kleine Einzugsgebiete eine hy-
drologische Vorhersage zugrunde liegen. Empirisch lässt
sich sagen, dass mit zunehmender Vorhersageweite der
Datenbedarf steigt und die Vorhersagegüte zurückgeht
(siehe Abb. 1.4.1) bzw. die Unsicherheiten anwachsen. Die
Gründe hierfür lassen sich leicht zeigen (siehe dazu auch
Abb. 1.4.2):
Gegeben seien vier Einzugsgebiete: A, B, C und D, wo-
bei die Einzugsgebietsgröße in dieser Reihenfolge abneh-
men soll. Zusätzlich sei angenommen, die mittlere Konzen-
trationszeit in diesen Einzugsgebieten beträgt vom größten
zum kleinsten 24, 12, 6 sowie 1 h. Weiterhin sollen die
vier Einzugsgebiete bepegelt sein; es liegen also Abfluss-
beobachtungen QA,B,C,D = f (t) vor. Die Aufgabe sei die
Erstellung einer Abflussvorhersage für einen Vorhersage-
zeitraum von 12 Stunden.
Für das größte Einzugsgebiet A ist die Konzentrations-
zeit mit 24 Stunden größer als der Vorhersagezeitraum
von 12 Stunden; im Einzugsgebiet gefallener Niederschlag
trägt also wesentlich erst nach 24 Stunden zum Abfluss
am Pegel A bei. Da die Konzentrationszeit für das Gebiet B
12 Stunden beträgt, ist die durchschnittliche Laufzeit einer
Hochwasserwelle von B nach A 12 Stunden (24 minus 12
Stunden). Daher ist der Abfluss am Gebietsauslass in den
kommenden 12 Stunden (QA, t=0...12 h) maßgeblich durch





QA, t = 0…12 h =  f (QA, t = 0 h + QB, t = –12…0 h) 
QB, t = 0…12 h =  f (QB, t = 0 h + QC, t = –6…0 h + PB, t = –12…0 h) 
QC, t = 0…12 h =  f (QC, t = 0 h + QD, t = –5…0 h + PC, t = –6…0 h + PC, t = 0…6 h) 
QD, t = 0…12 h =  f (QD, t = 0 h + PD, t = –1…0 h + PD, t = 0…11 h) 
Abbildung 1.4.2: Das Vorhersageproblem; Datenanforderung in
Abhängigkeit von der Einzugsgebietsgröße/Konzentrationszeit.
teten Abfluss (QB, t=−12...0 h) sowie den aktuellen Abfluss
am Pegel A (QB, t=0 h) bestimmt. Der Einfluss des Zwischen-
gebietes A−B soll zunächst vernachlässigt werden oder,
mit anderen Worten, es wird davon ausgegangen, dass
lediglich Gebiet B überregnet wird.
Betrachtet man Gebiet B, ist die Konzentrationszeit
gleich der Länge des Vorhersagezeitraums; die Laufzeit
zwischen den Pegeln C und B beträgt nun aber 6 Stun-
den, was wiederum heißt, dass lediglich die ersten 6 Stun-
den (QB, t=0...6 h) der Abflussvorhersage am Pegel B (neben
dem aktuellen Abfluss am Pegel B; QB, t=0 h) durch die Ab-
flussbeobachtung am Pegel C (QC, t=−6...0 h) mitbestimmt
werden. Die Abflussvorhersage am Pegel B wird weiter-
hin durch die beobachteten Niederschläge für Gebiet B
der vergangenen 12 Stunden (PB, t=−12...0 h) bestimmt, wel-
che spätestens nach 12 Stunden (Konzentrationszeit!) am
Pegel B abflusswirksam werden.
Für Gebiet C sei die Konzentrationszeit 6 Stunden und
damit kürzer als der Vorhersagezeitraum (12 Stunden). Die
Wellenlaufzeit zwischen den Pegeln D und C beträgt also
5 Stunden. Damit sind die ersten 5 Stunden (QC, t=0...5 h)
der Abflussvorhersage am Pegel C (neben dem aktuel-
len Abfluss am Pegel C – QC, t=0 h) unter anderem durch
den Abflussverlauf am Pegel D (QD, t=−5...0 h) bestimmt. Bei
angenommener flächenhafter Überregnung von Gebiet C
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wird aber der abflusswirksame Beitrag aus Gebiet D (25
vs. 500 km2!) allerdings nur marginal sein. Der Gebiets-
niederschlag von Gebiet C wird am Pegel C spätestens
nach 6 Stunden abflusswirksam. Damit ist lediglich das
Vorhersageintervall QC, t=0...6 h durch den beobachteten Nie-
derschlag (PC, t=−6...0 h) mitbestimmt. Zur Ermittlung des
zweiten 6-Stunden-Intervalls des Abflusses am Pegel C
(QC, t=7...12 h) ist hingegen die Einbeziehung vorhergesag-
ter Niederschläge (PC, t=0...6 h) notwendig; es wird nun also
eine 6-Stunden-Niederschlagsvorhersage gebraucht!
Gebiet D ist ein kleines Kopfgebiet und soll eine Kon-
zentrationszeit von 1 Stunde aufweisen. Analog zur Vorge-
hensweise für Einzugsgebiet C braucht es nun zur Ablei-
tung einer 12-Stunden-Vorhersage neben dem aktuellen
Abfluss am Pegel D (QD, t=0 h) eine Niederschlagsbeobach-
tung mit einer Länge in der Größenordnung der Konzentra-
tionszeit (PD, t=−1...0 h) wieder eine Niederschlagsvorhersa-
ge, diesmal allerdings für einen Vorhersagezeitraum von 9
Stunden (PC, t=0...11 h).
Es lässt sich also unter der Annahme verschiedener
Restriktionen – vor allem aber mit Blick auf das Konzept
der Konzentrationszeit (SHERMAN, 1932) – verallgemei-
nern, dass eine hydrologische Vorhersage dann eine Nie-
derschlagsvorhersage mit einbeziehen muss, wenn die
Konzentrationszeit maßgeblich kürzer als der gewünschte
Vorhersagezeitraum ist, beziehungsweise, dass sich die
notwendige Länge einer Niederschlagsvorhersage in erster
Näherung aus der Differenz zwischen gewünschter Vorher-
sageweite der Abflussvorhersage und Konzentrationszeit
ergibt. Für kleinere Einzugsgebiete mit Konzentrationszei-
ten von wenigen Stunden ist das hydrologische Vorher-
sageproblem streng genommen also ein echtes hydro-
meteorologisches Vorhersageproblem!
Hier zeigt sich das Hauptproblem der hydrologischen
Modellierung und Vorhersage für kleine Einzugsgebiete:
sowohl die Erfassung/Messung von Niederschlag, als auch
(und insbesondere) dessen Vorhersage sind bei abneh-
mender Gebietsgröße mit zunehmenden Unsicherheiten
behaftet (Kapitel 7 widmet sich der Quantifizierung dieser
Unsicherheiten). Weiterhin nimmt bei der Niederschlags-
vorhersage naturgemäß die Güte mit zunehmender Vorher-
sageweite ab. Daraus ergibt sich ein zentrales und nicht
vollständig aufzulösendes Dilemma; hydrologische Vorher-
sagen für kleine Einzugsgebiete benötigen (verglichen mit
der Situation für größere Einzugsgebiete) tendenziell Nie-
derschlagsvorhersagen (statt lediglich Niederschlagsbeob-
achtungen), welche allerdings aufgrund der Kleinskaligkeit
zwangsläufig ungenauer als für größere Einzugsgebiete
sind (vergleiche dazu auch Abbildung 2.3.2). Es lässt sich
also schlussfolgern, dass insbesondere für kleine Einzugs-
gebiete die Güte der hydrologischen Vorhersagen durch die
Güte der Niederschlagsvorhersagen limitiert ist. COLLIER
(2007) gelangt auf dieser Basis in seinem Überblicksarti-
kel zu den Grenzen der hydro-meteorologischen Vorher-
sagbarkeit von Flash Floods zu der wenig optimistischen
Einschätzung: „Nevertheless, it would be over optimistic to
expect the reliable spatially accurate quantitative prediction
of flash floods to extend beyond 1 or 2 hours ahead within
the next 10 years.”1
Schlussfolgerung 5: Insofern eine gewisse Vorwarnzeit
beabsichtigt ist und/oder eine Warnung für kleine Ein-
zugsgebiete erstellt werden soll, muss eine Vorhersage
von Wasserstand und Abfluss verfügbar sein. Mit zu-
nehmender Vorhersageweite sowie abnehmender Größe
des betrachteten Gebietes steigt die Unsicherheit der
Vorhersage und sinkt ihre Güte. v
1.5 Kleine, schnell reagierende
Einzugsgebiete und
Hochwasserfrühwarnung
Wie bereits erwähnt, gibt es keine feste Definition eines
„Hochwasserfrühwarnsystems”. UCAR (2010) gibt eine
recht breite Definition; ein wirksames Frühwarnsystem für
schnell reagierende Einzugsgebiete sollte folgendes leis-
ten:
1. Warnungen auf Basis von Beobachtungen und/oder
Vorhersagen erstellen,
2. Informationen über potentielle Risiken2 in die Warnung
integrieren,
1„Dennoch wäre es zu optimistisch zu erwarten, dass innerhalb der
nächsten zehn Jahre eine verlässliche und räumlich exakte Vorhersage
von Flash Floods mit einem Vorhersagezeitraum von mehr als ein oder
zwei Stunden möglich sei.”
2Wird Risiko im allgemein anerkannten Sinne des Hochwasserrisiko-
managements als Produkt von Eintrittswahrscheinlichkeit und Schadens-
ausmaß aufgefasst (vergleiche auch Abschnitt 1.2), so handelt es sich
dabei um eine sehr ambitionierte Forderung. Eher meint UCAR (2010) mit
„Risiken” potentielle Gefahren bei einem Sturzflutereignis, insbesondere
für Leib und Leben (beispielsweise das Betreten oder Durchfahren von
Unterführungen).
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Dauer des schnellsten Abflussanstieges
bis zum Beginn der Überschwemmungen
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Abbildung 1.5.1: Dauer des schnellsten Abflussanstieges bis zum Beginn der Überschwemmungen an Gewässern mit Einzugsgebie-
ten größer 50 km2. Dabei bedeuten die Farben rot: kleiner 3 Stunden; gelb: 3 bis 18 Stunden; grün: mehr als 18 Stunden.
3. eindeutige und zuverlässige Warnprodukte hinrei-
chend früh für Entscheidungsträger und potentiell Be-
troffene bereitzustellen,
4. Notfallplanung, -vorsorge und -übung gewährleisten,
um bei einer Warnung ein zielgerichtetes und effekti-
ves Handeln der Bewarnten sicherzustellen.
MANI ET AL. (2012) führen an, dass ein Frühwarnsystem
„Informationen für die Beurteilung der aktuellen Gefährdung
ausgehend von Hochwasser” liefern soll. Als zeitlichen Rah-
men für den Vorhersagezeitraum einer ersten Frühwarnung
nennen die Autoren dabei „einige Tage”. Weiterhin soll
dann – eher kurzfristig – die Warnung konkretisiert und prä-
zisiert werden. Diesen zweistufigen Ansatz schlägt auch
KUNDZEWICZ (2013) vor, für den ein Hochwasserfrühwarn-
system generell ein „Hochwasserbereitschaftssystem auf
kurzfristiger Ebene” darstellt. Ein kontinuierlicher Betrieb
wird als wichtiges Element erachtet, um überhaupt aus-
reichende Vorwarnzeiten gewährleisten zu können. Nach
KUNDZEWICZ (2013) ist die notwendige Vorwarnzeit abhän-
gig vom Verhältnis der Einzugsgebietsgröße zur Größe des
potentiell gefährdeten Gebiets.
Wie für den Begriff „Hochwasserfrühwarnsystem”, so
gibt es auch keine allgemein anerkannte Definition für „klei-
ne Einzugsgebiete”. Üblicherweise spricht man dann von
einem kleinen Einzugsgebiet, wenn bei intensiven Nieder-
schlagsbeaufschlagungen aufgrund der naturräumlichen
Gegebenheiten mit einer unverzüglichen Reaktion der Ab-
flussgeschehens zu rechnen sein wird; innerhalb von Minu-
ten oder Stunden nach Beginn eines Starkregenereignisse
kann es zu Hochwasser in Folge von Überflutung und/oder
Überschwemmung kommen. Das „Manual on Flood Fore-
casting and Warning” der WMO (WMO, 2011) spricht dann
von von Flash Floods, wenn Ereignisse kurzer Dauer mit
einem vergleichsweise hohen Scheitelabfluss einhergehen.
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Fasst man „kleine Einzugsgebiete” als Gebiete der
mittleren bis unteren Mesoskala auf („sub-mesoskalig”), so
würde das eine Fläche bis zu 100 km2 bedeuten (BECKER,
1992). HAPUARACHCHI ET AL. (2011) definieren Gebie-
te bis 300 km2 und einer Scheitelanstiegszeit von bis zu
sechs Stunden als kleine Einzugsgebiete. COLLIER (2007)
nennt für die USA eine Gebietsgröße bis 400 km2 und
wiederum eine Scheitelanstiegszeit von sechs Stunden.
Die für die Hochwasservorhersage zuständigen Behörden
Baden-Württembergs und Hessens definieren Gebiete bis
200 km2 als „klein”, in Rheinland-Pfalz setzt man die Gren-
ze bei 500 km2. PHILIPP ET AL. (2015) definieren kleine
Einzugsgebiete als „Gebiete, in denen die Prozesse der Ab-
flussbildung und Abflusskonzentration dominieren”, wobei
für den Festgesteinsbereich Sachsens eine Obergrenze
von 200 km2 festgelegt wird. Abbildung 1.5.1 zeigt die em-
pirisch ermittelte Dauer des schnellsten Abflussanstieges
bis zum Beginn der Überschwemmungen an den Gewäs-
sern Sachsens mit Einzugsgebieten größer 50 km2. Hier-
aus wird die Relevanz schnell reagierender Gebiete im
Freistaat Sachsen stark deutlich.
Wie bereits erwähnt muss der Skalenbereich für Be-
trachtungen im Sinne einer Hochwasserfrühwarnung auch
nach unten hin begrenzt werden, da bei sehr kleinräumi-
ger Herangehensweise lediglich die Abflussbildung eine
Rolle spielt. Bei hohen lokalen Niederschlagsintensitäten
(in deren Folge potentiell Infiltrations- oder Sättigungsüber-
schuss eintritt) kommt es örtlich zu einem fast zeitgleichen
Anstieg von Niederschlag und Abfluss. Der prädiktive Nut-
zen eines hydrologisch orientierten Frühwarnprodukts mit
Blick auf den Mehrwert gegenüber einer „klassischen” Wet-
terwarnung oder anderen auf Radardaten basierenden
Produkten ist umso geringer, je lokaler die Betrachtungs-
weise ist. Die hierin vorgestellte Strategie zur Hochwasser-
frühwarnung wird daher primär auf einen Skalenbereich
zwischen 25 bis 200 km2 fokussiert.
Schlussfolgerung 6: Den Fest- und Lockergesteinsbe-
reich Sachsens dominieren Gebiete, welche potentiell
die Genese von Sturzfluten begünstigen. Das betrifft so-
wohl die meteorologischen Bedingungen (Begünstigung
und Verstärkung von atmosphärischer Konvektion), als
auch morphologisch-topologisch-hydrologische Aspekte,
wie Hangneigung, Exposition, Gewässernetz sowie die




Die hier beschriebenen und diskutierten Systeme wurden
anhand der im Abschnitt 1.1 gegebenen Definition eines
Frühwarnsystems ausgewählt. Diese Auswahl stellt nur ei-
ne sehr kleine Teilmenge der weltweit vorhandenen opera-
tionellen Hochwasserfrühwarnsysteme dar und fokussiert
auf Mitteleuropa und hat demnach nicht den Anspruch auf
Vollständigkeit. Vielmehr soll so ein Schlaglicht auf typi-
sche Systeme geworfen werden. Auf eine systematische
Beschreibung der Philosophie und fachlichen Methodik der
jeweiligen Systeme wird verzichtet; hier wird auf Abschnitt
2.2 verwiesen.




Die regionsbezogene Hochwasserfrühwarnung für kleine
Einzugsgebiete in Baden-Württemberg wird von der Hoch-
wasservorhersagezentrale der Landesanstalt für Umwelt,
Messungen und Naturschutz für Einzugsgebiete kleiner
200 km2 bereitgestellt. Der Vorhersagezeitraum beträgt ma-
ximal 48 Stunden; für den Vorhersagezeitraum 24 bis 48
Stunden wird eine Art Abschätzung produziert. Die Früh-
warnkarten (siehe Abb. 1.6.1) werden mittlerweile bis zu
stündlich aktualisiert. Grundlage für die Ableitung von War-
nungen ist eine flächendifferenzierte, operationelle hydrolo-
gische Modellierung1, welche das gesamte Landesterrito-
rium erfasst. Die an den Modellknoten erzeugten Abfluss-
vorhersagen werden dann mit regionalisierten Scheitelab-
flüssen/Scheitelabflussspenden abgeglichen.
Nach einem bestimmten Regelsystem werden Kno-
ten innerhalb einer Warnregion (es werden die adminis-
trativen Grenzen der Landkreise verwendet), an welchen
der prognostizierte Abfluss bestimmte Jährlichkeiten er-
reicht/überschreitet, gewichtet und eine flächige Warnin-
formation abgeleitet. Es werden deterministische meteoro-
logische Antriebe, konkret COSMO-DE sowie ICON-EU2,
1Konkret kommt hier dasselbe System wie für die operationelle Erstel-
lung von pegelbezogenen Vorhersagen, nämlich LARSIM, zum Einsatz.
2Hat 2015 COSMO-EU abgelöst.
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(a) (b)
(c) (d)
Abbildung 1.6.1: Hochwasserfrühwarnung für kleine Einzugsgebiete in Baden-Württemberg, Hessen und Rheinland-Pfalz:
(a) Regionsbezogene Hochwasserfrühwarnung für Einzugsgebiete kleiner 200 km2 in Baden-Württemberg. Hydrologische Vorhersagen
werden zu Warninformationen mit Flächenbezug aggregiert (Quelle: http://www.hvz.baden-wuerttemberg.de).
(b) Hochwasserfrühwarnung für Einzugsgebiete kleiner 200 km2 in Hessen. Vorhersagesystem und Warnprodukt sind analog zu
Baden-Württemberg (Quelle: http://www.hochwasser-hessen.de).
(c) Hochwasserfrühwarnung für Einzugsgebiete kleiner 500 km2 in Rheinland-Pfalz. Vorhersagesystem sowie das generierte
Produkt ähneln stark den jeweiligen Entsprechungen in Hessen bzw. Baden-Württemberg. Entgegen den Frühwarnprodukten
Baden-Württembergs und Hessens werden vier statt drei Warnstufen sowie ein probabilistischer Antrieb verwendet (Quelle:
http://fruehwarnung.hochwasser-rlp.de).




verwendet. Zukünftig soll eine Zuordnung der Jährlichkeit
zu örtlichen Hochwassergefährdungen in kleinen Einzugs-
gebieten via Hochwassergefahrenkarten möglich sein.
Das Hessische Landesamt für Natur, Umwelt und Geo-
logie erstellt methodisch analog eine landkreisbezogene
Frühwarnkarte (siehe Abb. 1.6.1) für einen Vorhersagezeit-
raum bis 24 Stunden. Es kommt ebenfalls das Wasserhaus-
haltsmodell LARSIM zum Einsatz. Die räumliche Obergren-
ze der Gültigkeit der Warninformation wird mit 200 km2
angegeben. Das Warnprodukt wird derzeit noch lediglich
einmal täglich aktualisiert; damit ist die Güte der hydrologi-
schen Vorhersage sehr stark von der Qualität der verwen-
deten deterministischen quantitativen Niederschlagsvor-
hersage aus COSMO-DE/ICON-EU (siehe Abschnitt 2.1)
abhängig.
Ein weiteres Warnprodukt wird erstellt und ausgege-
ben vom Landesamt für Umwelt Rheinland-Pfalz, welches
generell den Hochwassermeldedienst im Land koordiniert.
Die Erstellung des Warnprodukts (siehe Abb. 1.6.1) äh-
nelt dem Verfahren in Hessen bzw. Baden-Württemberg;
es kommt abermals LARSIM als hydrologisches Modell
zum Einsatz. Der Vorhersagezeitraum beträgt 24 Stunden
und die Aktualisierung erfolgt nach jeweils 12 Stunden
(anlassbezogen in kürzeren Intervallen). Der wesentliche
Unterschied zu den vorgenannten System ist die Verwen-
dung probabilistischer Niederschlagsvorhersagen als An-
trieb (COSMO-DE-EPS), was eine häufigkeitsbezogene
Betrachtung bei der Ableitung von Warnprodukten erfordert
(siehe Abschnitt 2.7).1 Die Frühwarnung gilt für Einzugs-
gebiete kleiner 500 km2; seit 2017 wird sie nicht mehr für
Landkreise, sondern einzugsgebietsbezogen ausgegeben
(LFU, 2016).
1.6.2 Flash-Flood-Warnungen des European
Flood Awareness Systems
(EFAS-ERIC und ERICHA)
Das European Flood Awareness System EFAS nutzt flä-
chendifferenzierte, flächendeckende hydrologische Model-
lierung (mittels des Modellsystems LISFLOOD) in erster
Linie für pegelbezogenen Abflussvorhersagen für fast den
gesamten Kontinent. Technisch betrieben wird EFAS durch
das Europäische Zentrum für Mittelfristige Wettervorher-
1Streng genommen erfolgt hier keine „echte” (konditionale) Unsicher-
heitsverarbeitung sondern lediglich eine häufigkeitsbasierte Auswertung
auf Basis des unprozessierten („rohen”) Ergebnisensembles (siehe dazu
auch Abschnitt 2.5).
Abbildung 1.6.2: Ansicht des ERIC-Flash-Flood-Warnprodukts
für ein 147-km2-Kopfgebiet der Isar. Das Vorhersagesystem ver-
wendet das ECMWF-COSMO-LEPS-Ensemble als probabilisti-
schen Antrieb (Quelle: http://www.efas.eu).
sage (ECMWF) in Reading, entwickelt wird es durch das
EU Joint Research Centre (JRC) in Ispra. Durch den An-
trieb mit meteorologischen Ensemblevorhersagen (konkret
wird COSMO-LEPS-Output des ECMWF genutzt) können
probabilistische Vorhersagen mit über 130 Membern pro-
duziert und zu spezifischen Warnprodukten aggregiert wer-
den.
Mittels des gridbasierten hydrologischen Modells wer-
den zusätzlich auf täglicher Basis für kleine Einzugsgebiete
größer 25 km2 für einen Vorhersagezeitraum von bis zu
72 Stunden regionale, räumlich aggregierte Abflussspen-
den bestimmt und diese (auf Basis von Jährlichkeiten) mit
Schwellenwerten abgeglichen. Dabei kommt ein transien-
ter Abflussbeiwert zum Einsatz, um unter anderem die
Gebietsvorfeuchte zu berücksichtigen; die Methodik wird
als European Runoff Index based on Climatology – ERIC
bezeichnet (RAYNAUD ET AL., 2014). Durch den probabi-
listischen Antrieb kann eine probabilistische Frühwarnung
erfolgen, welche wie in Abbildung 1.6.2 gezeigt aufberei-
tet wird. Dabei kommt ein statistisches Postprocessing
zum Einsatz (siehe dazu Abschnitt 2.5). Bei EFAS handelt
es sich um ein nur den nationalen und regionalen euro-
päischen hydrologischen und meteorologischen Diensten
zugängliches System.
Seit März 2017 ist in EFAS der Output des European
Rainfall-Induced Hazard Assessment System (ERICHA)
verfügbar. ERICHA basiert auf einer schwellenwertbezo-
genen Bewertung kritischer Niederschlagsmengen aus ei-
nem Radar-QPE sowie einem Radar-Nowcasting-Produkt
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Abbildung 1.6.3: Hochwasserwarnkarte für kleine
und mittlere Einzugsgebiete in der Schweiz (Quelle:
http://www.naturgefahren.ch).
(Vorhersagezeitraum: 2 h). Hydrologische Aspekte wie Bo-
denfeuchte sowie die Abflusskonzentration werden berück-
sichtigt. Eine Bewertung oder gar Verifikation des ERICHA-
Produkts kann zum Redaktionsschluss dieses Berichts
nicht seriös vorgenommen werden. Allerdings ist hervorzu-
heben, dass das LHWZ als regionaler EFAS-Partner vollen
Zugriff auf ERICHA hat.
1.6.3 Hochwasserwarnung für kleine und
mittelgroße Fließgewässer in der
Schweiz
In der Schweiz ist der hydrologische Dienst beim BAFU
(Bundesamt für Umwelt) angesiedelt. Dort wird auf Basis
flächendifferenzierter, probabilistisch angetriebener hydro-
logischer Modellierung unter anderem einmal täglich eine
„Hochwasserwarnkarte für kleine und mittelgroße Fließ-
gewässer” erstellt (siehe Abb. 1.6.3). Die räumliche und
zeitliche Gültigkeit der Warninformationen wird nicht weiter
spezifiziert oder kommuniziert. Es gibt generell für kleine
und mittelgroße Gewässer nur zwei Gefahren1: keine oder
geringe Gefahr (grün) und „Hochwasserdisposition” (ohne
Angabe zum Schweregrad; gelb). Dabei erfolgt die Zuord-
nung zur Kategorie „Hochwasserdisposition” (gelb) ab ca.
HQ(2).
1Obgleich auf dem Portal von „Gefahr” gesprochen wird, müsste nach
Definition in Abschnitt 1.2 hier eher von „Gefährdung” die Rede sein.
Abbildung 1.6.4: Die Warnprodukte des BAFU begleiten-
de Beschreibung von Gefahrenstufe mit Verhaltensemp-
fehlungen, beispielhaft für die Gefahrenstufe 2 (Quelle:
http://www.naturgefahren.ch).
Besonders hervorzuheben sind die neben den Warn-
karten und Erläuterungen der sog. Gefahrenstufen bereit-
gestellten Verhaltensempfehlungen (siehe Abb. 1.6.4; bei-
spielhaft für die Gefahrenstufe 2). Weiterhin interessant
ist die Bereitstellung eines Rückmeldeformulars für den
Nutzer, um zum einen Feedback zur Nutzbarkeit der Warn-
produkte zu ermöglichen und zum anderen im Nachgang
nutzerseitige Informationen über kleinräumige Ereignisse
zu sammeln.
1.6.4 Flash Flood Guidance
Flash Flood Guidance (FFG) ist ein wichtiges und das welt-
weit am häufigsten verwendete Konzept bei der Ableitung
von Hochwasserfrühwarnungen für kleine, schnell reagie-
rende Einzugsgebiete (siehe auch Abschnitt 2.2). Der ge-
nerelle Ansatz dabei ist, eine kritische Regenmenge zu
ermitteln, welche in einer gewissen Zeit in der Zukunft2 zu
beginnender Ausuferung kleiner Gewässer führt. Diese kri-
tische Regenmenge wird abhängig von Bodenfeuchte und
Schneerücklage mittels deterministischer hydrologischer
2Zumindest in den USA wird für den Fall, dass beim Abgleich mit
Niederschlagsvorhersagen FFG-Werte erreicht werden, eine sogenannte
„Flash Flood Watch” herausgegeben, welche zwar einen gewissen Vorher-
sagezeitraum abdeckt, aber zwangsläufig mit Unsicherheiten behaftet ist
(aufgrund der Unsicherheiten bei der quantitativen Niederschlagsvorher-
sage; siehe auch Abschnitt 2.1). Die eigentliche Warnung („Flash Flood
Guidance”) erfolgt dann erst bei Vorliegen von entsprechend kritischen
beobachteten Niederschlagsmengen (vorzugsweise aus Radar abgleitet);
die Vorhersageweite des Produkts ist damit auf die Reaktionszeit des




Abbildung 1.6.5: Flash Flood Guidance für die USA für eine
Andauer von sechs Stunden; Niederschlagshöhen sind in Zoll
angegeben (Quelle: http://www.srh.noaa.gov/rfcshare/ffg.php).
Modellierung1 gewissermaßen vorberechnet und im opera-
tionellen Betrieb räumlich differenziert zu Warnprodukten,
spezifisch für bestimmte Andauern, verarbeitet. Abbildung
1.6.5 zeigt beispielhaft das US-FFG-Produkt (erstellt und
herausgegeben vom National Weather Service) für eine
Andauer von sechs Stunden.
Basierend auf einer Absichtserklärung zwischen der
WMO und verschiedenen US-Behörden wurde das FFG-
Konzept mittlerweile für eine Reihe von Ländern weltweit
implementiert, darunter sieben Länder in Zentralamerika,
vier im Mekong-Einzugsgebiet, Haiti und Dominikanische
Republik, Pakistan, acht Länder in der Region Schwarzes
Meer/Mittlerer Osten, sieben in Südafrika sowie Mexiko.
1.6.5 Warndienst Binnenhochwasser
Hamburg
Der Warndienst Binnenhochwasser Hamburg wird vom
Landesbetrieb Straßen, Brücken und Gewässer betrieben.
Methodisch handelt es sich um ein klassifizierendes, nie-
derschlagsvorhersagegetriebenes sowie pegelbezogenes
Hochwasserfrühwarnsystem. Lediglich die zum Vorhersa-
gezeitpunkt aktuelle Wasserführung an den Vorhersagepe-
geln sowie die quantitative Niederschlagsvorhersage aus
COSMO-DE werden klassifiziert einbezogen und daraus
drei Warnstufen („keine, mittlere, hohe Warnstufe”) abgelei-
tet und auf einer Karte dargestellt (siehe Abbildung 1.6.6).
Die dafür angesetzten Klassengrenzen basieren auf den
Kriterien von Wetter- und Unwetterwarnungen des Deut-
1Der verwendeten Modelle/Ansätze sind – auch innerhalb der USA
– nicht homogen. Das betrifft Methodik, verwendete Antriebsdaten, aber
auch das Aktualisierungsintervall. Details zu regionsspezifischen FFG-
Setups geben beispielsweise CLARK ET AL. (2014).
Abbildung 1.6.6: Klassifikationsbasierte Warnkarte des Warn-
dienstes Binnenhochwasser Hamburg. Aktuelle Pegelstände und
Niederschlagsvorhersagen werden klassifiziert und zu einer War-
nung verarbeitet (Quelle: https://www.wabiha.de).
schen Wetterdienstes; im Falle einer Warnung vor extre-
men Unwetter ist allein diese die Grundlage für die Gesamt-
warnstufe. Der Vorhersagezeitraum beträgt 24 Stunden,
das Aktualisierungsintervall drei Stunden. Generell gilt die
Warnung für den gesamten Vorhersagezeitraum, allerdings
wird der Zeitpunkt/Intervall der größten Stundensumme in
der Niederschlagsvorhersage mit angegeben.
1.6.6 Hochwasserfrühwarnung der
Kachelmann GmbH
Der private Wetterdienst Kachelmann GmbH bietet seit Juli
2016 ein frei via Internet verfügbares Produkt2 zur Abschät-
zung der regionalen Überflutungsgefährdung an (siehe
Abb. 1.6.7). Basierend auf Radardaten3 wird – mittels undo-
kumentierter Methodik – die Überflutungsgefährdung mit
ihrer räumlichen Ausdehnung und in drei Stufen („mäßig,
groß, extrem”) angegeben. Wie bereits in Abschnitt 1.4
ausgeführt, kann mit dieser Philosophie bestenfalls eine
Vorhersageweite in der Größenordnung der Reaktionszeit
2Wortmeldungen der Kachelmann GmbH auf Twitter zufolge ist ein
App-basierter Push-Nachrichtendienst geplant. Seit August 2016 ist das
Frühwarnprodukt zunächst über das Portal www.meteosafe.com kosten-
frei per Email abonnierbar, danach soll es laut Angaben auf dem Portal
die Möglichkeit geben, Textnachrichten zugestellt zu bekommen.
3Fortlaufende Beobachtung des Produkts lassen vermuten, dass
die 24-, 6- und 1-stündigen Regensummen für die Erstellung gewichtet
bewertet werden. Das Produkt wird 5-minütig aktualisiert; mutmaßlich
kommt das vom DWD bezogene RX-Produkt zum Einsatz, welches mit
einer nicht dokumentierten Methodik quantifiziert wird. Solch eine erste
Quantifizierung überschätzt häufig die Niederschlagsintensitäten (siehe
Abschnitt 2.1).
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Abbildung 1.6.7: Hochwasserfrühwarnkarte des privaten Wet-
terdienstes Kachelmann GmbH. Das Produkt basiert mut-
maßlich ausschließlich auf der Bewertung bereits gefal-
lener Niederschläge (sichtbar im Hintergrundfeld; Quelle:
http://www.kachelmannwetter.com).
des vom Niederschlag betroffenen Gebiets erreicht werden.
Besonders bei lokalen Extremereignissen liegt die Reakti-
onszeit im Bereich von weniger als einer Stunde; bei massi-
ven Niederschlagsintensitäten kann es durchaus zu einem
fast zeitgleichen Anstieg von Niederschlag und Abfluss
kommen. Hydrologische Aspekte wie Vorfeuchte, Gebiets-
eigenschaften etc. gehen offenbar bei der Erstellung des
Warnprodukts nicht ein (im Gegensatz beispielsweise zu
ERICHA, vergleiche Abschnitt 1.6.2). Der prädiktive Nutzen
des Produkts mit Blick auf den Mehrwert gegenüber einer
„klassischen” Wetterwarnung oder anderen, hochfrequent
verfügbaren quantitativen Radarprodukten ist daher eher
als gering einzuschätzen; es liegen zum Produkt weiterhin
keinerlei Verifikationsuntersuchungen vor. Nach der hierin
gewählten Definition (siehe Abschnitt 1.1) handelt es sich
bei dem Produkt aber um eine Hochwasserfrühwarnung.
1.6.7 Amtliche Wetterwarnungen des
Deutschen Wetterdienstes
Da kleinräumige Hochpassereignisse zuvorderst nieder-
schlagsgetrieben sind, sollen an dieser Stelle auch die amt-
lichen Wetter- und Unwetterwarnungen1 des Deutschen
Wetterdienstes erwähnt werden (siehe Abb. 1.6.8), obgleich
1Zusätzlich gibt es noch die sogenannte „Vorabinformation Unwetter”.
Abbildung 1.6.8: OpenLayers-basierte Ansicht von DWD-
Warnungen (mit freundlicher Genehmigung von Manuel Voigt,
DWD-RWB Leipzig). Im Juli 2016 stellte der DWD sein System
von landkreis- (ca. 400 in Deutschland) auf gemeindebezoge-
ne (ca. 10.000 Teilflächen) Warnungen um. OpenLayers ist eine
JavaScript-Bibliothek zur Anzeige von Geodaten in einem Web-
browser.
es sich dabei nicht um eine Hochwasserfrühwarnung im
engeren Sinne handelt. Dennoch erlauben die abgestuften
Warnungen, besonders bezüglich des Kriteriums „Stark-
regen”, eine gute Abschätzung der Hochwasserneigung,
jedoch ohne beispielsweise die hydrologischen Vorbedin-
gungen mit einzubeziehen. Ein großer Vorteil der DWD-
Warnungen ist, dass diese bereits vor dem Auftreten re-
levanter Niederschlagsmengen ausgegeben werden und
stets eine Experteneinschätzung beinhalten. Nicht uner-
wähnt soll auch bleiben, dass seit geraumer Zeit mit der
amtlichen App „WarnWetter” ein Tool existiert, mit dem sich
jeder potentiell Betroffene zielgenau und gewissermaßen
maßgeschneidert vor Wettergefahren warnen lassen kann.
1.6.8 Kurze Gegenüberstellung und
Diskussion der vorgestellten
operationellen Systeme
Tabelle 1.6.1 stellt die vorgestellten Frühwarnsysteme hin-
sichtlich einiger wichtiger Kriterien gegenüber. Legt man
diese – natürlich sehr begrenzte – Auswahl zugrunde, las-
sen sich einige Kernaussagen herausstellen und zusam-
menfassen:
ä Es gibt entweder auf operationeller hydrologischer
Modellierung basierende Systeme (Antrieb mit meteo-
rologischen Beobachtungen und Vorhersagen) oder
29
1 Einleitung
Tabelle 1.6.1: Gegenüberstellung der vorgestellten Hochwasserfrühwarnsysteme.













Hochwasserfrühwarnung Einzugsgebiete Landkreise 24 (48) 1# hM d
Baden-Württemberg kleiner 200 km2
Hochwasserfrühwarnung Einzugsgebiete Landkreise 24 24∼ hM d
Hessen kleiner 200 km2
Hochwasserfrühwarnung Einzugsgebiete Einzugs- 24 12∼ hM p
Rheinland-Pfalz kleiner 500 km2 gebiete§
EFAS-ERIC/ERICHA Einzugsgebiete Gerastert 72 24 hM p
(EU JRC Ispra) größer 25 km2
Warnung für kleine Kleine und mittlere Einzugs- 24 24 hM p
Gewässer Schweiz Gewässer gebiete
Flash Flood Guidance Einzugsgebiete Gerastert Variabel Meist 24 hM+ d
Warndienst Binnnen- Einzugsgebiete Einzugs- 24 3 K d
hochwasser Hamburg gebiete
HW-Frühwarnung – Gerastert Reaktions- 5-minütig N –
Kachelmann GmbH zeit
DWD-Warnungen – Landkreise* Variabel Laufend E d, p
§Bis 2016: Landkreise (LFU, 2016); *seit Juli 2016 auch Gemeinden; #Differenz Bereitstellungszeit zu Vorhersagezeitpunkt ein bis zwei Stunden;
∼anlassbezogen kürzeres Aktualisierungsintervall; +hier wird die hydrologische Modellierung „vorab”, also nicht operationell durchgeführt; eigentlicher
Modellinput im operationellen Betrieb: beobachtete/vorhergesagte Niederschläge; hM: deterministische hydrologische Modellierung; K: Klassifikati-
onsansatz; N: lediglich Niederschlag wird verwendet; E: Experteneinschätzung auf Basis weitgehend automatisierter Guidance; d: deterministischer
QPF-Antrieb (QPF: Quantitative Precipitation Forecast – siehe Abschnitt 2.1); p: probabilistischer QPF-Antrieb.
Systeme, welche ohne aufwändige operationelle hy-
drologische Modellierung auskommen.
ä Der typische Vorhersagezeitraum ist 24 Stunden; ty-
pisch ist weiterhin die mindestens tägliche Aktualisie-
rung der generierten Warnprodukte.
ä Probabilistische Antriebe bzw. probabilistische Metho-
den sind durchaus verbreitet.1
ä Kategorisierte „Ampelkarten” scheinen ein beliebtes
Warnprodukt zu sein.
ä Meist werden zwei bis fünf „Gefahren-”, „Gefährdungs-
” oder „Warnstufen” verwendet, wobei deren spezifi-
1Thomas Adams, Herausgeber von ADAMS & PAGANO (2016)
bemerkt dazu in einem Interview (http://hepex.irstea.fr/flood-forecasting-
systems-around-the-world-interview-with-thomas-adams-and-tom-
pagano/): „A few countries have ensemble products, including public
products, but generally it has been an uneasy transition from deterministic
to probabilistic products. I would liken it to the transition from point-based
to graphical products in weather forecasting; initially there were difficulties
and frustrations and questions about if this is what the user wanted and
how we can keep experts in the loop... But now it is almost taken as
given. There still is a major challenge with end-users accepting and
understanding probabilistic forecasts — much needs to be done on this
front.”
sche Bedeutung von Fall zu Fall unterschiedlich sein
kann.
ä Warninformationen werden meist räumlich aggregiert
(z. B. auf Landkreisebene) oder ein gerastertes Pro-
dukt abgeleitet.
Bemerkenswert ist, wenn man den aufgeführten Systemen
pauschal denselben Zweck (Hochwasserfrühwarnung) zu-
erkennt, der krasse Unterschied bezüglich des jeweils zu
treibenden methodischen und operationellen Aufwandes,
vergleicht man beispielsweise das Kachelmann-System
(lediglich Bewertung von Regensummen) mit EFAS-ERIC
(flächendifferenzierte, deterministische hydrologische Mo-
dellierung mit Antrieb durch probabilistische meteorologi-
sche Vorhersagen).2
2Der methodische und operationelle Aufwand ergibt sich hier aus
vielen Belangen, wie Handling der Inputdaten, Datenassimilation, Verar-
beitung und Propagierung der Inputparameterunsicherheit („Datenunsi-
cherheit”), Berücksichtigung weiterer Unsicherheitsquellen (Modell- und
Prozessparameterunsicherheit), probabilistische Bewertung der Modeller-
gebnisse, rechentechnischer Aufwand beim Betrieb, Aufwand bei Nach-
führung (siehe Abschnitt 2.3), Fehlerkorrektur sowie Prozessparameter-
bestimmung (Kalibrierung), um nur die wichtigsten zu nennen.
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Hier wird erneut die ganz zentrale Frage bei der Hoch-
wasserfrühwarnung für kleine, schnell reagierende Einzugs-
gebiete aufgeworfen: Welchen Mehrwert (i. S. des prädikti-
ven Nutzens) haben bestimmte, eher hydrologisch orien-
tierte Ansätze, gegenüber einer Warnung, welche lediglich
auf der Bewertung von gefallenem bzw. vorhergesagtem
Niederschlag beruht? Oder – aus einem etwas anderen
Blickwinkel – rechtfertigt die erwartungsgemäß große Un-
sicherheit in den Input- bzw. Vorhersagedaten (v. a. bei
sommerlichen, konvektiv geprägten Starkregen) die Ver-
wendung des einen oder des anderen Ansatzes? Diese
und verwandte Fragen sollen im vorliegenden Bericht –
zumindest für Sachsen – geklärt werden (siehe Teil II).
Schlussfolgerung 7: Es gibt kein standardisiertes
Hochwasserfrühwarnsystem; jedes Frühwarnsystem soll-
te einen starken regionalen Bezug bei Konzeption und
Betrieb haben. Bemerkenswert ist die zunehmende Ver-
arbeitung probabilistischer Antriebe, insbesondere bei
der Ganglinienvorhersage. Probabilistische Vorhersage-
produkte hingegen werden derzeit noch eher Fachnut-
zern vorbehalten. v
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2 Stand der Technik, Methoden, Werkzeuge zur
Hochwasserfrühwarnung für kleine
Einzugsgebiete
Für die kontinuierliche Bereitstellung von Produkten
zur Hochwasserfrühwarnung ist die operationelle Erhe-
bung, Analyse und Verarbeitung von (insbesondere me-
teorologischen) Antriebsdaten, der operationelle Betrieb
hydrologischer Modelle sowie die Erzeugung von geeigne-
ten Warnprodukten und deren Kommunikation notwendig.
Kurzum, es ist eine ganzheitliche Betrachtung erforder-
lich, wenn es darum geht, ein operationelles Hochwasser-
frühwarnsystem zu konzipieren und zu betreiben (siehe
Abbildung 2.0.1). Dieses Kapitel soll dafür in der gebote-
nen Breite und in hinreichender Tiefe die methodischen
Grundlagen liefern, welche im Rahmen einer effektiven,
verlässlichen und adressatengerechten Hochwasserfrüh-
warnstrategie antizipiert werden müssen.
Effektiv meint, dass die Frühwarnung so beschaffen ist,
dass sie überhaupt beim Nutzer einen potentiellen Nutzen
entfalten kann; niemandem nützt beispielsweise eine War-
nung, ohne dass mindestens ein für den Nutzer spezifisch
notwendiger Vorhersagezeitraum abgedeckt wird.
Verlässlich bedeutet, dass es ein ausgewogenes,
durch den Nutzer verstandenes und akzeptiertes Verhält-
nis zwischen richtig/falsch positiven/negativen Vorhersa-
gen bzw. Warnungen gibt (siehe dazu auch Tabelle 2.0.1).
Letztendlich sind nämlich für den Empfänger nur die im Sin-
ne von Tabelle 2.0.1 „richtigen” Vorhersagen auch wirklich
richtig (grün hinterlegt). Falsch positive Vorhersagen (wird
gemeinhin aus „Fehlalarm” bezeichnet; gelb hinterlegt) be-
deuten zwar, dass tatsächlich kein Ereignis aufgetreten ist,
sie schmälern aber u. a. die Glaubwürdigkeit der Warnung.
Der ungünstigste Fall ist sicherlich der einer falsch negati-
ven Vorhersage (kein Ereignis vorhergesagt, aber Ereignis
eingetreten – rot hinterlegt).
Schließlich muss eine Warnung adressatengerecht
sein. Der Empfänger muss in die Lage versetzt werden,
die in der Warnung enthaltenen Informationen in konkrete
Entscheidungen einfließen zu lassen; die Warnung soll-
Tabelle 2.0.1: Standard-Kontingenztafel zur Illustration der ver-





Kein Ereignis Falsch Richtig
vorhergesagt negativ negativ
te die Qualität der daraufhin erfolgenden Handlungen so
beeinflussen, dass für den Empfänger ein Nutzen entsteht.
Schlussfolgerung 8: Ein Frühwarnsystem muss effek-
tiv, verlässlich und adressatengerecht sein. Ein umfas-
sendes Frühwarnsystem kann nicht nur Module zur Er-
stellung der eigentlichen Warnprodukte enthalten; viel-
mehr sollten Aspekte wie Verteilung von Warnungen,
Risikokommunikation, Informations- und Verhaltensvor-
sorge sowie Grundlagenerhebungen (z. B. Ereignisana-
lysen) in einem ganzheitlichen Frühwarnkonzept Nieder-
schlag finden. v
2.1 Meteorologische Grundlagen
und Produkte (QPEs, QPFs)
Die hierin im Fokus stehenden Ereignisse sind in der Mehr-
zahl direkt niederschlagsgetrieben (siehe Abschnitt 1.1).
Daher ist die raum-zeitlich hoch aufgelöste Erfassung des
Niederschlags für die Bewertung der aktuellen und weite-
ren Gefährdungssituation durch kleinräumige Überschwem-
mungen bzw. Überflutungen unabdingbar. Zur Erweiterung
des Vorhersagezeitraums sind weiterhin Vorhersagen des
Niederschlagsverlaufs in Raum und Zeit unumgänglich
(siehe Abschnitt 1.4).
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Abbildung 2.0.1: Aspekte bei der operationellen Erstellung und Verteilung von Warnungen im Sinne eines ganzheitlichen Hochwas-
serfrühwarnsystems (in Anlehnung an UCAR, 2010).
2.1.1 Verfahren der Niederschlagsschätzung
(QPE)
Die raum-zeitliche Erfassung des Niederschlagsverlaufs
zur Ableitung eines sogenannten QPE (Quantitative Preci-
pitation Estimate) kann im Wesentlichen auf den folgenden
drei Prinzipien basieren, wobei für die operationelle Hoch-
wasservorhersage vor allem die ersten beiden Verwendung
finden:
1. Bodenmessung am Punkt (direkte Erfassung),
2. bodengestützte Fernerkundung sowie
3. luft- oder raumgestützte Fernerkundung.
Bodenmessungen am Punkt werden mit sogenannten Om-
brometern (Regenschreiber) durchgeführt. Es kommen in
der Regel wägebasierte Systeme1 oder Kippwaagen2 zum
1Das Prinzip ist hier die durch den Niederschlag verursachte Ände-
rung des Gewichts eines Sammelbehälters zu erfassen und daraus auf
die auf eine Auffangfläche definierter Größe aufgetroffene Niederschlags-
menge zu schließen.
2Hier wird der aufgefangene Niederschlag auf ein kippend gelagertes
System geführt, wo wechselseitig in einem kleinen Auffanggefäß eine
bestimmte Regenmenge gesammelt werden kann. Ist ein Gefäß voll,
kippt es nach unten und damit das zweite Gefäß nach oben, welches nun
befüllbar ist. Beim Kippen wird ein Kontakt geschlossen. Zwischen der
Kippfrequenz und dem zeitlichen Intensitätsverlauf des Niederschlags
wird im Labor durch Auswertung von Beregnungsversuchen ein funktiona-
ler Zusammenhang (i. S. einer Eichbeziehung) hergestellt.
Einsatz. Regensammler (z. B. wie der allseits bekannte
„Hellmann”) kommen mit Blick auf die Anforderungen der hy-
drologischen Vorhersage in kleinen, schnell reagierenden
Einzugsgebieten nicht in Frage, da mit ihnen nur totalisie-
rende Messungen möglich sind und die Niederschlagshöhe
meist nur täglich (oder seltener) bestimmt wird.
In den letzten Jahrzehnten unverzichtbar geworden für
die operationelle Hydrologie sind Verfahren der bodenge-
stützte Fernerkundung, zuvorderst die radarbasierte Nie-
derschlagserfassung. Der Vorteil dabei ist, dass quasi in
Echtzeit die Niederschlagsverteilung über einem großen
Gebiet zumindest qualitativ erfasst werden kann. Radarver-
fahren beruhen dabei auf Emission von Mikrowellen (meist
im Gigahertzbereich) und der Messung reflektierter Signal-
anteile. Befindet sich Wasser in Form von Hydrometeoren
im Signalweg, so wird aufgrund der Dipoleigenschaften des
Wassermoleküls das Signal stärker reflektiert. Die funk-
tionale Beziehung zwischen Reflektivität und Regenrate
(Z -R-Beziehung) ist dabei eine nichtlineare Beziehung in
der Form:3
Z = aRb (2.1.1)
mit der Reflektivität (oder Reflektivitätsfaktor) Z (in der
Einheit mm6 ·m−3), der Niederschlagsrate R (in mm · h−1)
3Es existiert heutzutage ein ganzer Zoo an Z -R-Beziehungen, mit
teilweise wesentlich komplexerer mathematischer Form.
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Abbildung 2.1.1: Sechsstündige Radar-QPEs für Sachsen, 27.07.2016, 14:50 Uhr MESZ. Links: basierend auf kumulierten, mit einer
Standard-Z -R-Beziehung quantifizierten Fünfminutendaten; rechts: basierend auf angeeichten Stundensummen (RADOLAN-RW-
Produkt). Man beachte die erheblichen lokalen Überschätzungen (teilweise größer 30 %) durch das Echtzeit-QPE im Bereich großer
Intensitäten (Bildquelle: http://www.kachelmannwetter.com; Datenquelle: DWD).
sowie den beiden empirischen Koeffizienten a und b (beide
dimensionslos). Meist wird die Reflektivität in der loga-
rithmischen Einheit dBZ angegeben unter Nutzung der
Beziehung:
ZdBZ = 10 · log(a · Rb) (2.1.2)
Wesentlichen Einfluss auf die Wahl der empirischen
Parameter a und b hat zunächst das Tropfenspektrum der
Hydrometeore, welches von der Radarmessung per se
nicht erfasst werden kann1. Dafür kommen sogenannte Dis-
trometer2 zum Einsatz. Oftmals werden aber im Echtzeitbe-
trieb Standard-Z -R-Beziehungen verwendet (die dafür vom
DWD empfohlene Methodik findet sich beispielsweise bei
DWD, 2015). Das so erhaltene QPE weist aber – bezogen
auf die Niederschlagsrate am Boden – durchaus Fehler in
der Größenordnung von −100 bis +50 % auf (siehe auch
Abbildung 2.1.1). Einen guten Überblick über Grundlagen,
Theorie und Methoden der operationellen Radarmeteorolo-
gie bietet PETERS (2008).
Aufgrund der angesprochenen verfahrensbedingten
Fehler gab es seither Bestrebungen, das initial durch Ra-
1Einschränkend muss hier bemerkt werden, dass moderne Dualband-
Radare es erlauben, die horizontale und vertikale Ausdehnung von Hydro-
meteoren abzuschätzen. Dualband-Daten sind damit durchaus für eine
erste Hydrometeorklassifikation geeignet.
2Das Tropfenspektrum kann mit verschiedenen Verfahren ermittelt
werden. Beispielsweise kommen bodengebundene Systeme zum Einsatz,
bei denen eine Membran die Größe der auftreffenden Tropfen registriert
(„klassisches Distrometer”). Es gibt daneben eine Vielzahl weiterer Ver-
fahren, z. B. auf Basis von Laser-Messungen, auf die hierin allerdings
nicht eingegangen werden kann.
dar gewonnene QPE zu verbessern. Mit der Verfügbar-
keit von Ombrometerdaten in naher Echtzeit haben sich
vor allem sogenannte „Aneichverfahren” etabliert. Das Ziel
hierbei ist es – mit vielfältigen Methoden – unter Kenntnis
der Bodenniederschläge am Punkt das primäre QPE zu
verbessern und an den Bodenbeobachtungen zu Kondi-
tionieren. Für Deutschland ist sicher das DWD-Verfahren
RADOLAN (DWD, 2004) besonders hervorzuheben, wel-
ches mittlerweile eine Vielzahl von quantifizierten Radar-
produkten bereitstellt. Auf Detailfragen der Radarmeteoro-
logie, wie beispielsweise Messtechnik, Datenverarbeitung,
Fehlerkorrektur, Aneichung, Merging etc. kann hierin nicht
eingegangen werden; stattdessen soll auf die einschlägige
Literatur verwiesen werden.
Dennoch an dieser Stelle kurz der Hinweis: die Stärken
radarbasierter Verfahren in der Hydrometeorologie liegen
ganz Eindeutig in der raum-zeitlich hoch aufgelösten Quan-
tifizierbarkeit von Niederschlag (das schlagende Argument
für den Einsatz solcherlei Produkte in der operationellen
Hydrologie, insbesondere der kleinräumigen Hochwasser-
vorhersage). Dennoch bedingt das indirekte Messprinzip
natürlich zwangsläufig Quantifizierungsfehler. So ist all-
seits bekannt, dass radarbasierte QPEs häufig stratiforme
Niederschläge unterschätzen (siehe dazu auch Abschnitt
6.3.4). Damit sind Radar-Niederschläge nur bedingt für
klimatologische Untersuchungen geeignet, obgleich es ak-
tuell beispielsweise seitens des DWD Bestrebungen gibt
(DWD, 2016), auch auf Basis von Radardaten klimato-
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logisch gültige Aussagen abzuleiten (u. a. mit Blick auf
Starkregenhäufigkeiten).
Die dritte Gruppe der Verfahren zur Ermittlung eines
QPE wird von luft- und raumgestützten Fernerkundungs-
verfahren gebildet. Luftgestützte Verfahren sind eher ex-
perimenteller oder ereignisbezogener Natur (z. B. bei Wir-
belstürmen) und beruhen meist ebenfalls auf Radarmes-
sungen. Bei den raumgestützten Verfahren sind wieder-
um radarbasierte Sensoren wie TRMM-PR1 oder GPM-
DPR2anzutreffen. Generell ist aber die Genauigkeit solcher
raumbasierter Radarmessungen im Vergleich zu terrestri-
schen Messungen als wesentlich geringer einzuschätzen;
der Vorteil liegt hier klar im Abdecken sehr großer Bereiche
sowie unzugänglicher, datenarmer Regionen der Erde.
Ein mittlerweile für langfristige wasserhaushaltliche
Betrachtungen großer kontinentaler Einzugsgebiete inter-
essante Mission stellt GRACE3 dar, wo über die Messung
von Änderungen des Erdschwerefeldes u. a. Rückschlüsse
auf atmosphärische Feuchteflüsse und die klimatologische,
raum-zeitliche Entwicklung von Niederschlägen möglich
sind. Eine Nachfolgemission für GRACE ab 2017 ist in
Planung.
Jedes Verfahren zur Ableitung eines QPE hat Vor- und
Nachteile, welche im Lichte der operationellen Anforde-
rungen für ein Hochwasservorhersagesystem besonders
gewichtet werden müssen (siehe Tabelle 2.1.1). Jedes Ver-
fahren wird andere Ergebnisse liefern (siehe Abbildung
2.1.2). Letztendlich ist und bleibt die wahre raum-zeitliche
Verteilung des Niederschlags unbekannt! Allerdings ist un-
strittig, dass die Verwendung von Radar-QPEs geradezu
unabdingbar für operationelle hydrologische Anwendungen




Die Erstellung einer quantitativen Niederschlagsvorhersa-
ge (oder Quantitative Precipitation Forecast – QPF) gehört
zu den schwierigsten Aufgaben der Wettervorhersage. Hier-
1Precipitation Radar and Bord des Erdbeobachtungssatelliten TRMM
(Tropical Rainfall Measuring Mission), welcher über 17 Jahre lang bis April
2015 im Dienst war.
2Die Nachfolgemission von TRMM wird durch den Satelliten GPM
(Global Precipitation Measurement) geleistet, welcher neben einen
Dualband-Radar mit einer Mikrowellenkamera ausgerüstet ist.
3Gravity Recovery And Climate Experiment.
für gibt es zwei Ursachen: Erstens ist Niederschlag keine
raum-zeitlich kontinuierliche Feldgröße, wie beispielsweise
die Temperatur oder der Luftdruck. Der Ort und die Zeit des
Auftretens von Niederschlag sowie seine Menge sind mit
deterministischen Methoden nur sehr schwer vorherzusa-
gen. Die Vorhersagefehler steigen dabei mit zunehmender
Vorhersageweite sowie mit stärkerer Lokalität und Inten-
sität eines Ereignisses (also insbesondere für konvektive
Starkregenereignisse).
Die Zweite Ursache ist, dass bei den üblichen Metho-
den der Numerischen Wettervorhersage (oder Numerical
Weather Prediction – NWP) der Niederschlag eine diagnos-
tische und keine prognostische Variable ist. Konkret heißt
das, dass er nicht direkt in den Modellgleichungen ent-
halten ist (wie im Gegensatz dazu Druck, Feuchte, Wind,
Temperatur etc.), sondern Niederschlag mit eingebetteten
Ansätzen („Mikrophysik”) modelliert werden muss. Das hat
zur Folge, dass in den letzten Jahren mit besserer Verfüg-
barkeit von Rechenleistung sowie besserer numerischer
Methoden sehr wohl die Vorhersage prognostischer Feld-
größen deutlich verbessert werden konnte, die eventuell
zunächst simpel anmutende Vorhersage „Niederschlag am
morgigen Tag: ja/nein?” sich aber aus den vorgenannten
Gründen heute mit NWP nicht wesentlich verlässlicher an-
stellen lässt, als vor 15 Jahren (BAUER ET AL., 2015). Viel-
mehr noch trifft das Gesagte auf die Vorhersage konkreter
Mengen zu.
Aufgrund dieser fundamentalen Limitierungen und des
generell erratischen Charakters von Niederschlag, versucht
man durch die Verwendung von Ensemble-Techniken die
Güte von Niederschlagsvorhersagen zu verbessern (siehe
auch Abschnitt 2.5.2). In der Regel wird durch die Stö-
rung (Perturbation) von Anfangs- und Randbedingung des
NWP-Systems versucht, die stochastische raum-zeitliche
Entwicklung des Niederschlags in der Vorhersage besser
zu repräsentieren. Die so gewonnenen probabilistischen
Vorhersagen können unter Umständen einen prädiktiven
Mehrwert verglichen mit deterministischer Modellierung
liefern. Generell ist aber sowohl die Erstellung als auch
die weitere Verarbeitung (z. B. als Antrieb für hydrologische
Vorhersagen) von probabilistischen QPFs mit erheblichem
Mehraufwand gegenüber einem deterministischen Vorge-
hen verbunden. Es ist daher aus Sicht der operationellen
Hydrologie für konkrete Anwendungsfälle zu prüfen, ob
eine probabilistische Vorhersagestrategie tatsächlich ei-
nen Nutzen bietet (für einen umfassenden Anwendungsfall
aus Rheinland-Pfalz siehe beispielsweise BARTELS ET AL.,
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Abbildung 2.1.2: Vergleich zweier 30-d-QPEs für Sachsen; links: auf Basis des RADOLAN-RW-Produkts; rechts: abgeleitet aus
räumlich interpolierten Stationsdaten (REGNIE-Produkt). Zugrunde liegender Zeitraum: gesamter Juni 2016. Graue Patches innerhalb
Sachsens repräsentieren Bereiche mit temporären Datenlücken. Bemerkenswert sind weiterhin eine Reihe von Artefakten im RADAR-
QPE (Einsprengsel/Clutter, Unstetigkeiten an Kompositierungskanten).
Tabelle 2.1.1: Gegenüberstellung von Vor- und Nachteilen verschiedener Verfahren zur Ableitung eines QPE mit Blick auf die
operationellen Anforderungen im Zusammenhang mit einem Hochwasservorhersagesystem.
Verfahren Vorteile Nachteile Bewertung
Bodenmessung Hohe lokale Genauigkeit Keine räumliche Unabdingbar für Aneichung
am Punkt Information; braucht von Radardaten
teures Messnetz
Bodengestützte Hohe raum-zeitliche Quantifizierungsfehler Unabdingbar für opera-
Fernerkundung Auflösung tionelle hydrologische
(z. B. Radar) Anwendungen
Luft- oder Abdeckung großer Quantifizierungsfehler Für operationelle hydro-
raumgestützte Gebiete; Abdeckung logische Anwendungen
Fernerkundung entlegener Gebiete nicht geeignet
2016). Für das hierin ausgelegte Problem der Hochwas-
serfrühwarnung widmet sich Kapitel 7 intensiv ebendieser
Fragestellung.
Die modernste Strömung bei der Niederschlagsvorher-
sage bilden sogenannte Nowcasting-Verfahren. Nowcas-
ting basiert auf raum-zeitlich hoch aufgelösten Beobach-
tungsdaten und deren raum-zeitlicher Extrapolation, auch
unter Nutzung aktueller NWP-Ergebnisse. Durch Nowcas-
ting kann beim Niederschlag im Vorhersageweitenbereich
von wenigen Stunden unter Umständen eine Verbesserung
gegenüber NWP erzielt werden. Generell bleibt aber das
Problem bestehen, dass rasche, nichtlineare Veränderun-
gen in der Atmosphäre (z. B. das „Aufkeimen” einer kon-
vektiven Zelle) sehr schwer vorhersagbar sind. An dieser
Stelle soll als Beispiel das DWD-Verfahren RADVOR (Ra-
darvorhersage; DWD, 2012) Erwähnung finden, welches
raum-zeitlich hoch aufgelöste Niederschlagsvorhersagen
für einen Vorhersagezeitraum von zwei Stunden bereitstellt.
Verifikationsanalysen haben aber bisher keinen deutlichen
objektiven prädiktiven Mehrwert des RADVOR-Produkts
gegenüber NWP (konkret: DWD-LMK bzw. COSMO-DE)
zeigen können. Weiterhin haben mittlerweile Ensemble-
Techniken in das radarbasierte Niederschlags-Nowcasting
Einzug gehalten (siehe z. B. TESSENDORF & EINFALT,
2011) und können mit Blick auf die Hochwasservorhersage
für kleine Einzugsgebiete durchaus die Vorhersagegüte
erhöhen (siehe beispielsweise LIECHTI ET AL., 2013).
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Schlussfolgerung 9: Für eine Frühwarnung für kleine,
schnell reagierende Einzugsgebiete ist die Einbeziehung
von quantitativen Niederschlagsvorhersagen unumgäng-
lich, um den Vorhersagezeitraum zu erweitern und somit
überhaupt erst praktikable Vorwarnzeiten zu realisieren.
Gleichsam ist die Vorhersage der raum-zeitlichen Nie-
derschlagsverteilung mit sehr großen Unsicherheiten
behaftet und wird es auch auf absehbare Zeit bleiben.
Eine verlässliche, hydro-meteorologisch basierte Hoch-
wasserfrühwarnung ist nur für einen Vorhersagezeitraum
von wenigen Stunden möglich. Für größere Vorhersa-
geweiten kann die Einbeziehung von Ensembles eine
Möglichkeit sein, die Vorhersageunsicherheiten zumin-




Es gibt eine Reihe von Möglichkeiten, hydrologische Mo-
dellansätze zu systematisieren. Üblich ist beispielsweise
eine Einteilung entsprechend des Grades der Kausalität.
Dabei ist maßgeblich, wie stark die im Modell abgebildeten
Naturprozesse vereinfacht sind. Zweckmäßig ist dabei eine
dreigliedrige Unterscheidung in (1) deterministische Ansät-
ze (also beruhend auf dem Versuch, die relevanten Vorgän-
ge im betrachteten Hydrosystem mathematisch abstrahiert
zu beschreiben), (2) datengetriebene Ansätze (hier spielt
nur die Wirkung und nicht die Wirkungsweise des Sys-
tems eine Rolle – Black-Box-Ansätze) und (3) gewisserma-
ßen nicht-kausale Ansätze, basierend auf Expertenwissen,
Faustwerten und so weiter. Abbildung 2.2.1 liefert eine
grafische Übersicht entsprechend dieser Einteilung. Eine
ganz konkret auf die Vorhersagekonzepte für Flash Floods
abgestellte Systematisierung nimmt HAPUARACHCHI ET AL.
(2011) vor (siehe Abbildung 2.2.2); alle in Abschnitt 1.6
vorgestellten Frühwarnsysteme lassen sich hinsichtlich der
zugrunde liegenden Methodik innerhalb dieser Systematik
einordnen.
2.2.1 Deterministische Ansätze
Am häufigsten basiert die Frühwarnung vor Flash Floods
auf einer Abflussvorhersage mittels deterministischer Mo-
delle (siehe dazu auch Tabelle 1.6.1) – „Flow Forecast











Abbildung 2.2.1: Modellansätze mit potentieller Eignung für die
Hochwasserfrühwarnung in kleinen, schnell reagierenden Ein-
zugsgebieten. Der Grad an Kausalität nimmt von links nach rechts
ab.
Model” in Abbildung 2.2.2. Die Philosophie dabei ist, mo-
dellgestützt Abflussganglinien oder zumindest Scheitelab-
flüsse und/oder -wasserstände vorherzusagen. Diese wer-
den entweder extremwertstatistisch eingeordnet und die
Warnung auf dieser Basis abgleitet (z. B. „erste Warnstufe
ab einem zweijährlichen Ereignis”) oder aber, die Model-
lergebnisse werden mit vorher festgelegten Warn- oder
Alarmstufen abgeglichen. Beispiele für solcherlei vorgehen
finden sich zahlreich in der Standardliteratur (ANDERSON
& BURT, 1985; NEMEC JR., 1986; SENE, 2010; UCAR,
2010; WMO, 2011; MEYLAN ET AL., 2012; ADAMS & PA-
GANO, 2016); auch die zuvor kurz porträtierten Systeme
aus Baden-Württemberg, Hessen, Rheinland-Pfalz, der
Schweiz sowie EFAS-ERIC lassen sich dieser Gruppe der
auf Abflussvorhersagen basierenden Frühwarnungen zu-
ordnen.
Eine Besonderheit bei der deterministischen Heran-
gehensweise bei der Frühwarnung ist die bereits vorge-
stellte Flash Flood Guidance. Mit Hilfe eines determinis-
tischen Modells1 werden für ein bestimmtes Gebiet N-A-
Simulationen mit variabler Niederschlagsbeaufschlagung
sowie verschiedene Bodenfeuchtebedingungen durchge-
führt. Die resultierenden Abflüsse werden gegen die antrei-
benden Niederschläge für verschiedene Andauern des Nie-
derschlags aufgetragen; es ergeben sich Niederschlags-
Abfluss-Kurven wie beispielsweise in Abbildung 2.2.3 zu
sehen. Durch Festlegen eines kritischen Abflusses (z. B.
1Allein bezogen auf die Vereinigten Staaten gibt es dabei nicht den
Ansatz; vielmehr findet ein breites Spektrum Anwendung – von einfa-
chen, nicht flächendifferenzierten, konzeptionellen Modellen, bis hin zu
rasterorientierten, physikalisch basierten Prozessmodellen. Details zum
FFG-System – auch in seiner Vielgestaltigkeit – in den USA liefern u. a.
CLARK ET AL. (2014).
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Abbildung 2.2.2: Konzepte zur Flash-Flood-Vorhersage, verändert nach HAPUARACHCHI ET AL. (2011). Die dunkelblauen Kästen
repräsentieren die jeweiligen Modellansätze aus Abbildung 2.2.1.
Abbildung 2.2.3: Illustration des Konzepts der Flash Flood Gui-
dance. Das Diagramm zeigt die Abhängigkeit des Abflusses von
der Niederschlagshöhe für verschiedene Andauern. Das Dia-
gramm ist spezifisch für eine bestimmte Anfangsbodenfeuchte
und einen bestimmten Ort/bestimmtes Gebiet. Abbildung entnom-
men aus UCAR (2010).
auf Basis extremwertstatistischer Erwägungen) kann dann
bezogen auf eine bestimmte Anfangsbodenfeuchte für ei-
ne bestimmte Andauer die für diesen Abfluss kritische
Niederschlagshöhe abgelesen werden. Somit ist es im
operationellen Betrieb möglich, aus der aktuell bekannten
Bodenfeuchte jene Niederschlagshöhe innerhalb eines be-
stimmten Zeitraumes zu ermitteln, welche zum Erreichen
oder Überschreiten eines als kritisch definierten Abflusses
führt. Das zugrunde liegende deterministische N-A-Modell
muss demnach nicht operationell betrieben werden, was
ein ganz wesentlicher Vorteil der FFG-Methodik ist!
2.2.2 Datengetriebene Ansätze
Neben deterministischen sind auch datengetriebene An-
sätze1 für die N-A-Modellierung und damit potentiell für die
Erstellung von Abflussvorhersagen anwendbar. Bei der da-
tengetriebenen Modellierung interessieren die Systempro-
zesse nicht; das Hydrosystem wird als ”Black Box” model-
liert und ein geeignetes Modell gesucht, um die nichtlineare
funktionale Beziehung zwischen Antriebs- und Randbedin-
gungsdaten sowie der Systemreaktionen (im vorliegenden
Fall: des Abflusses) abzubilden. Damit umfasst diese Art
von Ansätzen sowohl „klassische” empirische Modelle (wie
lineare oder nichtlineare Regressionsmodelle) als auch
Soft-Computing-Verfahren, wie Fuzzy-Systeme oder Künst-
liche Neuronale Netze (KNN). Die Vielfalt der Verfahren, ih-
re Vor- und Nachteile sowie ihre Eignung spezifisch für den
Einsatz zu operationellen Hochwasserfrühwarnung, soll
und kann hier nicht besprochen werden; einen Überblick
und schnellen Einstieg in die Thematik bieten beispielswei-
se CHANDWANI ET AL. (2015).
Aufgrund der Relevanz für das hierin beschriebene
Vorhaben soll kurz die Arbeit von MATREATA & MATREATA
(2006) hervorgehoben werden, welche für die operatio-
nelle Hochwasserfrühwarnung in unbeobachteten Gebie-
ten einen Fuzzy-Logik basierten Ansatz zur Abschätzung
der Hochwassergefährdung verwenden. Der Ansatz ist
zweigliedrig; zunächst wird auf Basis beobachteter Nieder-
schläge ein aktueller Bodenfeuchteindex ermittelt. In einem
zweiten Schritt wird aus eben jenem Bodenfeuchteindex
1Bei dieser Bezeichnung wird „datengetrieben” im Sinne von „rein
datengetrieben” verwendet.
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sowie dem vorhergesagten Niederschlag (Andauer und
Intensität) ein maximal zu erwartender Abfluss bestimmt.
Das Ergebnis wird dabei nicht durch einen konkreten Zah-
lenwert, sondern als Zugehörigkeitsmaß zu verschiedenen
Ergebnisklassen („sehr viel, viel, ..., wenig Abfluss”) re-
präsentiert; dem Ergebnis wohnt dadurch eine gewisse
Unschärfe1 inne. Wegen des geringen Datenbedarfs ist die




Entsprechend der Einteilung von HAPUARACHCHI ET AL.
(2011) wird – neben deterministischen und datengetrie-
benen Modellen – die dritte Gruppe von Ansätzen von
sogenannten Flood Susceptibility Assessment Procedu-
res gebildet (FSAPs – Bewertungsverfahren der Hoch-
wasseranfälligkeit oder Hochwasserneigung); eine gute
Übersicht hierzu liefert METZKES (2016). Das Prinzip von
FSAPs ist es, mittels – im mathematischen Sinne – simpler,
trennscharfer Klassifikation von morphologischen, topo-
logischen, hydrologischen sowie beobachteten und/oder
vorhergesagten meteorologischen Indikatoren, die aktu-
elle bzw. zu erwartende Hochwasserneigung eines be-
stimmten Gebietes abzuschätzen. Es gibt bei diesem Vor-
gehen durchaus Gemeinsamkeiten zu datengetriebenen
Ansätzen; so bilden beispielsweise MATREATA & MATREA-
TA (2006) eine vorgenannte indikatorbasierte Bewertung
durch eine unscharfe Fuzzy-Logik-Klassifikation ab. Auf
der anderen Seite werden mithin für die konkrete Bestim-
mung von Indikatoren komplexere Ansätze verwendet (z. B.
für die Schätzung der aktuellen Bodenfeuchteverteilung,
Niederschlagsschätzung und/oder -vorhersage usw.), was
– betrachtet man alle potentiell im operationellen Einsatz
nötigen Modellkomponenten – FSAPs unter Umständen
formal den deterministischen Verfahren annähern kann.
Oftmals werden auch einfache Klassifikationsverfahren mit
Wichtungsfaktoren kombiniert, welche dann mathematisch
gesehen als effektive Parameter das Verfahren zu einem
Regressionsverfahren machen.
COLLIER & FOX (2003) schlagen eine zweistufige,
punktebasierte Klassifizierung vor. Insgesamt wird die
Hochwasserneigung anhand von 12 Einzelfaktoren bewer-
1Diese „Unschärfe” soll bewusst nicht synonym mit dem Begriff „Un-
sicherheit” genutzt werden (siehe auch Abschnitt 2.5.1).
tet. Fünf Faktoren bilden dabei gewissermaßen zeitlich
invariante morphologisch-topologische Einflüsse ab (die so-
genannte „Baseline Susceptibility”). Konkret sind das: Ge-
ländegefälle, Flächen-Fließweg-Verhältnis, Versiegelungs-
grad, Anteil schneller Abflusskomponenten am Gesamtab-
fluss sowie Grad der Einengung von Fließgewässern. Drei
Faktoren bilden die hydrologische Vorgeschichte ab: vor-
ausgegangene Dürre2, Vorfeuchte sowie Schneerücklage.
Die restlichen vier Indikatoren repräsentieren die Nieder-
schlagscharakteristik (Andauer, Intensitätsmaximum sowie
Zugbahn und -geschwindigkeit konvektiver Zellen). Alle
genannten Indikatoren werden mittels Expertenwissens
auf einer Skala von 0 bis 4 bewertet. Es ergibt sich dann
additiv die Abschätzung der aktuellen Hochwasserneigung
entsprechend der Gesamtscores zu: „extrem” (mehr als
30 Punkte), „hoch” (mehr als 20) und „mittel” (mehr als
15 Punkte). Das generelle Problem solch einer pauscha-
len Bewertung ist, dass unterschiedliche Einzugsgebiete
unterschiedlich dynamisch auf Hochwasser generierende
Antriebe reagieren. DALE ET AL. (2004) schlagen daher die
Kombination des Verfahrens nach COLLIER & FOX (2003)
mit Korrekturfaktoren vor. Wie bereits angesprochen ergibt
sich so eine formale Annäherung des Ansatzes zu einem
linearen Mehrfachregressionsmodell. Ein weiteres Problem
ist, dass die Methodik von COLLIER & FOX (2003) bisher
nicht operationell verifiziert wurde.3
MANI ET AL. (2012) stellen ein Bewertungsmodell
(„Dispositionsmodell”) für die Gefährdungsabschätzung
durch Hochwasser und Murgänge in kleinen Einzugsgebie-
ten vor. Ganz analog zu COLLIER & FOX (2003) unterschei-
den sie dabei zwischen „statischer” und „variabler” Disposi-
tion, welche in Kombination die „aktuelle Disposition” aus-
machen. MANI ET AL. (2012) präsentieren zwei Methodiken
für die Bestimmung der statischen Disposition. Zum einen
eine mittels Expertenwissen erstellte „Abflussprozesstypen-
karte” nach SCHERRER & NAEF (2003),4 zum anderen ein
2Dürre und Vorfeuchte wirken im vorgestellten Verfahren gleichsinnig;
das ist nur scheinbar widersinnig, da eine vorangegangene Dürreperiode
durchaus zu einer hohe Hydrophobizität des Bodens und dementspre-
chend einer Erhöhung des initialen Infiltrationswiderstandes führt. Bei
Starkregen wird so auf stark trockenem Boden oftmals sehr dynamisch
Oberflächenabfluss generiert.
3Zumindest ist dazu keine Literatur recherchierbar. Obgleich führen
COLLIER & FOX (2003) aus, dass das Verfahren bei einzelnen regionalen
Hochwasservorhersagezentralen im Vereinigten Königreich angewendet
wird.
4Grundsätzlich ist das Vorgehen vergleichbar mit der WBS-FLAB-
Methodik nach PESCHKE ET AL. (1999).
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Ansatz zur Ermittlung einer „Grunddisposition” nach DOB-
MANN (2009). Letzteres ist ein punktebasiertes Verfahren
und ähnelt methodisch stark dem Vorgehen zur Ermittlung
der „Baseline Susceptibility” bei COLLIER & FOX (2003).
Die variable Disposition ermitteln MANI ET AL. (2012) unter
Nutzung eines flächendifferenzierten, physikalisch orien-
tierten Wasserhaushaltsmodells (WaSIM-ETH); es werden
modellierte Informationen zu Bodenwassergehalten sowie
Schneespeicher mit bewertet. Weiterhin wird auf Basis von
Radar-QPEs (siehe Abschnitt 2.1) ein Vorregenindex er-
stellt. Die variable und damit die aktuelle Disposition wird
täglich neu bewertet; quantitative Niederschlagsvorhersa-
gen gehen hingegen in die Bewertung nicht ein (siehe dazu
auch die Ausführungen in Abschnitt 1.4).
Hierin wird das Prototyping, die vergleichende, verifi-
zierende Anwendung sowie die Konzeption und Operatio-
nalisierung eines ganz ähnlichen Bewertungsverfahrens
der Hochwasseranfälligkeit als methodische Basis zur Ab-
leitung von Produkten zur Hochwasserfrühwarnung für klei-
ne, schnell reagierenden Einzugsgebieten ausführlich be-
sprochen (siehe dazu Kapitel 8 im Teil II). Veröffentlichun-
gen dazu finden sich bereits mit METZKES (2016), KERL
ET AL. (2016) sowie PHILIPP ET AL. (2016).
2.2.4 Vergleichende Bewertung der
vorgestellten Antriebsdaten, Modelle
sowie Bewertungsverfahren
HAPUARACHCHI ET AL. (2011) liefern eine vergleichende
Bewertung (siehe Abbildung 2.2.4) der für eine Hochwas-
serfrühwarnung in Frage kommenden Antriebsdaten (siehe
auch Abschnitt 2.1), von Modellen zur Abflussvorhersage
sowie von Bewertungsansätzen gemäß Abbildung 2.2.2.
Was die Antriebsdaten angeht (Abbildung 2.2.4, links),
ist es anerkannter Stand von Wissenschaft und Technik,
dass nur unter Einbeziehung von quantitativen Nieder-
schlagsvorhersagen ein ausreichend langer Vorhersage-
zeitraum für kleine Einzugsgebiete zu realisieren ist. Al-
lerdings ist die derzeitig erreichbare Qualität von QPFs
gleichzeitig am geringsten, verglichen mit Radar-QPEs
oder konventionellen QPEs (siehe dazu auch Abschnitt
2.1).
Bezüglich der für die Ableitung einer Hochwasserfrüh-
warnung verwendbaren hydrologischen Modellansätze (Ab-
bildung 2.2.4, Mitte) ergibt sich häufig eine wechselseitige
Abhängigkeit zwischen der einfachen und robusten An-
wendbarkeit einerseits und dem Kalibrier- oder Trainingsbe-
darf (und damit des Datenbedarfs) andererseits; während
datengetriebene Modelle zwar leicht aufstell- und anwend-
bar sind, so sind sie teilweise aufwändig in der Kalibrie-
rung/Training.1 Physikalisch basierte Einzugsgebietsmo-
delle hingehen verwenden bestenfalls nur eine geringe An-
zahl an effektiven2 Parametern, sind aber zunächst schwer
aufzustellen und im operationellen Betrieb aufwändig zu
beherrschen.
Die möglichen Vorgehensweisen bei der eigentlichen
Bewertung der Vorhersagen als Grundlage einer Warnung
(Abflussvergleich, Niederschlagsvergleich, Verfahren zur
Abschätzung der Hochwasserneigung; Abbildung 2.2.4,
rechts) weisen ebenfalls unterschiedliche zu erwartende
Güten in Abhängigkeit von ihrer operationellen Nutzbar-
keit auf. Beispielsweise sind Verfahren zur Bewertung der
Hochwasseranfälligkeit (Flood Susceptibility Assessment
Procedures) wenig datenhungrig, allerdings auch recht ge-
nerell.
Schlussfolgerung 10: Zur Hochwasserfrühwarnung
können alle verfügbaren hydrologischen Modellansätze/-
philosophien – von aufwändiger, flächendifferenzierter
Prozessmodellierung bis hin zu einfachen Bewertungs-
verfahren – zum Einsatz kommen. Dabei gebietet das
Prinzip der Parsimonie die Wahl desjenigen Modellan-
satzes, welcher so einfach wie möglich und so komplex
wie nötig ist. Diese Wahl kann a priori nicht getroffen
werden, was die vergleichende Untersuchung verschie-
dener Ansätze motiviert. Das Gesagte trifft gleichsam für




Wie bereits in Abschnitt 1.3 ausgeführt, besteht ein typi-
sches operationelles System zur Abfluss- bzw. Wasser-
standsvorhersage – was wiederum Grundlage für eine vor-
hersagebasierte Frühwarnung sein kann – aus verschiede-
nen Komponenten (siehe auch ANDERSON & BURT, 1985;
1Wichtig ist hier die Beachtung des Prinzips der Parsimonie – auch
Ockhams Rasiermesser/Occam’s Razor (nach Wilhelm von Ockham,
1288–1347) oder Sparsamkeitsprinzip genannt; ein Modell sollte so ein-
fach wie möglich und nur so komplex wie nötig sein.
2Parameter, welche nicht direkt in der Natur bestimmbar sind, son-
dern kalibriert („geeicht”) werden müssen.
40
2.3 Typisches operationelles Vorhersage-Setup
Abbildung 2.2.4: Vergleichende Bewertung der vorgestellten Antriebsdaten, Modelle sowie Bewertungsverfahren (siehe Abbildung
2.2.2). Abbildung entnommen aus HAPUARACHCHI ET AL. (2011).
NEMEC JR., 1986; SENE, 2010; WMO, 2011; ADAMS &
PAGANO, 2016). An dieser Stelle soll etwas näher auf solch
ein operationelles Vorhersage-Setup eingegangenen wer-
den, welches in Abbildung 2.3.1 prinzipiell dargestellt ist.
Mathematisch gesehen ist die operationelle N-A-
Modellierung ein Anfangs-Randwertproblem1; hydrologisch
relevante raum-zeitlich abhängige Variablen2 (wie Nieder-
schlag, Abfluss, Temperatur etc.) sowie lediglich räumlich
abhängige Veränderliche3, wie Landnutzung, Geländege-
fälle etc. müssen erfasst, aufbereitet und der Modellierung
zugänglich gemacht werden. Das geschieht durch Mes-
sung; raum-zeitlich variable Größen (wie beispielsweise
Niederschlag und Abfluss) werden dabei üblicherweise
über Messnetze (z. B. Pegelmessnetz, Ombrometermess-
netz) und/oder Fernerkundungsmethoden (wie z. B. „Re-
genradar”) quantitativ erfasst.
Messdaten, welche die Anfangsbedingung ausma-
chen, werden an bestimmten Punkten in Raum und Zeit
erhoben, weisen also auch nicht zwangsläufig eine fixe
raum-zeitliche Auflösung auf. Weiterhin sind Messdaten
stets fehlerbehaftet. Ein hydrologisches Modell benötigt
wiederum – je nach Modelltyp und -setup – diese Daten in
einer anderen raum-zeitlichen Auflösung (oder mit anderen
Worten, an anderen Punkten in Raum und Zeit). Dazu muss
1Anfangswerte sind u. a. Durchflüsse zum Vorhersagezeitpunkt oder
aktuelle Speicherfüllungen/Bodenfeuchten; konkret müssen alle im Mo-
dell vorkommenden abhängigen Variablen zu Beginn der Simulation mit
einem Wert belegt werden. Randwerte sind beispielsweise die für den
Vorhersagezeitraum vorliegenden Niederschlagsvorhersagen.
2Dem gegenüber steht der Begriff der „unabhängigen Variablen”. Für
Naturprozesse sind das in der Regel Raum/Ort und Zeit(-punkt).
3Streng genommen, sind die wenigsten abhängigen Hydrosystemva-
riablen zeitlich invariant. Hier sollen jene als zeitveränderlich betrachtet




















+ Korrektur Warnung 
Abbildung 2.3.1: Schema eines typischen operationellen hydro-
logischen Vorhersage-Setups.
eine Schätzung der Werte der Messdaten an eben jenen
Punkten vorgenommen werden um daraus einen möglichst
realistischen Anfangszustand als Ausgangspunkt der Mo-
dellierung zu gewinnen. Solch eine Schätzung wird auch
als Datenassimilation bezeichnet.
Bevor ein hydrologisches Modell operationell einge-
setzt werden kann, muss es jedoch – auf Basis möglichst
umfassender Daten – kalibriert werden, d. h., Prozess- und
Modellparameter4 müssen so eingestellt5 werden, dass ei-
ne oder mehrere gewünschte Zielgrößen (in der Regel der
an einem bestimmten Pegel beobachtete Abfluss) durch
die Transformation der Inputparameter (also der Antriebs-
daten) im Modell möglichst optimal abgebildet werden. Hier
4Typische Prozessparameter in hydrologischen Modellen sind u. a.
Speicherkonstanten, hydraulische Leitfähigkeiten, Grenztemperaturen
usw. Typische Modellparameter sind beispielsweise die zeitliche Auflösung
der Berechnung oder ein Iterations-Konvergenzkriterium.
5Dieses „Einstellen” vollzieht sich in der Regel als Lösung eines nicht-
linearen, mehrdimensionalen Optimierungsproblems, nämlich durch Va-
riation von Parametern den Modelloutput möglichst gut an eine Referenz
anzunähern. Dabei ist nicht nur die Wahl des Optimierungsverfahrens
wichtig, sondern auch und vor allem die Formulierung der Zielfunktion
unter Einbeziehung geeigneter Gütemaße.
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Abbildung 2.3.2: Hindcasting-Analyse für den Pegel Radeberg
(AE ca. 113 km2), Ereignis 28.12.2016. Dargestellt ist die ope-
rationelle Vorhersage des LHWZ (HBV-Modell), angetrieben mit
(interpolierten) Ombrometerdaten als QPE sowie COSMO-DE-
Daten als QPF (orange Linie; Vorhersagezeitpunkt: 28.12.2016,
00:00 UTC) sowie verschiedene, retrospektiv erstellte Nachher-
sagen (Hindcasts) auf Basis diverser QPEs. Es sind lediglich drei
von vier Alarmstufen-Richtwerten dargestellt. Ergebnisse ohne
Biaskorrektur und Nachführung.
handelt es sich also um eine N-A-Simulation (im Gegensatz
zu einer N-A-Vorhersage); das Modell wird diagnostisch
betrieben.
Im Vorhersagefall wird das bereits kalibrierte N-A-
Modell dann prognostisch eingesetzt, das heißt, das Modell
wird nicht mit beobachteten Daten für vergangene Zeitab-
schnitte, sondern mit vorhergesagten (also für die Zukunft
gültigen) Daten angetrieben. Eine Sonderform der Vorher-
sage ist der sogenannte Hindcast („Nachhersage”). Hier
wird das Modell zwar diagnostisch verwendet, es werden
aber für den in der Vergangenheit liegenden Simulations-
zeitraum gültige Vorhersagedaten zum Antrieb verwendet.
Solcherlei Vorgehen ist zweckmäßig, um beispielsweise die
Vorhersagegüte retrospektiv via eines Vergleichs mit nun-
mehr bekannten Messdaten (z. B. des Abflusses) bewerten
zu können (siehe Abbildung 2.3.2).
In den seltensten Fällen wird ein prognostisch einge-
setztes hydrologisches Modell sowohl im Simulationszeit-
raum („Vergangenheit”) als auch im Vorhersagezeitraum






























Abbildung 2.3.3: Vorhersage ohne/mit Biaskorrek-
tur/Zustandsnachführung zur Anpassung der Modellergebnisse
an Beobachtungswerte mit dem Ziel der Verbesserung der
Ergebnisgüte.
zessverläufe exakt abbilden können.1 Um das Modellergeb-
nis besser an bekannte Beobachtungsdaten anzupassen
verwendet man Verfahren der Fehlerkorrektur („Bias Cor-
rection”) und/oder der Nachführung von Zustandsgrößen
(„State Updating”). Abbildung 2.3.3 zeigt qualitativ den Ein-
fluss der Verfahren auf die Modellergebnisse.
Die Fehlerkorrektur bedient sich dabei eines meist
einfachen mathematischen additiven oder multiplikativen
Verfahrens, welches zum Ziel hat, die Simulation an be-
reits beobachtete Messwerte anzubinden. Im einfachsten
Falle wird der Differenzbetrag zwischen Simulation und
Beobachtung zum Vorhersagezeitpunkt additiv auf das ge-
samte Modellergebnis (also auf Simulations- sowie Vorher-
sageergebnisse) angewendet (strichlierte hellblaue Linie
in Abb. 2.3.3). Aber es sind auch Korrekturen in der Zeit-
dimension verbreitet, beispielsweise um eine ungünstige
Phasenlage („Timing”) beobachteter zu simulierten Peaks
zu verbessern.
Ein typisches deterministisches hydrologisches Mo-
dell bildet Naturvorgänge mehr oder weniger stark abstra-
hiert, konzeptionell oder physikalisch basiert ab.2 Dabei
werden Modellteile wie beispielsweise Einzellinearspeicher
(ELS) verwendet. Das Standardmodell des ELS besitzt
zwei Prozessparameter, nämlich die sog. Rückgangskon-
1Die Ursache hierfür ist das Vorhandensein vielfältiger Fehler; üb-
licherweise unterscheidet man (1) Datenfehler (z. B. durch Messfehler,
unzulängliche Datenassimilation, zu wenig Messdaten etc.), (2) Modellfeh-
ler (Fehler, welche aus der unzureichenden Abbildung der Natur mittels
eines abstrakten Modells herrühren) sowie (3) numerische Fehler, die
dadurch entstehen, dass in der Regel approximative Verfahren bei der Lö-
sung der Gleichungen des mathematischen Modells zum Einsatz kommen
(z. B. numerische Integration oder Iteration).
2Siehe dazu auch Abschnitt 2.2.
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stante1 sowie sein Gesamt- oder Maximalvolumen2. Die
eigentliche aktuelle Füllung des ELS wiederum ist eine
abhängige Variable (oder Zustandsgröße). Der Wert dieser
abhängigen Variable muss zu Beginn jedweder Modellrech-
nung (gleich ob Simulation oder Vorhersage) belegt sein.
Wie bereits ausgeführt ist es das Ziel der Datenassimilati-
on, für jeden im Modell abgebildeten Punkt im Raum den
Wert u. a. dieser Variable bereitzustellen. Natürlich wird
das nur bedingt gelingen, da es sich beim ELS-Modell um
ein stark abstrahiertes, konzeptionelles Abbild der Realität
handelt und demnach die „Anfangsfüllung” in der Natur
nicht existiert und damit nicht messbar ist. Allerdings hat
die Speicherfüllung einen nicht unerheblichen Einfluss auf
das Modellverhalten und damit die Modellergebnisse bzw.
die Vorhersagegüte. Ziel der Nachführung ist es nun, die
Schätzung solcherlei Zustandsgrößen zu verbessern (LIS-
NIAK ET AL., 2014).
Praktisch geht man häufig so vor, dass das Modell
auch für einen Zeitraum vor dem eigentlichen Vorhersage-
zeitpunkt betrieben wird („Simulation” – siehe Abb. 2.3.3).
Die für diesen Zeitraum erhaltenen Modellergebnisse wer-
den dann zur vorliegenden Beobachtung in Beziehung
gebracht und die Schätzung von Zustandsgrößen syste-
matisch verbessert, d. h., mit dem Ziel die Modellergeb-
nisse im Simulationszeitraum der Beobachtung anzunä-
hern (orangefarbene Linie in Abb. 2.3.3). Methodisch kann
das händisch, optimierungsbasiert, oder durch Verwen-
dung spezieller Filter zur Zustandsschätzung (z. B. Kalman-
Filter) erfolgen.
Der letzte Schritt gemäß Abbildung 2.3.1 ist die Ab-
leitung der eigentlichen Warnung (bzw. von Warnproduk-
ten) auf Basis der hydrologischen Modellergebnisse. Dabei
sollten die Vorhersageergebnisse nicht einfach direkt in
Warnungen übersetzt werden. Vielmehr sollten sich Vor-
hersagegüte und zu erwartende Unsicherheiten im Warn-
produkt niederschlagen. Im Idealfall kann und sollte eine
Experteneinschätzung in die Warnung eingehen. Darüber
hinaus sollte ein Warnprodukt Informationen enthalten, wel-
che nicht automatisch mittels eines Vorhersagemodells
generiert werden können, z. B. eine verbale Beschreibung
der Lage sowie der erwarteten weiteren Entwicklung der
Gefährdung. Mit der Ableitung von Warnprodukten auf Ba-
1Will man das ELS-Modell mit einem einfachen Gefäß mit horizonta-
lem Auslass an der tiefsten Stelle versinnbildlichen, handelt es sich bei der
Rückgangskonstante um ein Maß für den Durchmesser des Auslasses.
2Die Größe bzw. das Fassungsvermögen des Gefäßes.
sis hydro-meteorologischer Vorhersagen befasst sich Ab-
schnitt 2.7.
Schlussfolgerung 11: Die hydrologische Vorhersage ist
ein Anfangs-Randwertproblem. Anfangswerte (Zustände
zu Beginn des Vorhersagezeitraums) sowie Randwerte
(z. B. Niederschlagsvorhersagen) sind mit Fehlern be-
haftet. Mit diesen Fehlern sollte mittels Verfahren der
Datenassimilation, Fehlerkorrektur und Nachführung um-
gegangen werden, um die Vorhersagegüte zu verbes-
sern. v
2.4 Quantitative Bewertung von
Vorhersagen
Nur durch eine objektive (quantitative)3 Bewertung von
Vorhersagen ist der Vergleich verschiedener Vorhersage-
produkte sowie eine zielgerichtete Methodenentwicklung
erst möglich. Wird dabei ein bestimmtes Produkt – bei-
spielsweise eine Niederschlagsvorhersage – untersucht
und seine Vorhersagegüte bewertet, so spricht man von
Verifikation. Wird hingegen untersucht, wie gut ein Mo-
dell (angetrieben wiederum durch bestimmte „Produkte”)
einen Naturvorgang abbilden kann (beispielsweise, wie
gut ein hydrologisches Modell eine beobachtete Ganglinie
simuliert), so handelt es sich dabei um eine Validierung.
Untersucht man allerdings die Treffsicherheit der auf Basis
das hydrologischen Modells abgeleiteten Warnungen (z. B.
vorhergesagter Wasserstand erreicht oder nicht), dann han-
delt es sich wiederum um eine Verifikation.
Ganz generell gibt es Verfahren, welche eine ereig-
nisbasierte, kategorielle (dichotome) Bewertung vorneh-
men sowie Verfahren, welche den (meist zeitlichen) Verlauf
einer vorhergesagten Größe beurteilen. Weiterhin unter-
scheiden sich Verfahren abhängig davon, ob deterministi-
sche oder probabilistische Vorhersagen (meist Ensembles)
untersucht werden sollen. Hier werden nun – dieser Unter-
scheidung folgend – die wichtigsten quantitativen Bewer-
tungsverfahren vorgestellt.
3Nichtsdestotrotz sind qualitative Ansätze für die Bewertung von
Vorhersagen ebenfalls wichtig. Als Beispiele seien hier genannt Summen-
linien, Quantil-Quantil-Plots, Scatterplots usw. Siehe dazu auch Kapitel 6.
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Ja True Positives False Positives
Nein False Negatives True Negatives
Summe P N
2.4.1 Dichotome Bewertung1
Eine dichotome Bewertung kennt zwei mögliche Ausgänge:
Treffer oder kein Treffer. Bezogen auf Vorhersagen heißt
das: Vorhersage eingetreten oder Vorhersage nicht einge-
treten. Die Bewertung erfolgt also kategoriell und ereig-
nisbasiert; das geschieht mit Hilfe eine Kontingenztabelle
(siehe Tabelle 2.4.1 als Beispiel).
Die Herleitung der Kontingenztabelle erfolgt nach ei-
nem festen Schema: Zunächst wird ein Grenzwert definiert,
anhand dessen die Vorhersage („Ereignis vorhergesagt”)
und die Beobachtung („Ereignis beobachtet/eingetreten”)
– beispielsweise Niederschlag – in zwei Klassen unter-
teilt werden (jeweils ja/nein und positiv/negativ). Zum Bei-
spiel wird eine Niederschlagssumme von 10 mm in 6 h als
Schwellenwert definiert. Im folgenden Schritt werden Vor-
hersage und Beobachtung zeitschrittweise verglichen. Als
True Positive (TP) oder True Negative (TN) sind all dieje-
nigen Zeitschritte zu zählen, an denen Beobachtung und
Vorhersage gleichsinnig den Schwellenwert über- (ja, posi-
tiv) oder unterschreiten (nein, negativ). Als False Negatives
(FN) sind jene Zeitschritte zu zählen, an denen der Schwel-
lenwert durch die Beobachtung überschritten und durch
die Vorhersage unterschritten wird (nein, positiv). Der ent-
gegengesetzte Fall ist als False Positive (FP) zu werten (ja,
negativ).
Anhand der Kontingenztabelle lassen sich nun eine
Vielzahl an Maßzahlen berechnen, von denen hier aber
lediglich einige beschrieben werden sollen. Die Probability
of Detection (POD) oder True Positive Rate (TPR) ist der
Anteil an Schwellenwertüberschreitungen, die durch das
Vorhersageprodukt richtig erkannt werden. Dieses Maß
stellt somit den Nutzen des Vorhersageproduktes dar. Im
Gegensatz dazu gibt die False Positive Rate (FPR) den An-
teil an Schwellenwertüberschreitungen an, die durch das
Vorhersageprodukt als solche erkannt jedoch nicht beob-
achtet wurden. Die False Positive Rate kann demnach auch
1Abschnitt übernommen aus KERL & PHILIPP (2015).
als Kosten des Vorhersageproduktes interpretiert werden.









Die Frage danach, wie gut vorhergesagte Ereignisse
(beispielsweise Schwellenwertüberschreitungen) mit beob-
achteten Ereignissen korrespondieren, wird häufig durch
den Critical Success Index (CSI; auch bekannt als „Thre-
at Score”) ausgedrückt, welcher Werte zwischen 0 und 1
annehmen kann und sein Optimum bei 1 hat:
CSI =
TP
TP + FN + FP
(2.4.3)
Ein weiteres und häufig genutztes Maß ist der Equita-
ble Threat Score (ETS). Dieser berechnet sich als Anteil
der richtig vorhergesagten Schwellenwertüberschreitungen
an allen vorhergesagten und beobachteten Überschreitun-
gen. Die Besonderheit des ETS liegt darin, dass die Anzahl
der True Positives um jene Anzahl an True Positives, wel-
che durch eine rein zufallsbasierte Vorhersage (TP(rand))
erzielt werden können, korrigiert wird:
ETS =
TP− TP(rand)
TP + FN + FP− TP(rand) (2.4.4)
wobei sich TP(rand) ergibt zu:
TP(rand) =
(TP + FP) · (TP + FN)
TP + TN + FP + FN
(2.4.5)
Der Wertebereich erstreckt sich von − 13 ≤ ETS ≤ 1,
wobei ein ETS von 1 als optimal gilt. Eine Vorhersage mit
einem ETS von 5 0 ist hinsichtlich ihrer Güte mit einer rein
zufallsbasierten Vorhersage gleichzusetzen.
Eine Möglichkeit Nutzen und Kosten des Vorhersa-
geproduktes zusammenschauend darzustellen ist die Re-
ceiver Operating Characteristic (ROC). Der sogenannte
ROC-Space spannt sich zwischen der False Positive Ra-
te auf der Abszisse und der True Positive Rate auf der
Ordinate auf. Die TPR kann auch als Sensitivität, das Re-
ziproke der FPR als Spezifität interpretiert werden. Jedes
Klassifikationsergebnis – beispielsweise ein hinsichtlich
eines bestimmten Schwellenwertes bewertetes Vorhersa-
geprodukt – lässt sich als Punkt im ROC-Space darstellen
(siehe Abbildung 2.4.1). Verschiedene Vorhersageprodukte
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können mit Hilfe ihrer relativer Lage zueinander bewertet
werden.
Der optimale Punkt im ROC-Space ist durch maxi-
male True Positive Rate (TPR = 1) und minimale False
Positive Rate gekennzeichnet (FPR = 0). Das wiederum
bedeutet, dass ein Punkt im ROC-Space als besser zu
bewerten ist, wenn er nordwestlich eines anderen Punk-
tes liegt. Die Diagonale mit y = x (gestrichelte Linie in
Abb. 2.4.1) stellt eine wichtige Grenze im ROC-Space dar.
Während Klassifikatoren die sich oberhalb dieser Linie be-
finden einen prädiktiven Nutzen haben, ist der Nutzen von
unterhalb dieser Linie liegenden Klassifikatoren mit einem
rein zufallsbasiertem Klassifikator gleichzusetzen (BROWN
ET AL., 2004; FAWCETT, 2006). Mit anderen Worten, hat
das untersuchte Verfahren dann im Vergleich zu einem rein
zufallsbasierten Vorhersagesystem (z. B. „würfeln”) keinen
prädiktiven Nutzen mehr.
Im Fall der vorliegenden Studie ist u. a. die Modellgü-
te der Vorhersageprodukte in Abhängigkeit verschiedener
Niederschlagsintensitäten von Interesse. Methodisch wer-
den dazu verschiedene Schwellenwerte definiert, für die
jeweils eine Kontingenztabelle aufgestellt wird und TPR
sowie FPR berechnet werden. Folglich wird für jedes Vor-
hersageprodukt eine sogenannte ROC-Curve mit gleich
vielen Stützstellen wie definierten Schwellenwerten erstellt
(siehe Abb. 2.4.1). Das Integral unter der ROC-Curve ist die
sogenannte AUC (Area Under Curve). Die AUC hat einen
Wertebereich von 0 bis 1, wobei für Werte AUC > 0, 5 ein
prädiktiver Nutzen vorliegt. Die AUC ist damit eine geeig-
netes Werkzeug, um anhand eines über alle relevanten
Schwellenwerte integralen Maßes die Vorhersagegüte ver-
schiedener QPFs miteinander vergleichen zu können.
2.4.2 Deterministische Gütemaße
Deterministische Gütemaße basieren auf einem integrie-
renden Vergleich von Vorhersage (oder Simulation) mit
einer Referenz (meist der Beobachtung) – sie bewerten
also den Vergleich von (stetigen) Zeitreihendaten. Dabei
spielt das zeitliche Auftreten der Werte eine Rolle. Hier sol-
len kurz die wichtigsten und im weiteren zur Verwendung
kommenden Gütemaße vorgestellt werden.
Mittlerer absoluter Fehler oder Mean Absolute Error
(MAE), (Normalized) Root Mean Square Error
(nRMSE) sowie Multiplicative Bias (mBIAS)
Der MAE misst die mittlere absolute Abweichung zwischen
Vorhersage und Beobachtung (meist auf Basis von Zeitrei-






|𝒱i − ℬi | (2.4.6)
mit den Vektoren von Vorhersage und Beobachtungen (𝒱
und ℬ) sowie dem Umfang der Daten n. Aufgrund der
Betragsbildung wird die Richtung von Abweichungen zwi-
schen Vorhersage und Beobachtung nicht erfasst.
Der (normalisierte) Root Mean Square Error oder
(n)RMSE gewichtet Abweichungen hingegen quadratisch,
was das Maß sensitiver für größere Differenzen zwischen
Vorhersage und Beobachtung macht:
RMSE =
√︃∑︀n
i=1 (𝒱i − ℬi )2
n
(2.4.7)
Wird der RMSE mit der Spannweite der Beobachtungsda-
ten normiert, erhält man den nRMSE. Dadurch wird die
Vergleichbarkeit über unterschiedliche Wertebereiche hin-
weg (z. B. bei der Bewertung unterschiedlicher Datensätze)
verbessert.
Der mBIAS ist das Verhältnis bzw. der Quotient der












Dabei drückt sich die Richtung der Abweichung der Mittel-




In der Hydrologie ist die Nash-Sutcliffe-Effizienz (NSE) sehr
gebräuchlich (NASH & SUTCLIFFE, 1970). Sie wird häufig
zur Bewertung des prädiktiven Nutzens eines hydrologi-
schen Modells verwendet und ergibt sich zu:
NSE = 1−
∑︀n
i=1 (ℬi − 𝒱i )2∑︀n
i=1
(︀ℬi − ℬ)︀2 (2.4.9)
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Kontingenztabelle Maßzahlen ROC-Curve mit AUC 
Für einen bestimmten 
Schwellenwert und für 
alle Zeitschritte: 
 
TPR = TP/P 
FPR = FP/N 




















B : Ereignis beobachtet 
V : Ereignis vorhergesagt 
Optimum 
Abbildung 2.4.1: Schritte zur Ableitung von Punkten im ROC-Space sowie einer ROC-Curve.
mit dem Mittelwert der Beobachtungen ℬ. Damit stellt der
NSE eine Normierung des mittleren quadratischen Fehlers
mit der Standardabweichung dar.
Der Wertebereich des NSE liegt zwischen −∞ und
1, wobei ein Wert von NSE = 1 das Optimum darstellt.
Für Werte NSE = 0 weist das betrachtete Modell keinen
prädiktiven Nutzen im Vergleich zu einer klimatologischen
Vorhersage anhand des Mittelwertes der Beobachtungen
(𝒱i ← ℬ) auf; für NSE < 0 ist die Modellvorhersage gar
schlechter, als die Mittelwertvorhersage. Der NSE hat eini-
ge Nachteile, welche ausführlich von GUPTA ET AL. (2009)
besprochen werden.
Aufgrund der Nachteile des NSE schlagen GUPTA
ET AL. (2009) und KLING ET AL. (2012) das folgende (auf
der Euklidischen Distanz beruhende) Effizienzmaß vor:
KGE = 1−
√︁
(r − 1)2 + (𝛿 − 1)2 + (𝜈 − 1)2 (2.4.10)




𝜎 (𝒱)𝜎 (ℬ) (2.4.11)
und 𝛿, dem Verhältnis zwischen den vorhergesagten und




sowie dem Verhältnis der Variationskoeffizienten von Vor-









mit den jeweiligen Standardabweichungen 𝜎 sowie Erwar-
tungswerten 𝜇, letztere in der Regel geschätzt via des
arithmetischen Mittels.
Die KGE und ihre drei Komponenten (r , 𝛿, 𝜈) haben
ihr Optimum bei KGE = 1. Meist korrelieren NSE und KGE
sehr stark. Allerdings ist die KGE abhängig vom ungüns-
tigsten (also kleinsten) Wert ihrer drei Komponenten. Da für
unterschiedliche hydrologische Anwendungen unterschied-
liche Komponenten wichtiger sind (z. B. für Wasserhaus-
haltsbetrachtungen 𝛿, für Hochwassersimulationen r und 𝜈)
können leicht zusätzliche Skalierungen eingeführt werden.
2.4.3 Gütemaße und Werkzeuge zur
quantitativen Bewertung
probabilistischer Modellergebnisse
Die quantitative, vergleichende Bewertung probabilistischer
Vorhersagen bzw. probabilistischer Modellergebnisse er-
fordert geeignete Maße und Werkzeuge, welche orientiert
sind an Häufigkeiten und Wahrscheinlichkeiten. Determi-
nistisch sowie probabilistisch erhaltene Datensätze können
methodisch nicht gleichsinnig behandelt werden. Geeig-
nete probabilistische Maße und Werkzeuge werden im
Folgenden vorgestellt.
Eigenschaften einer probabilistischen Vorhersage
WILKS (2011) nennt die folgenden Eigenschaften, welche
für die Güte einer probabilistischen Vorhersage eine Rolle
spielen (die folgende Darstellung orientiert sich an KLEIN
ET AL., 2016):
Genauigkeit (Accuracy): Die mittlere Übereinstimmung
zwischen vorhergesagten und beobachteten Wer-
ten bzw. Ereignissen (meist mit Blick auf bestimm-
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te Schwellenwerte, z. B. Niederschlagshöhe in sechs
Stunden); geeignetes Maß: Area Under Curve (AUC)
oder Continous Ranked Probability Score (CRPS);
siehe Abschnitt 2.4.1 und ff.
Verzerrung (Bias): Systematischer Fehler (gerichtete Ab-
weichung) der Vorhersage; geeignetes Maß: Multipli-
cative Bias (mBIAS); siehe Abschnitt 2.4.2.
Vertrauenswürdigkeit (Reliability): Gibt an, wie stark
sich vorhergesagte und beobachtete Eintrittswahr-
scheinlichkeiten von Ereignissen (z. B. Niederschlags-
höhe in sechs Stunden größer als bestimmter Schwel-
lenwert) ähneln; geeignetes Werkzeug: Reliability Dia-
gram.
Schärfe (Sharpness): Breite der prädiktiven Dichtevertei-
lung; geeignetes Werkzeug: Continuous Ranked Pro-
bability Score (CRPS). Damit in Zusammenhang ste-
hend:
Dispersion (Spread): Streuung der probabilistischen Vor-
hersagen (bzw. des Ensembles); geeignetes Werk-
zeug: Continuous Ranked Probability Score (CRPS).
Neben dem Begriff der Vertrauenswürdigkeit (Reliability)
wird auch die Kohärenz (Coherence) verwendet, welche
gegeben ist, wenn die betrachtete Vorhersage mindestens
die gleiche Güte, wie eine ausschließlich auf Klimatolo-
gie/statistischer Erwartung beruhende Vorhersage hat. Die
beiden letztgenannten Attribute (Sharpness und Spread)
sind dabei unabhängig von der Beobachtung/Referenz. Für
die genannten Attribute sollen im Folgenden geeignete und
gleichsam typische Maße für deren Bewertung vorgestellt
werden.
FAR, POD, ROC-Curves und AUC im
probabilistischen Fall
Zur Erstellung der ROC-Kurven ergeben sich für determi-
nistische und probabilistische Vorhersagen unterschiedli-
che Berechnungsvorschriften. Im Falle einer deterministi-
schen Vorhersage werden – wie in Abschnitt 2.4.1 gezeigt –
verschiedene Schwellenwerte (z. B. 10 mm in 6 h) definiert
um Ereignisse bzw. Nicht-Ereignisse zu unterscheiden. Für
jeden der definierten Schwellenwerte wird zunächst die
POD/FAR ermittelt und im Anschluss anhand der n POD-
FAR-Tupel (mit n: Anzahl der Schwellenwerte) die ROC-
Kurve aufgespannt.
Bei probabilistischen Daten hingegen wird zur Bildung
der ROC-Kurve ein Ereignis (z. B. 10 mm in 6 h) definiert.
Für jede Vorhersage wird nun zeitschrittweise die Über-
schreitungshäufigkeit der Ensemble-Member in Bezug auf
das Ereignis ermittelt. In einem weiteren Schritt werden
Klassen der Überschreitungswahrscheinlichkeit festgelegt
(z. B. 0,2 < p < 0,4), auf deren Basis dann die Berechnung
der POD/FAR erfolgt: Zunächst werden alle Vorhersagen
ermittelt, bei denen die Überschreitungshäufigkeit der ein-
zelnen Member innerhalb der Klassengrenzen der betrach-
teten Überschreitungswahrscheinlichkeit liegen. Für diese
Vorhersagen wird ermittelt, ob das Ereignis – in diesem
Falle ein 6-h-Niederschlag von 10 mm – beobachtet wurde
oder nicht und entsprechend die POD/FAR berechnet. Die
n POD-FAR-Tupel (mit n: Anzahl Klassen der Überschrei-
tungswahrscheinlichkeit) stellen wiederum die Datenpunkte
der ROC-Kurve dar. Folglich ergibt sich für die AUC aus
deterministischen Vorhersagen ein anderer Informations-
gehalt, als für die AUC aus probabilistischen Vorhersagen,
weshalb diese Maße nicht direkt miteinander verglichen
werden sollten.
Reliability Diagram (Verlässlichkeitsdiagramm)
Das Reliability Diagram (siehe Abbildung 2.4.2) ist ein
Werkzeug zur Beurteilung der Vertrauenswürdigkeit (oder
Verlässlichkeit bzw. Zuverlässigkeit) einer probabilistischen
Vorhersage, basierend auf der zusammenschauenden Dar-
stellung von vorhergesagten und beobachteten (empiri-
schen) Eintrittswahrscheinlichkeiten bestimmter Ereignisse
(beim Niederschlag in der Regel Schwellenwerte oder Nie-
derschlagssummen). Im Optimalfall liegt die Beziehung
zwischen vorhergesagten und beobachteten Wahrschein-
lichkeiten auf der Hauptdiagonale (maximale Zuverlässig-
keit). Beispielsweise sollte für eine optimale Vorhersage
ein Ereignis, für welches die Vorhersage eine Eintrittswahr-
scheinlichkeit von 50 % angibt auch in 50 % aller Fälle
beobachtet werden können.
Für das Reliability Diagram werden zunächst (für ein
bestimmtes Ereignis; hier: für eine bestimmte sechsstün-
dige Niederschlagssumme) die probabilistischen Vorher-
sagen entsprechend der vorhergesagten Wahrscheinlich-
keiten klassifiziert (abgetragen auf der Abszisse). Die Häu-
figkeit, mit der das jeweilige Ereignis für die betreffende
Menge an Vorhersagen im Auftreten beobachtet werden
konnte, wird dann auf der Ordinate abgetragen. Somit er-
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Abbildung 2.4.2: Beispiel eines Reliability Diagrams; gezeigt ist
die Bewertung des probabilistischen NWP-Produkts COSMO-DE-
EPS für den Zeitraum 10.12.2010 bis 31.12.2015 für das Gebiet
des Freistaats Sachsen, bezogen auf orthogonale Bilanzflächen
mit einer Zellgröße von rund 10 km2 und verschiedene Schwel-
lenwerte des Niederschlags von 0,1 bis 30 mm in sechs Stun-
den; Vorhersageweite sind sechs Stunden. Der kleine Subplot
illustriert die der empirischen Auswertung zugrunde liegenden
Fallzahlen; bemerkenswert dabei sind die geringen Fallzahlen
für höhere Schwellenwerte. Fallzahlen kleiner eins ergeben sich
durch Mittelung über alle Bilanzflächen auf dem Gebiet Sachsens
(n = 4.096).
gibt sich für jedes Ereignis eine spezifische Kurve im Relia-
bility Diagram.
In Abbildung 2.4.2 ist erkennbar, dass für Schwellen-
werte bis einschließlich 10 mm in sechs Stunden der Ver-
lauf der Wahrscheinlichkeitskurven konsistent ist; hier hat
das Reliability Diagram Aussagekraft. Für höhere Schwel-
lenwerte ist aufgrund der zu geringen Fallzahlen eine klare
Zuverlässigkeitsaussage nicht mehr möglich. Generell ist
für die Schar der Kurven für Schwellenwerte von 0,1 bis
10 mm zu erkennen, dass im Bereich von Wahrscheinlich-
keiten von 0 bis ca. 0,4 die Modellvorhersage (Ensemble!)
zuverlässig das aus der Beobachtung geschlossene Häu-
figkeitsregime abbildet; für Wahrscheinlichkeiten darüber
überschätzt das probabilistische Modell die beobachteten
Häufigkeiten etwas. Reliability Diagrams können die Grund-
lage für approximative Biaskorrekturen von Ensemblevor-
hersagen sein (z. B. EMOS).
Continuous Ranked Probability Score (CRPS)
Der Continuous Ranked Probability Score (CRPS) ist das
gemeinhin meist genutzte Maß zur Bewertung probabilisti-
scher Simulations- bzw. Vorhersageergebnisse. Er ist ein
zusammenschauendes Maß für Genauigkeit (Accuracy)
sowie Schärfe (Sharpness) und basiert auf einem integrati-
ven Vergleich der Verteilung der Menge der Vorhersagen
(in der Regel ein Ensemble, siehe dazu auch folgender
Abschnitt) mit einer Referenz (meist einer Beobachtung).
Der CRPS ist das Integral der quadrierten Differenz zwi-
schen der kumulierten Verteilungsfunktion der probabilis-
tischen Vorhersage F𝒱 (y) sowie der Beobachtung Fℬ(y),
wobei letztere eine Stufenfunktion mit den möglichen Wer-
ten Fℬ(y) = [0; 1] ist (siehe Abbildung 2.4.3). Der CRPS
berechnet sich folglich zu:
CRPS =
 (︀
F𝒱 (y )− Fℬ(y ))︀2 dy (2.4.14)
Der CRPS weist seine optimale Güte bei einem Wert
von 0 auf und hat die Einheit der zugrunde liegenden Da-
ten (z. B. mm · h−1). Er misst die Genauigkeit (Accuracy),
also die Lagebeziehung zwischen Dichtefunktion f (y) der
probabilistischen Vorhersage und der Beobachtung – grö-
ßere Abweichung bedeuten einen größeren CRPS. Eine
höhere Schärfe (Sharpness) der probabilistischen Vorher-
sage („engere” Dichtefunktion; siehe Abbildung 2.4.3) be-
dingt, dass die kumulierte Verteilung der Vorhersage sich
stärker der Stufenfunktion der Beobachtung annähert; die
Flächendifferenz und damit der CRPS werden geringer.
Im Umkehrschluss bedeutet eine größere Dispersion der
probabilistischen Dichtefunktion (Spread) ebenfalls einen
schlechteren (höheren) CRPS. Für eine Einzelvorhersage
ist der CRPS gleich dem MAE (siehe Abschnitt 2.4.2).
Schlussfolgerung 12: Probabilistische Vorhersagen
müssen hinsichtlich ihrer Güte mit anderen Methoden
und Werkzeugen bewertet werden, als deterministische
Vorhersagen. Verschiedene, für eine integrative, gesamt-
heitliche Gütebewertung wichtige Eigenschaften einer
probabilistischen Vorhersage, lassen sich nur teilweise
gleichzeitig betrachten. v
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Dichtefunktion Verteilungsfunktion CRPS 
f(y) F(y) F(y) 
y y y x x x 
Abbildung 2.4.3: Skizze zur Ableitung des CRPS. Der CRPS ist proportional des Inhalts der Differenzfläche (orange markiert in der
Abbildung) zwischen der kumulierten Verteilungsfunktion der Vorhersage F (y) sowie der Verteilungsfunktion (Stufenfunktion!) der
Beobachtung.
2.5 Zu Unsicherheiten und
Ensemble-Techniken
Hydrologische Vorhersagen können – wie bereits ausge-
führt – ein entscheidendes Element des Hochwasserri-
sikomanagements darstellen. Dabei spielt die Kenntnis
von Zuverlässigkeit und Genauigkeit von Vorhersagen eine
wichtige Rolle. Wenn Unsicherheiten betrachtet werden,
dann ist nicht mehr nur ein deterministischer Wert einer be-
stimmten Größe entscheidend (z. B. Wasserstand in sechs
Stunden), sondern auch die Wahrscheinlichkeit bestimmter
Werte/Realisierungen der betrachteten Größe (probabilisti-
scher Ansatz).
Generell geht man davon aus, dass die Berücksichti-
gung von Unsicherheiten bei der hydrologischen Vorhersa-
ge einen Mehrwert für den Endnutzer haben kann (AJAMI
ET AL., 2007; DUAN ET AL., 2007; KLEIN ET AL., 2016;
TODINI, 2017). So vollzieht sich seit einiger Zeit auch in
der Praxis ein Paradigmenwechsel weg von deterministi-
schen, hin zu probabilistischen Methoden bei der Erstellung
von Abfluss- bzw. Hochwasservorhersagen bzw. bei der
Kommunikation von Ergebnissen (wie es in der Meteoro-
logie/Wettervorhersage bereits seit geraumer Zeit prakti-
ziert wird). Beispiele für Deutschland sind hier die diesbe-
züglichen Aktivitäten der Bundesländer Rheinland-Pfalz,
Baden-Württemberg und Bayern (JOHST ET AL., 2016;
BREMICKER & VARGA, 2014; VOGELBACHER, 2014).
2.5.1 Quellen von Unsicherheiten
Es werden in der Literatur verschiedene Arten von Unsi-
cherheiten unterschieden, wobei beispielsweise GRUND-
MANN (2010) und KLEIN ET AL. (2016) eine gute Übersicht
dazu liefern und letztere hier zitiert sein sollen:
Aleatorische Unsicherheit: Dem System innewohnende
Variabilität in Raum und Zeit, z. B. Unsicherheit nume-
rischer Wettervorhersagen aufgrund des chaotisch-
deterministischen Verhaltens der Erdatmosphäre, was
die Vorhersagbarkeit des Wetters begrenzt.
Epistemische Unsicherheit: Unvollkommenes Wissen





von Zustands- und Antriebsvariablen (Bestim-
mung von Anfangs- und Randbedingungen),
also beispielsweise Fehler in meteorologi-
schen Beobachtungsdaten oder Fehler in der
quantitativen Niederschlagsvorhersage bzw.
-schätzung.
Strukturunsicherheit: Bei der Modellierung wird ei-
ne vereinfachende Abbildung des Natursystems
vorgenommen (Abstraktion). Dabei bleiben wich-
tige Prozesse völlig unberücksichtigt oder ihr
Wirkmechanismus wird nur unzureichend durch
mathematische Gleichungen beschrieben.
Modellparameterunsicherheit: Modellparameter
sind Parameter wie z. B. räumliche und zeit-
liche Diskretisierung; dem mathematischen
Modell zugrunde liegende Gleichungen wer-
den oftmals numerisch behandelt. Dabei
entstehen – abhängig von den gewählten
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Modellparametern – Fehler, welche sich in der
Modellparameterunsicherheit niederschlagen.
Prozessparameterunsicherheit:
Prozessparameter nehmen Einfluss auf
die Beschreibung natürlicher Vorgänge an-
hand konzeptioneller Ersatzvorstellungen
(beispielsweise ein Einzellinearspeicher als
Repräsentant für den Grundwasserspeicher).
Prozessparameter sind oftmals effektive Para-
meter, lassen sich also nicht direkt in der Natur
messen und müssen kalibriert werden. Diese
Kalibrierung (meist im Sinne einer Optimierung
ausgetragen) kann nur anhand der raum-zeitlich
integrierten Systemantwort (nämlich anhand
von Abflussmessungen) erfolgen. Damit ist
die Optimierungsaufgabe mehrfach überbe-
stimmt und mehrere Parametersätze führen
zu vergleichbaren Modellergebnissen. Dieses
Phänomen wurde durch BEVEN & BINLEY (1992)
in die hydrologischen Wissenschaften eingeführt
und wird seit dem als Äquifinalität bezeichnet.
Bei der Erstellung hydrologischer Vorhersagen ist es das
Ziel, die genannten Unsicherheiten zu reduzieren, bei-
spielsweise durch Methoden der Datenassimilation, Zu-
standsnachführung und Fehlerkorrektur (siehe dazu Ab-
schnitt 2.3). Dennoch kann die Vorhersagegüte nicht belie-
big gesteigert werden; es verbleibt eine Restunsicherheit,
die es mit geeigneten Methoden zu quantifizieren gilt, üb-
licherweise mit Ensemble-Techniken (siehe folgender Ab-
schnitt). Streng genommen ist aber aus Sicht des Hochwas-
serrisikomanagements nicht die Kenntnis der Unsicherheit
(im Sinne einer Spannweite) entscheidend, sondern eine
Information über die Eintrittswahrscheinlichkeit (in Form
einer Wahrscheinlichkeitsverteilung) eines vorhergesagten
Wertes.1
Die modellbasierte Vorhersage ist dabei nur ein Hilfs-
mittel, um diese eigentlich unbekannte Wahrscheinlichkeits-
verteilung zu schätzen. Entscheidend ist, dass es sich bei
der Wahrscheinlichkeitsverteilung um eine bedingte Ver-
teilung handelt, welche unter anderem von den oben be-
sprochenen Fehlerquellen und vorhandenen statistischen
Abhängigkeiten zwischen einzelnen Fehlern konditioniert
ist (die wiederum einer bestimmten Wahrscheinlichkeitsver-
teilung folgen). KLEIN ET AL. (2016) bemerken, dass damit
1Das Risiko lässt sich überhaupt erst durch das Vorhandensein von
Wahrscheinlichkeitsaussagen quantifizieren (siehe Abschnitt 1.2).
die bedingte Wahrscheinlichkeitsverteilung des vorherge-
sagten Wertes dem „zum Vorhersagezeitpunkt verfügbaren
Wissen über die Zukunft” genügt. Die angesprochene be-
dingte Wahrscheinlichkeitsverteilung wird in ihrer Wirkung
auch als prädiktive Unsicherheit (oder Prognoseunsicher-
heit) bezeichnet (TODINI, 2004).
Für die Bestimmung der prädiktiven Unsicherheit gibt
es eine Vielzahl von Methoden, wobei die meisten zu den
statistischen Post-Prozessierungs-Methoden (SPPMs) ge-
hören. Eine gute Übersicht dazu findet sich auf der Web-
seite2 des Hydrologic Ensemble Prediction Experiments
(HEPEX), einer internationalen Initiative zur Stärkung von
Ensemblevorhersagen in der operationellen Hydrologie.
Das Ziel ist stets die probabilistische Bewertung von En-
semblevorhersagen3 unter Berücksichtigung von Unsicher-
heiten aus den genannten Quellen. Ganz generell wird mit
SPPMs versucht, die Häufigkeitsverteilung von Vorhersa-
gen bzw. deren Fehlern in der Vergangenheit zu charakte-
risieren und diese Information dann zu benutzen, um die
aktuelle prädiktive Unsicherheit zu bestimmen. Dazu wird
das hydrologische Modell für die Vergangenheit (Simula-
tion) betrieben, oftmals mit beobachteten Antriebsdaten.
Im Vorhersagefall wird es dann mit vorhergesagten Da-
ten angetrieben. Hier wird – und das ist ein sehr wichtiger
Punkt, da er praktisch nicht erfüllt sein kann – davon aus-
gegangen, dass sich das hydrologische Modell für sich
hinsichtlich ihrer Fehlerstruktur unterscheidende Antriebe
ähnlich verhält und somit eine prognostische Aussage erst
zulässig ist.
Die Anwendung statistischer Methoden zur Post-
Prozessierung ist aufwändig. Zum einen muss per se im
Sinne der Ensembleverarbeitung die Modellkette entspre-
chend der Anzahl von Ensemblemitgliedern oft betrieben
werden. Des Weiteren sind die einzelnen Unsicherheits-
quellen bzw. die Verteilungen der unsicheren Parameter
teilweise im statistischen Sinne abhängig; die prädiktive
Unsicherheit ist durch eine bedingte Wahrscheinlichkeits-
verteilung charakterisiert. Um diese Abhängigkeiten ent-
sprechend zu modellieren, werden häufig Methoden der
Bayes’schen Inferenz4 angewendet. Dabei handelt es sich
2HEPEX-Webseite: http://hepex.irstea.fr/hepex-sip-topic-post-
processing-23 (abgerufen am 13.09.2016).
3Ensembles können auf unterschiedliche Art und Weise gewonnen
werden; siehe dazu Abschnitt 2.5.2.
4Basiert auf dem Satz von (Thomas) Bayes (*1701; †1761), welcher
die Berechnung bedingter Wahrscheinlichkeiten beschreibt.
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oft um Ansätze, welche auf Sampling- und Monte-Carlo-
Verfahren abstellen.1 Auf eine weitgehendere Darstellung
des Themas wird an dieser Stelle verzichtet und stattdes-




Wie bereits angesprochen, werden zur Quantifizierung
der prädiktiven Unsicherheit (siehe vorangegangener Ab-
schnitt) in der Regel Ensemble-Techniken verwendet. Da-
bei werden die einzelnen Unsicherheitsquellen auf un-
terschiedliche Weise berücksichtigt (siehe Tabelle 2.5.1).
Die Inputparameterunsicherheit (bezogen auf die meteo-
rologischen Eingangsgrößen) wird durch meteorologische
Ensemblevorhersagen abgebildet. Dabei werden die An-
fangsbedingungen der Wettermodelle durch Perturbation2
und/oder Ensemble-Datenassimilations-Techniken variiert
sowie unterschiedliche Randbedingungsdaten verwendet
(meist Antriebe aus unterschiedlichen Globalmodellen).
Beispielsweise wird das COSMO-DE-EPS-Ensemble (20
Member plus ein Kontrolllauf) durch Antrieb an seinen Rän-
dern mit den Vorhersagen aus vier Globalmodellen sowie
durch Berücksichtigung von fünf verschiedenen Anfangs-
zuständen durch Perturbation sowie Variationen in der Mo-
dellphysik erzeugt.
Die Modellstrukturunsicherheit kann mit Multi-Model-
Verfahren einbezogen werden; das meint schlichtweg die
Verwendung mehrerer, unterschiedlicher hydrologischer
Modelle für Simulation/Vorhersage. Recht neu hingegen –
und daher eher im Forschungsbereich bekannt – sind hy-
drologische Modelle mit flexibler Modellstruktur zur Aufklä-
rung und Ermittlung der Modellstrukturunsicherheit; zuvor-
derst ist hier sicherlich der SUPERFLEX-Ansatz (FENICIA
ET AL., 2011) zu nennen.
Für die Modell- und Parameterunsicherheiten bedient
man sich oftmals Sampling-Techniken wie des MCMC-
Verfahrens (Markov-Chain-Monte-Carlo-Verfahren). Hier
1Hier geht es darum, eine stetige (beispielsweise durch eine Vertei-
lungsfunktion beschriebene) Größe (wie beispielsweise einen unsicheren,
in bestimmten Grenzen schwankenden Prozessparameter) empirisch
hinreichend zu beschrieben (durch häufiges Sampling) und dann diese
Vielzahl an Parameter-Varianten durch die Modellkette zu propagieren
und die Ergebnisse entsprechend ihrer empirischen Häufigkeit auszuwer-
ten.
2Perturbation ist das algorithmische Einbringen von Störungen in
eine Feldgröße.
Abbildung 2.5.1: Beispielhafte, auf Monte-Carlo-Methoden ba-
sierende, integrierte Bestimmung der prädiktiven Unsicherheit
in der flächendifferenzierten hydrologischen Modellierung nach
GRUNDMANN (2010). Betrachtet werden hier Inputparameterunsi-
cherheit („Niederschlagsdaten”) anhand stochastisch simulierter
Niederschlagsfelder sowie Prozessparameterunsicherheiten („Bo-
dendaten” sowie „konzeptionelle Prozessparameter”). Strukturelle
Unsicherheiten und Modellparameterunsicherheiten bleiben zu-
nächst unberücksichtigt. Abbildung entnommen aus GRUNDMANN
(2010).
ist es das Ziel, eine bekannte (oder vermutete!) Verteilung
der Modell- oder Prozessparameter mit einer möglichst klei-
nen Stichprobe im statistischen Sinne hinreichend genau
zu beschreiben, um die Anzahl erforderlicher Modellsimu-
lationen gering zu halten (siehe zu diesen Verfahren auch
GRUNDMANN, 2010).
Schließlich müssen alle Unsicherheiten zusammenge-
bracht werden indem sie konsequent durch das hydrolo-
gische Modell propagiert werden (in der Regel mit Monte-
Carlo-Techniken) und hernach mit Blick auf potentiell vor-
handene statistische Abhängigkeiten zwischen den ein-
zelnen Unsicherheitsquellen ausgewertet werden. Wenn
die Unsicherheitsbetrachtung konsequent erfolgt, ist das
Vorgehen sehr aufwändig und erfordert – auch heute noch
– meist die Verwendung von Großrechnern (aufgrund des
exzessiven Einsatzes von Monte-Carlo-Techniken; siehe
dazu auch Abbildung 2.5.1).
KLEIN ET AL. (2016) bemerken – zu Recht – dass „in
der operationellen Vorhersage-Praxis fälschlicherweise oft
die rohen, also die nicht statistisch post-prozessierten En-
semblevorhersagen (...) als probabilistische Vorhersagen
interpretiert werden, obwohl sie lediglich eine endliche Men-
ge deterministischer Einzelvorhersagen darstellen.” Die-
se direkte Verwendung von Ensemble-Ergebnissen zur
Bestimmung der prädiktiven Unsicherheit (beispielsweise
durch eine einfache Perzentilauswertung der Ergebnisse)
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Tabelle 2.5.1: Übersicht von Verfahren der Unsicherheitsschätzung für hydrologische Simulationen und Vorhersagen.
Unsicherheitsquelle Berücksichtigung durch Beispielmethode
Inputparameter Verwendung von probabilistischen
Wettervorhersagen (Ensembles)















Prädiktive Unsicherheit Monte-Carlo-Methoden, statistische
Post-Prozessierungs-Methoden
MCMC-Verfahren; anschließend Bayes’sches Model
Averaging (BMA), Ensemble Model Output Statistics
(EMOS) etc.
ist aufgrund der Korrelations- und Fehlerstruktur (bedingte
Wahrscheinlichkeiten! statistische Abhängigkeit!) fachlich
klar falsch (TODINI, 2016; HERNÁNDEZ-LÓPEZ & FRANCÉS,
2017; BOGNER ET AL., 2017); im Umkehrschluss bedeutet
das Gesagte, dass eine methodisch saubere Quantifizie-
rung der prädiktiven Unsicherheit rechentechnisch eher
aufwändig ist, was den Erfordernissen des operationellen
Vorhersagegeschäfts zumindest in Teilen entgegensteht.
Abschließend zeigt Abbildung 2.5.2 den angesprochenen
Unterschied zwischen einem rohen Ensemble (Raw En-
semble) und dem post-prozessierten Ensemble (prädiktive
Unsicherheit).
Schlussfolgerung 13: Trotz der Methoden zur Fehler-
reduktion (wie Datenassimilation, Zustandsnachführung
und Fehlerkorrektur) verbleibt bei der hydrologischen Si-
mulation und Vorhersage eine Restunsicherheit in Form
der prädiktiven Unsicherheit. Die Quantifizierung der prä-
diktiven Unsicherheit liefert eine Wahrscheinlichkeitsaus-
sage für vorhergesagte Werte und ist per se methodisch
und rechentechnisch eher aufwändig. Meist basiert sie
auf Ensemble-Techniken. Ganz grundsätzlich und vorab
einer operationellen Bestimmung der prädiktiven Unsi-
cherheit, muss die Frage geklärt werden, wie und mit wel-
chen Konsequenzen für das Risikomanagement solche
Wahrscheinlichkeitsaussagen kommuniziert werden. v
Abbildung 2.5.2: Vergleich eines nicht probabilistisch prozes-
sierten rohen Ensembles (oben) mit einem post-prozessierten
Ensemble (unten) als „echte” probabilistische Vorhersage. Be-
merkenswert ist die bessere Abdeckung der probabilistischen
Vorhersage (Beobachtung liegt immer „innerhalb” des Ensem-
bles) sowie ihre oftmals bessere Schärfe, verglichen mit dem Raw
Ensemble, beispielsweise für eine Vorhersageweite von 24 h zu
erkennen. Abbildung entnommen aus KLEIN ET AL. (2016).
52
2.6 Zur Vorhersage in unbeobachteten Einzugsgebieten
2.6 Zur Vorhersage in
unbeobachteten
Einzugsgebieten
Die Hochwasserfrühwarnung für kleine Einzugsgebiete ist
ein gar klassisches Kernfeld für die Motivation, Entwicklung
und Erprobung von Methoden zur Vorhersage in unbeob-
achteten Einzugsgebieten (PUB – Prediction in Ungauged
Basins). Aufgrund des naturgemäßen Fehlens von hydrolo-
gischen Beobachtungsdaten („Pegeldaten”) für einen Groß-
teil dieser kleinen Gebiete, kann nur sehr indirekt auf ihre
hydrologische Reaktion auf Niederschlag geschlossen wer-
den. Das wiederum macht das Erstellen von klassischen,
deterministischen N-A-Modellen1 sehr schwierig, weil ei-
ne Kalibrierung effektiver Parameter2 sowie eine direkte
Validierung anhand von Abflussbeobachtungen per se aus-
geschlossen sind.
Die in Abschnitt 2.2 vorgestellten Modellansätze (de-
terministisch, datengetrieben, Bewertungsverfahren der
Hochwasseranfälligkeit) eignen sich unterschiedlich gut
zur Vorhersage bzw. zur Ableitung einer Hochwasserfrüh-
warnung für unbeobachtete Einzugsgebiete. Tabelle 2.6.1
bietet einen Vergleich der Modellansätze mit Blick auf ihre
potentielle Einsetzbarkeit für die Hochwasserfrühwarnung
für unbeobachtete Gebiete.
Deterministische Ansätze können auf unbeobachtete
Gebiete übertragen werden, indem Parameter des Modells
(in der Regel Prozessparameter, also effektive Parameter) –
beispielsweise Speicherkonstanten, hydraulische Leitfähig-
keit, hydraulische Rauhigkeiten – für beobachtete Gebiete
kalibriert und dann zu geeigneten Gebietseigenschaften
(„Proxies” wie z. B. Einzugsgebietsgröße, Landnutzung, Bo-
denart) mittels eines empirischen Modells (beispielsweise
via Mehrfachregression) in Beziehung gebracht werden.
Hauptprobleme und damit Hauptquelle von Unsicherheiten
sind hier zum einen die eventuell vorhandenen Abhängig-
keiten der Parameter (Phänomen der Äquifinalität – siehe
Abschnitt 2.5.1) sowie deren eingeschränkte, konzeptionel-
le Gültigkeit über verschiedene räumliche Skalenbereiche
hinweg. Darüber hinaus ist der Datenaufwand mit Blick auf
die üblicherweise hohe Zahl an effektiven Parametern in ei-
nem deterministischen Modell einerseits und bezüglich der
1Für eine Frühwarnung braucht es nicht zwingend ein N-A-Modell;
siehe Abschnitt 2.2.
2Deterministische hydrologische Modelle enthalten de facto immer
Kalibrierparameter.
in Frage kommenden Vielzahl an Proxies andererseits, als
hoch einzuschätzen. Bei guter Datenlage und sauberem
methodischem Vorgehen ist hier aber die zu erwartende
Genauigkeit von Modellaussagen für unbeobachtete Ge-
biete – verglichen mit den weiteren Ansätzen – als am
höchsten einzuschätzen.
Bei datengetriebenen Ansätzen muss unterschieden
werden zwischen „klassischen” datengetriebenen (empi-
rischen) Verfahren und Soft-Computing-Verfahren (z. B.
KNN). Letztere weisen eine stark eingeschränkte räumliche
Übertragbarkeit auf, da ihre Modellstruktur direkt abhängig
von der zugrunde liegenden Input-Output-Datenbasis ist
(also den N-A-Daten), welche für unbeobachtete Einzugs-
gebiete per se nicht existiert. Empirische N-A-Verfahren,
wie z. B. das SCS-Verfahren (USDA, 1986) zur Beschrei-
bung der Abflussbildung,3 basieren – analog zum für deter-
ministische Modelle beschriebenen Vorgehen – auf einer
empirisch abgeleiteten Beziehung von Parametern zu be-
stimmten Proxy-Größen (konkret für das SCS-Verfahren:
„Curve Number” abhängig von der „Soil Group”). Der Unter-
schied ist hier lediglich, dass das zugrunde liegende Modell
nicht-mechanistisch (also nicht-deterministisch), sondern
rein empirischer Natur ist. Die zu erwartende Genauigkeit
ist als mittelmäßig einzuschätzen; der methodische Auf-
wand in der Anwendung ist gering. Für eine grundsätzliche
Neukonzeption und Erstellung eines empirischen Verfah-
rens wie dem SCS-Verfahren ist der Datenbedarf und der
damit verbundene Aufwand hingegen hoch. Generell gilt
– wie für alle empirischen Modelle – dass ihre Gültigkeit
außerhalb der zu ihrer Konzeption und Parametrisierung
herangezogenen Datendomäne immer eingeschränkt ist.
Bewertungsverfahren der Hochwasseranfälligkeit hin-
gegen sind für ihren Betrieb nicht auf Abflussbeobachtun-
gen angewiesen (siehe Abbildung 2.2.2). Wie bereits in
Abschnitt 2.2 erörtert, ist ihr Datenbedarf vergleichsweise
gering, was sie zunächst sehr gut anwendbar für unbeob-
achtete Gebiete macht. Die zu erzielenden Modellprogno-
sen sind allerdings auch vergleichsweise generell.
Allen angesprochenen Ansätzen gemein ist es – mit
Blick auf ihre Anwendung für unbeobachtete Gebiete –
dass sie ohne Abflussdaten nicht hinsichtlich ihres prädik-
tiven Nutzens bewertet werden können; hierfür sind zwin-
gend Abflussbeobachtungen notwendig. Die Bewertung
der räumlichen Übertragbarkeit eines bestimmten Ansat-
3Genauer bestimmt das Verfahren den Gebietsrückhalt (Verluste
nach Abflussbeginn) und damit indirekt den Effektivniederschlag.
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2.7 Ableitung und Kommunikation von Warnungen
zes ist nur möglich, indem eigentlich beobachtete Gebiete
als unbeobachtet angesehen werden und nach Modellüber-
tragung und -anwendung dann die vorhandenen Beobach-
tungsdaten als Referenz zur Bewertung genutzt werden.
Dabei sollten statistische Resampling-Methoden zum Ein-
satz kommen um zu überprüfen, ob ein Modellansatz stabil
in Raum und Zeit übertragbar ist. Weiterhin ist auf die-
sem Wege die Abschätzung von aus der Regionalisierung
erwachsender Unsicherheiten möglich. Einen guten Ab-
riss und Einstieg für dafür notwendige Methoden liefern
POMEROY ET AL. (2013).
Schlussfolgerung 14: Die Vorhersage bzw. Prognose
für unbeobachtete Gebiete (also den Großteil kleiner
Einzugsgebiete) stellt größte Herausforderungen an die
hydrologischen Wissenschaften. Das Fehlen von Ab-
flussbeobachtungen führt stets zu Einschränkungen des
prädiktiven Nutzens von Modellergebnissen. Gleichsam
muss für die Vorhersage und Prognose für unbeobach-
tete Gebiete erhöhter Aufwand hinsichtlich Daten und
Methoden getrieben werden. Aufwand und Nutzen eines
avisierten Verfahrens sind daher sehr sorgfältig abzuwä-
gen, insbesondere mit Blick auf operationelle Anforde-
rungen. v




In Abschnitt 1.3 wurde deutlich, dass Hochwasserfrühwar-
nungen oft meteorologische und hydrologische Vorhersa-
gen zur Grundlage haben. Eine Frühwarnung muss effektiv,
verlässlich und adressatengerecht sein. Streng genommen
sollten also nur die tatsächlich von einem Ereignis Betroffe-
nen als Adressaten bewarnt werden. Diese Betroffenheit
kann sehr lokalen Bezug haben (z. B. bei einem Hausbesit-
zer) oder aber, es können eher administrativ-flächige Be-
troffenheiten vorhanden sein (beispielsweise Koordination
des Katastrophenschutzes auf Landkreisebene). Weiter-
hin sind Vorhersagen unsicher (siehe Abschnitt 2.5) – ein
punktgenauer Lagebezug einer Warnung könnte eine Ge-
nauigkeit vortäuschen, welche nicht gegeben ist. Es ist also
durchaus sinnvoll, eine punktuell gültige Bewertung, wie sie
im Regelfall aus einer hydro-meteorologischen Vorhersage
Abbildung 2.7.1: Wahrscheinlichkeitskarten, basierend auf dem
post-prozessierten COSMO-DE-EPS-Ensemble („Schwellenwert-
karten”). Dargestellt sind die Eintrittswahrscheinlichkeiten für das
Ereignis „Niederschlagssumme in sechs Stunden größer/gleich
10 mm”. Die linke Abbildung zeigt das Produkt, erstellt auf Basis
der eigentlichen horizontalen Modellauflösung von rund 2,8 mal
2,8 km; die rechte Abbildung basiert auf dem im Text beschrie-
bene Upscaling-Verfahren (horizontale Auflösung rund 28 mal
28 km). Abbildung entnommen aus RAUTHE ET AL. (2015).
hervorgeht, zu einer Flächeninformation zu aggregieren.
Der DWD beispielsweise aggregiert die horizontal mit circa
2,8 km aufgelösten Vorhersagen aus COSMO-DE-EPS zu
Wahrscheinlichkeitskarten mit einer Auflösung von 28 km,
welche nachweislich besser als die 2,8-km-Produkte veri-
fizieren (BUCHHOLD ET AL., 2014). Bei diesem Upscaling
wird einer 28-km-Box der Maximalwert aller darin befindli-
cher Ursprungsinformationen zugewiesen (siehe Abbildung
2.7.1).
Bei den amtlichen operationellen Hochwasserfrüh-
warnsystemen in Deutschland werden die Warnungen für
Landkreise erzeugt (siehe Abschnitt 1.6). Auch der Deut-
sche Wetterdienst hat seine Warnprodukte bis Juli 2016
für Landkreise generiert; mittlerweile jedoch für Gemeinde-
gebiete. Werden Punktinformationen1 – welche durchaus
nicht gleichsinnig/gleichlautend sein müssen – zu einer
Flächeninformation aggregiert, so braucht es dafür ein
Regelwerk. Im einfachsten Falle könnte man sich der de-
skriptiven Statistik bedienen und beispielsweise alle Punkt-
oder Teilgebietsvorhersagen im zu bewarnenden Gebiet
hinsichtlich ihres Status auswerten und als aggregierte
Warnung ein statistisches Moment wie Maximum, Mittel-
wert, Median oder Modalwert bemühen (wie z. B. beim
oben beschriebenen Upscaling von Schwellenwerten des
Niederschlags).
1Die Punktinformationen können hierbei sowohl deterministischer,
als auch probabilistischer Natur sein.
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Tabelle 2.7.1: Regelwerk der in Rheinland-Pfalz verwendeten WARNSIM-Methodik zur flächenhaften Aggregierung teilgebietsbasierter
Vorhersageinformationen zu einer Hochwasserfrühwarnung mit Bezug zu Flussgebieten (vormals Landkreise). Die Regeln werden
gewissermaßen von „unten nach oben” ausgewertet.
Regel HQ-Häufigkeiten in Teilgebieten bzw.




2 3 %>HQ(50) ≥HQ(2)
3 10 %>HQ(10) und 30 %>HQ(2) ≥HQ(2)
4 10 %>HQ(5) und 40 %>HQ(2) ≥HQ(2)
5 25 %>HQ(5) und 50 %>HQ(2) ≥HQ(2)
6 60 %>HQ(2) ≥HQ(2)
7 15 %>HQ(50) ≥HQ(10)
8 50 %>HQ(10) und 75 %>HQ(5) ≥HQ(10)
9 25 %>HQ(20) und 100 %>HQ(5) ≥HQ(10)
10 75 %>HQ(10) ≥HQ(10)
11 50 %>HQ(20) und 75 %>HQ(15) ≥HQ(20)
12 25 %>HQ(50) und 100 %>HQ(15) ≥HQ(20)
13 75 %>HQ(20) ≥HQ(20)
14 50 %>HQ(50) und 75 %>HQ(35) ≥HQ(50)
15 25 %>HQ(100) und 100 %>HQ(35) ≥HQ(50)
16 75 %>HQ(50) ≥HQ(50)
Auch möglich ist es, bei einer räumlichen Aggregie-
rung von Vorhersagen die Häufigkeitsverteilung vorherge-
sagter Werte oder Zustände einzubeziehen. In Rheinland-
Pfalz beispielsweise wird dazu eine teilgebietsbasierte Häu-
figkeitsanalyse und Bewertung vorhergesagter Abflussjähr-
lichkeiten1 vorgenommen; die Methodik wird als WARNSIM
bezeichnet (DEMUTH, 2015) und soll hier exemplarisch vor-
gestellt werden. Der Vorteil dabei ist, dass durch die häu-
figkeitsbasierte Ableitung einer flächenhaft gültigen Warn-
information auch probabilistische Vorhersagen gleichsinnig
behandelt werden können. Konkret wird bei WARNSIM
die Menge der Vorhersagen (bestimmter Abflussbereiche)
für das zu bewarnende Gebiet (also einen Landkreis oder
Flussgebiet) in Häufigkeiten (Perzentile) zerlegt und mit
einem Regelwerk eine der eins plus vier Warnstufen2 (grün
plus gelb, orange, rot, violett) zugeordnet. Das Regelwerk
dafür ist in Tabelle 2.7.1 dargestellt.
1Die Jährlichkeiten von modellierten/vorhergesagten Abflüssen aus
unbeobachteten Teilgebieten werden anhand regionalisierter Hochwasser-
kennwerte ermittelt. Die Regionalisierung wird mittels der Methodik HQ-
REGIO durchgeführt, welche auch für Sachsen flächendeckend angewen-
det wurde (siehe dazu beispielsweise LFULG, 2012).
2Die Stufen bedeuten: geringe Hochwassergefährdung (grün; <
HQ(2)), mäßige Hochwassergefährdung (gelb; ≥HQ(2)), mittlere Hoch-
wassergefährdung (orange;≥HQ(10)), hohe Hochwassergefährdung (rot;
≥HQ(20)), sehr hohe Hochwassergefährdung (violett; ≥HQ(50)).
Ein sehr grundsätzliches Problem, welches ganz ge-
nerell bei der Ableitung von Warninformation auf Basis hy-
drologischer Vorhersagen/Simulationen besteht, ist, dass
Abflüsse bzw. Abflussspenden gleicher Jährlichkeit völ-
lig unterschiedliche Auswirkungen im Einzugsgebiet ha-
ben können. Manche – auch kleinere – Gewässer kön-
nen durchaus ein HQ(20) oder gar ein HQ(50) schadfrei
abführen, andernorts können bereits bei HQ(2) einzelne
bebaute Grundstücke betroffen sein. Dieses Dilemma lässt
sich mittels einer generellen, flächig gültigen Bewarnung
nur unzureichend adressieren. Darüber hinaus bedürfte
es für eine detaillierte Betrachtung einer Unmenge lokal-
hydraulischer Informationen, welche nicht mit vertretbarem
Aufwand zu erheben und zu verarbeiten wären.
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Aus den vorgenannten Gründen sollte die Erstellung
von Produkten zur Hochwasserfrühwarnung nicht vollstän-
dig automatisiert werden; vielmehr sollte für den Vorhersa-
gehydrologen stets die Möglichkeit bestehen, Warnstufen/-
zustände manuell zu ändern sowie spezifische Zusatzin-
formationen (z. B. in Textform) dem Produkt ergänzend
beizugeben um die „hydrologischen Warnungen” in ein
Maß für die lokale Hochwassergefährdung zu übersetzen.
Schlussfolgerung 15: Einem Produkt zur Hochwas-
serfrühwarnung zugrunde liegende Bewertungen (auf
Basis von Beobachtungen/Vorhersagen von Nieder-
schlag/Abfluss) haben meist punktuellen oder lokalen
Bezug. Für das Hochwasserrisikomanagement sind aber
generellere Warnaussagen mit flächigem, regionalen Be-
zug wichtig. Für diese räumliche Aggregierung muss ein
geeignetes Verfahren konzipiert und operationell betrie-
ben werden. v
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3 Der Weg hin zu einem operationellen
Hochwasserfrühwarnsystem für Sachsen
Derzeit ist für Sachsen der Hochwassernachrichten-
und Alarmdienst für den Fall von Ausuferungen an jenen
Gewässern implementiert, an denen die HWMO (HWMO,
2015) gilt, also in der Regel unterstrom der kleinsten, durch
als Hochwassermeldepegel definierte Messstellen über-
wachten Kopfgebiete. Damit ist ein Gutteil der Landesfläche
aktuell nicht durch spezifische Hochwassernachrichten-
bzw. Warnprodukte versorgt. Dieses Kapitel illustriert den
Weg hin zu einem operationellen Hochwasserfrühwarnsys-
tem für kleine, potentiell schnell reagierende Einzugsgebie-
te in Sachsen.
3.1 Abriss historischer sowie
rezenter kleinräumiger
Hochwasserereignisse
Sachsen war immer wieder von teilweise verheerenden
kleinräumigen Hochwasserereignissen betroffen. Die Ur-
sachen hierfür sind vielfältig und liegen auch in der oro-
graphischen Gliederung und Morphologie von Teilen des
Gebiets des heutigen Freistaats begründet. Tabelle 3.1.1
gibt eine Übersicht über die in der Literatur prominentesten
Ereignisse des 20. und beginnenden 21. Jahrhunderts.1
SMUL (2002) enthält eine Übersicht lokaler sommerlicher
Starkniederschlagsereignisse mit katastrophalen Auswir-
kungen im 20. Jahrhundert, welche in Abbildung 3.1.1
dargestellt ist und in der sich viele der in Tabelle 3.1.1
aufgeführten Ereignisse wiederfinden.
Betrachtet man die ausgewählten Ereignisse, so fallen
drei Gemeinsamkeiten auf. Erstens bewegen sich die loka-
len Spitzenintensitäten in einem extremen Jährlichkeitsbe-
reich. Legt man eine typische Starkregenauswertung wie
KOSTRA (BARTELS ET AL., 2005) zugrunde und schätzt
1Auch vor dem 20. Jahrhundert gab es lokale Ereignisse in Folge von
Starkregen mit teilweise katastrophalen Auswirkungen, wie beispielsweise
POHL (2003) belegt.
ausgehend von den flächig gültigen KOSTRA-Werten2 die
lokalen Intensitätsmaxima für bestimmte Jährlichkeiten und
Andauern, so würden sich, vor allem für die Ereignisse kur-
zer Andauern, Jährlichkeiten weit jenseits von 100 ergeben.
Zweitens lässt sich ein gehäuftes Auftreten lokaler Starknie-
derschlagsereignisse im Zeitraum Ende Juni bis Mitte Au-
gust beobachten. Drittens gibt es eine regionale Häufung
von Schadereignissen durch Abfluss in Folge von Stark-
regen im gegliederten Gelände von Vogtland, Erzgebirge,
Mulde-Lösshügelland/Erzgebirgsvorland sowie Lausitzer
Hügel- und Bergland.
Das – bezogen auf einen bestimmten Punkt im Raum –
sehr seltene Auftreten kleinräumiger Starkregenereignisse
macht eine Bewertung des zugrunde liegenden Häufigkeits-
regimes schwierig. Noch schwieriger ist eine Bewertung
rezenter oder gar zukünftiger, projizierter Veränderungen
des raum-zeitlichen Auftretens kleinräumiger Starkregen;
robuste Aussagen hinsichtlich Stärke und Signifikanz von
Änderungssignalen sind umso schwieriger, je kleinräumi-
ger, kürzer und extremer ein Ereignis ist. Auswertungen
des DWD im Nachgang der lokal massiv schadensträchti-
gen Ereignisse in Süddeutschland Ende Mai/Anfang Juni
2016 stützen diese These, vor allem mit Blick auf Ereig-
nisandauern kleiner 24 Stunden (BECKER ET AL., 2016).
Es ist mittlerweile anerkannter Stand der Wissenschaft,
dass bei generell steigender Temperatur der Atmosphäre
auch von einem Anstieg der Intensität kleinräumiger, kur-
zer konvektiver Starkregen auszugehen ist (BERG ET AL.,
2013). Das wiederum bedeutet mit Blick auf Sachsen, dass
die Häufigkeit schadensträchtigen Starkregenereignissen
zukünftig potentiell zunimmt.
2Mit einem geeigneten Maximierungsansatz wie beispielsweise bei
PAVLOVIC ET AL. (2016).
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Tabelle 3.1.1: Ausgewählte schadensträchtige kleinräumige Hochwasserereignisse in Sachsen in den vergangenen 100 Jahren
(Anzahl: 23).





Oberlauf der Zwickauer Mulde > 120 mm in kurzer Zeit FICKERT & SCHMIDT
(1934)
Juni 1926 Lausitz Löbauer Wasser, Spree,
Mandau
k. A. FICKERT (1932b)











170 mm · 5 h−1;
25 mm · 10 min−1
FICKERT (1932a)
14.07.1932 Bernstadt a. d. Eigen Pließnitz, Kemnitzbach > 200 mm · 2 h−1 FICKERT (1936)




Rauner Bach 200–300 mm · 3–4 h−1 FLACH & FICKERT (1936)
20.07.1955 Mittleres Erzgebirge Preßnitz k. A. LFULG (2016a)
23.07.1957 Osterzgebirge Gottleuba, Müglitz, Biela k. A. POHL (2003); SMUL
(2002)




Rote Weißeritz k. A. POHL (2003)
20.06.1968 Mittleres Erzgebirge Oberlauf der Striegis k. A. LFULG (2016a)
29.06.1972 Wildenthal Große Bockau k. A. OFM (1972)
25.07.1981 Seifhennersdorf,
Großschönau
Mandau k. A. SMUL (2002)
10.08.1981 Oberlauf Rote
Weißeritz




Landwasser k. A. POHL (2003); SMUL
(2002)
06.07.1992 Mittleres Erzgebirge Chemnitzbach, Saidenbach > 170 mm · 4 h−1 LFULG (2016a)









Diverse 50 mm · 60 min−1;







40 mm · 10 min−1 LFULG (2015);
RADOLAN
14.05.2017 Spitzkunnersdorf Spitzkunnersdorfer Bach > 30 mm · 20 min−1 RADOLAN
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Abbildung 3.1.1: Übersicht lokaler sommerlicher Starkniederschlagsereignisse mit katastrophalen Auswirkungen im 20. Jahrhundert.
Veröffentlicht in SMUL (2002), entnommen aus POHL (2003); in der Kartendarstellung fehlen gegenüber Tabelle 3.1.1 die kleinräumigen
Ereignisse aus 2010, 2013 sowie 2017.
Schlussfolgerung 16: Rezente Veränderungen im Häu-
figkeitsregime kleinräumiger Starkregenereignisse mit
Andauern kleiner 24 Stunden sind derzeit nicht sicher
nachweisbar. Bemerkenswert ist das gehäufte Auftreten




Modellierung und Vorhersage im
Zuge von RIMAX
Vor dem Hintergrund des Hochwasser 2002 und der da-
bei sichtbar gewordenen Defizite im Hochwasserrisikoma-
nagement (siehe beispielsweise LFUG, 2004) wurde vom
Bundesministerium für Bildung und Forschung (BMBF) die
Förderaktivität „Risikomanagement extremer Hochwasse-
rereignisse – RIMAX” aufgelegt (MERZ ET AL., 2009). Zwi-
schen 2005 bis 2010 wurden 38 Teilprojekte mit einem
Budget von ca. 20 Millionen Euro gefördert. Im Fokus
der RIMAX-Aktivitäten waren Sachsens Flussgebiete, ins-
besondere das Muldegebiet. Ein Teilaspekt von RIMAX
war die methodische Verbesserung der kleinräumigen me-
teorologischen und hydrologischen Vorhersage in kleinen,
schnell reagierenden Einzugsgebieten sowie die konse-
quente Einbeziehung und Verarbeitung von Unsicherheiten.
Tabelle 3.2.1 gibt eine Übersicht über RIMAX-Teilprojekte
mit Bezug zum Freistaat Sachsen.
Die Untersuchungen verwendeten dabei einen breiten
Reigen datengetriebener, deterministischer und probabi-
listischer meteorologischer und hydrologischer Methoden,
stets mit dem Blick auf deren operationelle Anwendbarkeit
und deren Potential zur Verbesserung der Hochwasser-
vorhersage. Zusammenschauend muss man dem Projekt
attestieren, dass – trotz erheblicher methodischer und tech-
nischer Anstrengungen – die Vorhersagbarkeit und Vorher-
sagegüte extremer Hochwasser in kleinen Einzugsgebie-
ten nicht grundlegend verbessert werden konnten. Das ist
60


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3 Der Weg hin zu einem Hochwasserfrühwarnsystem für Sachsen
weniger ein Defizit des Projekts, sondern vielmehr zeigt
das Projekt in seiner Breite und Tiefe damit deutlich die
Möglichkeiten, aber vor allem die Grenzen kleinräumiger
hydrologischer Vorhersagen auf. Die wichtigsten Erkennt-
nisse und Empfehlungen aus RIMAX lauten wie folgt:
ä Deterministische hydrologische Modelle sind prinzi-
piell für die kleinräumige hydrologische Modellierung
geeignet; allerdings wird ihr Nutzen durch die raum-
zeitlich schwankende Identifizierbarkeit und Gültigkeit
ihrer Modell- und Prozessparameter geschmälert. Ein-
fache, beispielsweise datengetriebene Modelle müs-
sen daher nicht zwangsläufig schlechter performen
und können sogar operationelle Vorteile, wie Rechen-
schnelle und Robustheit bieten (CULLMANN ET AL.,
2008; PAKOSCH, 2011).
ä Die Integration aller potentiell verfügbaren Daten kann
einen echten Mehrwert mit Blick auf die Güte hydro-
logischer Vorhersagen für kleine Einzugsgebiete be-
deuten. Ganz aktuell bekommt der Befund neue Be-
deutung durch die zunehmende Verfügbarkeit von Mo-
bilgeräten oder Alltagsgegenständen1 mit Low-Cost-
Sensorik (via Crowdsourcing2) sowie Social-Media-
Vernetzung durch Plattformen wie Twitter oder Face-
book (BERNHOFER ET AL., 2009).
ä Radar ist unabdingbar bei der kleinräumigen hy-
drologischen Vorhersage und Warnung. Nowcasting-
Verfahren (Kürzestfristvorhersagen auf Radar-Basis)
können einen (wenn auch häufig schmalen) Vorhersa-
genutzen gegenüber quantitativen Niederschlagsvor-
hersagen auf Basis von numerischen Wettermodellen
haben. Mittel- und langfristige Vorhersagen (Vorhersa-
geweite größer 24 h) haben oftmals keine signifikante
Güte mit Blick auf kleine Einzugsgebiete (KNEIS &
HEISTERMANN, 2009; KNEIS ET AL., 2012).
ä Die Einbeziehung probabilistischer quantitativer Nie-
derschlagsvorhersagen kann einen prädiktiven Nutzen
bedeuten. Eine umfassende Unsicherheitsbetrach-
tung ist wichtig, aber methodisch und technisch sehr
aufwändig (SCHUMANN ET AL., 2009; GRUNDMANN,
2010; BLIEFERNICHT, 2010).
1Beispielsweise Regensensoren in Autos.
2Crowdsourcing meint die Philosophie viele, eher ungenaue Daten
zu erheben und zu integrieren und dadurch ein stimmiges Gesamtbild zu
erhalten.
Schlussfolgerung 17: Trotz erheblicher methodischer
und technischer Anstrengungen und des wissenschaftli-
chen Fortschritts wird sich die operationelle Vorhersag-
barkeit extremer, kleinräumiger Hochwasserereignisse
als Folge konvektiver Starkregen in den kommenden Jah-
ren nicht grundlegend verbessern. Gleichsam sollte der
Mehrwert probabilistischer Methoden genutzt werden;
dazu ist die Schaffung und Wahrung der Bereitschaft
zum Empfang und zur Interpretation probabilistischer
Vorhersage-/Warnprodukte bei potentiellen Nutzern not-
wendig. v
3.3 Schlussfolgerungen, Defizite,
Synthese – Fragen, die das
Projekt adressieren muss
Der Abriss kleinräumiger sowie schadensträchtiger Ereig-
nisse (Abschnitt 3.1) illustriert recht eindrücklich die aus-
geprägte Häufigkeit solcher Ereignisse, bezogen auf ganz
Sachsen. Eine Vielzahl der Untersuchungen belegt die
Schwierigkeiten und Grenzen der kleinräumigen hydrolo-
gischen Vorhersage. Besonders ist hier das mit Blick auf
den Freistaat wichtige RIMAX-Vorhaben (2005–2010; sie-
he Abschnitt 3.2) zu nennen. Die RIMAX-Einzelvorhaben
waren dabei allerdings immer recht spezifisch und bezogen
meist nur ein oder wenige Elemente mit ein, welche für ei-
ne ganzheitliche Frühwarnung gemäß Abbildung 2.0.1 bzw.
für ein effektives, verlässliches und adressatengerechtes
Frühwarnsystem notwendig sind. Ein Projekt, welches als
Ziel die Konzeption, Erstellung, Testung sowie Operationa-
lisierung eines solchen Systems verfolgt, muss daher die
folgenden Aspekte berücksichtigen:
ä Das Projekt muss antizipieren, dass neben der rein
hydrologischen Bewertung und Prognose der klein-
räumigen Hochwassergefährdung auch Aspekte wie
Erstellung und Verteilung von Warnprodukten sowie
Risikokommunikation wichtig sind. Diese Punkte soll-
ten auf die Nutzerbedürfnisse angepasst sein.
ä Dazu müssen diese Nutzeransprüche erhoben und
bewertet werden.
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3.4 Vorstellung des Frühwarnprojekts
ä Bei RIMAX stand die Bewertung des Potentials ver-
schiedener hydrologischer Modellverfahren für die hy-
drologische Vorhersage/Prognose mit Blick auf klein-
räumige Extremereignisse im Fokus. Dieser Aspekt ist
wichtig, allerdings auch in dem Sinne, dass – mit Blick
auf die Erfordernisse des angestrebten operationellen
Betriebs des Systems – ein Ansatz gewählt werden
sollte, der so komplex wie nötig und so einfach wie
möglich ist.
ä Es ist anzuerkennen, dass die Hauptunsicherheit für
eine kleinräumige hydrologische Vorhersage und War-
nung in der Unsicherheit der Niederschlagsvorhersa-
ge begründet liegt. Diese Tatsache ist entsprechend
zu berücksichtigen, beispielsweise durch die Verarbei-
tung und Propagation von Unsicherheiten (siehe auch
Abschnitt 2.5.1) entlang des gesamten Frühwarnpro-
zesses (siehe Abbildung 2.0.1) und durch Ableitung
und Verteilung von Produkten, die dieser Philosophie
folgen.1
ä Die vorgenannten Aspekte müssen zusammenschau-
end untersucht werden. Dabei erscheinen pilothafte2
Vergleichsstudien geeignet.
3.4 Das Frühwarnprojekt: Vorgehen
hin zu einem operationellen
Hochwasserfrühwarnsystem für
Sachsen
Das Projektvorhaben trägt den Titel „Konzeption, Umset-
zung sowie Operationalisierung eines Systems zur Ablei-
tung und Bereitstellung von Produkten zur Bewertung und
Prognose der regionalen Hochwassergefährdung für kleine
Einzugsgebiete in Sachsen” und wurde vom Sächsischen
Staatsministerium für Umwelt und Landwirtschaft (SMUL)
als Vorhaben Nummer 030479 im Rahmen des Landes-
programms „Optimierung der bestehenden Meldesystem
in Zusammenhang mit dem Hochwasser 2010 – Umset-
zung der Empfehlungen der Jeschke-Kommission” finan-
1Das können beispielsweise typische Produkte wie Gangliniengrafi-
ken mit Unsicherheitsbändern sein. Explizit sind hier aber auch Produkte
gemeint, die Unsicherheit inhärent berücksichtigen indem beispielswei-
se eine Warninformation generell für ein größeres Gebiet gilt und es
vermieden wird, lokale oder gar punktuelle Aussagen zu treffen.


















Grundlage für eine 
Warnung 
Abbildung 3.4.1: Untersuchungsschwerpunkte auf dem Weg hin
zu einem Hochwasserfrühwarnsystem für Sachsen.
ziert (Laufzeit 2013 bis 2017). Die im vorangegangenen
Abschnitt 3.3 herausgearbeiteten Anforderungen für ein
operationelles Hochwasserfrühwarnsystem werden zu ei-
nem Vorgehensmodell strukturiert, welches im Folgenden
detailliert beschrieben wird.
3.4.1 Synergetischer Projektansatz
Wie bereits einleitend in den Kapiteln 1 und 2 ausgeführt,
muss ein effektives, verlässliches sowie adressatengerech-
tes Hochwasserfrühwarnsystem verschiedene Aspekte mit
einbeziehen. Für das Projekt wurden daher drei wesentli-
che Bereiche festgelegt, welche zusammenschauend für
Sachsen betrachtet und untersucht werden (siehe Abbil-
dung 3.4.1). Es sind dies:
1. Ansprüche und Erwartungen der Nutzer von Frühwarn-
produkten,
2. Qualität der meteorologischen Antriebsdaten sowie
3. Modellvorhersagen als Grundlage von Warnungen.
Für diese Bereiche soll – gemäß dem Stand von Wissen-
schaft und Technik (siehe Kapitel 2) und spezifisch für
die Bedingungen im Freistaat – zunächst herausgefunden
werden, was die aktuellen Möglichkeiten, aber vor allem
auch die Grenzen bei der Hochwasserfrühwarnung sind.
Als abschließende Aktivität des Projekts wird ein begrün-
deter Entwurf eines Frühwarnsystems implementiert und
fortan durch das LHWZ operationell betrieben. Damit trägt
das Projekt maßgeblich zur Erfüllung der entsprechenden
Forderungen der Jeschke-Kommission (JESCHKE ET AL.,
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2010) bei. Projektorganisation, -ablauf sowie die konkre-
ten Projektinhalte und Meilensteine werden im Folgenden
beschrieben.
3.4.2 Projektorganisation und Projektablauf
Das Projekt wurde zunächst inhaltlich (ohne nachbereiten-
de und fortführende Aktivitäten) auf eine Dauer von 3,5
Jahren (07/2013 bis 12/2016) angelegt, wobei sich der tat-
sächliche Projektstart – durch in Zusammenhang mit dem
Hochwasser 2013 stehender Aktivitäten des LHWZ – in
den Herbst 2013 verschoben hatte. Das Projekt wurde von
einem festen Dienstposten geleitet (Projektleitung), womit
auch die weitere Betreuung des avisierten operationellen
Systems und seiner Warnprodukte gegeben ist. Inhaltliche
Mitarbeit wurde im Zeitraum 05/2014 bis 12/2016 durch
eine volle Projektstelle (befristet) gewährleistet.
Der geplante und umgesetzte Projektablauf mit seinen
eins plus vier Einzelphasen ist in Abbildung 3.4.2 darge-
stellt sowie in Tabelle 3.4.1 näher erläutert. Der Projekt-
ablauf spiegelt dabei ein Vorgehen wider, angelegt zur
Synthese von vergleichenden Einzelbetrachtungen, hin
zu einem begründeten Entwurf für das Gesamtsystem;
damit liegt ein dem Projektansatz (siehe Abschnitt 3.4.1)
gerecht werdendes Vorgehensmodell vor. Aktivitäten des
Projektmanagements, wie Zeit- und Ressourcenplanung,
Abbildung und Berücksichtigung inhaltlicher und organisa-
torischer Abhängigkeiten, Controlling, oder aber Dokumen-
tation, wurden mit geeigneten Werkzeugen (z. B. Gantt-
Diagramme1, Burn-Down-Charts2, Meilensteintrendanaly-
se3) unterstützt. Beispielsweise zeigt Abbildung 3.4.3 eine
typische, im Projekt benutzte Management-Sicht zur Dar-
stellung inhaltlicher Abhängigkeiten sowie des Erfüllungs-
grades von Projektmeilensteinen.
3.4.3 Projektaktivitäten (Meilensteine)
In den einzelnen Projektphasen zwei bis fünf wird der Pro-
jektansatz innerhalb von neun Meilenstein-Maßnahmen
methodisch umgesetzt (siehe Tabelle 3.4.2) – es gibt also




Chart (abgerufen am 22.09.2016).
3OpenPM: https://www.openpm.info/display/openPM/Meilenstein-
Trendanalyse (abgerufen am 22.09.2016).
und dem konkreten Vorgehen. Als Ergebnis steht ein ope-
rationelles System für Abschätzung der regionalen Hoch-
wassergefährdung sowie zur Ableitung und Präsentation
von Warninformationen.
Meilenstein-Maßnahme 1 widmet sich der Erhebung
von Erwartungen und Ansprüchen potentieller Nutzer ei-
nes Hochwasserfrühwarnsystems in Sachsen. Mittels einer
Online-Befragung wurden von einem Großteil der offizi-
ellen Informationsempfänger (gemäß HWMO/HWNAVO)
wertvolle Informationen gewonnen, ausgewertet und für
die weiteren Projektschritte antizipiert.
Die Maßnahmen Nummer 2 und 7 adressieren Fragen
der Qualität quantitativer Niederschlagsvorhersageproduk-
te, beispielsweise, was mit ausreichender Güte abdeckbare
Vorhersagezeiträume sind, oder für welche Einzugsgebiets-
größen noch verlässliche QPFs zu erwarten sind. Weiterhin
zentral ist die Frage, ob durch die Verwendung probabilis-
tischer Antriebe ein echter Benefit für die operationelle
Hochwasserfrühwarnung zu erwarten ist.
Die Maßnahmen 3, 4, 6 und 8 widmen sich grundlegen-
den Untersuchungen zur Eignung eines breiten Spektrums
hydrologischer Modellansätze zur Ableitung von Vorhersa-
gen/Prognosen als Grundlage einer Hochwasserfrühwar-
nung. Die das Projekt abschließende Maßnahme 9 beher-
bergt die konkrete Konzeption, Umsetzung und Operatio-
nalisierung eines Hochwasserfrühwarnsystems für Sach-
sen. Zunächst (ab 2017) werden Warnprodukte auf dem
Webportal des LHWZ präsentiert (ähnlich zu den Lösun-
gen der Bundesländer Baden-Württemberg, Hessen sowie
Rheinland-Pfalz (siehe Abschnitt 1.6.1); eine pro-aktive
Verteilung von Warnungen erfolgt zunächst nicht (obgleich
es Konsens ist, dass diese für eine effektive, verlässliche
sowie adressatengerechte Hochwasserfrühwarnung unab-
dingbar ist), da die Rolle einer Hochwasserfrühwarnung
innerhalb des hoheitlichen Hochwassernachrichten- und
Alarmdienstes noch zu klären sein wird.
Die Meilenstein-Maßnahmen 1–4 sowie 6–8 werden
anhand von Pilotstudien in Teil II vorgestellt bzw. sind in den
in Tabelle 3.4.2 zu findenden Referenzen dokumentiert. Die
Implementierung des Hochwasserfrühwarnsystems wird
in Teil III beleuchtet. Der Projektworkshop (Maßnahme 5)
wird im Folgenden besprochen.
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07/2013          11/2016 ff. 
Abbildung 3.4.2: Übersicht der fünf Projektphasen.
Schlussfolgerung 18: Dem notwendigen synergeti-
schen Vorgehensmodell entsprechend ist es zweckmä-
ßig, die Aspekte (a) Ansprüche und Erwartungen der
Nutzer von Frühwarnprodukten, (b) Qualität der meteo-
rologischen Antriebsdaten sowie (c) Modellvorhersagen
als Grundlage von Warnungen zu untersuchen und zu
bewerten. v
3.5 Der Projektworkshop im
November 2015
Im Rahmen des Projekts (Meilenstein Nummer 5 des Ge-
samtprojekts; siehe Tabelle 3.4.2) fand im November 2015
am LHWZ ein zweitägiger Experten-Workshop mit rund
20 Teilnehmern aus Praxis und Forschung statt (siehe
Teilnehmerliste in Tabelle 3.5.1). Organisatorisch war der
Workshop in mehrere Blöcke unterteilt, die jeweils aus ei-
ner Präsentation des Arbeitsstandes des Frühwarnprojekts
(entsprechend der bis dato verfügbaren und hierin in Teil II
dargestellten Ergebnisse der Pilotstudien), einem Impulsre-
ferat eines Experten sowie einer gemeinsamen Diskussion
aller Teilnehmer bestanden. Die Hauptthemen waren dabei
(entsprechend des Projektansatzes – Abschnitt 3.4.1):
ä Nutzeransprüche und Kommunikation/Akzeptanz von
Frühwarnungen (Impulsreferat von Herrn Dr. Kuhli-
cke, UFZ: „Anforderung an Risikokommunikati-
on/Frühwarnung aus sozialwissenschaftlicher Sicht”),1
ä Qualität der meteorologischen Eingangsdaten (Impuls-
referat von Frau Dr. Rauthe, DWD: „Verifikationsergeb-
nisse verschiedener Niederschlagsvorhersagen für
kleine Einzugsgebiete und deren raum-zeitlich abhän-
gige Vorhersagegüte”) sowie
1Das Referat musste entfallen, da der Referent kurzfristig nicht anwe-
send sein konnte. Die Folien des Vortrages standen dem Plenum aber
als Diskussionsgrundlage zur Verfügung.
ä Ansätze zur operationellen Bewertung der aktuellen
Warnsituation (Impulsreferat von Herrn Demuth, LfU-
RP: „Erfahrungen in der Frühwarnung für kleine Ein-
zugsgebiete am Beispiel des Hochwasserfrühwarn-
systems für Rheinland-Pfalz”).
In einer abschließenden Diskussion wurden die Erfahrun-
gen der Teilnehmer sowie die während des Workshops
gewonnenen Erkenntnisse synthetisiert und mittels eines
Whiteboard-Bildes festgehalten (siehe Abbildung 3.5.1).
Bei der Diskussion wurde ganz zentral deutlich, dass die im
Bericht der Jeschke-Kommission (JESCHKE ET AL., 2010)
geforderten Aktivitäten hin zu einem Hochwasserfrühwarn-
system einerseits wichtig und notwendig sind. Andererseits
erweckt die im Bericht direkt aufgemachte Forderung nach
einem Frühwarnsystem möglicherweise auch überzogene
Erwartungen bezüglich der Möglichkeiten dazu; eine breite-
re Basis hinsichtlich der hydro-meteorologischen Randbe-
dingungen sowie hinsichtlich wissenschaftlich-technischer
Möglichkeiten und Grenzen (vergleiche Abschnitte 3.1 und
3.2) könnte auf solchen Berichten basierende fachpoliti-
sche Entscheidungen und Erwartungen präziser machen.
Abbildung 3.5.1 liefert eine kompakte Übersicht der
wichtigsten Erkenntnisse und Sichtweisen des Workshops
bezüglich des Komplexes Hochwasserfrühwarnung für klei-
ne Einzugsgebiete. Die Kernaussagen aus der Workshop-
Diskussion sollen im Folgenden kurz zusammengefasst
werden.
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3.5 Der Projektworkshop im November 2015
Tabelle 3.5.1: Teilnehmer beim Workshop „Möglichkeiten und Grenzen der Hochwasserfrühwarnung für kleine Einzugsgebiete in
Sachsen” am 26. und 27.11.2015 im Landeshochwasserzentrum Sachsen.
Nummer Name Zugehörigkeit Herkunft
1 Frau Badde LUBW Baden-Württemberg
2 Herr Köck LfU Bayern
3 Frau Dr. Rauthe DWD Bund
4 Herr Weber DWD/RWB-LZ Bund
5 Herr Meyer NLWKN Niedersachsen
6 Herr Demuth LfU Rheinland-Pfalz
7 Herr Dr. Müller LfULG Sachsen
8 Herr Dr. Philipp LfULG Sachsen
9 Herr Kerl LfULG Sachsen
10 Herr Höhne LfULG Sachsen
11 Herr Büttner LfULG Sachsen
12 Herr Merker SMUL Sachsen
13 Herr Wundrak SMUL Sachsen
14 Herr Dr. Jeschke SMUL, a D. Sachsen
15 Herr Singer TUD/LS Hydrologie Sachsen
16 Herr Dr. Wagner TUD/LS Hydrologie Sachsen
17 Herr Prof. Schütze TUD/LS Hydrologie Sachsen
18 Frau Metzkes TUD/LS Hydrologie Sachsen
19 Frau Behnken LLUR Schleswig-Holstein
20 Herr Dr. Hirschhäuser LLUR Schleswig-Holstein
3.5.1 Erkenntnisse: Nutzeransprüche und
Kommunikation/Akzeptanz von
Frühwarnungen („Nutzer”)
Warnprodukte sollten aktiv an die Nutzer verteilt werden
(Push-Nachrichten, SMS etc.); ein häufig genanntes Vor-
bild war in diesem Zusammenhang die DWD-App „Warn-
Wetter”.1 Warnprodukte sollten nicht (wie beispielsweise
derzeit noch in Baden-Württemberg praktiziert) auf Land-
kreise, sondern auf Flussgebiete abbilden. Eine einiger-
maßen verlässliche Vorhersage ist nur im Bereich weniger
Stunden möglich; eine im Verhältnis zum Vorhersagezeit-
raum häufige Aktualisierung der Vorhersage/Warnung („Up-
date”) wird als notwendig erachtet. Wünschenswert wäre
die Einbeziehung der Nutzer als „Citizen Scientists”2, um
Informationen für die Verifikation von Warnungen zu erhal-
ten.
1Die Smartphone-App WarnWetter erlaubt eine standortbezogene
Versorgung von Abonnenten mit Wetter- und Warninformationen.
2Wikipedia: https://de.wikipedia.org/wiki/Citizen_Science (abgerufen
am 04.09.2016): „Mit Citizen Science (Bürgerwissenschaft) wird im an-
gelsächsischen Sprachraum eine Form der Wissenschaft bezeichnet, bei
der Projekte unter Mithilfe oder komplett von interessierten Laien durch-
geführt werden. Sie melden Beobachtungen, führen Messungen durch
oder werten Daten aus.”
3.5.2 Erkenntnisse: Qualität der
meteorologischen Eingangsdaten
(„Daten”)
Die Grenzen des prädiktiven Nutzens quantitativer Nieder-
schlagsvorhersagen in Abhängigkeit von der Größe des
Bilanzgebietes und der Vorhersageweite müssen kommuni-
ziert und akzeptiert werden. Dazu müssen diese Grenzen
anhand von Verifikationsuntersuchungen bestimmt wer-
den. Eine präzise Vorhersage kleinräumiger, konvektiver
Extremereignisse ist mit Mitteln der numerischen Wetter-
vorhersage sowie mit Radar-Nowcasting-Verfahren3 nicht
möglich. Daran wird sich auch in den nächsten Jahren
nichts ändern. Die Verwendung probabilistischer Antriebe
verspricht einen prädiktiven Mehrwert gegenüber rein de-
terministischen Antrieben. Allerdings sollte geprüft werden,
ob der erhöhte Aufwand dafür (Datenmenge, Verfahren
zur Verarbeitung probabilistischer Antriebe, Verfahren zur
probabilistischen Ergebnisbewertung) gerechtfertigt ist.
3Solche Verfahren beruhen in der Regel auf der raum-zeitlichen
Extrapolation vom Radarfeldern. Ein Standard-Verfahren ist RADVOR
(„Radarvorhersage”) des DWD.
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NUTZER DATEN MODELLE 
• Pro-aktive Versorgung der 
Nutzer (SMS, Push[-Nach-
richten], …) 
• Frühwarnung als Teil des HW-
Nachrichtendienstes 




 3 h? 6 h? 12 h? 24 h? 
 Update-Zyklus [ist wichtig] 
• Rückmeldung (im Sinne von 
Verifikation der Abschätzung) 
durch Nutzer; Crowdsourcing 
• Kulisse der [sächsischen] HW-
Entstehungsgebiete 




(2,8 km  28 km) 
• Grenzen akzeptieren (FAR > 0.5; 
Grenzen der Vorhersagbarkeit 
AE < ?? km
2) 
• Recht generelle Quantil-VHS 
schneidet ebenfalls gut ab 
(+Experteneinschätzung) 
 räumliche Grenzen der 
Methoden? 
• Frühwarnung für kleine 
EZG/flächenhaften Abfluss (lt. 
Jeschke-Bericht)  nicht möglich 
• Wenn deterministische 
Modellierung  Synthese mit 
operationellen, pegelbezogenem 
VHS-System („Frühwarnung und 
VHS aus einem System“) 
• Pegelbezogene Aussagen 
 HQ(T) 
 konkrete Auswirkungen „am 
     Ort“ (z. B. Gemeinde) 
• Es braucht den operationellen 




Abbildung 3.5.1: Tafelbild der wichtigsten Ergebnisse und Erkenntnisse des Projektworkshops im November 2015 (oben: Foto; unten:
Abschrift).
3.5.3 Erkenntnisse: Ansätze zur
operationellen Bewertung der
aktuellen Warnsituation („Modelle”)
Eine besondere Erfordernis, aber gleichzeitig eine außer-
ordentliche Schwierigkeit, ist die Ableitung eines konkre-
ten Hochwasserrisikos (vergleiche Abschnitt 1.2) i. S. von
konkret zu erwartenden Auswirkungen für beispielsweise
eine Kommune. Hier stellt sich generell die Frage, wo die
Risikobewertung stattfinden sollte:1 „oben”, also beim Er-
steller der Vorhersage oder aber „unten”, also bei den im
Hochwasserrisikomanagement mit direkten Abwehrmaß-
nahmen befassten Akteuren. Ein weiterer wichtiger Punkt,
1Hierzu existieren durchaus verschiedene Auffassungen in der Fach-
welt, ziemlich unabhängig davon, ob die Frage von Hydrologen, Soziolo-
gen oder Kommunikationswissenschaftlern beantwortet wird. Beispielhaf-
te Wortmeldungen dazu vom Kolloquium „Unsicherheiten in der hydrologi-
schen Vorhersage – quantifizieren, reduzieren, kommunizieren“ an der
BfG im September 2013:
E. Sprokkereef (Rijkswaterstaat Niederlande): „By publishing a determin-
istic forecast, the decision is actually already taken by the hydrologist:
The critical level will be or will not be reached and therefore measures
should or should not be taken. By publishing a probabilistic forecast, the
decision about the necessity of measures is put where it belongs: at the
crisis manager.“
M. Bremicker (Hochwasservorhersagezentrale Baden-Württemberg): „Ei-
ne vollständige Auslagerung der Risikoeinschätzung an die Endnutzer
erscheint problematisch.“
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3.5 Der Projektworkshop im November 2015
der besonders von der Vertretern der Vorhersagezentra-
len herausgestellt wurde, betrifft die Rolle des Hydrologen
bei Erstellung einer Warnung auf Basis von Modellergeb-
nissen. Hier wurde in der Diskussion deutlich, dass eine
Warnung nicht Resultat eines Automatismus sein sollte,
sondern dass stets für ein operationelles Frühwarnsystem
die Möglichkeit des Eingriffs durch einen Experten vorge-
sehen werden sollte, was dann auch mit entsprechenden
Ressourcen untersetzt werden muss (abhängig vom Aktua-
lisierungsintervall, Tageszeit, Wochentag).
Schlussfolgerung 19: Fachleute sind sich generell
einig, dass eine Hochwasserfrühwahrung für kleine,
schnell reagierende Einzugsgebiete mit prädiktivem Nut-
zen möglich ist (gegenüber dem Szenario „keine Vorher-
sage” oder „würfeln”). Der prädiktive Nutzen („Vorhersag-
barkeit”) ist allerdings gemeinhin schmal. Erschwerend
kommt hinzu, dass die schadensträchtigen Ereignisse
naturgemäß selten sind und bei diesen Ereignissen die
Vorhersagbarkeit am geringsten ist. v
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4 Zusammenfassung Teil I
Extreme Hochwasserereignisse mit erheblichen Schä-
den für Güter, Infrastruktur sowie Leib und Leben können
auch durch kleinräumige, vor allem sommerliche Starkre-
gen hervorgerufen werden; Sachsen war in der Vergangen-
heit mehrfach von solchen Ereignissen betroffen. Problema-
tisch für das Management solcher Ereignisse ist, dass nur
sehr wenig Zeit zwischen Niederschlagsbeginn und dem
Abflussanstieg vergeht. Eine Frühwarnung, welche Akteu-
re in die Lage versetzt, vor Ereignisbeginn entsprechende
Maßnahmen zu planen oder durchzuführen, kann die Vul-
nerabilität und somit das Hochwasserrisiko mindern.1
Eine Frühwarnung kann dabei lediglich auf Beobach-
tungen oder aber auf meteorologischen und/oder hydro-
logischen Vorhersagen basieren. Um einen ausreichen-
den Vorhersagezeitraum zu gewährleisten, müssen Nieder-
schlagsvorhersagen verarbeitet werden. Durch die großen
Unsicherheiten bei der quantitativen Vorhersage kleinräu-
miger Starkregen, bleibt daher für eine Hochwasserfrüh-
warnung nur eine verlässlich vorherzusagende Zeitspanne
von wenigen Stunden; die Unsicherheiten steigen dabei
mit zunehmender Vorhersageweite und/oder abnehmender
Größe des betrachteten Vorhersagegebiets.
Neben der Erstellung von Warnprodukten, müssen für
eine effektive, verlässliche und adressatengerechte Hoch-
wasserfrühwarnung auch die Verteilung von Warnungen,
die Risikokommunikation sowie die Informations- und Ver-
haltensvorsorge einen Platz in einem umfassenden Hoch-
wasserrisikomanagement finden. Die Verarbeitung und vor
allem Kommunikation von Vorhersageunsicherheiten stel-
len dabei nach wie vor große Herausforderungen im Hoch-
wasserrisikomanagement dar. Mehr und mehr setzen sich
Techniken zur probabilistischen Vorhersage durch. Weit-
gehend ungeklärt ist bisher, wie und mit welchen Kon-
sequenzen für das Risikomanagement solche Aussagen
kommuniziert werden.
Die hydrologische Modellierung als Basis einer Früh-
warnung muss den Problemen der Vorhersage für unbe-
1Streng genommen gilt dies nur, wenn eine Frühwarnung möglichst
präzise ist; Fehl- bzw. Falschinformationen – welche aufgrund von Unsi-
cherheiten nicht auszuschließen sind – können hingegen das Gegenteil
bewirken!
obachtete Einzugsgebiete in geeigneter Weise begegnen.
Eine weitere Herausforderung ist die Ableitung von flächi-
gen Warninformationen aus lokal gültigen Modellaussagen.
Zukünftig werden probabilistische Vorhersagen an Bedeu-
tung gewinnen müssen, da sich die Vorhersagbarkeit von
kleinräumigen Starkregen nicht mehr wesentlich verbes-
sern lassen wird.
Abschließend sei bemerkt, dass es nach dem aktuell
anerkannten Stand von Wissenschaft und Technik prinzi-
piell möglich ist, eine nützliche Hochwasserfrühwarnung
für kleine, schnell reagierende Einzugsgebiete zu erstellen.
Problematisch ist, dass die potentiell schadensträchtigsten
Ereignisse naturgemäß sehr selten und damit sehr schwer
bis kaum vorhersagbar sind.
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Teil II
Pilotstudien: Möglichkeiten und Grenzen
bei der Hochwasserfrühwarnung im Lichte
operationeller Anforderungen
5 Erhebung von Ansprüchen und Erwartungen
potentieller Nutzer eines
Hochwasserfrühwarnsystems in Sachsen
Im Freistaat Sachsen gibt es Bestrebungen, eine Früh-
warnung vor Hochwasser in kleinen, schnell reagieren-
den Einzugsgebieten bereitzustellen. Für die Erstellung
und Verteilung dafür notwendiger Produkte zeichnet das
Landeshochwasserzentrum Sachsen verantwortlich. Zur
Ermittlung der Ansprüche potentieller Nutzer von Hochwas-
serfrühwarnungen wurde eine quantitative Erhebung auf
Basis einer Online-Befragung konzipiert, durchgeführt und
deren Ergebnisse statistisch ausgewertet.
Von 491 Befragten beantworteten bemerkenswerte
69 % den Fragebogen vollständig, weitere 7 % unvollstän-
dig. Circa 19 % riefen den Fragebogen trotz Einladung
nicht auf und rund 5 % konnten beispielsweise aufgrund
falscher Emailadressen nicht zur Befragung eingeladen
werden. Die Erhebung lieferte ein recht homogenes Bild,
unabhängig von den befragten Nutzergruppen.
Für alle potentiellen Nutzer ist erkennbar, dass die min-
destens benötigte Vorwarnzeit, um geeignete Maßnahmen
zu ergreifen, auf einen Tag oder kürzer eingeschätzt wird.
Weiterhin wird einer kürzeren, dafür genaueren Warnung
gegenüber einer langfristigen und stärker mit Unsicherhei-
ten behafteten Abschätzung der Vorzug gewährt. Generell
wünschen sich potentiell von Hochwasser Betroffene se-
lektive, ereignisbezogene Informationen beziehungsweise
informieren sich eher ereignisbezogen (und nicht auf regel-
mäßiger Basis).
Die in diesem Kapitel vorgestellte Erhebung (fragebo-
genbasierte Nutzerbefragung) dient der Klärung der An-
sprüche zukünftiger Nutzer von Hochwasserfrühwarnpro-
dukten für kleine Einzugsgebiete. Bezogen auf den Meilen-
steinplan des Gesamtprojekts (Tabelle 3.4.2) handelt es
sich dabei um Meilenstein Nummer 1. Die Ergebnisse der
Erhebung sind wichtig, um Produkte zur Hochwasserfrüh-
warnung bzw. ein geeignetes methodisches Vorgehen zu

























Abbildung 5.1.1: Schritte der durchgeführten quantitativen Erhe-
bung.
5.1 Material und Methoden
Für die Durchführung einer Erhebung hält die empirische
Sozialforschung das nötige Instrumentarium bereit (BIRK-
MANN ET AL., 2011; SCHNELL ET AL., 2013). Erhebungen
sind beispielsweise gebräuchlich um sich – wie im vorlie-
genden Falle – seitens des Bereitstellers von umweltrele-
vanten Vorhersagen ein Bild über die Nachfrage verschie-
dener Vorhersageprodukte durch die Nutzer sowie die Qua-
lität der Übermittlung bzw. Kommunikation dieser Produkte
zu verschaffen. Es existiert eine Vielzahl von Arbeiten,
die sich solchen Fragestellungen mit empirischen Metho-
den annehmen, darunter SIEGRIST & CVETKOVICH (2000);
BRILLY & POLIC (2005); GIGERENZER ET AL. (2005); SIEG-
RIST ET AL. (2006); MORSS ET AL. (2008); FRICK & HEGG
(2011); TERPSTRA (2011) und WETTERHALL ET AL. (2013),
um nur einige zu nennen.
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Generell unterscheidet man quantitative (z. B. mittels
Fragebogen) und qualitative Erhebungsmethoden (z. B. mit-
tels Interview). Quantitative Verfahren zeichnen sich durch
eine standardisierte Form der Befragung und Beobachtung
aus. Damit eignen sie sich gut zur objektiven Messung
und Bewertung von Hypothesen, auch und vor allem ge-
genüber großen Stichproben. Es kommen dabei häufig
Messinstrumente wie Fragebögen oder Inventare zum Ein-
satz (SCHNELL ET AL., 2013).
Für die hier vorgestellte Untersuchung kamen quan-
titative Erhebungsmethoden – konkret ein Fragebogen –
zum Einsatz. Die Hauptgründe für die Wahl quantitativer
Methoden waren die Verfügbarkeit einer verhältnismäßig
großen Stichprobe, die zu erwartende Objektivität und Ver-
gleichbarkeit der Ergebnisse, als auch im Vergleich zu
qualitativen Verfahren geringere Kosten und Zeitaufwand.
Dennoch bergen quantitative Methoden Nachteile, die bei
der Interpretation und Einordnung der Ergebnisse nicht au-
ßer Acht gelassen werden dürfen. Für die Befragung kam
eine typische Abfolge von Arbeitsschritten zur Anwendung
(siehe Abb. 5.1.1).
5.1.1 Aufbau des Fragebogens
Als Erhebungsinstrument wurde ein Online-Fragebogen
entwickelt. Eine Befragung mit auf dem Postwege zuge-
stellten Fragebögen wurde nicht in Erwägung gezogen, da
die verhältnismäßig große Anzahl der Befragungssubjekte
eine automatisierte Auswertung der Fragebögen erfordert
hätte. Zur Erstellung des Fragebogens, der Information
der Befragten sowie der Sammlung der Befragungsergeb-
nisse wurde die Software SoSci Survey (LEINER, 2013)
verwendet, deren Nutzung für Behörden kostenfrei ist. Der
Fragebogen umfasste 15 Einzelfragen, davon 12 Multiple-
Choice-Fragen (nominale Merkmale), zwei Fragen zur Ab-
gabe einer graduellen Einschätzung (ordinale Merkmale)
sowie eine Frage zur Übermittlung verbaler Kommentare.
Streng genommen handelte es sich also um eine quanti-
tative Erhebung von Merkmalen, welche mit qualitativen
Elementen (Ergänzungsmöglichkeiten, verbale Kommenta-
re) angereichert wurde.
Tabelle 5.1.1 gibt eine Übersicht der im Bogen gestell-
ten Fragen. Im Rahmen eines „Pre-Tests” des Fragebo-
gens (vergleiche Punkt 4 in Abb. 5.1.1) wurden Verbesse-
rungsvorschläge eines engen Personenkreises mit fachlich-
administrativem Hintergrund berücksichtigt. Ein Kriterium
bei der Erstellung des Fragebogens war, dass die Durchfüh-
alle Nachrichtenempfänger des LHWZ 
Primärnutzer nach Behörde, Struktureinheit, Firma, usw. (n = 578)
Nutzer per Email erreichbar (n = 491)
beantwortete Fragebögen (n = 373)
vollständig beantwortete Fragebögen (n = 339)
Abbildung 5.1.2: Zur Einordnung der befragten Nutzerstichpro-
be.
rungsdauer lediglich fünf bis zehn Minuten betragen sollte.1
Die Nutzer wurden per Email zur Befragung eingeladen,
wobei SoSci Survey die Möglichkeit des Emailversands
bereithielt. Die erste Einladung erfolgte am 10.01.2014, Er-
innerungen wurden am 24.01.2014 sowie am 07.02.2014
verschickt. Der Fragebogen war bis zum 28.02.2014 (also
50 Tage) erreichbar. Die gegebenen Antworten wurden
variablenbasiert erfasst und in einer Datenbank abgelegt,
wo die Daten für sich anschließende quantitative Auswer-
tungen zugänglich waren.
5.1.2 Zusammensetzung der Stichprobe
Als Befragungssubjekte wurden im Sinne einer systema-
tischen Stichprobe2 (COCHRAN, 1977) jene 491 von allen
578 entsprechend der Sächsischen Hochwassermelde-
ordnung (HWMO, 2015) registrierten3 behördlichen und
privaten Nutzern des LHWZ Sachsen ausgewählt, welche
eine Emailadresse hinterlegt hatten. Das entspricht einem
Anteil von 85 %. An dieser Stelle muss darauf hingewie-
sen werden, dass es sich bei den Befragten im Sinne der
Hochwasserrisikoforschung überwiegend nicht grundsätz-
1Die Literatur (z. B. ARMSTRONG & OVERTON, 1977) legt nahe, dass
langwierige Befragungen die Rücklaufquote mindern können.
2Das heißt, nicht im Sinne einer Zufallsstichprobe.
3Die tatsächliche Anzahl der Nachrichtenempfänger ist höher. Die
Nutzerdaten wurden dahingehend bereinigt, dass pro empfangender Be-
hörde, Struktureinheit, Firma usw. lediglich der primäre Nachrichtenemp-
fänger verwendet wurde. Auch wird nur dieser in der Erhebung befragt.
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Tabelle 5.1.1: Übersicht der im Fragebogen gestellten Fragen. Für die Antwortmöglichkeiten und Auswertung der gegebenen Antworten
siehe Abschnitt 5.2.1.
Nr. Frage Typ Zus. offene
Antwortmög-
lichkeit
1 Welcher Nutzergruppe gehören Sie an? MC ja
2§ Für welche(s) Gewässer/Pegel wäre eine Frühwarnung für Sie von Interesse?
(FG Weiße Elster)
MC ja
3§ Für welche(s) Gewässer/Pegel wäre eine Frühwarnung für Sie von Interesse?
(FG Mulde)
MC ja
4§ Für welche(s) Gewässer/Pegel wäre eine Frühwarnung für Sie von Interesse?
(FG Elbe)
MC ja
5§ Für welche(s) Gewässer/Pegel wäre eine Frühwarnung für Sie von Interesse?
(FG Schwarze Elster)
MC ja
6§ Für welche(s) Gewässer/Pegel wäre eine Frühwarnung für Sie von Interesse?
(FG Spree und Lausitzer Neiße)
MC ja
7 Sind Sie an einer ständig verfügbaren Abschätzung der zukünftigen Entwicklung des
Abflussgeschehens interessiert?
MC nein
8 Eine Vorhersage ist umso ungenauer , je weiter sie in die Zukunft reicht. Wie sollte
ihrer Meinung nach eine an Sie weitergegebene Vorhersage sein?
MC nein
9 Welchen Zeitraum muss eine Vorhersage mindestens abdecken, um für Ihre Zwecke
überhaupt dienlich sein zu können?
MC ja
10§ Welche der folgenden Darstellungen würden Sie zu Ihrer Information bevorzugen? MC ja
11§ Welchen der angeführten Punkte würden Sie zustimmen?
(Charakteristik der Warnung)
MC nein
12§ Welchen der angeführten Punkte würden Sie zustimmen? (Informationswege) MC nein
13 Wie zufrieden sind Sie insgesamt mit den durch das Landeshochwasserzentrum
übermittelten oder bereitgestellten Informationen?
GR nein
14 Wie würden Sie abschließend die Arbeit des Landeshochwasserzentrums insgesamt
bewerten?
GR nein
15* Haben Sie sonstige Anmerkungen oder Wünsche, die Sie uns mitteilen möchten? VB ja
MC: Multiple Choice; GR: graduelle Antwortmöglichkeit (in fünf Abstufungen von „nicht zufrieden” bzw. „schlecht” bis „sehr zufrieden” bzw. „hervor-
ragend”); VB: verbale Antwortmöglichkeit; FG: Flussgebiet; §Mehrfachnennungen zulässig; *Beantwortung nicht relevant für Status „Fragebogen
vollständig beantwortet” bzw. „unvollständig beantwortet”.
lich um Laien handelt;1 die registrierten Nutzer nehmen
am regelmäßigen Hochwassernachrichtendienst teil, fun-
gieren als Multiplikatoren im Falle der Hochwasserabwehr
und durch Meldeübungen wird eine hohe Erreichbarkeit
gewährleistet.
Abbildung 5.1.2 spiegelt die für die Erhebung befragte
Stichprobe und den Anteil der zurück erhaltenen beant-
1Es gibt viele Belege dafür, dass sich Risikowahrnehmung und –
dadurch beeinflusst – ergriffene (Gegen-)Maßnahmen von Laien und
Experten stark unterscheiden können (siehe z. B. GREEN ET AL., 1991;
MCANDREW, 1993). So neigen Laien dazu, den stochastischen Charakter
von Hochwasserereignissen zu ignorieren und das Auftreten von kata-
strophalen Hochwassern „Fehlern” beim Hochwasserschutz und bei der
Hochwasserabwehr zuzurechnen. Diese kausalistische Sicht wiederum
kann Zorn, Wut und Ablehnung auslösen und das Vertrauen in amtliche
Vorhersagen gar schmälern (BRILLY & POLIC, 2005), was für potentiell
Betroffene dann objektiv nachteilig ist.
worteten Fragebögen wider (siehe Abschnitt 5.2). Mit einer
Befragungsquote von 85 % ist die gewonnene Stichpro-
be für die Grundgesamtheit vermutlich als repräsentativ
anzusehen, was noch zu überprüfen sein wird.
Tabelle 5.1.2 gibt eine Übersicht zur institutionellen
Zusammensetzung der befragten Nutzer. Bezogen auf die
einzelnen angesprochenen Nutzergruppen wiesen die Nut-
zer der Kommunalverwaltung und der privaten Wirtschaft
die meisten Befragungssubjekte auf. Als Konsequenz der
Verwaltungsgliederung in Sachsen ergaben sich für Nutzer
auf Kreis- und Landesebene (Landratsämter, Landesdi-
rektion) sowie bei Feuer-/Wasserwehren und dem Kata-
strophenschutz (Leitstellen) vergleichsweise weniger Be-
fragungssubjekte. Daher schien eine nutzergruppenspezifi-
sche Auswertung der Ergebnisse sinnvoll.
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Tabelle 5.1.2: Übersicht über die Häufigkeit der Befragungssubjekte nach Nutzergruppen.
Nutzergruppen Anzahl Anteil
Kommunalverwaltung, Bürgermeister 356 73 %
Verwaltung/Behörde auf Kreisebene 10 2 %
Staatliche Verwaltung/Landesbehörde 5 1 %
Feuer-/Wasserwehr, Katastrophenschutz (Leitstellen) 14 3 %
Private Wirtschaft und Unternehmen 90 18 %
Privatpersonen 16 3 %
Gesamt 491 100 %
5.1.3 Repräsentativität der Stichprobe,
Antwortausfall- und
Schweigeverzerrung
Die quantitativ-statistische Auswertung stützte sich auf Me-
thoden der deskriptiven Statistik (Häufigkeits- und Subgrup-
penanalysen), was die Grundlage für weitere Interpreta-
tionen bildete. Dabei war zunächst zu überprüfen, ob die
erhobenen Daten dahingehend belastbar sind, dass die
Repräsentativität der Stichprobe der Befragten gegeben ist
(vergleiche Abb. 5.1.2). In der empirischen Sozialforschung
ist der Begriff „Repräsentativität” nicht eindeutig definiert.
Meist wird darunter aber verstanden, dass die Verteilung
interessierender Merkmale einer Stichprobe der der Grund-
gesamtheit ähnelt (VON DER LIPPE & KLADOBRA, 2002;
FRICK ET AL., 2004). Dieser Vorstellung soll hier gefolgt
werden.
Grundlage für den Test auf Repräsentativität der heran-
gezogenen Stichprobe bildeten Daten des internen Nutzer-
verzeichnisses des LHWZ. Die Repräsentativität der Stich-
probe jener Nutzer, welche per Email erreichbar waren,
für die Grundgesamtheit aller Primärnutzer wurde durch
Überprüfung der Hypothese getestet, dass die empirische
Häufigkeitsverteilung der Stichprobe jener der Grundge-
samtheit folgt. Dazu bietet sich ein verteilungsunabhän-
giger, nichtparametrischer Hypothesentest an. Es wurde
der Kolmogoroff-Smirnoff-Anpassungstest verwendet, wel-
cher diese Anforderungen erfüllt und eine Annahme der
Ausgangshypothese ergab.
Da zwar die herangezogene Stichprobe repräsentativ
war, die nutzergruppenspezifischen Rücklaufquoten aber
kleiner als 100 % waren, stellte sich die Frage, ob die
Meinung der Befragungsteilnehmer sich von der Meinung
derer unterscheidet, welche an der Befragung nicht teil-
genommen haben. Es gibt in der Empirie eine Vielzahl
von Möglichkeiten mit den vorgenannten Untergruppen der
Nicht-Teilnehmer1 zu verfahren (siehe z. B. ARMSTRONG &
OVERTON, 1977; GROVES, 2009; SCHNELL ET AL., 2013).
Ein statistisch valider Test auf eine Antwortausfallver-
zerrung ist überhaupt nur möglich, wenn man zumindest
einige Variablen von Antwortenden und Verweigerern glei-
chermaßen kennt (z. B. das Alter) und anhand derer die
Ähnlichkeit beider Gruppen vergleicht. Das war im vorlie-
genden Fall nicht gegeben. Es wurde stattdessen versucht,
durch gezielte, stichprobenartige telefonische Befragung
der Verweigerer den Grund für die Verweigerung zu finden.
5.1.4 Häufigkeitsauswertung;
Zusammenhänge zwischen Variablen
Zur Analyse der Befragungsergebnisse der wichtigsten Fra-
gen der Erhebung kamen Häufigkeitsbetrachtungen und
Subgruppenanalysen mittels Kontingenztabellen zur An-
wendung (BIRKMANN ET AL., 2011; SCHNELL ET AL., 2013).
Dabei wurden gegebene Antworten nutzergruppenspezi-
fisch aufgeschlüsselt, indem die Antworten auf Frage 1
(Frage nach den Nutzergruppen) mit den Antworten auf
die weiteren Fragen kreuzweise verschnitten wurden (sie-
he als Beispiel Tabelle 5.1.3). Es wird also mehr als eine
Variable gleichzeitig betrachtet; es handelt sich daher um
eine multivariate Betrachtungsweise.
Eine wichtige Fragestellung ist, ob es einen statisti-
schen Zusammenhang zwischen den untersuchten Varia-
blen gibt, z. B. zwischen den Variablen „Nutzergruppe” und
„bevorzugtes Frühwarnprodukt”. Oder in anderen Worten:
antworteten bestimmte Nutzergruppen anders, als andere?
Solch ein Effekt kann beispielsweise durch stark unter-
schiedlich mächtige Teilstichproben – wie im vorliegenden
1Hier sind alle Befragungssubjekte gemeint, welche keinen vollstän-
dig ausgefüllten Fragebogen zurückgesendet haben, also beispielsweise
auch jene, welche aufgrund einer unzustellbaren Einladung gar keinen
Zugang zur Umfrage hatten.
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Tabelle 5.1.3: Beispiel einer Kontingenztabelle zwischen den Antworten auf Frage 1 (Nutzergruppe) und Frage 9: „Welchen Zeitraum
muss eine Vorhersage mindestens abdecken, um für Ihre Zwecke überhaupt dienlich sein zu können?”



















































































































Falle – hervorgerufen sein, oder aber seine Ursache in
einem tatsächlich abweichenden Antwortverhalten haben.
Häufig wird in diesem Zusammenhang Cramérs-V bewer-
tet, ein 𝜒2-basiertes Assoziationsmaß. In der Literatur (z. B.
SACHS, 1999; BACKHAUS ET AL., 2008) findet man meist
die Angabe, dass ein Cramérs-Wert V ≥ 0,25 auf eine
Abhängigkeit hindeutet.
Neben einem Assoziationsmaß wird weiterhin oft der
p-Wert angegeben, welcher die Irrtumswahrscheinlichkeit
bzw. die Signifikanz eines Hypothesentests (ℋ0: „Es be-
steht kein Zusammenhang...”) darstellt. Dabei kommt bei
multivariaten Daten oft der 𝜒2-Test zum Einsatz. Bei Wer-
ten p ≤ 0,001 geht man von einem höchst signifikanten
Zusammenhang aus, abgestuft abnehmend über p ≤ 0,01
(sehr signifikant), p ≤ 0,05 (signifikant), bis hin zu Werten
p > 0,05 (nicht signifikant).
Schlussfolgerung 20: Eine Befragung ist ein geeigne-
tes Instrument, um Ansprüche und Erwartungen von Nut-
zern von Frühwarnprodukten zu erheben. Nach Einfüh-
rung neuer Produkte bzw. Anpassungen sollte ein Follow-
Up der Erhebung durchgeführt werden. Eine Information
der Nutzer über Entwicklungs-/Verbesserungsprozesse
eines Frühwarnsystems begleitend zu einer Befragung
ist ein Element einer partizipativen Verhaltensvorsor-
ge. v
5.2 Ergebnisse
Im Rahmen der Erhebung beantworteten von 491 Befrag-
ten bemerkenswerte 69 % (n = 339) den Fragebogen voll-
ständig, weitere 7 % (n = 34) unvollständig. Circa 19 %
(n = 93) riefen den Fragebogen trotz Einladung nicht auf
und rund 5 % (n = 25) konnten beispielsweise aufgrund
ungültiger Emailadressen nicht zur Befragung eingeladen
werden.
Schlüsselt man die Rücklaufquoten nach Nutzergrup-
pen auf (siehe Abb. 5.2.1), zeigen sich Unterschiede. So
betrug die Rücklaufquote für die Nutzergruppe „Verwal-
tung/Behörde auf Kreisebene” 100 %, gefolgt von der Grup-
pe „staatliche Verwaltung/Landesbehörde” (80 %), „Feu-
erwehr und Katastrophenschutz” (71 %), „Kommunalver-
waltung” (70 %), während für die Gruppen „private Wirt-
schaft und Unternehmen” (63 %) sowie „Privatpersonen”
(56 %) relativ die geringsten Rückläufe zu verzeichnen wa-
ren. Dennoch sind derlei Rücklaufquoten für eine quanti-
tative Erhebung auf Basis eines Online-Fragebogens als
ausgesprochen hoch einzustufen (SCHNELL ET AL., 2013),
was im Wesentlichen aus der Wahl einer systematischen
Stichprobe herrührt (vergleiche Abschnitt 5.1.2).
Der fragenspezifische Antwortausfall von Frage zu
Frage war veränderlich, wobei es keine Frage gab, die
von allen 373 Befragungssubjekten gleichsam beantwortet
wurde. Fragen, welche von annähernd allen Teilnehmern
beantwortet wurden, sind die Fragen 2 bis 6 (Interesse



























Fragebogen vollständig beantwortet 249 10 4 10 57 9 339
Fragebogen besucht, nicht vollständig beantwortet 31 0 0 1 1 1 34
Fragebogen nicht aufgerufen 65 0 1 2 21 4 93












Abbildung 5.2.1: Nutzergruppenspezifische Darstellung der Rücklaufquoten bei der Befragung.
10, 11 und 12 (Darstellungsform und Zustimmungspunkte).
Generell war die fragenspezifische Antwortquote sehr hoch
(zwischen 88 % und 99 %) und etwa 25 % der Befragten
hinterließ im Rahmen von Frage 15 schriftliche Kommenta-
re (siehe Abschnitt 5.2.4).
Eine Untersuchung der Antwortausfälle durch telefoni-
sche Rückfragen (siehe Abschnitt 5.1.3) zeigte, dass die
Verweigerung – bis auf einen bekannten Fall1 – nicht in-
tentional durch die Befragungssubjekte herbeigeführt wur-
de. Für ein unvollständiges Beantworten des Fragebogens
wurden mehrheitlich Gründe genannt wie Zeitmangel, tech-
nische Probleme, oder es wurde schlichtweg die Beantwor-
tung einiger Fragen vergessen. Die vorgenannten Befunde
lassen – auch im Lichte der ungewöhnlich hohen Ausschöp-
fungsquote der Befragung – die Hypothese gerechtfertigt
erscheinen, dass bei der durchgeführten Befragung keine
Antwortausfall- bzw. Schweigeverzerrung vorhanden ist.
Im Folgenden sollen die wichtigsten Ergebnisse dar-
gestellt werden. Ein besonderer Fokus soll dabei auf die
1In diesem Fall lag eine aktive Verweigerung der Teilnahme vor, da
Methodik („Repräsentativität”) und Nutzen der Befragung („Es wird sich
dadurch nichts ändern”) grundsätzlich in Frage gestellt wurden.
durch die Nutzer gewünschte Vorwarnzeit gelegt werden;
wie eingangs ausgeführt, ein wichtiges Kriterium bei der
Wahl eines geeigneten methodischen Vorgehens zur Erstel-
lung von Produkten zur Hochwasserfrühwarnung. Die er-
hobenen Daten sollen relativ dargestellt werden. Mögliche
problematische Effekte unterschiedlich umfangreicher Teil-
stichproben (z. B. zwischen den Nutzergruppen „Kommu-
nalverwaltung, Bürgermeister” sowie „Verwaltung/Behörde




Die beschriebene multivariate, kreuzweise Häufigkeitsaus-
wertung der Befragungsergebnisse wurde zwischen der
Frage 1 (Nutzergruppe) und den Fragen 7 bis 14 durchge-
führt. Auf die Frage 15 wurden qualitative (verbale) Antwor-
ten gegeben. Damit ist eine häufigkeitsbezogene Auswer-
tung für diese Fragen nicht angezeigt. Eine Besprechung
der auf Frage 15 gegebene Antworten findet sich im Ab-
schnitt 5.2.4. Durch die vielfältigen Antwortmöglichkeiten
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auf die Fragen nach den interessierenden Pegeln, Gewäs-
sern oder Flussgebieten (Fragen 2 bis 6) wurden diese
Befragungsergebnisse ebenfalls keiner Häufigkeitsbetrach-
tung unterzogen. Allerdings erfolgt eine Betrachtung der
räumlichen Herkunft bestimmter Antworten auf die Fra-
gen 2 bis 6 im Abschnitt 5.2.3.
Die Ergebnisse der multivariaten Analyse sind in Form
von Histogrammen in den Abbildungen 5.2.4 und 5.2.5
zusammengestellt. Grundsätzlich ergeben sich pro Nutzer-
gruppe bei Fragen mit einfacher Antwortmöglichkeit (Fra-
gen 7 bis 9 sowie 13 und 14) als Summe der Anteile je Ant-
wortmöglichkeit (Balken) jeweils 100 %. Diese 100 % ent-
sprechen wiederum der Gesamtanzahl der pro Frage und
Nutzergruppe zurückerhaltenen Antworten. Bestand bei
Fragen die Möglichkeit zu Mehrfachantworten (Fragen 10
bis 12), kann die Summe der Anteile je Antwortmöglich-
keit jenseits der 100 % liegen. Zusätzlich dargestellt – als
jeweils letzte Balkengruppe – ist die Verteilung aller zu-
rückerhaltenen Antworten, welche naturgemäß Ähnlichkeit
zu der der stärksten Nutzergruppe „Kommunalverwaltung,
Bürgermeister” aufweist.
Die beobachteten Antworthäufigkeiten waren in ihrer
relativen Verteilung zwischen den Nutzergruppen meist
recht ähnlich. Beispielsweise war oft die häufigste Antwort
(der Modalwert der Verteilung) über alle Nutzergruppen
gleich. Allerdings gibt es auch optisch wahrnehmbare Un-
terschiede in den Histogrammen, am augenscheinlichsten
bei den Fragen 9 sowie 12 bis 14. Da die Nutzergruppen
aber unterschiedlich stark besetzt waren, ist zu klären, ob
die visuellen Unterscheide auf statistischen Unterschieden
gründen (siehe dazu Abschnitt 5.2.2).
Auf eine detaillierte Einzelbeschreibung der Befra-
gungsergebnisse wird an dieser Stelle verzichtet und statt-
dessen auf die Aussagekraft der Abbildungen 5.2.4 und
5.2.5 verwiesen. Eine Zusammenfassung der relevanten
Kernaussagen der Befragung sowie eine Diskussion der
Ergebnisse finden sich in den Abschnitten 5.3 bzw. 5.4.
5.2.2 Stärke der Abhängigkeit gemachter
Angaben von der Nutzergruppe
Die Frage nach dem nutzergruppenspezifischen Antwort-
verhalten soll gemäß Abschnitt 5.1.4 mit Hilfe des As-
soziationsmaßes Cramérs-V beantwortet werden. Ta-
belle 5.2.1 zeigt die Cramérs-V und p-Werte1 für die
quantitativ-statistisch ausgewerteten Befragungsergebnis-
se. Bei Fragen mit der Möglichkeit mehrerer Antworten wur-
de Cramérs-V und p-Wert für jede einzelne Antwortmög-
lichkeit bestimmt. Grundsätzlich bestanden nutzergruppen-
spezifische Unterschiede im Hinblick auf die Wahrschein-
lichkeit für gegebene Antworten bei jeweils einer Antwort-
möglichkeit der Fragen 11 sowie 12 (Zustimmungspunkte).
Darüber hinaus antworteten die Befragten verschie-
dener Nutzergruppen spezifisch auf die Fragen 13 und 14
(Zufriedenheit mit Vorhersage-Produkten, generelle Zufrie-
denheit mit der Arbeit des LHWZ). Bei den beiden letzt-
genannten Fragen gaben vor allem die Gruppen „private
Wirtschaft und Unternehmen” sowie „Privatpersonen” von
der restlichen Stichprobe abweichende Einschätzungen ab
(siehe Abb. 5.2.5, unten). Bei allen weiteren Fragen waren
keine signifikanten Unterschiede in den Antworten der ver-
schiedenen Nutzergruppen feststellbar. Demnach ist der
Effekt heterogener Teilstichprobenumfänge als vernachläs-
sigbar einzuschätzen; ein relativer Vergleich der erhobenen




Die Frage nach der gewünschten Vorwarnzeit soll zunächst
für die Hauptflussgebiete in Sachsen ausgewertet wer-
den. Zwischen den Hauptflussgebieten gab es Unterschie-
de hinsichtlich der räumlichen Verteilung der am häufigs-
ten genannten gewünschten Vorhersagezeiträume (siehe
Abb. 5.2.2). Während sich die Nutzer aus den Gebieten
von Elster und Mulden am häufigsten für einen mindestens
benötigten Vorhersagezeitraum von einem Tag ausspra-
chen, nannten die Nutzer in den Flussgebieten von Elbe
und Nebenflüssen, Schwarzer Elster sowie Spree und Nei-
ße 12 Stunden am häufigsten. Die kumulierten Anteile der
Nutzer, welche mit einer Vorwarnzeit von einem Tag (12 h)
oder weniger zufrieden sind, betrug für die Weiße Elster
87 % (47 %), Mulden 84 % (52 %), Elbe und Nebenflüsse
1Der p-Wert beruht auf der 𝜒2-Statistik. Ein signifikanter Zusammen-
hang zwischen Nutzergruppe und Antwortmöglichkeiten bedeutet, dass
nicht alle untersuchten Nutzergruppen im statistischen Sinne ähnlich
häufig bestimmte Antworten gaben.
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7 – 0,144 0,802 Nicht signifikant
8 – 0,186 0,210 Nicht signifikant
9 – 0,168 0,411 Nicht signifikant
10 Kartenbasierte Darstellung mit Warnklassen auf Kreisebene 0,180 0,283 Nicht signifikant
Kartenbasierte Darstellung mit Warnklassen für Pegeleinzugsgebiete 0,194 0,180 Nicht signifikant
Warnmatrix mit Bezug zu einem Meldepegel 0,111 0,901 Nicht signifikant
Pegelbezogene Ganglinienvorhersage mit Unsicherheitsangabe 0,138 0,705 Nicht signifikant
Anderer Vorschlag 0,148 0,606 Nicht signifikant
Weiß nicht 0,131 0,764 Nicht signifikant
11 Ich hätte Interesse an einer gewässerbezogenen Vorhersage des
Abflussgeschehens. Für das mich interessierende Gewässer oder
Flussgebiet ist aber keine Vorhersage verfügbar.
0,160 0,484 Nicht signifikant
Die in den Hochwasserwarnungen enthaltenen Abschätzungen der weiteren
Entwicklung der Abflusssituation sind für meine Zwecke nicht ausreichend, da
zu ungenau oder zu generell (z. B. für ein zu großes Gebiet).
0,178 0,307 Nicht signifikant
Die in den Hochwasserwarnungen enthaltenen Abschätzungen der weiteren
Entwicklung der Abflusssituation sollten öfter aktualisiert werden, um mein
Handeln besser abzusichern.
0,246 0,017 Signifikant
Die durch das Landeshochwasserzentrum übermittelten und im Internet
bereitgestellten Informationen sind zu komplex für meine Zwecke. Ich
brauche schnell mehr maßgeschneiderte Informationen.
0,143 0,659 Nicht signifikant
Ich bin an einer möglichst genauen Vorhersage des zu erwartenden
Scheitelwasserstandes (oder -abflusses) interessiert.
0,177 0,659 Nicht signifikant
Ich bin an einer möglichst genauen Vorhersage des Zeitpunktes des
Scheiteleintritts interessiert.
0,125 0,819 Nicht signifikant
12 Ich informiere mich vor allem anhand der mir nachrichtlich übermittelten
Informationen (z. B. Hochwasserwarnungen per Fax oder Email).
0,266 0,005 Sehr signifikant
Ich informiere mich vor allem selbständig über das Internet. 0,201 0,144 Nicht signifikant
Ich informiere mich vor allem selbständig über Videotext. 0,139 0,697 Nicht signifikant
Ich informiere mich vor allem selbständig per Telefon (Messwertansager,
Anrufbeantworter, Meldedienst).
0,220 0,065 Nicht signifikant
Ich würde eine Informationsmöglichkeit per Mobile App (Smartphone)
begrüßen.
0,186 0,238 Nicht signifikant
13 – 0,446 0,003 Sehr signifikant
14 – 0,429 0,010 Sehr signifikant
82 % (63 %), Schwarzer Elster 78 % (60 %), Spree und
Neiße 80 % (64 %) sowie für alle Nutzer 82 % (57 %).1
Der Zusammenhang zwischen Einzugsgebietsgröße
und gewünschter Vorwarnzeit wurde durch Kombination
der Antworten auf Frage 9 (mindestens erforderlicher Vor-
1Diese Zahlen weichen leicht von den lediglich durch Betrachtung
der Antworten auf Frage 9 erhaltenen ab (vergleiche Abb. 5.2.4). Der
Grund dafür ist, dass die Anzahl der Rückläufe, welche Antworten auf die
Fragen 2 bis 6 (Pegel/Flussgebiete) und Antwort 9 enthielten kleiner war,
als für die Antworten auf Frage 9 allein.
hersagezeitraum2) und der Einzugsgebietsgröße der in
den Fragen 2 bis 6 abgefragten Pegel3 ermittelt. Es zeigte
sich, dass lediglich ein schwacher Zusammenhang be-
stand (siehe Abb. 5.2.3). Tendenziell wünschen die Nutzer
aus kleinen Einzugsgebieten kürzere Vorhersagezeiträume
2Der mittlere gewichtete Vorhersagezeitraum wurde durch verhältnis-
mäßige Mittelung der gegebenen klassifizierten Antworten (3 h, 6 h usw.)
erhalten.
3Als Mehrfach-Antwortmöglichkeiten wurden die über das Internetpor-
tal des LHWZ erreichbaren 157 Basispegel angeboten. Davon waren zum
Zeitpunkt der Erhebung 105 als Hochwassermeldepegel mit Alarmstufen-
Richtwerten belegt.
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drei Tage oder mehr
Abbildung 5.2.2: Zusammenhang zwischen mittlerem gewichtetem gewünschtem Vorhersagezeitraum entsprechend Frage 9 und der
































Abbildung 5.2.3: Empirischer Zusammenhang zwischen mittlerem gewichtetem gewünschtem Vorhersagezeitraum entsprechend
Frage 9 und der Einzugsgebietsgröße der in den Fragen 2 bis 6 abgefragten Pegel des Basismessnetzes. Das geringe Bestimmtheits-




und umgekehrt. Dieser Befund deckt sich durchaus mit den
Randbedingungen der fachlichen Machbarkeit, da – wie
bereits vielfach ausgeführt – der Vorhersagehorizont für
kleine Einzugsgebiete eingeschränkt sein wird. Ein Vorher-
sagezeitraum ≤ 12 h wurde von einer knappen Mehrheit
der Nutzer in kleinen Einzugsgebieten (kleiner 200 km2)
als ausreichend angesehen.
Es fällt weiterhin auf, dass einige Nutzer in kleinen
Einzugsgebieten (kleiner 100 km2) unrealistische Erwartun-
gen an darstellbare Vorhersagezeiträume haben. Beispiels-
weise beantwortete die Mehrheit der Nutzer in den Ein-
zugsgebieten von Jahna und Döllnitz1 die Frage nach der
mindestens erforderlichen Zeit um geeignete Maßnahmen
zu ergreifen mit „drei Tagen und mehr”. An dieser Stelle
zeigen sich Defizite in der quantitativen Befragungsme-
thodik, denn möglicherweise wurde die Frage nicht richtig
hinsichtlich des Attributs „mindestens” interpretiert.
Anhand einer Kartendarstellung der räumlichen Vertei-
lung der am häufigsten gegebenen Antwort auf die Frage
nach dem gewünschten Vorhersagezeitraum (Abb. 5.2.6)
zeigten sich weitere interessante Details. Es wird aber-
mals deutlich, dass der gewünschte Vorhersagezeitraum
weitgehend unabhängig von der Einzugsgebietsgröße ist.
Vielmehr gibt es regionale Häufungen von großen Werten
(z. B. Freiberger Mulde, Jahna, Döllnitz, Spree) bzw. kleinen
Werten im Bereich Osterzgebirge, Oberlausitz sowie Nei-
ße. Insbesondere die drei letztgenannten Regionen waren
besonders stark von den Hochwasserereignissen der letz-
ten Jahre betroffen. Allerdings ist die These, dass größere
Betroffenheit zu besserer Vorsorge und Vorbereitung und
damit zu kürzeren benötigten Reaktionszeiten führte auf
Basis der im Rahmen der hier vorgestellten Untersuchung
nicht seriös zu belegen.
5.2.4 Auswertung schriftlicher Kommentare
Neben den mittels Multiple Choice und graduellen Antwort-
möglichkeiten erhobenen Merkmalen konnten die Befrag-
ten auch qualitative Informationen durch die verbale Ant-
wortmöglichkeit bei Frage 15 übermitteln. Die Antworten
ließen sich zu bestimmten Problemfeldern kategorisieren.
Eine Häufigkeitsauswertung der gegebenen Antworten ist
in Tabelle 5.2.2 zu finden.
Der am häufigsten angesprochene Kritikpunkt betraf
die derzeit praktizierte Lösung, sog. Hochwassereilbenach-
1Kleinere linkselbische Zuflüsse.
richtigungen per SMS an Einzelnutzer zu verschicken. Die-
se müssen durch Rücksendung eines übermittelten Codes
bestätigt werden. Anderenfalls erfolgt eine „Eskalation”,
d. h. eine Information der nächsthöheren Behörde. Die Nut-
zer wünschten sich an dieser Stelle mehr Praktikabilität
beim Bestätigen, in dem Sinne, dass die Bestätigung auch
von anderen Geräten oder für eine Gruppe von Empfän-
gern erfolgen kann. Damit in Zusammenhang stand der
Wunsch auf Rang 4, die zu alarmierenden Gebiete zu ver-
kleinern; die Nutzer fühlten sich vor allem bereits bei nur
lokal bedeutsamen Ereignissen überinformiert, da die Be-
nachrichtigungen zum Zeitpunkt der Erhebung mit Bezug
zu dem Hauptflussgebieten verteilt wurden. Die Alarmie-
rung findet seit November 2015 mit Bezug zu verkleinerten
„Warngebieten” statt – die HWMO wurde zwischenzeitlich
entsprechend novelliert (HWMO, 2015) – und die tech-
nische Bestätigung der Alarmierungen wurde ebenfalls
erleichtert.
An zweiter Stelle stand die Forderung nach der Ver-
dichtung des Pegelmessnetzes, vor allem im Oberlauf klei-
nerer Gewässer. Prinzipiell wünschten sich viele Nutzer
hier einen eigenen „Hauspegel”. Generell muss sich aber
die Planung und Ertüchtigung des ohnehin dichten Pegel-
messnetzes in Sachsen an fachlichen und nicht an empiri-
schen Anforderungen ausrichten.
Drittens wurde Kritik an der Breitenverfügbarkeit des
LHWZ-Internetportals im Hochwasserfall geübt. Auch dies-
bezüglich gibt es nunmehr durch eine (auch hardware-
seitige) Trennung des Portals in einen Bereich für öffent-
liche („nicht-registrierte”) und administrativ-institutionelle
(„registrierte”) Nutzer erhebliche Verbesserungen. Eben-
falls gefordert wurde eine Echtzeit-Darstellung der Daten
und eine direkte Einbindung von Daten der Nachbarländer
in das LHWZ-Portal. Eine Echtzeitdarstellung ist allerdings
nicht möglich, da Daten aufgenommen, gewandelt, über-
tragen, importiert, geprüft, gespeichert und schließlich ver-
öffentlicht werden müssen. Eine Aktualität von 15 bis 30
Minuten – wie durch das LHWZ gewährleistet – ist daher
als praktikabel einzustufen. Bezüglich der Einbindung von
Informationen der Nachbarländer muss bemerkt werden,
dass diese Informationen sehr leicht und intuitiv über ei-
ne Kartendarstellung im LHWZ-Portal zugänglich gemacht
sind.
Weitere Anmerkungen beinhalteten Lob für die Arbeit
des LHWZ, technische Anpassungswünsche der Informa-
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Freistaat SachsenVorhersagezeiträume und Pegeleinzugsgebiete
Größe der Pegeleinzugsgebiete
< 200 km²
200 bis < 1.000 km²
1.000 bis < 10.000 km²
> 10.000 km²
Abbildung 5.2.6: Räumliche Verteilung der am häufigsten gewünschten mindesten Vorhersagezeiträume entsprechend Frage 9,
zugeordnet zu den in den Fragen 2 bis 6 abgefragten Pegeln des Basismessnetzes. Pegeleinzugsgebietsgröße durch Durchmesser
der Punkte repräsentiert; kleine Einzugsgebiete (kleiner 200 km2) sind durch die Punkte aus der ersten Größenklasse repräsentiert.
Tabelle 5.2.2: Übersicht zur Häufigkeit im Rahmen von Frage 15 erhobener Anmerkungen. Antworten insgesamt: 91 (mehrere
Anmerkungen innerhalb einer Antwort waren möglich).
Rang Bezug Anzahl
1 „Zu viel Informationen” bzw. unpraktikables Quittieren von Nachrichten 19
2 Forderung nach zusätzlichen Pegelmessungen (im Oberlauf kleinerer Gewässer) 18
3 Verfügbarkeit LHWZ-Portal, Aktualität der Daten, Einbindung von Daten Dritter 16
4 Verkleinerung der zu alarmierenden Gebiete 10
5 Lob/Bestätigung der Arbeit des LHWZ 9
6 Technische Anpassungswünsche der Informationsverteilung (z. B. Hochwasser-App) 5
7 Verkürzung Aktualisierungsintervall Hochwasserwarnungen 5
8 Ständige Verfügbarkeit von DWD-Niederschlagsdaten über das LHWZ-Portal 3
9 Kommunikation von Informationen zur Speicherwirtschaft über das LHWZ 3
10 Forderung nach Informationsverteilung bei Stromausfall (Megaphon, Sirene) 2




tionsverteilung (z. B. Einführung einer Hochwasser-App1),
Forderungen nach einer Verkürzung des Aktualisierungsin-
tervalls der versendeten und bereitgestellten Hochwasser-
warnungen2, Forderungen nach einer ständigen Verfügbar-
keit von DWD-Niederschlagsdaten über das LHWZ-Portal3,
nach einer Einbindung von Informationen zur Speicher-
bewirtschaftung4 sowie nach einer verbesserten Informa-
tionsverteilung bei Stromausfall (z. B. durch Sirene oder
Megaphon). Zehn übermittelte Anmerkungen hatten kei-
nen direkten Bezug zur Umfrage und sind für das LHWZ
nicht relevant. So gab es beispielsweise eine Reihe von
Forderungen nach mehr Retentionsräumen, Entsiegelung,
oder aber lagebezogenen Luftbildern und deren direkte
Verteilung an die Nutzer.
Schlussfolgerung 21: Die befragten Nutzergruppen un-
terscheiden sich nicht wesentlich mit Blick auf ihr Ant-
wortverhalten. Bemerkenswert ist die große Streuung
hinsichtlich der gemachten Angaben bezüglich benötig-
ter Vorhersagezeiträume/Vorwarnzeiten. Die Arbeit und
Produkte des Landeshochwasserzentrums Sachsens
wurden mehrheitlich positiv bewertet. Damit wird das
Landeshochwasserzentrum – zumindest bei den offi-
ziellen Teilnehmern des Hochwassernachrichten- und
Alarmdienstes – seinem Anspruch als Meinungsführer
gerecht. v
5.3 Kernaussagen
Es wurde eine Befragung mittels Fragebogen von
491 Nutzern von Produkten des Landeshochwasserzen-
trums durchgeführt und quantitativ-statistisch ausgewer-
tet. Die Ausschöpfungsquote war mit ca. 69 % ausge-
sprochen hoch. Nutzergruppenspezifischen Antworten wa-
ren statistisch oftmals nicht unterscheidbar. Bei vier Fra-
1Ebenfalls mittlerweile umgesetzt durch die App „MeinePegel” des
Länderübergreifenden Hochwasserportals (LHP).
2Es handelt sich dabei im sächsischen Kontext um qualifizierte Ein-
schätzungen der aktuellen meteorologischen und hydrologischen Situati-
on und der weiteren Entwicklung derselben.
3Die Verfügbarkeit von Niederschlagsdaten des DWD via des LHWZ-
Webportals außerhalb von Hochwasserlagen war zum Zeitpunkt der Er-
hebung aus juristischen Gründen nicht gegeben, konnte aber zwischen-
zeitlich auf Basis einer novellierten Rechtslage (DWD-Gesetz) umgesetzt
werden.
4Dazu gibt es seitens der Landestalsperrenverwaltung Sach-
sen (LTV) ein dediziertes Portal, die sog. Talsperrenmeldezentrale
(http://www.ltv.smul.sachsen.de/tmz/).
gen/Antwortmöglichkeiten zeigten sich jedoch nutzergrup-
penspezifische Unterschiede.
Die gewählte quantitative Untersuchungsmethodik er-
wies sich weitgehend als vorteilhaft; eine recht Große Men-
ge an Daten konnte kostengünstig in kurzer Zeit aufge-
nommen und automatisiert ausgewertet werden. Allerdings
weisen quantitative Erhebungsmethoden auch Nachteile
auf. Die Flexibilität der Erhebung ist stark eingeschränkt;
während der Untersuchung kann nicht auf den Befragten
eingegangen werden und Verständnisschwierigkeiten, aber
auch Verbesserungsvorschläge hinsichtlich der Fragestel-
lung, bleiben unentdeckt. Grundsätzliche Schwierigkeiten
beim Verständnis gestellter Fragen oder – im ungünstigsten
Falle – ein Missverständnis von angebotenen Antwortoptio-
nen5 gefährden die Aussagekraft der Erhebung. Weiterhin
ermitteln quantitative Methoden nicht die Ursache einer
bestimmten Einschätzung oder Befindlichkeit, z. B. durch
Unzufriedenheit.
Die Befragung wurde daher mit qualitativen Elementen
angereichert, um den Befragten die Möglichkeit zu bieten,
eigene Erfahrungen mit in die Beantwortung der Fragen
einzubringen. Allerdings war so dennoch nicht auszuschlie-
ßen, dass Fragen durch die Befragten missinterpretiert und
die Ergebnisse dadurch verzerrt wurden. Das mögliche
Vorhandensein solcherlei Effekte zählt zu den generellen
Nachteilen quantitativer Erhebungen.
Mit Blick auf die in der Einleitung beschriebenen For-
derungen nach einem sächsischen Hochwasserfrühwarn-
system für kleine Einzugsgebiete lassen sich die Ergebnis-
se der quantitativ-statistischen Analyse zu den folgenden
Kernaussagen zusammenfassen:
ä Die Befragten wünschen selektive, ereignisbezogene
Informationen bzw. informieren sich ereignisbezogen
(und nicht regelmäßig).
ä Einer kurzfristigen, dafür genaueren Warnung wird ge-
genüber einer langfristigen und stärker mit Unsicher-
heiten behafteten Abschätzung der Vorzug gewährt.
ä Die angegebenen mindestens erforderlichen Vorher-
sagezeiträume liegen bei≤ 3 h (9 % der Nutzer),≤ 6 h
(27 %), ≤ 12 h (50 %), ≤ 24 h (83 %), ≤ 72 h (98 %).
5Ein Effekt, der nicht anhand der erhobenen Daten, sondern per se
nur durch Rückfragen bei den Befragungssubjekten identifiziert werden
kann.
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ä Die von den Nutzern gewünschten pegelbezogenen
Vorhersagezeiträume korrelieren nicht mit der Größe
der jeweiligen Pegeleinzugsgebiete.
ä Ein Vorhersagezeitraum ≤ 12 h wird von einer knap-
pen Mehrheit der Nutzer in kleinen Einzugsgebieten
(kleiner 200 km2) als ausreichend angesehen. Ein Vor-
hersagezeitraum von ≤ 24 h würde eine deutliche
Mehrheit in kleinen Einzugsgebieten zufrieden stel-
len.
ä Zur Frühwarnung wird die Darstellung von Ganglinien
mit Unsicherheitsbändern, als auch ein klassifiziertes
Vorhersageprodukt für Pegeleinzugsgebiete („Ampel-
karte”) am häufigsten gewünscht.
ä Warnungen auf Kreisebene und pegelbezogene Warn-
matrizen werden von der überwiegenden Zahl der Nut-
zer nicht bevorzugt.
ä Knapp ein Drittel der offiziellen Nachrichtenempfänger
schätzt ein, dass für das sie interessierende Gebiet
keine Vorhersage bzw. Abschätzung der weiteren me-
teorologischen und hydrologischen Entwicklung vor-
handen ist. Das trifft vor allem auf die Nutzer in kleinen
Einzugsgebieten zu.
ä Der Informationsgehalt der bisher verbreiteten Hoch-
wasserwarnungen wird von deren Nutzern als ange-
messen eingestuft.
ä Die durch das LHWZ verbreiteten Informationen wer-
den lediglich von rund 10 % der offiziellen Nachrich-
tenempfänger als schwer verständlich und „nicht maß-
geschneidert” wahrgenommen.
ä Einer regelmäßigeren und häufigeren Verteilung der
Hochwasserwarnungen wird von rund 37 % der Nutzer
beigemessen, ihr Handeln besser abzusichern, auch,
wenn keine Veränderung der meteorologischen und
hydrologischen Lage erfolgt ist. Die Nutzer aus drei
von sechs Nutzergruppen („Verwaltung/Behörde auf
Kreisebene”, „staatliche Verwaltung/Landesbehörde”
sowie „private Wirtschaft und Unternehmen”) spre-
chen sich gar mehrheitlich (> 50 %) für eine häufigere
Verteilung von Hochwasserwarnungen aus.
ä Die Mehrheit der Nutzer (> 65 %) ist an einer mög-
lichst verlässlichen Prognose des Scheitelwasserstan-
des interessiert. Die Kenntnis des Zeitpunkts des
Scheiteleintritts ist für rund 45 % der Nutzer wichtig.
ä Dem Internet kommt – im Vergleich zu anderen Nach-
richtenwegen (wie Fax, Videotext, Messwertansager)
– bei allen Gruppen bis auf die Gruppe „Privatper-
sonen” die größte Bedeutung bei der Verteilung von
Hochwasserinformationen zu.
ä Die nachrichtlich (per Fax oder Email) übermittelten
amtlichen Hochwasserwarnungen werden ebenfalls
von einer Mehrheit der Nutzer zur Information genutzt.
ä Die Information per Videotext spielt für sehr wenige
Befragte eine Rolle (< 5 %). Anteilig nutzen weiterhin
lediglich ca. 15 % die Informationsmöglichkeiten per
Telefon.
ä Dennoch wird die Möglichkeit der Telefonabfrage von
Messstellen (Messwertansager) – beispielsweise im
Falle gestörter Internetzugriffsmöglichkeiten – als sehr
wichtig erachtet.
ä Fast die Hälfte aller Nutzer wünscht eine Informati-
onsmöglichkeit per dedizierter Smartphone-App. Die
Zustimmung unter den privaten/privatwirtschaftlichen
Nutzern ist dabei größer als bei den Nutzern aus den
Verwaltungen sowie den Leitstellen von Feuer- und
Wasserwehren und Katastrophenschutz.
ä Einer breiten Verfügbarkeit der IT-Infrastruktur des
LHWZ wird – besonders im Hochwasserfall – eine
hohe Bedeutung beigemessen.
ä Die befragten Nutzergruppen unterscheiden sich si-
gnifikant hinsichtlich der gegebenen Antworten bei
der Frage nach der gewünschten Häufigkeit der Ak-
tualisierung der Hochwasserwarnungen und deren
Übermittlung per Email oder Fax.
ä Weiterhin antworteten die Befragten verschiedener
Nutzergruppen unterschiedlich auf die Fragen nach
der Qualität der LHWZ-Produkte und nach der Güte
der Arbeit des LHWZ.
ä Darüber hinaus waren keine signifikanten Unterschie-




Schlussfolgerung 22: Die potentiellen Nutzer eines
Hochwasserfrühwarnsystems für Sachsen geben an,
Vorhersagezeiträume von 12 oder 24 Stunden zu be-
nötigen, um geeignete Hochwasserabwehrmaßnahmen
zu ergreifen. Die Information über den zu erwartenden
Maximalwasserstand wird als wichtigster Inhalt der War-
nung erachtet. v
5.4 Diskussion
Ein Schlüsselproblem, welches überwunden werden muss,
um auf Basis hydrologischer Vorhersagen einen Nutzen für
das Hochwasserrisikomanagement für kleine Einzugsge-
biete zu schaffen, liegt in der mit abnehmender Gebiets-
größe ansteigenden Vorhersageunsicherheit. Während für
größere Flüsse bestenfalls lediglich oberstromige Pegel-
beobachtungen mittels eines hydraulischen Modells zur
Erstellung einer recht exakten Vorhersage ausreichend
sind, so ist für kleine Einzugsgebiete die Verwendung von
N-A-Modellen und quantitativen Niederschlagsvorhersagen
nötig, was erhebliche Unsicherheiten einbringt. Überdies
wächst die Unsicherheit natürlich mit dem Vorhersagehori-
zont, also der Zeit, welche für das Planen und Ausführen
von Hochwasserabwehrmaßnahmen verfügbar ist.
Die Schwierigkeit dabei ist, dass solcherlei Unsicher-
heiten aktuell noch nicht vollständig und korrekt quantifi-
zierbar sind, für das Ereignismanagement aber bisher eher
„deterministische” Informationen gefragt sind (z. B.: „Wird
eine bestimmte Alarmstufe überschritten – ja oder nein?”).
Es ist auf dieser Grundlage recht leicht einsehbar, dass
eine deterministische Herangehensweise bei der Risiko-
bewertung auf Basis unsicherer Vorhersagen den Nutzen
der Vorhersage schmälert und gleichzeitig die Gefahr von
Falsch- oder Nicht-Alarmierungen erhöht (TODINI, 2004).
Weiterhin ist die Frage nach der Eignung einer pro-
babilistischen Vorhersage für die Risikobewertung durch
unterschiedliche Nutzergruppen nicht ohne zusätzliche Un-
tersuchungen zu beantworten. Die verfügbare Literatur
lässt den Schluss zu, dass probabilistische Vorhersagen
zwar einen zusätzlichen Nutzen für fachlich versierte oder
institutionelle Nutzer bieten können (beispielsweise MC-
CARTHY ET AL., 2007; FRICK & HEGG, 2011; WETTERHALL
ET AL., 2013; VOGELBACHER, 2014) aber nicht unbedingt
die Risiko- und Gefahrenbewertung durch die breite Bevöl-
kerung verbessern (z. B. BRILLY & POLIC, 2005; GIGEREN-
ZER ET AL., 2005; MORSS ET AL., 2008).
Auf Basis der hier vorgestellten Erhebung lässt sich
keine klare Aussage darüber treffen, ob probabilistische
Vorhersagen von den Endnutzern akzeptiert oder gar be-
grüßt würden beziehungsweise inwieweit diese in die Be-
wertung der Warnlage mit einfließen würden. Auf der
einen Seite sprachen sich die Befragten klar für „kurz-
fristigere, dafür genauere” Vorhersagen aus (Frage 8,
siehe Abb. 5.2.4), andererseits bezeichneten in Zusam-
menhang mit Frage 10 die meisten Befragten (vier von
sechs Nutzergruppen) pegelbezogenen Ganglinien mit Un-
sicherheitsbändern als bevorzugtes Warnprodukt (knapp
vor einer kartenbasierten Darstellung von Warn-/bzw.
Gefährdungsklassen auf Einzugsgebietsebene). Allerdings
können – wie bereits angeklungen – auf Grundlage der
gewonnenen Daten keine Rückschlüsse auf die unregis-
trierten Nutzer (also Laien) von Produkten des LHWZ
(welche z. B. auf das öffentliche Internetangebot unter
http://www.hochwasserzentrum.sachsen.de zugreifen) ge-
zogen werden.
Abschließend ist festzustellen, dass sich die Forde-
rungen der Jeschke-Kommission (JESCHKE ET AL., 2010)
nach einem Hochwasserfrühwarnsystem für kleine Ein-
zugsgebiete vor dem Hintergrund der hier vorgestellten
Befragungsergebnisse konkretisieren lassen. Und zwar
dergestalt, dass von den potentiellen Nutzern solch eines
Systems vor allem eine unmittelbare, ereignisbezogene
kürzest- und kurzfristige Abschätzung der Wasserstands-
entwicklung gewünscht wird. Es sollte dabei auch eher
eine Prognose maximaler Wasserstände, als eine Vorher-
sage (Eintrittszeit derselben sowie zeitlicher Verlauf des
Wasserstandes) im Vordergrund stehen. Besonders von
den Befragten betont wurde, dass ein avisiertes Frühwarn-
system stets technisch verfügbar sein muss, obgleich sich
die Nutzer nur ereignisbezogen informieren möchten be-
ziehungsweise informiert werden möchten.
Diese Ansprüche sollten im weiteren Verlauf mit dem
fachlich Machbaren abgeglichen werden. Für Sachsen ha-
ben insbesondere die Erkenntnisse aus der BMBF-RIMAX-
Förderaktivität (MERZ ET AL., 2009), wie beispielsweise
KNEIS & HEISTERMANN (2009) oder GRUNDMANN (2010),
deutlich die Grenzen der Vorhersagbarkeit hochwasserre-
levanter hydrologischer Prozesse in kleinen, schnell reagie-
renden Einzugsgebieten aufgezeigt (siehe dazu auch den
Abschnitt 3.2). Im Lichte dieser Untersuchungen wird für
die verschiedenen Naturräume Sachsens eine Ableitung
einer mindesten Gebietsgröße erfolgen, für die eine für die
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Frühwarnung vor Hochwasser verwendbare hydrologische
Vorhersage ableitbar ist (siehe Kapitel 6 bis 8).
Der Wunsch des Landeshochwasserzentrums ist es
also, Gebietseinheiten ausweisen zu können, für die sich
Nutzeransprüche, fachliche Machbarkeit, Datenlage und
nicht zuletzt politisch-administrative Randbedingungen ei-
ner Hochwasservorhersage in Einklang bringen lassen und
für diese Gebiete ein operationelles Hochwasserfrühwarn-
system zu entwickeln und zu implementieren.
Schlussfolgerung 23: Es existiert eine deutliche Dis-
krepanz zwischen den von den Nutzern als notwen-
dig erachteten Vorwarnzeiten und dem mittels hydro-
meteorologischen Prozeduren verlässlich abdeckbaren
Vorhersagezeitraum. Vorwarnungen für Zeiträume von
drei und mehr Stunden sollten möglichst mit begleiten-
den Unsicherheitsangaben kommuniziert werden, was
wiederum die Verwendung probabilistischer Antriebe er-
fordert. Dazu müssten die Nutzer in der Lage sein, diese
Unsicherheitsinformationen zu bewerten und in konkre-
te Handlungen zu übersetzen. Damit einher geht, dass
dann die Risikobewertung bei jedem einzelnen Nutzer
erfolgen muss. v
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6 Erste Verifikation operationell verfügbarer
meteorologischer Antriebsdaten
Kapitel 2 hat deutlich aufgezeigt, dass für eine Hoch-
wasserfrühwarnung dringend quantitative Niederschlags-
vorhersagen einbezogen werden sollten. Dabei ist eine
wichtige Frage: Wie treffsicher sind – beispielsweise durch
den Deutschen Wetterdienst (DWD) bereitgestellte – quan-
titative Vorhersageprodukte? Exemplarisch soll diese Frage
hierin zunächst für zwei DWD-Produkte beantwortet wer-
den. Zusätzlich soll im Zuge dieser Untersuchung die Treff-
sicherheit von mittels Radar geschätzten Niederschlägen
untersucht werden. Als Referenz dienen aus Ombrometer-
daten interpolierte Niederschlagsfelder („Beobachtungen”).
Es werden für einen Zeitraum von gut drei Jahren
(04/2011 bis einschließlich 06/2014) zwei quantitative
Niederschlagsvorhersageprodukte des DWD (aus NWP-
Modell COSMO-DE und die sogenannte „Quantilvorher-
sage” der RWB Leipzig1) gegenüber dem RADOLAN-RW-
Komposit und Stationsbeobachtungen (Ombrometerdaten)
auf räumlicher Skala von Flussgebieten mit Höheneintei-
lung (für Sachsen: 16) verifiziert. Betrachtet werden jeweils
zwei 6-h-Vorhersageintervalle für Vorhersagezeitpunkte zu
den beiden synoptischen Hauptterminen 06:00 UTC so-
wie 18:00 UTC. Verglichen werden die 6-h-Summen. Als
Vergleichsmethoden kommen dabei, neben einfachen sta-
tistischen Maßen, Häufigkeitskarten und Diagramme (z. B.
Q-Q-Plots), Summenlinienvergleiche sowie diverse Güte-
maße zur Anwendung.
Von den untersuchten quantitativen Niederschlagsvor-
hersageprodukten verifizieren COSMO-DE und das 90er-
Perzentil der Quantilvorhersage am besten. Die mittle-
ren Gebietsniederschläge des radarbasierten RADOLAN-
Produkts weisen in der räumlichen Verteilung hohe Über-
einstimmungen mit der Beobachtung auf, liegen allerdings
im Hinblick auf die Niederschlagsmenge systematisch
1Da es sich hier nicht um ein probabilistisches Produkt im engeren
Sinne handelt (wie z. B. ein Ensemble-Produkt, was auch eine entspre-
chende Methodik bei der Verifikation erfordern würde), wird die Quantil-
vorhersage in diesem Kapitel mit untersucht.
leicht unter den Beobachtungen (in der Regel wenige Pro-
zentpunkte).
Im Hinblick auf eine bevorzugte Verwendung bestimm-
ter Niederschlagsvorhersageprodukte zur Gewinnung hy-
drologischer Vorhersagen (beispielsweise für die Hoch-
wasserfrühwarnung für kleine Einzugsgebiete), sind auf
Basis der erlangten Ergebnisse keine pauschalen Aussa-
gen möglich. Es muss beachtet werden, dass gegenüber
dem raum-zeitlich hoch aufgelösten COSMO-DE-Produkt
die Quantilvorhersage der RWB Leipzig relativ generell
ist (6-h-Intervalle, Gebietsmittel für Gebiete von ca. 700
bis ca. 3.000 km2). Bezogen auf den Meilensteinplan des
Gesamtprojekts (Tabelle 3.4.2) handelt es sich bei der Un-
tersuchung um Meilenstein Nummer 2.
Schlussfolgerung 24: Quantitative Niederschlagsvor-
hersagen bringen die maßgeblichen Unsicherheiten in
kleinräumige hydrologische Vorhersagen ein. Die Kennt-
nis ihrer Güte ist daher wichtig mit Blick auf die potentiell
zu erzielende Güte hydrologischer Vorhersagen. v
6.1 Übersicht der für die Verifikation
verwendeten Gebietszuschnitte
Die Quantilvorhersagen der RWB Leipzig beziehen sich in
ihrer räumlichen Unterteilung auf die Flussgebiete Sach-
sens. Vor allem um orographischen Effekten Rechnung
zu tragen, werden die Hauptflussgebiete weiter unterteilt
(siehe Abbildung 6.1.1 und Tabelle 6.1.1). Aus Gründen
der Vergleichbarkeit beziehen sich alle weiteren Untersu-
chungen auf die dargestellten Flussgebiete.
Die Einzugsgebietsgrößen der betrachteten Fluss-
gebiete erstrecken sich von knapp 700 km2 bis etwa
3.000 km2 mit einem Median von 1.200 km2 (siehe Tabelle
6.1.1). Diese Raumskala steht in gewissem Gegensatz zu
der Skala kleiner Einzugsgebiete, wie sie von verschiede-
nen Autoren mit etwa 200 bis 400 km2 definiert ist (LUBW,
2013; DAVIS, 2001; COLLIER, 2007). Da die Ermittlung der
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Areal domain of Quantile-QPF (DWD)
(valid since 2011/04)
Saxon state border with major river basins
Abbildung 6.1.1: Karte der Flussgebiete in Sachsen sowie den Teilgebieten der gebietsbezogenen Quantilvorhersage der RWB
Leipzig. Gemeinsames Bezugssystem: Gauß-Krüger, Zone 4 (EPSG-Code 31468).







1 WE-U3 Weiße Elster,unterhalb 300 m ü. NN 2.722 196
2 WE-O3 Weiße Elster, oberhalb 300 m ü. NN 2.295 435
3 MU-U3 Vereinigte Mulde, unterhalb 300 m ü. NN 2.038 165
4 ZM-O3 Zwickauer Mulde, oberhalb 300 m ü. NN 2.022 502
5 FM-O3 Freiberger Mulde, oberhalb 300 m ü. NN 2.577 541
6 NE-U2 Nebenzuflüsse der Elbe, unterhalb 200 m ü. NN 1.734 139
7 NE-U3 Nebenzuflüsse der Elbe, unterhalb 300 m ü. NN 799 199
8 NE-L3 Linke Nebenzuflüsse der Elbe, oberhalb 300 m ü. NN 1.154 443
9 NE-R3 Rechte Nebenzuflüsse der Elbe, oberhalb 300 m ü. NN 881 345
10 GR-U2 Große Röder, unterhalb 200 m ü. NN 908 142
11 SE-U2 Schwarze Elster, unterhalb 200 m ü. NN 662 138
12 RS-O2 Große Röder und Schwarze Elster, oberhalb 200 m ü. NN 646 248
13 SP-U2 Spree, unterhalb 200 m ü. NN 1.302 148
14 SP-O2 Spree, oberhalb 200 m ü. NN 797 297
15 LN-U3 Lausitzer Neiße, unterhalb 300 m ü. NN 1.241 205
16 LN-O3 Lausitzer Neiße, oberhalb 300 m ü. NN 1.159 426
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6.2 Untersuchte Produkte
Vorhersagegüte der Quantilvorhersage ein Hauptbestand-
teil dieser Untersuchung ist, wird dieser Skalenunterschied
allerdings zugelassen.
Schlussfolgerung 25: Die Güte quantitativer Nieder-
schlagsvorhersagen ist unter anderem abhängig von
Größe und Schärfe des zugrunde gelegten Bilanzgebie-
tes. Während aus meteorologischer Sicht möglicherwei-
se die ungefähre regionale Lage eines Niederschlagsge-
bietes ausreichend sein mag, so spielt für hydrologische
Vorhersagen – gerade mit Blick auf kleine Einzugsgebie-
te – die räumlich (und zeitlich) exakte Verortung vorher-
gesagter, kleinräumiger Niederschläge die entscheiden-
de Rolle. v
6.2 Untersuchte Produkte
Das Landeshochwasserzentrum Sachsen bezieht zur Er-
füllung seiner Aufgaben eine Reihe operationeller Daten
vom DWD. Produkte zur Quantifizierung des Niederschlags
(QPEs – Quantitative Precipitation Estimates; siehe Ab-
schnitt 2.1) sind dabei stündlich aufgelöste Ombrometerda-
ten und zeitlich hoch aufgelöste Radarfelder (RADOLAN-
Produkt). Im Bereich der quantitativen Niederschlagsvor-
hersage (QPFs – Quantitative Precipition Forecasts; siehe
ebenfalls Abschnitt 2.1) werden Outputs aktueller Modell-
läufe der operationellen NWP-Modelle COSMO-DE sowie
COSMO-EU1 verwendet. Darüber hinaus werden zweimal
täglich durch die Regionale Wetterberatung des DWD in
Leipzig sogenannte Quantilvorhersagen versandt.
6.2.1 Ombrometerdaten
Für die angestrebten Untersuchungen dienen die Ombro-
meterdaten des DWD als Referenz und müssen zunächst
auf eine einheitliche raum-zeitliche Auflösung mit den an-
gesprochenen Quantilvorhersagen gebracht werden. Im
Hinblick auf die angestrebte zeitliche Auflösung beim Ver-
gleich (6 h) sind lediglich vollautomatische Messstationen
mit stündlicher Auflösung relevant (und keine Tagessamm-
ler), die zunächst stationsweise auf 6-h-Summen kumuliert
werden. Räumlich müssen die Stationsdaten auf die Teilge-
biete der Quantilvorhersagen (Abbildung 6.2.1) aggregiert
werden. Dazu ist die Interpolation der 6-h-Summen und
anschließende Bildung des Gebietsmittels erforderlich. Um
1Wurde 2015 durch ICON-EU abgelöst.
ein räumlich konsistentes Niederschlagsfeld innerhalb der
Grenzen der Quantilvorhersage zu erhalten, wurden Sta-
tionen innerhalb eines 25-km-Puffers in die Berechnungen
einbezogen (vgl. Abbildung 6.2.1 und Tabelle 6.2.1).
Für Flussgebietsanteile in Polen und Tschechien wur-
den keine Stationsdaten verwendet. Im Hinblick auf orogra-
phische Effekte ist die Beachtung südlich des Erzgebirgs-
hauptkamms liegender Stationen bei der Gebietsmittelbil-
dung ohnehin fragwürdig. Im Bereich der Lausitzer Neiße
müssen einige Flächen extrapoliert werden, was vornehm-
lich im Bereich des Isergebirges (LN-O3 in Abb. 6.1.1) zu
Unterschätzungen führen kann. Diese Einschränkungen
werden allerdings im Rahmen dieser überblicksmäßigen
Untersuchung in Kauf genommen. Hauptgrund für das Aus-
lassen von Stationen war die zum Zeitpunkt der Untersu-
chung nicht gegebene Verfügbarkeit der PL- und CZ-Daten
auf dem DWD-Daten-Server, welcher genutzt wurde, um
einen komfortablen und automatisierbaren Abruf von Stati-
onsdaten darstellen zu können.
6.2.2 Quantilvorhersagen der RWB Leipzig
Die Regionale Wetterberatung des DWD in Leipzig (vor
2014: Regionalzentrale) stellt für ihren Zuständigkeitsbe-
reich eine flussgebietsbezogene probabilistische Nieder-
schlagsvorhersage bereit (siehe Abbildung 6.1.1). Die Vor-
hersage wird dabei für zwei Vorhersagezeitpunkte, kon-
kret 06:00 UTC und 18:00 UTC erstellt. Grundlage des
Produkts ist die Einschätzung der weiteren synoptischen
Entwicklung durch einen Meteorologen auf Basis aller zur
Stunde verfügbaren Informationen (inkl. NWP-Outputs).
Die Quantilvorhersage beinhaltet Werte für das 90er-,
50er- sowie 10er-Perzentil – also Werte, welche mit ei-
ner Wahrscheinlichkeit von 90, 50 bzw. 10 % überschritten
werden – für die kommenden beiden 6-Stunden-Intervalle
und die zwei darauf folgenden 12-Stunden-Intervalle, ins-
gesamt also für einen Vorhersagezeitraum von 36 Stunden.
Die Vorhersagen werden als Textfiles geliefert; ein typischer
Aufbau und Inhalt solch eines Files ist aus Abbildung 6.2.3
ersichtlich. Exemplarisch soll ein Block aus dem entspre-
chenden File besprochen werden (vgl. Abbildung 6.2.2).
Der gezeigte Block beinhaltet die Vorhersage für das
Flussgebiet Freiberger Mulde oberhalb 300 m ü. NN (FM-
O3) für den 09.01.2012, Vorhersagezeitpunkt 06:00 UTC
für die Vorhersagezeiträume 06:00–12:00, 12:00–18:00,
18:00–06:00 sowie 06:00–18:00 UTC. Die in den Spalten
„090”, „050” und „010” angegebenen Werte sind entspre-
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Geringswalde-Altgeringswalde 1952–2014 9 Muskau, Bad 1891–2014 4
Aue 1881–2014 2 Lohmen/Sachsen 1980–2014 25
Kubschütz, Kr. Bautzen 1863–2014 4 Oschatz 1977–2014 3
Bobeck 1994–2014 15 Osterfeld 1984–2014 12
Weischlitz-Heinersgrün 1903–2014 2 Plauen 1946–2014 14
Boxberg 1961–2014 2 Pulsnitz 1881–2014 101
Schönwölkau-Brinnis 1993–2014 8 Kemberg-Radis 1906–2014 2
Bucha 1936–2014 16 Rehau 1903–2014 5
Carlsfeld 1989–2014 14 Schleiz 1951–2014 11
Chemnitz 1935–2014 0 Selb/Oberfranken-Lauterbach 1993–2014 6
Dippoldiswalde-Reinberg 1910–2014 9 Tannenberg 1934–2014 7
Doberlug-Kirchhain 1891–2014 16 Starkenberg-Tegkwitz 1994–2014 2
Dresden-Klotzsche 1935–2014 5 Harth-Pöllnitz Neundorf 1989–2014 2
Dresden-Hosterwitz 1949–2014 157 Zeitz 1952–2014 2
Dresden-Strehlen 1935–2014 20 Freyburg/Unstrut-Zeuchfeld 1905–2014 3
Eilenburg 1897–2014 0 Zinnwald-Georgenfeld 1971–2014 29
Elster, Bad-Sohl 1881–2014 8 Lichtentanne 1863–2014 7
Elsterwerda 1974–2014 3 Rosenthal-Bielatal 1970–2014 2
Erlbach-Eubabrunn 1961–2014 6 Sohland/Spree 1999–2014 5
Gera-Leumnitz 1951–2014 0 Uhlstädt-Kirchhasel-Zeutsch 2002–2014 3
Görlitz 1858–2014 0 Klingenthal-Kamerun 2002–2014 7
Graustein 1962–2014 2 Crossen/Elster-Nickelsdorf 2002–2014 3
Weißenfels-Wengelsdorf 1948–2014 24 Nossen 1891–2014 3
Markranstädt-Großlehna 1968–2014 3 Steben, Bad 2003–2014 0
Halle-Kröllwitz 1951–2014 3 Belgershain 2006–2014 12
Hirschberg 1900–2014 2 Grimma-Kleinbothen 2006–2014 17
Bertsdorf-Hörnitz 1881–2014 8 Frankenberg-Altenhain 2007–2014 2
Hof 1946–2014 1 Ponitz 2006–2014 2
Hohenberg/Eger 1931–2014 8 Treuen 2005–2014 3
Stützengrün-Hundshübel 1927–2014 2 Marienberg-Rübenau 2006–2014 2
Jena (Sternwarte) 1824–2014 0 Heyda bei Riesa 2006–2014 2
Klettwitz 1996–2014 2 Strauch 2006–2014 3
Klitzschen bei Torgau 1994–2014 6 Dürrhennersdorf 2007–2014 2
Leipzig-Holzhausen 1924–2014 2 Deutschneudorf-Brüderwiese 2006–2014 4
Leipzig/Halle 1972–2014 3 Jeßnitz 2007–2014 3
Ostritz 1910–2014 59 Hoyerswerda 2009–2014 27
Lichtenhain-Mittelndorf 1991–2014 4 Sankt Egidien-Kuhschnappel 2008–2014 2
Remptendorf 1927–2014 30 Langenwetzendorf-Göttendorf 2006–2014 5
Lobenstein, Bad 1954–2014 2 Naumburg/Saale-Kreipitzsch 2007–2014 3
Schönteichen-Cunnersdorf 1992–2014 7 Hähnichen-Trebus 2007–2014 4
Marienberg 1955–2014 16 Wilsdruff-Mohorn 2007–2014 4
Raschau 1994–2014 21 Pegau 2008–2014 3
Garsebach bei Meißen 1956–2014 3 Krölpa-Rockendorf 2007–2014 5
































































































































Pluvio-device, no data available
Hellmann-device (only daily sums available)
Areal domain of Quantile-QPF (DWD)
25 km buffer (for interpolation purposes)
Saxon state border with major river basins
Abbildung 6.2.1: Karte der einbezogenen Niederschlagsstationen mit eingezeichneten Flussgebiets- und Teilgebietsgrenzen der
gebietsbezogenen Quantilvorhersage der RWB Leipzig. Gemeinsames Bezugssystem: Gauß-Krüger, Zone 4 (EPSG-Code 31468).
FLUSS ASGBTG ZEIT ITRVL 090 050 010
FM-O3 090112 0600 06–12 000 000 000
12–18 000 005 006
18–06 005 006 007
06–18 000 000 000
Abbildung 6.2.2: Quantilvorhersage für das Vorhersagegebiet FM-O3 für den 09.01.2012, Vorhersagezeitpunkt 06:00 UTC.
chend die mit einer Überschreitungswahrscheinlichkeit von
90/50/10 % vorhergesagten Niederschlagsmengen in mm.
Dabei bedeutet z. B. ein Wert von „006” eine vorhergesagte
Niederschlagshöhe von 5,5 bis 6,4 mm usw. Als Besonder-
heit repräsentiert ein Wert von „000” einen erwarteten Be-
reich der Niederschlagshöhe im zugehörigen Zeitintervall
von 0,0 bis 4,4 mm. Für geringe Niederschlagshöhen exis-
tiert somit eine gewisse Unschärfe in diesem quantitativen
Niederschlagsvorhersageprodukt.
6.2.3 COSMO-DE
Bei COSMO-DE (früher LMK: Lokalmodell Kürzestfrist;
BALDAUF ET AL., 2009) handelt es sich um ein seit
2007 operationelles numerisches Wettervorhersagemodell
(genauer: ein nicht-hydrostatisches, kompressibles Aus-
schnittsmodell), welches im Sinne eines Nesting-Ansatzes
die DWD-Modellkette Globalmodell (GME)1→ Lokalmodell
Europa (COSMO-EU)2 auf kleinere raum-zeitliche Ska-
len erweitert. Sein Modellgebiet erstreckt sich über ganz
Deutschland, die Schweiz, Österreich und Teile der übrigen
Nachbarstaaten. Das Landeshochwasserzentrum bezieht
vom DWD bestimmte COSMO-DE-Ergebnisfelder für einen
verkleinerten Ausschnitt der COSMO-DE-Domäne (siehe
Abbildung 6.2.4). Die räumliche horizontale Auflösung des
Modells beträgt dabei rund 2,8 km.
Mit COSMO-DE ist – zumindest grob – die direkte Si-
mulation von Konvektion möglich (man spricht daher auch
von einem „Convection Permitting System”). Das reicht
1Wurde mittlerweile durch ICON abgelöst.
2Wurde 2015 durch ICON-EU abgelöst.
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Abbildung 6.2.3: Beispielhafter Aufbau einer Quantilvorhersage
der RWB Leipzig.
aus, um beispielsweise die prinzipielle Bereitschaft der
Atmosphäre zu simulieren, Gewitterzellen auszubilden. Al-
lerdings kann auch mit einer vergleichsweise hohen Gitter-
auflösung die exakte Genese und Zugbahn solcher Gebilde
nicht nachvollzogen werden. Im Umkehrschluss macht dies
wiederum eine deterministische Hochwasservorhersage
für kleine, schnell reagierende Einzugsgebiete bei konvek-
tiven Lagen sehr schwierig. Dieser Befund wird sich in
gewisser Weise in den Ergebnissen der hierin vorgestellten
Analysen widerspiegeln.
Für die Abfluss- und Hochwasservorhersage von über-
geordneter Bedeutung sind die Niederschlagsfelder aus
dem COSMO-DE-Modelloutput; die Outputfelder werden
aller drei Stunden bereitgestellt. Die zeitliche Auflösung
des Outputs beträgt eine Stunde. Als solches gehen die
COSMO-DE-Felder – neben anderen – auch direkt in die
LHWZ-Hochwasservorhersagemodelle ein. Zukünftig ge-
plant ist die Einbeziehung des COSMO-DE-Ensemble-
Produkts (operationell seit Mai 2012; derzeit 20 plus 1,
in Zukunft 40 plus 1 Ensemble-Member geplant).
Für die hierin dargestellten Analysen wurden aus
COSMO-DE die Felder „flüssiger Niederschlag” sowie „fes-
ter Niederschlag; Schnee und Graupel” aufsummiert, wel-
che die simulierten Stundensummen des Niederschlags
von t = 1 h bis 27 h für die Vorhersagezeitpunkte 00:00,
06:00, 12:00 und 18:00 UTC bzw. bis 21 h für 03:00, 09:00,
15:00 und 21:00 UTC enthalten. Das LHWZ Sachsen be-
zog diese Daten bis 2015 als gezippte ASCII-Grids; mitt-
lerweile ist die Versorgung auf das binäre GRIB2-Format
umgestellt (Abschluss der Arbeiten war Ende 2014).
Wie bei Atmosphärenmodellen üblich werden auch
bei COSMO-DE geographische Koordinaten für die hori-
zontale räumliche Diskretisierung des Modellgebiets ver-
wendet (also ein sphärisches Gitter). Die hier vorgestellten
weiteren Auswertungen verlangen die Konvertierung und
Transformation der an den COSMO-Gitterpunkten vorlie-
genden Modellergebnisse auf ein kartesisches (orthogona-
les) Gitter; konkret wird als gemeinsamer Lagebezug das
Gauß-Krüger-System verwendet. Dazu sind geographische
Transformationen notwendig (siehe dazu Abschnitt 6.3.1).
Im Übrigen finden sich weitere Details zu COSMO-DE in
BALDAUF ET AL. (2009). Eine detaillierte Verifikation von
COSMO-basierten Niederschlagsvorhersagen ist beispiels-
weise in PAULAT (2007) beschrieben.
6.2.4 QPEs und QPFs basierend auf
Radarmessungen
Ganz generell ist – gerade für konvektiv geprägte Lagen –
die Einbeziehung von Radar-Daten in eine Untersuchung
wie die vorliegende interessant (siehe z. B. EHRET ET AL.,
2008). Es ist davon auszugehen, dass insbesondere für
sommerliche Starkregenereignisse das stationäre Ombro-
metermessnetz nicht ausreichend dicht ist, um die raum-
zeitliche Variabilität des Niederschlagsfeldes für mesoskali-
ge Einzugsgebiete (von wenigen bis zu wenigen hundert
Quadratkilometern) hinreichend genau zu erfassen. Radar
stellt in diesem Zusammenhang ein geeignetes Verfahren
zur Gewinnung von Rohdaten zur Niederschlagsquantifizie-
rung dar. Neben dem RADOLAN-Komposit-QPE existiert
das vom DWD entwickelte Kürzestfrist-Vorhersageprodukt
RADVOR-OP. Hierbei soll der Sprung von einem QPE zu
einer QPF mit Hilfe von Trackingverfahren erreicht werden.
Derzeit ist es damit möglich einen Vorhersagezeitraum von
zwei Stunden abzudecken.
Im Rahmen dieser Studie wurde das an Stationsda-
ten angeeichte RADOLAN-RW-Komposit in die Verifikation
einbezogen (siehe Abbildung 6.2.5). Die stündlich aktua-
lisierten Niederschlagssummen werden in einer räumli-
chen Auflösung von 1 km x 1 km im binären RADOLAN-
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Abbildung 6.2.4: COSMO-Koordinatengitter und Untersuchungsdomäne inklusive Flussgebietsgrenzen. Gemeinsames Bezugssystem:
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Abbildung 6.2.5: RADOLAN-Komposit und Untersuchungsdomäne inklusive Flussgebietsgrenzen. Gemeinsames Bezugssystem:
Gauß-Krüger, Zone 4 (EPSG-Code 31468).
stereographisch projiziert und müssen zunächst konver-
tiert und transformiert werden. Zur Vereinfachung wer-
den die geographischen Koordinaten der Zellmittelpunkte
durch den DWD veröffentlicht, die für die weitere Verarbei-
tung in das Gauß-Krüger-System überführt wurden. Das
RADOLAN-Komposit deckt in seiner räumlichen Ausdeh-
nung die Hauptflussgebiete Sachsens nur unvollständig
ab. Die östlichen Teile des Einzugsgebietes der Lausitzer
Neiße werden nicht erfasst, weshalb die dort ermittelten
mittleren sechsstündigen Gebietsniederschläge nur mit Vor-
sicht interpretiert werden sollten. Das Vorhersageprodukt
RADVOR-OP wird derzeit am Landeshochwasserzentrum
Sachsen nicht genutzt und wurde auch nicht verifiziert. Für
weitere Verifikationsergebnisse der RADOLAN-Produkte
für Sachsen sei auf KRONENBERG (2014) verwiesen. Eine
umfassende RADVOR-OP-Verifikationsstudie liegt eben-
falls vor mit DWD (2012). Darin zeigte sich, dass RADVOR-
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In diesem Abschnitt werden die Methodik (siehe Abschnitte
6.3.1 und 6.3.2) sowie Ergebnisse (Abschnitt 6.3.3) der
Verifikation vorgestellt.
6.3.1 Grundsätzliches zur Gewinnung der
Vergleichsdaten
Im Folgenden wird die für die Gewinnung der Vergleichsda-
ten angewendete Methodik grundlegend erläutert. Dabei
geht es in erster Linie um die raum-zeitliche Aggregierung
der in unterschiedlicher Auflösung vorliegenden Daten.
Bildung von Gebietsmitteln aus Ombrometerdaten
und COSMO-DE-/RADOLAN-Rastern
Wie bereits ausgeführt, wird die Untersuchung räumlich
mit Bezug zu den für die DWD-Quantilvorhersage gültigen
16 Teilgebieten durchgeführt (Tabelle 6.1.1). Dabei sind
sowohl die punktuell vorhandenen Ombrometerdaten als
auch die gerasterten COSMO-DE- und RADOLAN-Daten
entsprechend zu behandeln. Die Ombrometerdaten wur-
den mittels Ordinary Kriging zeitschrittweise (6-h-Summen)
auf eine räumliche horizontale Auflösung von 1 km inter-
poliert. Fehlten an Stationen Werte (siehe Tabelle 6.2.1),
blieben diese beim Kriging unberücksichtigt. Die Gebiets-
mittelbildung erfolgte dann durch anteilige Wichtung der
Zellwerte im Hinblick auf ihren spezifischen Teilgebietsan-
teil entsprechend einer vorher definierten Teilgebietsmas-
ke. Im Falle des Vergleichs von Ombrometerdaten mit der
Quantilvorhersage wurden die Gebietsmittel zusätzlich an-
gepasst und Niederschlagssummen kleiner/gleich 4,4 mm
in 6 h auf null gesetzt (vgl. dazu Abschnitt 6.2.2).
Die Koordinaten der COSMO-DE-Zellmittelpunkte wur-
den zunächst in das orthogonale (kartesische) Gauß-
Krüger-System überführt. Die in einer horizontalen Auflö-
sung von ca. 2,8 km vorliegenden COSMO-Niederschläge
wurden dann für das Untersuchungsgebiet (blauer Kasten
in Abbildung 6.2.4) mittels linearer Interpolation auf eine
1-km-Auflösung umgerechnet. Die Gebietsmittelbildung er-
folgte nach gleichem Prinzip wie im Falle der interpolier-
ten Ombrometerdaten. Die auf 6-h-Summen aggregierten
RADOLAN-Niederschlagsfelder wurden ebenfalls in das
Gauß-Krüger-System überführt und auf die im Kilometerab-
stand aufgelöste Teilgebietsmaske linear interpoliert. Auf
Grundlage der Teilgebietsmaske wurden dann wiederum
die Gebietsmittel berechnet.
Zeitliche Aggregierung
Der Gesamtzeitraum 04/2011 bis einschließlich 06/2014
wurde aufgrund einer in 2011 erfolgten Überarbeitung der
Gebietszuschnitte der Quantilvorhersage gewählt. Die an-
gepassten Teilgebiete sind im April 2011 eingeführt wor-
den, weshalb dies als Beginn des Untersuchungszeitrau-
mes definiert wurde. Die untersuchten quantitativen Nie-
derschlagsvorhersagen und -schätzungen weisen unter-
schiedliche Vorhersagezeiträume und Aktualisierungsinter-
valle sowie Vorhersagezeitpunkte auf. Für einen quantita-
tiven Vergleich muss ein gemeinsamer zeitlicher Bezug
gefunden werden. Alle Daten wurden auf 6-h-Intervalle für
die Zeiträume 06:00–12:00, 12:00–18:00, 18:00–00:00 so-
wie 00:00–06:00 UTC zeitlich aggregiert (siehe Abbildung
6.3.1). Dabei entspricht die Fensterbreite von sechs Stun-
den der Auflösung der Quantil-Vorhersage (als kleinste
gemeinsame Auflösung).
Für saisonale Betrachtungen wurden die untersuchten
Produkte jahreszeitlich zusammengefasst. Aufgrund des
Untersuchungszeitraums ergeben sich bei den Quartalen
März-April-Mai und Juni-Juli-August folgende Verschiebun-
gen: Während im Frühlingsquartal (MAM) der März 2011
fehlt, sind im Sommerquartal (JJA) die Monate Juli und Au-
gust 2014 nicht enthalten; diese Verschiebungen wurden
jedoch zugelassen.
Umgang mit fehlenden Werten in den
Vorhersageprodukten
Generell können in den untersuchten Daten Fehlwerte (im
Sinne komplett fehlender Informationen für einen oder meh-
rere Zeitschritte) auftreten. Mit Fehlwerten oder Datenlü-
cken wurde wie folgt verfahren:
ä Fehlwerte in den Ombrometerdaten wurden durch
räumliche Interpolation unter Nutzung von Daten von
Nachbarstationen ergänzt.
ä Fehlwerte in den COSMO-DE-Feldern können bei-
spielsweise durch ausbleibende Datenlieferungen zu-
stande kommen. Es kann also vorkommen, dass das
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Abbildung 6.3.1: Unterschiedliche zeitliche Diskretisierung der
verschiedenen DWD-Produkte. Zum weiteren Vergleich mit der
Quantilvorhersage werden die Zeitreihen aller weiteren Produkte
auf 6-h-Intervalle aggregiert (siehe rote Rahmen).
komplette Vorhersagefeld für einen bestimmten Vor-
hersagezeitpunkt fehlt. Für diesen Fall wurden räum-
lich interpolierte Stationswerte als „Best Guess” er-
gänzt. Insgesamt waren im Mittel für 264 (6 %) Zeit-
schritte diese Ergänzungen notwendig, wobei bei etwa
einem Drittel der Zeitschritte die Ombrometermessun-
gen keinen Niederschlag auswiesen. Ein gleichzeiti-
ges Fehlen von Daten aus der NWP und Ombrome-
terdaten kam nicht vor.
ä Fehlwerte in den Quantilvorhersagen können zum
einen durch fehlende Datenlieferungen zustande
kommen, zum anderen durch sporadisch aufgetre-
tene Probleme bei der Übernahme in die LHWZ-
Langzeitdatenbank verursacht worden sein, aus der
sie für die vorliegende Untersuchung extrahiert wur-
den. Zu diesen Terminen wurden ebenfalls interpo-
lierte Stationsdaten als 50 %-Quantil ergänzt und
das 10 %- und das 90 %-Quantil durch Stationswerte
plus/minus eine Standardabweichung angenähert. Ins-
gesamt traten im Mittel 38 (0,8 %) Zeitschritte im Un-
tersuchungszeitraum auf, zu denen keine Quantilvor-
hersagen vorlagen. Davon zeigten Ombrometerdaten
bei ca. zwei Dritteln aller Fälle keinen Niederschlag.
ä Fehlwerte im RADOLAN-Produkt können durch feh-
lende Datenlieferungen oder durch Messausfälle bzw.
Artefakte entstehen. Tests zeigten, dass Messausfälle
vor allem durch den Ausfall eines Radarstandortes
bedingt sind. Artefakte sind meist durch Fehler im An-
eichungsprozess bedingt. Entsprechende Zeitschritte
wurden mit interpolierten Stationsdaten ersetzt und als
„Best Guess” geschätzt. Fehlstellen traten im Untersu-
chungszeitraum in 86 (1,3 %) Fällen auf, wovon die
Ombrometerdaten in ca. der Hälfte aller Fälle keinen
Niederschlag zeigten.
Bei den in Abschnitt 6.3.2 vorgestellten Methoden der Ve-
rifikation wurden Fehlwerte teilweise von der Betrachtung
ausgeschlossen um Falschinterpretationen zu vermeiden.
War dies aus methodischen Gründen nicht möglich (z. B.
bei ungleich langen Zeitreihen), so werden im Folgenden
die betreffenden Zeitschritte entsprechend farbig markiert
(z. B. grau hinterlegt).
6.3.2 Methoden und Werkzeuge des
Vergleichs
Im Rahmen einer Joint Working Group wurden von BROWN
ET AL. (2004) Empfehlungen für die Verifikation von aus
operationellen numerischen Wettervorhersagemodellen ab-
geleiteten quantitativen Niederschlagsvorhersagen erarbei-
tet. Für den hier vorgestellten Vergleich von QPFs werden
einige der empfohlenen Methoden angewendet. Als ein-
fache diagnostische Werkzeuge empfehlen die Autoren
zunächst grafische Darstellungen, um einen grundlegen-
den Eindruck über den Datensatz und etwaige Tendenzen
zu erhalten. Hier spricht man von qualitativer Verifikation.
Dazu gehören zum Beispiel kartografische Darstellungen
der relativen Überschreitungshäufigkeit eines bestimmten
Schwellenwertes, Streudiagramme oder Quantil-Quantil-
Plots zur Visualisierung von Unterschieden bzw. Gemein-
samkeiten in der Häufigkeitsverteilung zwischen beobach-
teten und vorhergesagten Werten (siehe Abschnitt 6.3.3).
Ein weiteres Werkzeug können Summenlinien sein.
Weiterhin erlauben quantitative Verifikationsmaße ei-
nen detaillierteren Einblick in die Güte der QPFs (siehe
umfassende Darstellung in Abschnitt 2.4). Generell kann
die Niederschlagsvorhersage entweder als kontinuierliche
Variable oder als kategorielles Ereignis mit entsprechend
unterschiedlichen Methoden verifiziert werden. Wird bei-
spielsweise die Niederschlagsmenge als kontinuierliche
Veränderliche aufgefasst, so kann unter anderem die auf
die Beobachtung hin normalisierte Wurzel des mittleren
quadratischen Fehlers (nRMSE) als Verifikationsmaß die-
nen. Die Normalisierung erfolgt hierbei auf die Bandbreite
der beobachteten Niederschlagsmenge und soll der besse-
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ren Einordnung des Fehlermaßes dienen. Die kategorielle
Verifikation von QPFs erfolgt meist grenzwertbasiert. Eine
in diesem Zusammenhang sehr häufig genutzte Methode
ist der Vergleich auf Basis einer Kontingenztabelle (siehe
Abb. 2.4.1) mit anschließender, darauf aufbauender Be-
rechnung verschiedener Verifikationsmaße („Scores”). Da
es sich bei dem RADOLAN-Produkt um ein QPE handelt,
wurde dafür auf die Berechnung quantitativer Verifikations-
maße verzichtet. Für die Vorhersageprodukte hingegen
wurden sowohl qualitative Darstellungen, als auch quanti-
tative Verifikationsmaße ermittelt.
Die Grenzwerte für die in diesem Kapitel vorgestell-
te Verifikationsstudie sind mittlere Gebietsniederschläge
von [0,1; 1; 2; 5; 10; 15; 20; 25; 30] mm in 6 h. Der Schwel-
lenwert von 0,1 mm in 6 h resultiert aus dem Wunsch der
Bewertung sehr kleiner, interpolationsbedingter Werte in
der Beobachtung, als auch in den COSMO-DE Feldern.
Zum Beispiel befinden sich im Falle der Beobachtung im
Mittel ein Drittel und im Falle von COSMO-DE im Mittel
etwa ein Viertel aller Werte in der Klasse 0 bis 0,1 mm.
Die benannten Schwellenwerte wurden ebenfalls für die
Erstellung der bereits erwähnten Karten der relativen Über-
schreitungswahrscheinlichkeiten angesetzt. Mit Ausnahme
der Summenlinien wurden alle Verifikationsmethoden je-
weils für den Gesamtzeitraum 04/2011 bis einschließlich
06/2014 und jahreszeitlich getrennt (Monatsscheiben MAM,
JJA, SON, DJF) angewendet. Damit sollen etwaige jahres-
zeitliche Unterschiede in den Ergebnissen herausgestellt
werden.
6.3.3 Ergebnisse
Die verschiedenen Vorhersageprodukte wurden wie in Ab-
schnitt 6.3.1 beschrieben in ihrer raum-zeitlichen Auflösung
angepasst und nach den in Abschnitt 2.4 dargestellten Me-
thoden analysiert. Zur besseren Verständlichkeit sollen an
dieser Stelle die einheitlich genutzten Abkürzungen und
Termini vorgestellt werden. Generell wird mit den Begriffen
„Beobachtung/Messung” oder „obs” auf die aus Stations-
daten interpolierten mittleren sechsstündigen Gebietsnie-
derschlagssummen verwiesen. Mit dem Begriff „QPF” oder
den jeweiligen Abkürzungen werden die untersuchten Vor-
hersageprodukte des DWD benannt. Dabei werden die ein-
zelnen Perzentile der Quantilvorhersage mit „Q90”, „Q50”
und „Q10” entsprechend ihrer Überschreitungswahrschein-
lichkeit (in Prozent) abgekürzt.
Das Vorhersageprodukt COSMO-DE wird mit „cosmo”
angesprochen; das RADOLAN-RW-Komposit wird als „ra-
dolan” bezeichnet. Es ist zu beachten, dass es sich bei
den untersuchten Produkten um QPFs (Quantilvorhersa-
gen und COSMO-DE-Vorhersagen) und QPEs (RADOLAN-
Felder) handelt. Bei der Interpretation der Ergebnisse ist
stets auf den Unterschied zwischen den Produkten zu ach-
ten. Es werden im Folgenden nur ausgewählte Ergebnisse
dargestellt und besprochen. Der ausführliche Anhang von
KERL & PHILIPP (2015) enthält alle im Rahmen der hier
vorgestellten Untersuchung gewonnenen Ergebnisse.
Karten der relativen Häufigkeit der Überschreitung
bestimmter Schwellenwerte
Die beispielhaft in Abbildung 6.3.2 dargestellten Karten der
relativen Überschreitungshäufigkeit bestimmter Schwellen-
werte dienen einem ersten überblicksmäßigen Vergleich
der betrachteten Produkte. Generell ist diese Methode von
den übrigen deutlich abzugrenzen, da hier kein zeitabhän-
giger Vergleich zwischen Vorhersageprodukt und Messung
erfolgt. Dabei werden die innerhalb der Zeiträume beobach-
teten Schwellenwertüberschreitungen – unabhängig von
ihrem zeitlichen Auftreten – relativ zu der Gesamtanzahl
der Zeitschritte ermittelt. Im vorliegenden Fall wurde auf
den Ausschluss von Fehlwerten verzichtet, da diese einen
zu vernachlässigenden Anteil an der gesamten Zeitreihe
ausmachen (siehe Abschnitt 6.3.1).
In der Mitte der Abbildung 6.3.2 sind jeweils die re-
lativen Häufigkeiten der Überschreitung des betrachteten
Schwellenwertes für die interpolierten Stationsdaten darge-
stellt, umliegend – zum Vergleich – die Häufigkeiten für die
Vorhersageprodukte. Die Farbskala wurde zur besseren
Vergleichbarkeit entsprechend des Minimums und Maxi-
mums aller Häufigkeiten angepasst. In der Abbildung ist die
relative Häufigkeit von beobachteten 2 mm Niederschlag in
6 h in den Sommermonaten (Juni, Juli, August – JJA) zu
sehen. Die Beobachtung (obs) zeigt, dass es Unterschiede
in den Häufigkeiten zwischen den einzelnen Vorhersagege-
bieten gibt. Der Häufigkeitsbereich erstreckt sich zwischen
etwa 6 % im Vorhersagegebiet NE-U2 und etwa 10 % im
Vorhersagegebiet ZM-O3 (jeweils bezogen auf alle 6-h-
Werte im Betrachtungszeitraum und den Schwellenwert
von 2 mm). Vergleicht man die Karten für die Beobach-
tung mit denen der Vorhersageprodukte, so sind ähnliche
räumliche Muster zu erkennen.
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Abbildung 6.3.2: Relative Häufigkeit der Überschreitung von 2 mm in 6 h im Sommerquartal (Monate JJA) für QPFs Quantilvorhersage
und COSMO-DE sowie das Radar-QPE RADOLAN und das QPE aus interpolierten Stationsdaten.
Im Falle der Quantilvorhersage zeichnet sich ein syste-
matischer Unterschied zwischen den einzelnen Quantilen
ab. Während die relativen Häufigkeiten des 90er-Perzentils
relativ nahe an der Messung liegen, so liegen die des
50er-Perzentils geringfügig und die Häufigkeiten des 10er-
Perzentils deutlich oberhalb der beobachteten Häufigkeiten.
COSMO-DE hingegen weist im Mittel geringfügig kleinere
relative Häufigkeiten auf. Die relativen Häufigkeiten des
RADOLAN-Produktes liegen ebenfalls unterhalb der beob-
achteten relativen Häufigkeiten. Es ist darauf hinzuweisen,
dass die relativen Häufigkeiten der Quantilvorhersagen bei
Schwellenwerten von [0,1; 1; 2] mm in 6 h gleichbleibend
sind, da Quantilvorhersagen unterhalb von 4,4 mm in 6 h
per Konvention des Produkts als „kein Niederschlag” defi-
niert sind. Weitere analoge Abbildungen befinden sich im
Anhang von KERL & PHILIPP (2015).
Quantil-Quantil-Plots und Streudiagramme zwischen
beobachteten und vorhergesagten Werten
Eine Möglichkeit die Häufigkeitsverteilungen von Beobach-
tung und Vorhersage zu vergleichen sind Quantil-Quantil-
Plots (Q-Q-Plots). Hier werden, wie auch im Falle der Häu-
figkeitskarten, die Daten von ihrem zeitlichen Auftreten
losgelöst betrachtet. Dazu werden die sortierten beobach-
teten (Abszisse) gegen die sortierten vorhergesagten Wer-
te (Ordinate) der Gebietsmittel im Betrachtungszeitraum
aufgetragen. Mittels Q-Q-Plots können folglich die Häufig-
keitsverteilungen der betrachteten Größen auf ihre Ähn-
lichkeit hin überprüft werden. Exemplarisch ist eine solche
Abbildung für das COSMO-DE-Produkt vs. Stationsdaten
im Gesamtzeitraum dargestellt (Abb. 6.3.3). Hier zeigt sich
eine allgemein gute Übereinstimmung der beobachteten
Quantile mit den COSMO-DE-Quantilen. Lediglich in den
oberen Quantilen (Niederschlag größer 15 mm in 6 h) zei-
gen sich Abweichungen mit leichter – je nach Flussgebiet
unterschiedlicher – zufälliger Über- oder Unterschätzung
der COSMO-DE-Quantile. Weitere Q-Q-Plots (z. B. jah-
reszeitliche) finden sich im Anhang von KERL & PHILIPP
(2015).
Entgegen der Q-Q-Plots dienen Streudiagramme dem
zeitabhängigen Vergleich von Messung und Vorhersage-
produkt. Im Streudiagramm wird für jeden Zeitschritt der
beobachtete (Abszisse) gegen den vorhergesagten (Ordi-
nate) Wert aufgetragen. Abbildung 6.3.4 zeigt die Streu-
diagramme aller Vorhersagegebiete exemplarisch für das
10er-Perzentil der Quantilvorhersage-QPF in den Monaten
Juni, Juli und August. Das Fehlen von Datenpunkten im Be-
reich 0–4,4 mm resultiert aus der Korrektur der interpolier-
ten Ombrometerdaten (gemäß Abschnitt 6.3.1). Aufgrund
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Abbildung 6.3.3: Q-Q-Plot für das Vorhersageprodukt COSMO-DE vs. Stationsdaten (6-h-Summen) in allen Vorhersagegebieten im
Gesamtzeitraum (04/2011–06/2014).
der intervallskalierten Variable der Quantilvorhersagen sind
in den Streudiagrammen bänderartige Strukturen zu erken-
nen. Ein Quantilwert von beispielsweise 5 mm repräsentiert
ein Intervall von 4,5–5,4 mm.
Die Streudiagramme zwischen Quantilvorhersage und
Messung lassen erkennen, dass dieses Vorhersageprodukt
hauptsächlich in 5-mm-Schritten ausgegeben wird. Nur we-
nige Werte decken sich nicht mit dieser Schrittweite. Ge-
nerell zeigen sich deutliche Abweichungen zwischen den
Vorhersagen für das 10er-Perzentil und der Messung, mit
allgemein überschätzender Tendenz. Vergleicht man die
drei Perzentile der Quantilvorhersage, so zeigt sich hier das
bereits besprochene Verhalten, also, dass die Vorhersa-
gen des 90er-Perzentils der Beobachtung am ähnlichsten
sind, gefolgt vom 50er- und 10er-Perzentil (Abbildungen
dazu im Anhang von KERL & PHILIPP, 2015). Zwischen
den einzelnen Vorhersagegebieten sind keine markanten
Unterschiede hervorzuheben.
In Abbildung 6.3.5 sind beispielhaft die Streudiagram-
me von COSMO-DE gegen Stationsdaten für den Gesamt-
zeitraum (über alle Monate) dargestellt. Die im Vergleich
zu den Quantilvorhersagen höhere Anzahl an Datenpunk-
ten liegt in der fehlenden Notwendigkeit von Korrekturen
der Beobachtung begründet (siehe Abschnitt 6.3.1). Im
Allgemeinen ist ein deutlicher Zusammenhang zwischen
vorhergesagten und beobachteten Niederschlagssummen
zu erkennen. Im Mittel scheinen sich die über- bzw. unter-
schätzenden Tendenzen des COSMO-DE-Produktes aus-
zugleichen. Weitere Scatterplots (z. B. für quartalsweise
Auswertungen) finden sich im Anhang von KERL & PHILIPP
(2015).
Summenlinien
Zur Ermittlung der zeitlichen Ähnlichkeit zwischen vorherge-
sagten Niederschlagshöhen und der Beobachtung wurden
für jedes Vorhersagegebiet für den Zeitraum 04/2011 bis
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Abbildung 6.3.4: Streudiagramm des 10 %-Quantils der Quantilvorhersage vs. Stationsdaten (6-h-Summen) im Sommerquartal
(Monate JJA; Zeitraum 04/2011–06/2014).
einschließlich 06/2014 Summenlinien erstellt. Zum einen
können damit klimatologische Unterschiede ermittelt wer-
den (Jahressummen) und zum anderen können Zeiträume
erfasst werden, in welchen die Vorhersageprodukte stark
von der Messung abweichen (keine Parallelität zwischen
den Summenlinien). In Abbildung 6.3.6 sind beispielhaft die
Summenlinien für das Vorhersagegebiet Zwickauer Mulde
oberhalb 300 m ü. NN für das hydrologische Jahr 2013 dar-
gestellt. Grau hinterlegt sind durch Messdaten aufgefüllte
Datenlücken in den QPFs bzw. dem Radar-QPE RADO-
LAN (vgl. Abschnitt 6.3.1).
Der nRMSE der Vorhersageprodukte beträgt für das
90/50/10er-Perzentil 6/9/16 % und für das COSMO-DE-
Produkt 5 % der gemessenen Bandbreite der Gebietsnie-
derschläge. Der nRMSE des RADOLAN-QPE beträgt 4 %
(alle Werte jeweils in der Kopfzeile der Summenlinien-Plots
aufgeführt). Die Verteilung der nRMSE der DWD-Produkte
in allen Vorhersagegebieten (jeweils für den Gesamtzeit-
raum) ist in Abbildung 6.3.7 dargestellt. Der Median der
Abbildung 6.3.6: Summenlinien des Vorhersagegebietes Zwi-
ckauer Mulde oberhalb 300 m ü. NN für das hydrologische Jahr
2013. Zeiträume mit Fehlwerten sind grau hinterlegt (siehe Ab-
schnitt 6.3.1).
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Abbildung 6.3.5: Streudiagramm der COSMO-DE-QPF vs. Stationsdaten (6-h-Summen) im Gesamtzeitraum (04/2011–06/2014).
Abbildung 6.3.7: Boxplots des nRMSE für 6-h-Summen unterschiedlicher QPF/QPE-Produkte vs. Beobachtung über alle Vorhersage-
gebiete im Gesamtzeitraum (04/2011–06/2014).
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Abweichungen der durch COSMO-DE vorhergesagten
Gebietsmittel beträgt 4 % gegenüber Gebietsniederschlä-
gen aus Stationsdaten. Die übrigen Vorhersageprodukte
folgen mit [5; 6; 10] % (90er-Perzentil/50er-Perzentil/10er-
Perzentil). Das RADOLAN-QPE verifiziert mit einem Me-
dian des nRMSE von 2 % und geringer Spannweite nebst
geringem Interquartilabstand am besten. Unter den Vorher-
sageprodukten weisen das 90er-Perzentil und COSMO-DE
die geringsten Interquartilabstände und Spannweiten auf.
Die beobachtete Niederschlagssumme des hydrologi-
sche Jahres 2013 beträgt für das Gebiet ZM-O3 in etwa
1.000 mm (siehe Abbildung 6.3.6). Diese Summe wird am
besten durch die COSMO-DE-Vorhersage angenähert, das
50er-Perzentil der Quantilvorhersage überschätzt mit ca.
1.400 mm um rund 40 %. Während sich die 90er- und 50er-
Perzentile noch innerhalb einer Schwankungsbreite bezüg-
lich der Stationsdaten von ±500 mm bewegen, überschätzt
das 10er-Perzentil die beobachtete Jahressumme um mehr
als 1.500 mm (rund Faktor 2,5). Das RADOLAN-Produkt
hingegen unterschätzt die beobachtete Jahressumme 2013
um etwa 40 %. Ende Mai ist ein steiler Anstieg aller Sum-
menlinie zu verzeichnen. Diese Starkregenereignisse wa-
ren in diesem und anderen Vorhersagegebieten für das
Großschadensereignis 2013 verantwortlich (LFULG, 2015).
Die Summenlinien aller Vorhersageprodukte steigen paral-
lel zu der Summenlinie der Messung an, variieren jedoch
in der Höhe des Anstiegs (siehe Abbildungen im Anhang
von KERL & PHILIPP, 2015). RADOLAN fällt durch den
geringsten Zuwachs auf. Weitere Untersuchung des Ereig-
nisses 2013 finden sich in Abschnitt 6.3.4. Im Anhang von
KERL & PHILIPP (2015) sind viele weitere, gebiets- und
saisonspezifische Summenlinien zu finden.
Quantitative Verifikationsmaße – ROC-Spaces
Die Darstellungsform des ROC-Spaces (siehe Abschnitt
2.4.1) erlaubt die Einordnung der Vorhersage-Produkte
entsprechend ihrer Kosten (False Positive Rate bzw. der
Spezifität) und Nutzen (True Positive Rate oder Sensiti-
vität). In den Grafiken werden die Vorhersagegüten der
QPF in Abhängigkeit definierter Schwellenwerte (reprä-
sentiert durch Kreissignaturen unterschiedlicher Größe in
Abb. 6.3.8) dargestellt. Für manche Schwellenwerte kann
der entsprechende Punkt im ROC-Space nicht dargestellt
werden. Dies liegt an der nicht definierten True Positive Ra-
te im Falle von True Positives = 0 und False Negatives = 0.
Tabelle 6.3.1: Kontingenztabelle für den Schwellenwert 5 mm
in 6 h für das Vorhersagegebiet Röder und Schwarze Els-
ter oberhalb 200 m ü. NN im Sommerquartal (Monate JJA),








Die False Positive Rate ist jedoch immer definiert, da die
True Negatives stets größer 0 sind.
Bevor die ROC-Ergebnisse vorgestellt werden, soll zu-
nächst eine konkrete Kontingenztabelle (vgl. Tab. 2.4.1)
besprochen werden, beispielhaft für das 90er-Perzentil
der Quantilvorhersage. In Tabelle 6.3.1 sind die absolu-
ten Häufigkeiten für den Schwellenwert 5 mm in 6 h für
das Vorhersagegebiet RS-O2 im Sommerquartal (Mona-
te JJA) dargestellt. Insgesamt registriert die Messung in
60 Fällen eine Schwellenwertüberschreitung. Das 90er-
Perzentil überschreitet in 26 dieser Fälle ebenfalls den
Schwellenwert und bleibt in den übrigen 34 Zeitschritten
darunter. Entsprechend Gleichung 2.4.1 ergibt sich daraus
eine True Positive Rate von 43 %. Von den übrigen 1.165
durch die Messung registrierten Schwellenwertunterschrei-
tungen überschreitet das 90 %-Quantil den Schwellenwert
in 23 Fällen. Daraus ergibt sich nach Gleichung 2.4.2 eine
False Positive Rate von 2 %. Gemäß Gleichungen 2.4.4
und 2.4.5 errechnet sich ein Equitable Threat Score in dem
betrachteten Vorhersagegebiet von 0,29.
Wie in Abschnitt 6.3.2 bereits erläutert, ist der Punkt
(0/1) des ROC-Spaces mit maximaler Spezifität und Sensiti-
vität als Optimum anzusehen. Für die QPFs ist in den ROC-
Curves eine deutliche Abhängigkeit zwischen den Nieder-
schlagsschwellenwerten und der Vorhersagegüte zu beob-
achten. Generell zeichnen sich die Ergebnisse für kleinere
Schwellenwerte durch eine hohe Sensitivität und geringere
Spezifität aus. Bei steigenden Schwellenwerten sinkt die
Sensitivität bei gleichzeitigem Anstieg der Spezifität. Hohe
Schwellenwerte von größer 15 mm werden z. B. nur noch
sehr selten durch die Vorhersageprodukte überschritten,
was sich in sehr geringen Sensitivitäten aber gleichzeitig
hohen Spezifitäten niederschlägt. Im Falle der Quantilvor-
hersagen zeigen sich besonders bei Schwellenwerten bis
5 mm deutliche Unterschiede zwischen den verschiedenen
Perzentilen. Während sich das 90er-Perzentil durch gerin-
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Abbildung 6.3.8: ROC-Curves für das Vorhersagegebiet Röder
und Schwarze Elster oberhalb 200 m ü. NN im Sommerquartal
(Monate JJA) im Zeitraum 04/2011–06/2014.
gere Sensitivitäten bei gleichzeitig höheren Spezifitäten
auszeichnet, sind die Sensitivitäten des 10er-Perzentils
höher, was zugleich geringere Spezifitäten nach sich zieht.
Folglich können in einem Vergleich die Vorhersagen
des 90er-Perzentils, aufgrund seltener Schwellenwertüber-
schreitungen, verbunden mit höheren Trefferquoten, als
eher konservativ und die Vorhersagen des 10er-Perzentils,
aufgrund häufigerer Schwellenwertüberschreitung unter
gleichzeitiger Akzeptanz höherer Fehlerquoten, als eher
liberal klassifiziert werden. Die ROC-Curve des COSMO-
DE-Produktes verläuft bis zu einem Schwellenwert von
10 mm in 6 h gleichläufig zu den übrigen Vorhersageproduk-
ten, steigt dann jedoch an. Dieser Anstieg der Sensitivität
bei Erhöhung der Schwellenwerte ist nicht gleichverteilten
Daten geschuldet. Demnach kann sich bei Erhöhung des
Schwellenwertes der Besatz der Kontingenztabelle und
damit auch die Statistik sprunghaft ändern.
6.3.4 Verifikation am Beispiel des
Hochwasserereignisses im Mai/Juni
2013
Anhand der Woche vom 27.5.2013 06:00 UTC bis
03.06.2013 06:00 UTC wird eine ereignisbasierte Verifi-
kation von QPFs/QPEs für das 2013-Ereignis durchgeführt.
Innerhalb des genannten Zeitraumes traten in Sachsen
Niederschlagssummen von bis zu 250 mm auf (vgl. Ab-
bildung 6.3.9). Anhand der mittels Radar abgeschätzten
kumulativen Niederschlagsfelder sind zwei Niederschlags-
zentren im westlichen und zentralen Erzgebirge auszuma-
chen. Aufgrund eines Datenausfalls fehlen beim Radar-
QPE die Niederschlagssummen vom 27.05.2013 06:00–
12:00 UTC. Zusätzlich deckt die RADOLAN-Domäne das
Bundesland Sachsen nicht vollständig ab, weshalb das
Flussgebiete der Lausitzer Neiße nicht vollständig berück-
sichtigt werden konnte. Das von COSMO-DE vorhergesag-
te Niederschlagsfeld weist bänderartige Strukturen und ein
dominantes Niederschlagszentrum im Westerzgebirge auf
(Abb. 6.3.9, oben rechts). Vergleicht man die beiden Fel-
der (RADOLAN und COSMO) mit dem Niederschlagsfeld
aus interpolierten Stationsdaten (Abb. 6.3.9, untere Reihe
Mitte und rechts), so zeigen sich Unterschiede, die bei
Überschätzung von COSMO-DE blau und bei Unterschät-
zung rot eingefärbt sind. Die bänderartigen Strukturen des
COSMO-DE-Feldes führen vor allem im Bereich der Ober-
lausitzer und Muskauer Heide zu deutlichen Überschätzun-
gen der beobachteten Niederschlagssummen. Betrachtet
man jedoch die Niederschlagssummen auf der Skala der
Vorhersagegebiete (vgl. Abb. 6.3.10), so stimmen diese mit
den Beobachtungen im Mittel recht gut überein.
Der nRMSE der DWD-Produkte beträgt 24 bzw. 15 %
(RADOLAN/COSMO-DE) der beobachteten Spannweite
der Niederschlagssummen. Untersucht man die Nieder-
schlagssummen des gleichen Zeitraumes auf Flussge-
bietsebene, so können zusätzlich die Quantilvorhersa-
gen in die Auswertung mit einbezogen werden. In Abbil-
dung 6.3.10 sind die beobachteten, die vorhergesagten
sowie die mittels Radar abgeschätzten Niederschlagssum-
men für die Vorhersagegebiete dargestellt. Die Mediane
der Abweichung zwischen Beobachtung und den betrach-
teten Produkten belaufen sich auf 12/−52/−153/2/34 %
(Q90/Q50/Q10/COSMO-DE/RADOLAN) der beobachteten
Spannweite. Positive Werte bedeuten eine Unterschätzung
der beobachteten Niederschlagssumme durch das jeweili-
ge Produkt und negative Werte die Überschätzung der Be-
obachtung. Zur Darstellung des zeitlichen Verlaufes der Ge-
bietsniederschläge wurden für jedes Vorhersagegebiet die
sechsstündigen Niederschlagshöhen aller DWD-Produkte
aufgetragen. In Abbildung 6.3.11 sind die Ganglinien der
Niederschlagsentwicklung exemplarisch für das Vorhersa-
gegebiet Zwickauer Mulde oberhalb 300 m ü. NN dargestellt
(weitere Abbildungen siehe Anhang von KERL & PHILIPP,
2015).
Die bisherigen Betrachtungen ließen den Einfluss der
Einzugsgebietsgröße auf die Unterschiede zwischen Be-
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Abbildung 6.3.9: Kumulierte Niederschlagsfelder (COSMO-DE, RADOLAN) innerhalb des Zeitraumes 27.05.2013 06:00 UTC bis
03.06.2013 06:00 UTC. Dargestellt sind auch die außerhalb Sachsens liegenden Flussgebietsteile.
Abbildung 6.3.12: Abhängigkeit des relativen Fehlers zwischen Beobachtung und den untersuchten DWD-Produkten von der
Einzugsgebietsgröße im Zeitraum 27.05.2013 06:00 UTC bis 03.06.2013 06:00 UTC.
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Abbildung 6.3.10: Niederschlagssummen von 27.05.2013
06:00 UTC bis 03.06.2013 06:00 UTC in den betrachteten 16
Vorhersagegebieten.
Abbildung 6.3.11: Ganglinien der mittleren 6-h-Gebietsmittel
im Vorhersagegebiet ZM-O3 von 27.05.2013 06:00 UTC bis
03.06.2013 06:00 UTC.
obachtung und den QPFs bzw. dem Radar-QPE außer
Acht. Das allgemein anerkannte Skalen-Problem bei der
Beurteilung quantitativer Niederschlagsvorhersagen und -
schätzungen (vgl. Abb. 6.4.2) soll jedoch im Rahmen dieser
Untersuchung ebenfalls aufgegriffen und behandelt werden.
Aus diesem Grund wurden in Abb. 6.3.12 die relativen Diffe-
renzen zwischen Beobachtung und DWD-Produkten gegen
die Einzugsgebietsgröße der Vorhersagegebiete aufgetra-
gen, um eventuell einen Trend ableiten zu können. Generell
zeichnet sich bei dem 10er- und 50er-Perzentil sowie bei
RADOLAN eine signifikante Abnahme der relativen Diffe-
renz mit zunehmender Einzugsgebietsgröße ab. Zusätzlich
sieht man bei allen untersuchten Produkten, dass die Streu-
ung der Residuen um die Regressionsgerade ebenfalls mit
zunehmender Einzugsgebietsgröße abnimmt. Somit zeigt
sich, wie ebenfalls in ROBERTS & LEAN (2008) diskutiert,
die Abnahme der Vorhersagegüte der quantitativen Nie-
derschlagsvorhersage und -schätzung mit abnehmender
Einzugsgebietsgröße.
Schlussfolgerung 26: Die Güte und Eignung von QPFs
zur Vorhersage von Gebietsniederschlägen ist eine Funk-
tion der Magnitude/Schwellenwerte der untersuchten Er-
eignisse, der Vorhersageweite bzw. des Vorhersagezeit-
raums sowie der Größe der betrachteten Bilanzgebiete.
Aus hydrologischer Sicht interessante Ereignisse grö-
ßerer Jährlichkeiten sind aufgrund ihrer Seltenheit nicht
oder nur schwer zu verifizieren. v
6.4 Diskussion
Die Karten relativer Häufigkeiten von Schwellenwertüber-
schreitungen zeigen zunächst, dass die beobachteten Ver-
teilungen der Gebietsniederschläge (saisonal getrennt und
im Gesamtzeitraum) von den DWD-Produkten gut abgebil-
det werden. Die Übereinstimmungen zwischen beobachte-
ten und vorhergesagten Schwellenwertüberschreitungen
sind hierbei bei COSMO-DE und dem 90er-Perzentil am
größten. In Schwellenwertbereichen kleiner 5 mm in 6 h zei-
gen sich, durch die Konvention bei den Quantilvorhersagen
(Gebietsniederschlag kleiner 4,5 mm in 6 h gleich „kein Nie-
derschlag”) bedingt, größere Häufigkeitsabweichungen zwi-
schen den Quantilvorhersagen und der Beobachtung. Aus
diesem Grund werden die Überschreitungshäufigkeiten
durch das 90er-Perzentil in diesem Schwellenwertbereich
ebenfalls unterschätzt. Das 50er- und 10er-Perzentil wei-
sen eine systematische Überschätzung der beobachteten
Gebietsniederschläge auf, was auch die Quantil-Quantil-
Plots deutlich zeigen. Weiterhin sind jedoch keine eindeuti-
gen produkt- und einzugsgebietsspezifischen Signale zu
erkennen. In den hydrologisch relevanten Schwellenwert-
bereichen (größer 15 mm in 6 h) wird die zunehmende
Abnahme der relativen Überschreitungshäufigkeiten und
damit auch der Datenpunkte in den Q-Q-Plots bedeutsam.
Durch die geringen Stichprobenumfänge und die gerin-
gen Unterschiede in den relativen Häufigkeiten zwischen
den einzelnen DWD-Produkten kann in diesem Bereich
keine klare Aussage hinsichtlich der Überlegenheit eines
einzelnen Produktes gemacht werden.
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6.4 Diskussion
Zur allgemeinen Übersicht hinsichtlich einer quanti-
tativen Verifikation dienen die Boxplots des normalisier-
ten RMSE. Es zeigt sich eine annähernd gleiche Güte
des 90 %-Quantils und COSMO-DE mit geringer Streu-
ung und damit geringen Fehlerschwankungen zwischen
den Vorhersagegebieten, zwischen den Jahren im Unter-
suchungszeitraum und zwischen den Jahreszeiten. RADO-
LAN weist den kleinsten Median und die geringste Streu-
ung der normalisieren RMSEs auf. An dieser Stelle muss
jedoch nochmals darauf hingewiesen werden, dass RADO-
LAN kein Vorhersageprodukt sondern eine radarbasierte
Niederschlagsschätzung darstellt und folglich nicht direkt
mit den Vorhersageprodukten verglichen werden kann. Die
jahreszeitlich getrennte Betrachtung zeigt eine Zunahme
der Streuung in den Sommermonaten (JJA), die auf das
vermehrte Auftreten konvektiver Witterung zurückzuführen
ist. Aufgrund der Unsicherheiten in der Erfassung konvek-
tiver Niederschläge mit dem bestehenden Messnetz ist
die Ursache für die größere Spannweite des nRMSE nicht
vollständig zu klären. Im Winterquartal (Monate DJF) ist
außerdem eine leichte Zunahme der Mediane der nRMSE
der Vorhersageprodukte und RADOLAN zu sehen, welche
vermutlich an der Schneebeeinflussung liegt. In diesem
Fall kann ebenfalls aufgrund der schneebedingten Unsi-
cherheiten bei Ombrometermessungen nicht sicher auf
tendenziell schlechtere Vorhersagen geschlossen werden.
Im Herbst- und Winterquartal (Monate SON und DJF) sind
entgegengesetzt zu den übrigen Quartalen höhere nRMSE
des RADOLAN-Produktes ersichtlich. Der Grund hierfür
kann jedoch auf Basis der vorliegenden Datengrundlage
nicht ermittelt werden.
Der zeitabhängige Vergleich mittels Streudiagrammen
zeigt besonders zwischen Beobachtung und RADOLAN
eine Tendenz zur Unterschätzung beim Radar-Produkt;
es ist eine leichte systematische Unterschätzung der be-
obachteten Gebietsniederschläge in allen Einzugsgebie-
ten zu erkennen. Hierbei muss jedoch bedacht werden,
dass aus Stationsdaten interpolierte Niederschlagsfelder
die tatsächlich eingetretenen Niederschlagssummen mög-
licherweise überschätzen. Zusätzlich wurde der Effekt be-
obachtet, dass speziell bei konvektiven Ereignissen starke
Niederschlags-Gradienten im Zuge der Online-Aneichung
teilweise geglättet werden (WEIGL, 2009). Die tatsäch-
lich gefallene Niederschlagsmenge bewegt sich vermutlich
zwischen der RADOLAN-Schätzung und den interpolier-
ten Ombrometerdaten. Eine weitere Auffälligkeit zeigt sich
im Vergleich zwischen den von COSMO-DE vorhergesag-
ten und den beobachteten mittleren Gebietsniederschlä-
gen im Vorhersagegebiet der Lausitzer Neiße oberhalb
300 m ü. NN. Besonders im Sommerquartal (Monate JJA)
und bezogen auf den gesamten Untersuchungszeitraum
werden Gebietsniederschläge größer 15 mm in 6 h durch
die Vorhersage unterschätzt. In den niederschlagsreichen
Regionen des Isergebirges liegen keine Ombrometerdaten
vor, weshalb das interpolierte Niederschlagsfeld aus Om-
brometerdaten vermutlich den tatsächlich eingetretenen
Gebietsniederschlag im Gebiet LN-O3 unterschätzt (vgl.
Abschnitt 6.2.1). Da die COSMO-DE-Felder dieses Vorher-
sagegebiet jedoch komplett abdecken, wurde in diesem
Zusammenhang eine Überschätzung der Beobachtungen
durch das COSMO-DE-Produkt erwartet. Letztendlich ist
dieser Sachverhalt auf Basis der vorhandenen Datengrund-
lage aber nicht vollständig zu klären. Generell zeigt sich
jedoch anhand der Streudiagramme (als auch anhand der
Summenlinien), dass die von COSMO-DE und vom 90 %-
sowie 50 %-Quantil vorhergesagten mittleren Gebietsnie-
derschläge den beobachteten Werten am besten entspre-
chen. Im Falle der Quantilvorhersage stimmen im Vergleich
mit den bisherigen Verifikationsergebnissen die Vorhersa-
gen des 90er-Perzentils am besten mit den Beobachtungen
überein.
Die ROC-Curves (dichotome Auswertung) lassen kei-
ne Aussage hinsichtlich einer etwaigen Überlegenheit ei-
nes bestimmten Vorhersageproduktes zu. Aufgrund sehr
kleiner Stichprobenumfänge in Schwellenwertbereichen
größer 15 mm in 6 h schwanken die Vorhersagegüten deut-
lich. Aus hydrologischer Sicht ist die Bewertung der Vorher-
sagegüte quantitativer Niederschlagsvorhersage-Produkte
in Schwellenwertbereichen größer 15 mm in 6 h für die Fest-
stellung ihrer Eignung als Antrieb für hydrologische Hoch-
wasservorhersagen jedoch von zentraler Bedeutung. Im
Allgemeinen ist die Auswertung der Gütemaße in diesem
Schwellenwertbereich durch eine sehr geringe Belegung
der sogenannten nicht-trivialen Zellen der Kontingenzta-
belle (als nicht-trivial gelten TP, FP, FN) problematisch und
die Signifikanz der Ergebnisse in Frage zu stellen. Eine
Überprüfung der zugrunde liegenden Kontingenztabellen
zeigte, dass eine TPR = 1 und FPR = 0 oder ein ETS = 1
ab einem Schwellenwert von 15 mm in 6 h auf lediglich
einen bis zwei TP-Werte zurückzuführen sind! Um dies-
bezügliche Missinterpretationen der Vorhersagegüte zu
vermeiden wurde in vergleichbaren Verifikationen durch
den DWD ein empirischer Schwellenwert von mindestens
zehn Belegungen in den nicht-trivialen Zellen der Kontin-
109
6 Erste Verifikation meteorologischer Antriebsdaten
Abbildung 6.4.1: Abhängigkeit des Equitable Threat Scores
(ETS) vom Schwellenwert des Niederschlages im Vorhersagege-
biet Große Röder und Spree oberhalb 300 m ü. NN. Ab Schwellen-
werten von 15 mm in 6 h ist ein erratisches Verhalten des Scores
(aufgrund gering besetzter Stichproben) erkennbar.
genztabelle festgelegt (DWD, 2012). Demzufolge konnten
im Rahmen der vom DWD unternommenen Verifikation le-
diglich Schwellenwerte bis 5 mm pro h ausgewertet werden.
Um den beschriebenen Effekt in den Grafiken zu zeigen,
wurde diese Restriktion in der vorliegenden Untersuchung
jedoch nicht angesetzt (siehe Entwicklung des ETS von
COSMO-DE in Abb. 6.4.1). Weitere Ergebnisse befinden
sich im Anhang von KERL & PHILIPP (2015).
Neben den Ergebnissen muss die Methodik der Verifi-
kation kritisch beleuchtet werden. Im Wesentlichen soll
hierbei auf die Gewinnung der Vergleichsdaten einge-
gangen werden, im Speziellen auf die Anpassung der
raum-zeitlichen Auflösung der Vorhersageprodukte. Wie
bereits in Abschnitt 6.3.1 angesprochen, mussten sowohl
die Ombrometerdaten, als auch das COSMO-DE- sowie
das RADOLAN-RW-Produkt auf die räumliche Auflösung
der 16 Vorhersagegebiete gebracht werden. Im Falle der
COSMO-DE- und RADOLAN-Produkte impliziert dies je-
doch eine deutliche Verringerung der produktspezifischen
räumlichen Auflösung. Neben der räumlichen Aggregierung
musste auch die zeitliche Auflösung der Ombrometerdaten
und des COSMO-DE- sowie des RADOLAN-Produktes auf
die der Quantilvorhersagen angepasst werden. Auch in
diesem Fall ist dieser Schritt mit einer deutlichen Verrin-
gerung der produktspezifischen zeitlichen Auflösung von
COSMO-DE und RADOLAN verbunden. Der raum-zeitlich
höheren Auflösung der COSMO-DE-Vorhersage sowie der
RADOLAN-Schätzung wird folglich im Rahmen dieser Stu-
die keine Rechnung getragen. Im Zuge der Gewinnung der
Vergleichsdaten wäre die Interpolation der Ombrometerda-
ten und die Repräsentanz der daraus gewonnenen Gebiets-
niederschläge ebenfalls zu bewerten. Aufgrund der starken
Abhängigkeit der Interpolationsgüte von der Stationsdichte
und der Gliederung des Geländes muss die damit erzielte
Vergleichsgrundlage kritisch hinterfragt werden. Weiterhin
wurde der zeitliche Verlauf der Verifikationsmaße nicht un-
tersucht. In diesem Zusammenhang wäre interessant, wie
sich die Vorhersagegüte der QPF und die Güte des QPE
mit zunehmendem Vorhersagezeitraum entwickelt.
Ein weiterer Diskussionspunkt ist die Verifikationsme-
thodik an sich. PAULAT (2007) hebt in diesem Zusammen-
hang hervor, dass mittels Standardfehlermaßen die Charak-
teristik der Modelldefizite nicht hinreichend gut aufgezeigt
werden kann. Verifiziert ein Vorhersageprodukt schlecht,
so ist zunächst anhand der Standardfehlermaße nicht zu
ermitteln, ob es sich beispielsweise um eine räumliche
Verschiebung des Niederschlagsfeldes oder um einen Am-
plitudenfehler handelt. Im Umkehrschluss kann jedoch da-
von ausgegangen werden, dass ein Vorhersageprodukt mit
einem guten Verifikationsergebnis auch als gut bewertet
werden kann. Folglich ist bei der Interpretation geringer
Verifikationsgüten Vorsicht geboten.
Aufhänger dieser Verifikationsstudie ist die Überprü-
fung der Eignung verschiedener Vorhersageprodukte für
hydrologische Vorhersagen für kleine Einzugsgebiete. Mit
Blick auf die räumliche Dimension der Fragestellung kann
diese Studie nur eine erste Einschätzung der Vorhersage-
güte bieten, da sich die untersuchten Gebietsgrößen zwi-
schen 600 und 3.000 km2 bewegten. Demzufolge lassen
sich die Ergebnisse auf die Skala kleiner(er) Einzugsge-
biete nicht ohne weiteres übertragen. Einen ersten Ein-
druck lieferte jedoch die einzugsgebietsgrößenabhängige
Betrachtung der relativen Differenzen im Zeitraum Mai/Juni
2013 (siehe Abb. 6.3.12). Es wurde die Zunahme des rela-
tiven Fehlers mit abnehmender Einzugsgebietsgröße be-
obachtet (vgl. hierzu Abb. 6.4.2). Des Weiteren war mit
der Abnahme der Einzugsgebietsgröße eine Zunahme der
Streuung der Residuen zu erkennen. Für eine abschließen-
de Beurteilung bedarf es weiterführender Untersuchungen.
Auf Grundlage der gewonnenen Ergebnisse kann die Über-
legenheit eines bestimmten quantitativen Niederschlags-
vorhersageproduktes – COSMO-DE oder Quantilvorhersa-




Abbildung 6.4.2: Abhängigkeit der Vorhersagegüte von der räum-
lichen Skala. Abbildung entnommen aus ROBERTS & LEAN, 2008.
Generell besteht Übereinkunft darüber, dass die Vor-
hersagegüte mit sinkender Einzugsgebietsgröße zunächst
kontinuierlich und ab einem gewissen Schwellenwert ex-
ponentiell abnimmt. Ist dieser Schwellenwert bekannt, so
kann eine konkrete Aussage über die Eignung der Vorher-
sageprodukte für hydrologische Vorhersagen für kleine Ein-
zugsgebiete getroffen werden. Eine Studie aus der RIMAX-
Förderperiode belegte beispielsweise, dass in einem Ein-
zugsgebiet im Weißeritzgebiet von 50 km2 (Ammelsdorf)
die Unsicherheiten der quantitativen Niederschlagsvorher-
sage den größten Anteil an der Gesamtunsicherheit der
hydrologischen Vorhersage verursachten (KNEIS ET AL.,
2012). Folglich ist die Eignung quantitativer Niederschlags-
vorhersagen als Antrieb für hydrologische Vorhersagen
in diesem Skalen-Niveau, wenn nicht in Frage zu stellen,
zumindest zu untersuchen. Die im Rahmen dieser Studie
erhaltenen Ergebnisse zeigen, dass quantitative Nieder-
schlagsvorhersagen in dem betrachteten Skalen-Niveau
von 600 bis 3.000 km2 durchaus einen prädiktiven Nutzen
aufweisen. Der Schwellenwert der Einzugsgebietsgröße,
ab welchem die Vorhersagegüte der Niederschlagsvorher-
sage deutlich abfällt, ist in dem Bereich zwischen 50 und
600 km2 zu suchen.
Im Hinblick auf konkrete Anforderungen an hydrolo-
gische Vorhersagen ist neben der Einzugsgebietsgröße
auch der Vorhersagehorizont von großer Bedeutung. Ein
in diesem Zusammenhang interessanter Aspekt ist die Er-
mittlung der zeitlichen Entwicklung der Vertrauenswürdig-
keit von quantitativen Niederschlagsvorhersagen innerhalb
eines bestimmten Vorhersagezeitraums. Die vorliegende
Verifikationsstudie erlaubt folglich zunächst eine erste Gü-
tebewertung der untersuchten Vorhersageprodukte. Für
detailliertere Aussagen ist die Methodik weiter zu vertiefen.
Zusätzlich sollten weitere, dem LHWZ vorliegende Vorher-
sageprodukte in die Analyse einbezogen werden, um dann
eine differenzierte Aussage über die Eignung dieser Pro-
dukte als Antrieb für hydrologische Vorhersagen treffen
zu können. Insbesondere ist in diesem Zusammenhang
der Analyse probabilistischer Niederschlagsvorhersagepro-
dukte – wie dem COSMO-DE-EPS-Produkt – größeres
Gewicht beizumessen, da deren bessere Vorhersagegüte
im Vergleich zu deterministischen Vorhersageprodukten
bereits in vielen Studien hervorgehoben wurde (z. B. KNEIS
ET AL., 2012; ROBERTS & LEAN, 2008).
Schlussfolgerung 27: Auf Basis von Verifikationsergeb-
nissen ist es schwer, ein bestimmtes Produkt zu bevor-
zugen oder auszuschließen. Bei der Wahl einer geeig-
neten QPF für hydrologische Anwendungen müssen da-
her noch weitere Aspekte berücksichtigt werden (z. B.
Verfügbarkeit des Produkts, Verarbeitbarkeit etc.). Ideal
wäre im operationellen Kontext das Einbeziehen mehre-




7 Weiterführende Verifikation meteorologischer
Antriebsdaten (inklusive probabilistischer QPF)
Im vorangegangenen Kapitel – welches sich in erster
Linie der Verifikation deterministischer quantitativer Nie-
derschlagsvorhersagen widmete – sind bestimmte Fragen
offen geblieben beziehungsweise wurde deren Beantwor-
tung noch nicht mit letzter methodischer Konsequenz ver-
folgt. Diese offenen Punkte werden nun adressiert. Zum
einen soll die Abhängigkeit zwischen Vorhersagezeitraum/-
weite, Größe des Bilanzgebietes („Einzugsgebietsgröße”)
sowie der Vorhersagegüte umfassender abgleitet und her-
ausgestellt werden. Zum anderen soll nun ebenfalls eine
probabilistische QPF (Ensemblevorhersage) mit in die Veri-
fikationsuntersuchungen einbezogen werden, was die An-
wendung probabilistischer Verifikationsmethoden (siehe
Abschnitt 2.4.3) notwendig macht.
So soll die Eignung probabilistischer und deterministi-
scher Niederschlagsvorhersageprodukte als Antrieb für ein
Hochwasserfrühwarnsystem für kleine Einzugsgebiete ver-
gleichend bewertet werden. Letztendlich flankieren die Er-
gebnisse die Entwicklung eines Frühwarnsystems insofern,
dass klar wird, innerhalb welcher raum-zeitlicher Skalenbe-
reiche sowie für welche Ereignisintensitäten überhaupt ein
prädiktiver Nutzen durch quantitative Niederschlagsvorher-
sagen zu erwarten sein kann. Eine detaillierte Darstellung
des in diesem Kapitel beschriebenen Teilvorhabens findet
sich im entsprechenden Teilprojektbericht bei SCHÜTZE
ET AL. (2016). Bezogen auf den Meilensteinplan des Ge-
samtprojekts (Tabelle 3.4.2) handelt es sich bei der Unter-
suchung um den Meilenstein Nummer 7.
7.1 Untersuchte Produkte
Das Ziel einer Ensemblevorhersage ist es, die mögliche
Spannweite der Ausprägung eines bestimmten Merkmales
mit einer gewissen Anzahl an deterministischen Ergebnis-
sen (dem Ensemble) zu sampeln und diese Ergebnismen-
ge statistisch zu interpretieren. Es ist nunmehr allgemein
anerkannt, dass auf Basis von Ensembles vorhergesagter
Niederschlagsverläufe erstellte hydrologische Vorhersagen
verlässlicher sind, als Vorhersagen auf Basis lediglich eines
Modellergebnisses (wie z. B. der Fall bei COSMO-DE; vgl.
z. B. TODINI, 2004). Das seit Mai 2012 operationell verfüg-
bare COSMO-DE-EPS-Produkt umfasst dabei derzeit 20
Member (plus einen deterministischen Lauf bzw. Kontroll-
lauf). Damit ist nicht zuletzt ein nicht unerheblicher daten-
verarbeitungstechnischer Aufwand verbunden (COSMO-
DE-EPS: rund 12 Gigabyte Datenanfall pro Tag).
Als Vergleichsdatensatz wird das bereits in Kapitel 6
vorgestellte deterministische Produkt COSMO-DE heran-
gezogen (siehe Abschnitt 6.2.3); analog dient als Referenz-
QPE das RADOLAN-RW („Ground Truth”; siehe Abschnitt
6.2.4). Da bereits vorgestellt, soll auf die Produkte COSMO-
DE (QPF) und RADOLAN-RW (QPE) an dieser Stelle nicht
weiter eingegangen werden.
Beim COSMO-DE-EPS handelt es sich um ein
Ensemble-Vorhersagesystem (EPS), welches wiederum
auf dem Wettervorhersagemodell COSMO-DE basiert. Es
beruht auf der Kombination von Randwert-Antrieben aus
unterschiedlichen globalen-NWP-Modellen (beispielsweise
GME, GFS etc.) mit fünf verschiedenen Konstellationen von
perturbierten Anfangsbedingungen und unterschiedlichen
Modellphysik-Schemata (für Details siehe THEIS ET AL.,
2015). Somit ergeben sich 20 Ensemble-Mitglieder (siehe
Abbildung 7.1.1). Der 21. Member des Ensembles wird
durch den sog. Kontrolllauf erzeugt, bei dem das NWP-
Modell in der Standardkonfiguration betrieben wird. Der
Kontrolllauf-Output von COSMO-DE-EPS und Output des
Standard-COSMO-DE-Modells sind dabei nicht identisch.
7.2 Bildung von Bilanzgebieten und
Gewinnung von Vergleichsdaten
Um die Verifikation mit Blick auf den Einfluss der Größe des
betrachteten Bilanzgebietes auf die Vorhersagegüte führen
zu können, wurden, ausgehend von einer über Sachsen lie-
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7.2 Bildung von Bilanzgebieten und Gewinnung von Vergleichsdaten
Abbildung 7.1.1: Schema zur Generierung der 20 nicht-
trivialen Member des COSMO-DE-EPS-Outputs. Vier ver-
schiedene Randwert-Antriebe aus unterschiedlichen globalen
NWP-Modellen werden mit fünf verschiedenen Konstellationen
von perturbierten Anfangsbedingungen und unterschiedlichen
Modellphysik-Schemata multipliziert. Abbildung entnommen aus





Abbildung 7.2.1: Schema der angewendeten Flächenteilung zur
Ableitung der Bilanzgebiete sowie zu deren Indizierung. Abbildung
angelehnt an SCHÜTZE ET AL. (2016).
genden Einheitsfläche,1 durch fortlaufende Flächenteilung
(Vierteilung) zunehmend kleinere Bilanzgebiete erzeugt.
Die entstehenden Teilflächen wurden dabei mit einer ein-
deutigen ID-Nummer belegt, wobei die Anzahl der Stellen
dieser ID zur Teilungsstufe korrespondiert (siehe Abbildung
7.2.1). Insgesamt wurden 6 Teilungen durchgeführt (die
ursprüngliche Einheitsfläche hat die Teilungsstufe null). Es
ergeben sich für die letzte Teilungsstufe somit 4.096 Bi-
lanzgebiete mit einer Fläche von jeweils 10,55 km2. Tabelle
7.2.1 liefert eine Übersicht der durch die Teilungsoperatio-
nen erhaltenen Bilanzgebiete.
1Ausdehnung: Rechtswert 4.480.000 bis 4.720.000 und Hochwert
5.550.000 und 5.730.000 in Gauß-Krüger, EPSG 31468.
Tabelle 7.2.1: Übersicht der durch die Teilungsoperationen erhal-
tenen Bilanzgebiete.
Teilungs- ID- Fläche pro Anzahl
stufe Länge Bilanzgebiet Bilanzflächen
(km2)
0 1 43.200,00 1
1 2 10.800,00 4
2 3 2.700,00 16
3 4 675,00 64
4 5 168,75 256
5 6 42,19 1.024
6 7 10,55 4.096
Da die zu untersuchenden Daten teilweise unter-
schiedliche raum-zeitliche Abdeckungen und Auflösun-
gen aufweisen, muss durch raum-zeitliche Aggregierung
bzw. Disaggregierung ein gemeinsamer Bezug hergestellt
werden. Tabelle 7.2.2 enthält eine Übersicht zu den be-
treffenden Eigenschaften der Untersuchungsdaten. An-
hand der Datengrundlage wird als Untersuchungszeitraum
10.12.2010 09:00 UTC bis 19.10.2015 18:00 UTC definiert;
damit wurde – bezogen auf den Zeitpunkt der Durchfüh-
rung der Analysen – fast der vollständige bis dato vorlie-
gende COSMO-DE-EPS-Datensatz einbezogen, was ein
Alleinstellungsmerkmal der Untersuchung ist. Vergleichba-
re Untersuchungen bezogen sich bisher nur auf eher ereig-
nisbezogene, kürzere Zeitbereiche (beispielsweise BUCH-
HOLD ET AL., 2014; RAUTHE ET AL., 2015; JOHST ET AL.,
2016). Der gemeinsame Untersuchungszeitraum umfasst
damit 14.196 Zeitschritte. Beim RADOLAN-Produkt gab
es keine fehlenden Zeitschritte, wohingegen bei COSMO-
DE ein Anteil von 5 % fehlte, bei COSMO-DE-EPS betrug
der Fehlwertanteil gar 33 %. Das Aktualisierungsintervall
(„Update-Zyklus”) der NWP-Produkte beträgt drei Stunden;
die zeitlich höher aufgelösten RW-Daten werden demzufol-
ge ebenfalls nur mit dreistündigem Intervallabstand abge-
tastet (0, 3, 6 UTC usw.).
Alle drei untersuchten Produkte decken die komplette
Fläche des Freistaats ab (siehe Abbildung 7.2.2); allerdings
fehlt im RADOLAN-Produkt ein Teil des Flussgebietes der
Lausitzer Neiße (siehe auch Abbildung 6.2.5). Davon be-
troffen sind 22 der mit der in Abschnitt 7.2 vorgestellten
Methodik gebildeten 4.096 Bilanzflächen der höchsten Tei-
lungsstufe 6 (ca. 0,5 %). Die Niederschlagsprodukte wur-
den – entsprechend der jeweils betrachteten Teilungsstufe
– bezüglich der Bilanzflächen gewichtet gemittelt.
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7.3 Verifikation der Vorhersageprodukte
Abbildung 7.2.2: Lage der räumlichen Zuschnitte der untersuchten Produkte (vergleiche auch mit Abbildungen 6.2.4 und 6.2.5).
Gemeinsames Bezugssystem: Gauß-Krüger, Zone 4 (EPSG-Code 31468). Abbildung entnommen aus SCHÜTZE ET AL. (2016).
7.3 Verifikation der
Vorhersageprodukte
Die Verifikation wurde mit den bereits in Abschnitt 2.4 be-
schriebenen Methoden durchgeführt; die folgenden Güte-
maße und Werkzeuge zur quantitativen Bewertung probabi-
listischer Modellergebnisse kamen dabei zur Anwendung:
ä Deterministische bzw. dichotome Gütemaße:
– Mean Absolute Error – MAE
– (normalisierter) Root Mean Square Error –
(n)RMSE
– Multiplicative Bias – mBIAS
– Area Under Curve – AUC
ä Probabilistische Maße und Werkzeuge:
– Area Under Curve – AUCEPS
– Reliability-Diagramme
– Continuous Ranked Probability Score – CRPS
Die AUC ist das Resultat einer dichotomen Bewertung (sie-
he Abschnitt 2.4.1) und entspricht dem Integral unter der
ROC-Curve (Kurve aus paarigen Werten von Falschalarm-
und Trefferrate für verschiedene Niederschlagsschwellen-
werte). Für probabilistische Produkte ist die AUC anders zu
bilden, als für deterministische Vorhersagen. In letzterem
Fall (z. B. für einzelne Ensemble-Member oder Mittelwert,
Median etc. eines Ensemble-Produkts) erfolgt die Berech-
nung der AUC wie in Abschnitt 2.4.1 dargestellt. Im pro-
babilistischen Fall hingegen wird die AUC wie in Abschnitt
2.4.3 beschrieben berechnet. Zur Unterscheidung wird die
„deterministische AUC” hierin als AUC, die „probabilistische
AUC” hingegen als AUCEPS bezeichnet.
7.3.1 Verifikation anhand deterministischer
Gütemaße
Zunächst wurden die in Abschnitt 2.4.2 beschriebenen
deterministischen Gütemaße ermittelt. Räumlich wurden
die Maßzahlen jeweils für alle Zellen einer Teilungsstufe
bestimmt (siehe Tabelle 7.2.1). In der zeitlichen Domäne
wurden zunächst Punktvorhersagen verifiziert; es wurde
also beispielsweise für COSMO-DE eine zu verifizierende
Zeitreihe aus allen 1-h-Vorhersagen der in dreistündigem
Abstand für den gesamten Untersuchungszeitraum vorlie-
genden Vorhersagezeitreihen erstellt usw. Abbildung 7.3.1
illustriert dieses Vorgehen.
Mean Absolute Error (MAE)
Abbildung 7.3.2 zeigt die ermittelten Abhängigkeiten des
mittleren absoluten Fehlers von der Größe der Bilanzgebie-
te sowie von der Vorhersageweite. Für die nullte Teilungs-
stufe existiert nur ein Bilanzgebiet (43.200 km2). In Abbil-
dung 7.3.2 (Boxplot-Gruppe ganz links) spiegelt sich das im
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…   Lauf 00:00 UTC 
…   Lauf 03:00 UTC 









Abbildung 7.3.1: Methodik zur Erstellung der zu verifizierenden Zeitreihen. Aus den unterschiedlichen NWP-Modellläufen werden
für eine bestimmte Vorhersageweite (1, 3, 6 Stunden usw.) die entsprechenden Werte extrahiert (z. B. orangefarbene Punkte für die
1-h-Punktvorhersage) und mit den korrespondierenden Werten aus dem RADOLAN-RW-Produkt verglichen (Referenz).































Abbildung 7.3.2: MAE für aus COSMO-DE bzw. COSMO-DE-EPS extrahierten stündliche Punktvorhersagen des Untersuchungszeit-
raumes 12/2010 bis 10/2015; Referenz: RADOLAN-RW. Aus Gründen der Übersichtlichkeit sind die Ergebnisse für die Vorhersagewei-
ten [1, 3, 6, 9, 12, 15, 18, 21] h (also nicht alle verfügbaren stündlichen Punktvorhersagen) dargestellt. Die für jede Bilanzgebietsklasse
(43.200 bis 10,55 km2) gezeigten Boxplots sind dabei paarweise von links nach rechts, entsprechend der zugrunde liegenden, größer
werdenden Vorhersageweite angeordnet. Dargestellt sind das Minimum, unteres Quartil, Median, oberes Quartil sowie das Maximum.
Abbildung entnommen aus SCHÜTZE ET AL. (2016).
nicht vorhandenen Spread für die COSMO-DE-Ergebnisse
wider; die für die COSMO-DE-EPS-Ergebnisse ersichtliche
Streuung resultiert aus der gemeinsamen Auswertung aller
Ensemble-Member. Für die höheren Teilungsstufen vergrö-
ßert sich – mit Blick auf beide untersuchte NWP-Produkte –
die Anzahl der in die Bestimmung des MAE einbezogenen
Werte durch eine Zunahme der Anzahl an Bilanzflächen.
Der generell sehr ähnliche Spread bei beiden Produkten
legt die Vermutung nahe, dass die Variabilität nicht aus der
Ensemble-Variabilität des COSMO-DE-EPS herrührt, son-
dern durch räumliche Unterschiede des MAEs entsteht.1
Erwartungsgemäß wächst der MAE mit zunehmender Vor-
hersageweite sowie mit abnehmender Bilanzflächengröße,
wobei der generelle Verlauf für beide NWP-Produkte sehr
ähnlich ist.
1Diese Vermutung bestätigt sich mit Blick auf Rang-Histogramme,
welche das COSMO-DE-EPS als unterdispersiv identifizieren („U-Form”
der Rang-Histogramme; siehe dazu auch GEBHARDT ET AL., 2013 sowie
BARTELS ET AL., 2016), worauf hierin aber nicht weiter eingegangen
werden soll.
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Abbildung 7.3.3: (a) RMSE und (b) nRMSE für aus COSMO-DE bzw. COSMO-DE-EPS extrahierten stündliche Punktvorhersagen
des Untersuchungszeitraumes 12/2010 bis 10/2015; Referenz: RADOLAN-RW. Aus Gründen der Übersichtlichkeit sind die Ergebnisse
für die Vorhersageweiten [1, 3, 6, 9, 12, 15, 18, 21] h (also nicht alle verfügbaren stündlichen Punktvorhersagen) dargestellt. Die für
jede Bilanzgebietsklasse (43.200 bis 10,55 km2) gezeigten Boxplots sind dabei paarweise von links nach rechts, entsprechend der
zugrunde liegenden, größer werdenden Vorhersageweite angeordnet. Dargestellt sind das Minimum, unteres Quartil, Median, oberes
Quartil sowie das Maximum. Abbildung entnommen aus SCHÜTZE ET AL. (2016).
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(Normalisierter) Root Mean Square Error (RMSE und
nRMSE)
Ein ganz ähnliches Bild (Anwachsen des Fehlers mit zuneh-
mender Vorhersageweite sowie mit abnehmender Bilanzge-
bietsgröße) zeigt sich für den RMSE (Abbildung 7.3.3 (a)).
Normalisiert man die Fehler auf die tatsächlich innerhalb
der flächengewichteten Zeitreihen aufgetretenen Maximal-
werte, so zeigt sich ein etwas differenzierteres Bild (Abbil-
dung 7.3.3 (b)); innerhalb einer Bilanzgebietsklasse wächst
zunächst auch der nRMSE mit zunehmender Vorhersa-
geweite an. Allerdings ist der nRMSE mit abnehmender
Bilanzgebietsgröße rückläufig, was durch die tendenziell für
kleinere Bilanzflächen höheren Niederschlagsintensitäten
bedingt ist.
Multiplicative Bias (mBIAS)
Das deterministische Gütemaß (Fehlermaß) des mBIAS
gibt gewissermaßen die relative Abweichung der Produkte
von der Referenz wieder. Auch hier (Abbildung 7.3.4) ist
eine Zunahme des Fehlermaßes mit zunehmender Vorher-
sageweite sowie abnehmender Bilanzgebietsgröße ersicht-
lich. COSMO-DE zeigt dabei eine leichte Überschätzung
gegenüber der Referenz über alle räumlichen Teilungs-
stufen sowie Vorhersageweiten hinweg. COSMO-DE-EPS
hingegen zeigt ein sehr günstiges Verhalten, mit den Me-
dianen der Fehlerverteilungen stets nahe einem Wert von
mBIAS = 1. Schaut man sich die räumliche Verteilung
des Gütemaßes an (Abbildung 7.3.5) so sind – wiederum
bezogen auf die Radar-Referenz – im Flachland eher Be-
reiche von Unterschätzungen erkennbar. Im Mittelgebirge
überschätzen die NWP-Produkte tendenziell das RADAR-
QPE.1 Weiterhin erkennbar in Abbildung 7.3.5 sind zwei für
eine Verifikation nachteilige Effekte im Radar-QPE: Clutter-
fehler („Einsprengsel”), v. a. im Bereich Mittelsachsen (mut-
maßlich durch den Einfluss von Windkraftanlagen) sowie
Inkonsistenzen durch Kompositierung (kreisbogenförmige
Kanten) aus Daten unterschiedlicher Einzelradare.
Area Under Curve (AUC)
Wie bereits ausgeführt (Abschnitt 2.4.3) kann die AUC
sowohl deterministisch, als auch probabilistisch bestimmt
1Hier ist allerdings durchaus auch der Umkehrschluss zulässig, näm-
lich, dass das RADAR-QPE im Mittelgebirgsraum den realen und un-
bekannten Niederschlag unterschätzt und die NWP-Produkte eigentlich
besser performen, als anhand des Vergleichs gegenüber RADAR vermu-
tet werden kann.
werden. Auch für ein Ensemble-Produkt ist eine determi-
nistische Herangehensweise möglich. Jeder Member wird
dabei als quasi-deterministische Vorhersage behandelt und
die AUC bestimmt. Auf diese Weise erhält man mit den
bisherigen Ergebnissen konsistente Befunde (siehe Abbil-
dung 7.3.6). Setzt man als Grenze für eine gute Vorhersage
einen AUC-Wert von 0,8 an,2 so wird deutlich, dass mit den
Untersuchten NWP-Systemen eine gute Vorhersage mit
einer Weite von 6 h (AUC-Wert von 0,8 oder höher) nur für
Bilanzflächen bis maximal wenigen tausend Quadratkilo-
metern zu erzielen ist; die AUC für die Bilanzgebietsgröße
von 675 km2 sinkt vielfach bereits unter einen Wert von
0,8 ab. Andererseits ist festzustellen, dass mit den unter-
suchten Produkten in der Mehrzahl der untersuchten Fälle
(Interquartilabstand) zumindest eine passable Vorhersage-
güte (AUC größer 0,7) erzielt werden kann, und zwar auch
für größere Vorhersageweiten und/oder kleinere Bilanzge-
biete.
7.3.2 Probabilistische Verifikation
Wie bereits in Abschnitt 2.4.3 dargestellt, können – und
sollten – Ensemble-Vorhersagen probabilistisch verifiziert
werden. Die Basis dabei ist, die Vorhersagen hinsichtlich
der darin enthalten Häufigkeitsverteilungen eines bestimm-
ten Ereignisses zu bewerten. Mit anderen Worten: Es wird
geprüft, wie gut die Statistik von Vorhersage und Beobach-
tung/Referenz übereinstimmt. Für das Niederschlagsvor-
hersageprodukt COSMO-DE-EPS wurden daher im Rah-
men der vorgestellten Untersuchung die Maße AUCEPS,
CRPS sowie Reliability-Diagramme ermittelt. Die Ergebnis-
se werden im Folgenden vorstellt.
Area Under Curve für das Ensemble-Produkt
(AUCEPS)
Anders als bisher wurden für die Bestimmung der AUCEPS
(probabilistische AUC für das Ensemble-Produkt) keine
Punktvorhersagen, sondern aggregierte Vorhersagen (Nie-
derschlagssummen) für die Vorhersagezeiträume 1–6, 7–
12 sowie 13–18 h verwendet. Dieses Vorgehen basiert le-
2In der Literatur findet man vielfach die Bedeutung bestimmter AUC-
Werte mit Blick auf den prädiktiven Nutzen der Vorhersage angegeben
zu:
0,9 bis 1,0: sehr gut
0,8 bis 0,9: gut
0,7 bis 0,8: passabel
0,6 bis 0,7: schwach
0,5 bis 0,6: nicht signifikant ausgeprägt
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Abbildung 7.3.4: mBIAS für aus COSMO-DE bzw. COSMO-DE-EPS extrahierten stündliche Punktvorhersagen des Untersuchungszeit-
raumes 12/2010 bis 10/2015; Referenz: RADOLAN-RW. Aus Gründen der Übersichtlichkeit sind die Ergebnisse für die Vorhersagewei-
ten [1, 3, 6, 9, 12, 15, 18, 21] h (also nicht alle verfügbaren stündlichen Punktvorhersagen) dargestellt. Die für jede Bilanzgebietsklasse
(43.200 bis 10,55 km2) gezeigten Boxplots sind dabei paarweise von links nach rechts, entsprechend der zugrunde liegenden, größer
werdenden Vorhersageweite angeordnet. Dargestellt sind das Minimum, unteres Quartil, Median, oberes Quartil sowie das Maximum.
Abbildung entnommen aus SCHÜTZE ET AL. (2016).
diglich auf pragmatischen Erwägungen (Darstellbarkeit)
und nicht etwa auf spezifischen Anforderungen der Metho-
dik zur Bestimmung der AUCEPS. Abbildung 7.3.7 zeigt
die Ergebnisse. Konsistent mit den anhand der AUC für
das COSMO-DE-EPS-Produkt getroffenen Aussagen, lässt
sich zunächst feststellen, dass die Vorhersagegüte mit zu-
nehmender Vorhersageweite sowie kleinerer Bilanzfläche
sinkt. Diese Zusammenhänge sind am besten für kleinere
Schwellenwerte (bis einschließlich 5 mm in 6 h) nachweis-
bar. Für größere Schwellenwerte werden die Stichproben
schnell klein; die Werte der AUCEPS fluktuieren teilweise
stark beziehungsweise lässt sich das Gütemaß aufgrund
schwach- oder gar unbesetzter Stichroben nicht mehr be-
stimmen. Sichtbar ist dieser Effekt ab einem Schwellenwert
von 15 mm in 6 h, beginnend bei größeren Bilanzflächen.
Gleichsam führen – wiederum mit höheren Schwellenwer-
ten – solche erratischen Stichprobeneffekte mitunter zu
zunehmenden Güten bei größerem Vorhersagezeitraum.
Generell lässt sich feststellen, dass die AUCEPS für
das COSMO-DE-EPS-Produkt auf eine sehr gute bis gute
prädiktive Genauigkeit (Accuracy) bis einschließlich eines
Schwellenwertes von 5 mm in 6 h über alle Bilanzflächen-
größen hinweist. Für Schwellenwerte bis einschließlich
15 mm in 6 h sind mit Blick auf kleinere Bilanzflächen meist
zumindest passable Genauigkeiten zu verzeichnen. Für
größere, mit Blick auf kleinräumige Starkregenereignis-
se durchaus realistische Schwellenwerte (vergleiche dazu
auch Abschnitt 3.1) erodiert die prädiktive Genauigkeit des
NWP-Produkts und nähert sich schnell einem Wert von
0,5 an (ein Wert, den man durch bloßes „würfeln” erhalten
würde).
Reliability-Diagramme
Die bereits auf der Grundlage der Ergebnisse für die
AUCEPS erhaltenen Befunde lassen sich anhand der
Reliability-Diagramme (siehe Abbildung 7.3.8; vergleiche
dazu auch Abschnitt 2.4.3) bestätigen. Für die größte Bi-
lanzflächeneinheit (43.200 km2; erster Subplot in Abbildung
7.3.8) lässt, sich erkennen, dass die COSMO-DE-EPS-
Vorhersage eine gute Vertrauenswürdigkeit (Reliability) auf-
weist (Linien im Diagramm nähern sich der Hauptdiago-
nale an). Fluktuationen in den Kurvenverläufen bzw. das
Nichtvorhandensein der Kurven für höhere Schwellenwerte
haben ihre Ursache in den dafür zugrunde gelegten gering-
oder unbesetzten Stichproben. Die getroffenen Aussagen
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Abbildung 7.3.5: Räumliche Verteilung des mBIAS für (a) COSMO-DE und (b) COSMO-DE-EPS für die höchste räumliche Teilungs-
stufe (kleinste Bilanzgebietsgröße) für die Vorhersageweiten 1, 6, 15 und 21 h (zeilenweise). Für COSMO-DE-EPS ist der Mittelwert
der mBIAS-Werte aller Ensemble-Member dargestellt. Abbildung entnommen aus SCHÜTZE ET AL. (2016).
gelten generell bis zu einer Bilanzflächengröße („Einzugs-
gebietsgröße”) von wenigen tausend Quadratkilometern.
Für kleinere Bilanzflächen lässt die Vertrauenswürdig-
keit der Vorhersagen – insbesondere für größere Schwel-
lenwerte – mehr und mehr nach, erkennbar an der Annähe-
rung der Kurvenverläufe an die Abszisse der Diagramme.
Für die kleinste Bilanzflächenklasse (10,55 km2) ist für Vor-
hersagen mit Schwellenwerten bis einschließlich 10 mm
in 6 h noch eine gute Vertrauenswürdigkeit zu erkennen;
für größer werdende Schwellenwerte nimmt sie allerdings
schnell ab. Ab einem Schwellenwert von 50 mm in 6 h ist
keine Vertrauenswürdigkeit der Vorhersage mit Blick auf
die kleinste Bilanzflächeneinheit mehr gegeben.
Continuous Ranked Probability Score (CRPS)
Das wichtigste Werkzeug zur Beurteilung der Eigenschaf-
ten einer probabilistischen Vorhersage ist der CRPS (ver-
gleiche Abschnitt 2.4.3), da er integrale Aussagen zu Ge-
nauigkeit (Accuracy), Schärfe (Sharpness) und Dispersion
(Spread) ermöglicht. Abbildung 7.3.9 zeigt Ergebnisse für
den CRPS bezogen auf die Abhängigkeit des Maßes von
der Vorhersageweite sowie der Größe des Bilanzgebietes.
Da der CRPS anhand von Verteilungsfunktionen gebildet
wird (stetige Funktion für ein probabilistisches Produkt, Stu-
fenfunktion für ein deterministisches Produkt; vergleiche
Abbildung 2.4.3), gibt es für die Auswertung hinsichtlich des
Einheitsgebietes (43.200 km2) für beide NWP-Produkte kei-
ne Streuung in den CRPS-Werten. Die sich in den folgen-
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Abbildung 7.3.6: Deterministische AUC für aus COSMO-DE bzw. COSMO-DE-EPS extrahierten stündliche Punktvorhersagen des
Untersuchungszeitraumes 12/2010 bis 10/2015; Referenz: RADOLAN-RW. Aus Gründen der Übersichtlichkeit sind die Ergebnisse
für die Vorhersageweiten [1, 3, 6, 9, 12, 15, 18, 21] h (also nicht alle verfügbaren stündlichen Punktvorhersagen) dargestellt. Die für
jede Bilanzgebietsklasse (43.200 bis 10,55 km2) gezeigten Boxplots sind dabei paarweise von links nach rechts, entsprechend der
zugrunde liegenden, größer werdenden Vorhersageweite angeordnet. Dargestellt sind das Minimum, unteres Quartil, Median, oberes
Quartil sowie das Maximum. Abbildung entnommen aus SCHÜTZE ET AL. (2016).
den Teilungsstufen herausbildenden Streuungen ergeben
sich ausschließlich durch Bestimmung und Darstellung des
CRPS für mehrere Bilanzgebiete.
Bestimmt man den CRPS für ein deterministisches
Produkt (Stufenfunktion), so entspricht dieser dem MAE
(vergleiche Abbildungen 7.3.9 mit 7.3.2 für COSMO-DE).
Für Ensembles hingegen bildet der CRPS den prädiktiven
Nutzen integral – und nicht für jeden Member einzeln – ab.
Mit Blick auf Abbildung 7.3.9 ist zunächst interessant, dass
– entsprechend der integralen Bewertung mittels CRPS
– das COSMO-DE-EPS-Produkt besser performt als das
deterministische COSMO-DE. Weiterhin ist auffällig, dass
der CRPS für COSMO-DE-EPS weniger stark von der Vor-
hersageweite, als auch von der Größe des Bilanzgebiets
abhängig ist. Für kleinere Bilanzgebiete (168,75 km2 und
kleiner) nimmt der CRPS, zumindest für Vorhersagewei-
ten größer 3 h, einen fast gleichen Wert an. Interessant ist
auch, dass sich der maßgeblich aus der räumlichen Vari-
anz ergebende Spread der COSMO-DE-EPS-CRPS-Werte
kleiner ist, verglichen mit den Ergebnissen für COSMO-DE.
Räumlich gesehen zeigen sich – analog zu den Befun-
den beim mBIAS – wieder regionale Unterschiede hinsicht-
lich des CRPS, welcher erwartungsgemäß in Regionen mit
höheren Niederschlägen (und damit einer größeren Vari-
anz) größer ausfällt, beispielsweise im Erzgebirge (siehe
dazu Abbildung 7.3.10). Erneut lässt sich allerdings auch
erkennen, dass sich aufgrund der Kürze der betrachteten
Reihen (kurze operationelle Verfügbarkeit von COSMO-DE-
EPS) Einzelereignisse klimatologisch durchprägen. Wei-
terhin sind wiederum Artefakte auszumachen, welche aus
der Radar-Referenz stammen (Mittelsachsen).
Schlussfolgerung 28: Generell zeigt sich ein Mehrwert
probabilistischer Vorhersagen gegenüber deterministi-
schen QPFs. Allerdings verblasst der prädiktive Nutzen
von NWP-Produkten mit größeren (hochwasserrelevan-
ten) Niederschlagsintensitäten. Für extreme und gleich-
zeitig kleinräumige Ereignisse (mehr als 50 Millimeter
in 6 Stunden) ist kein deutlicher Nutzen durch NWP zu
erwarten! v
7.4 Diskussion
Verifiziert man probabilistische Niederschlagsvorhersagen
mit einer deterministischen Herangehensweise, so verifi-
ziert das probabilistische Produkt in der Regel schlechter.
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Niederschlagssummen (dt = 6h) des COSMO-DE-EPS
AUC in Abhaengigkeit von Bilanzflaechengroesse und Vorhersagezeitraum






















































































































































































































































































































































































































































































Abbildung 7.3.7: AUCEPS (probabilistische AUC) für über 6 h aggregierte stündliche Vorhersagen (1 bis 6, 7 bis 12 sowie 13 bis
18 h) des COSMO-DE-EPS-Produkts in Abhängigkeit vom Niederschlagsschwellenwert (0,1 bis 50,0 mm in 6 h; Subplots oben links
bis unten rechts) sowie der Bilanzflächengröße (10,55 bis 43.200 km2). Für die schwarzen Bereiche konnte aufgrund gering oder
unbesetzter Stichproben keine Berechnung der AUCEPS erfolgen. Untersuchungszeitraum: 12/2010 bis 10/2015.
Tabelle 7.4.1: Vergleich der Verifikationsergebnisse für verschiedene Maßzahlen mit Blick auf die Überlegenheit (3) eines bestimmten
NWP-Produktes (am Beispiel vom COSMO-DE und COSMO-DE-EPS).
Eigenschaft Maßzahl COSMO-DE COSMO-DE-EPS
Genauigkeit (Accuracy) CRPS 7 3
Verzerrung (Bias) mBIAS 7 3
Vertrauenswürdigkeit (Reliability) Rel.-Diagramm – –§
Schärfe (Sharpness) CRPS 7 3
Dispersion (Spread) CRPS 7 3
Gesamtbewertung: 7 3
§Vergleich kann nicht gezogen werden, da Reliability-Diagramme für deterministische Vorhersagen nicht erstellbar sind (siehe Abschnitt 2.4.3).
Das ist insofern nicht verwunderlich, da eine Ensemble-
vorhersage im Gegensatz zu einer bestimmten determi-
nistischen Vorhersage einen Spread aufweist (und damit
die Wahrscheinlichkeit steigt, dass der vorhergesagte Wert
vom Referenz-Wert weiter entfernt liegt). Zu beobachten ist
dieser Effekt beispielsweise anhand des Verlaufs von MAE
und (n)RMSE in Abhängigkeit von Vorhersageweite und
Bilanzgebietsgröße (siehe Abbildungen 7.3.2 und 7.3.3).
Betrachtet man hingegen ein Ensemble als eine an-
hand der Häufigkeit der enthaltenen Werte konditionierte
Vorhersage und verifiziert entsprechend (siehe Abschnitt
7.3.2), so verifiziert das Ensemble-Produkt möglicherweise
besser als ein deterministisches Produkt. Im vorliegenden
Fall – dem Vergleich der Vorhersagegüte vom COSMO-DE
und COSMO-DE-EPS – trifft dies zu, wie die Auswertung in
Tabelle 7.4.1 belegt. Im Umkehrschluss bedeutet das aller-
dings auch, dass dieser prädiktive Mehrwert nur dann zum
Tragen kommen kann, wenn das Ensemble auch probabi-
listisch (also häufigkeitsorientiert) verarbeitet wird (siehe
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Abbildung 7.3.9: CRPS für aus COSMO-DE bzw. COSMO-DE-EPS extrahierten stündliche Punktvorhersagen des Untersuchungszeit-
raumes 12/2010 bis 10/2015; Referenz: RADOLAN-RW. Aus Gründen der Übersichtlichkeit sind die Ergebnisse für die Vorhersagewei-
ten [1, 3, 6, 9, 12, 15, 18, 21] h (also nicht alle verfügbaren stündlichen Punktvorhersagen) dargestellt. Die für jede Bilanzgebietsklasse
(43.200 bis 10,55 km2) gezeigten Boxplots sind dabei paarweise von links nach rechts, entsprechend der zugrunde liegenden, größer
werdenden Vorhersageweite angeordnet. Dargestellt sind das Minimum, unteres Quartil, Median, oberes Quartil sowie das Maximum.
Abbildung entnommen aus SCHÜTZE ET AL. (2016).













































































































Abbildung 7.3.10: Räumliche Verteilung des CRPS für (a) COSMO-DE und (b) COSMO-DE-EPS für die räumlichen Teilungsstufe 3,
4 und 7 (Bilanzgebietsgröße 2.700, 675 und 10,55 km2; zeilenweise) für die Vorhersageweite 12 h. Es sind nur jene Bilanzgebiete
dargestellt, welche Anteil an der Landesfläche von Sachsen haben. Für COSMO-DE-EPS ist der Mittelwert der CRPS-Werte aller
Ensemble-Member dargestellt. Abbildung entnommen aus SCHÜTZE ET AL. (2016).
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Tabelle 7.4.2: Gegenüberstellung von Vor- und Nachteilen bei der Verarbeitung deterministischer und probabilistischer quantitativer
Niederschlagsvorhersagen im Rahmen der Hochwasserfrühwarnung.
Vorteile Nachteile
Determinis- Geringerer Datenanfall Geringerer prädiktiver Nutzen
tische QPF Geringerer methodischer Aufwand Güten stark abhängig von Bilanzgebietsgröße
Geringerer technischer Aufwand Keine Wahrscheinlichkeitsaussagen§
Geradlinige Verarbeitung und Kommunikation Kein Nutzen für extreme Niederschläge
Probabi- Höherer prädiktiver Nutzen Hoher Datenanfall
listische Stabile Güten für kleine Bilanzgebiete Erhöhter methodischer Aufwand
QPF Wahrscheinlichkeiten angebbar§ Hoher technischer Aufwand (Folgeverfahren!)
Frage der Kommunikation von Unsicherheiten
Kein Nutzen für extreme Niederschläge
§Erst durch Wahrscheinlichkeiten ist ein Risiko quantifizierbar (vergleiche Abschnitt 1.2); streng genommen erfordert ein
„Hochwasserrisikomanagement” dem Wortsinne nach also zwingend die Ableitung und Kommunikation von Wahrscheinlichkeiten.
und Nachteile eine Rolle spielen (siehe Tabelle 7.4.2)! Die
Entscheidung für oder wider die Verarbeitung probabilisti-
scher QPF im Rahmen der Hochwasserfrühwarnung hängt
also nicht ausschließlich vom prädiktiven Nutzen, sondern
auch von weiteren Faktoren (wie dem operationellen Auf-
wand) ab. Weiterführende Auswertungen und Abbildungen
zur hierin vorgestellten Verifikationsstudie finden sich in
SCHÜTZE ET AL. (2016).
Schlussfolgerung 29: Für vergleichbare Modellsetups
(z. B. COSMO-DE und -EPS) verifiziert das probabilis-
tische Produkt besser, hat also gegenüber einer deter-
ministischen Niederschlagsvorhersage einen größeren
prädiktiven Nutzen. Dieser Mehrwert ist allerdings nur
dann gegeben, wenn das probabilistische Produkt auch
mit den entsprechenden Techniken verarbeitet wird. Grö-
ßere Genauigkeit im deterministischen Sinne und eine
probabilistische Betrachtung der Vorhersagen gehen al-
so Hand in Hand! v
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8 Vergleichende Bewertung hydrologischer
Modellansätze zur Ableitung von
Frühwarnprodukten
Eine wichtige Anforderung an eine Hochwasserfrüh-
warnung ist, dass diese auch und vor allem für kleine, in
der Regel unbeobachtete Einzugsgebiete einen prädiktiven
Nutzen bietet. Es stellt sich die Frage, welcher hydrologi-
sche Modellansatz für die Ableitung von Frühwarninfor-
mationen oder -produkten geeignet ist. Diese Frage soll –
unter verschiedenen Prämissen – im Folgenden untersucht
und beantwortet werden. Bezogen auf den Meilensteinplan
des Gesamtprojekts (Tabelle 3.4.2) handelt es sich bei den
dargestellten Untersuchungen um die Meilensteine 3, 4,
6 und 8. Die dafür relevanten Berichte/Dokumentationen,
welche während der Projektlaufzeit erstellt wurden, sind
SCHWARZE ET AL. (2015) und SCHÜTZE ET AL. (2017).
8.1 Grundlagen und methodisches
Vorgehen bei der hydrologischen
Modellierung
Die gewählte Untersuchungsmethodik soll zum einen ein
geeignetes Setup bieten, um die Frage zu beantworten,
welcher hydrologische Modellansatz für die Ableitung von
Produkten zur Hochwasserfrühwarnung geeignet ist. Wei-
terhin erlaubt die Untersuchung aufgrund der vergleichs-
weise hohen Anzahl einbezogener Einzugsgebiete Aus-
sagen zur regionalen Gültigkeit und Übertragbarkeit von
Modellansätzen, vor allem mit Blick auf unbepegelte, kleine
Gebiete.
8.1.1 Auswahl der Untersuchungsgebiete
Die zweistufige Untersuchung fokussierte zunächst auf 14
Pegeleinzugsgebiete in 3 Flussgebieten. Abbildung 8.1.1
und Tabelle 8.1.1 bieten dazu eine Übersicht. In der zwei-
ten Phase wurde die Untersuchungsmethodik für weitere
50 Pegeleinzugsgebiete in 24 Flussgebieten Sachsens an-
Abbildung 8.1.1: Übersicht der in der ersten Stufe der Studie
untersuchten Gebiete (Abbildung entnommen aus SCHWARZE
ET AL., 2015).
gewendet, um eine möglichst repräsentative Abdeckung
des Freistaats mit Ergebnissen zu gewährleisten (Abbil-
dung 8.1.2 und Tabellen 8.1.2 und 8.1.3). Die Abbildung
8.1.3 zeigt ein Histogramm der Einzugsgebietsgrößen. Die
Einzugsgebiete wurden im Hinblick auf eine gute räumli-
che Abdeckung und ein möglichst breites Sampling der
maßgeblichen naturräumlichen, morphologischen und geo-
logischen Einheiten ausgewählt. Des Weiteren gelten die
Messwerte der ausgewählten Pegel als relativ sicher und
sind nicht durch Rückstau oder Unsicherheiten der Schlüs-
selkurve beeinflusst.
8.1.2 Datensituation
Eine der Gebietsauswahl aus Abschnitt 8.1.1 zugrunde
liegende Vorbedingung war die Verfügbarkeit hinreichend
belastbarer Pegeldaten. Einige der gelisteten Pegel wei-
sen Reihenlängen von über 100 Jahren auf (z. B. Dohna);
üblicherweise liegen zeitlich hoch aufgelöste Pegeldaten
(Stundenwerte) aber frühestens ab den 1990er-Jaren vor,
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Abbildung 8.1.2: Übersicht der in die zweite Phase der Untersuchung einbezogenen Gebiete (Abbildung entnommen aus SCHÜTZE
ET AL., 2017).
Tabelle 8.1.1: Gebietsübersicht I/III (Gebiete der ersten Stufe der Studie; innerhalb eines Flussgebiets sortiert nach Einzugsgebiets-
größe AE; Flächenangaben gerundet).
Flussgebiet Nr. Pegel AE (km2) Naturraum Morphologie Geologie
Müglitz 1 Geising 1 26 Osterz- Mittel- Magmatisches
gebirge gebirge Ergussgestein
2 Lauenstein OP/ZP 27 Meta-
3 Lauenstein UP 37 morphite,
4 Lauenstein 1/3 76 Gneis
5 Dohna 199
Mandau 6 Niederoderwitz 29 Lausitzer Mittelgebirgs- Magmatisches
7 Seifhennersdorf 75 Bergland vorland und Tiefen-
8 Großschönau 2 162 Mittelgebirge gestein
9 Zittau 2/5 296
10 Zittau 3§ –
Große 11 Radeburg 3 73 Großenhainer Flachland und Magmatisches
Röder 12 Radeberg 114 Pflege Hügelland Tiefen-
13 Großdittmannsdorf 299 gestein
14 Kleinraschütz 679
...
§Erfasst die Umflut des Pegels Zittau 5 (Hospitalmühlgraben).
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Tabelle 8.1.2: Gebietsübersicht II/III (flächendeckende Studie; innerhalb eines Flussgebiets sortiert nach Einzugsgebietsgröße AE;
Flächenangaben gerundet).
Flussgebiet Nr. Pegel AE (km2) Naturraum Morphologie Geologie
...
Hoyerswerdaer 15 Pietzschwitz 42 Oberlausitzer Flach- Locker-
Schwarz- 16 Prischwitz 104 Heide- und land gestein
wasser 17 Zescha 181 Teichlandschaft
Mühlbach 18 Nemt 1 57 Lomm. Pflege Flachland Lockergestein
Mutzschener 19 Neichen 1 46 Lommatzscher Flach- Locker-
Wasser Pflege land gestein
Döllnitz 20 Merzdorf 211 Lomm. Pflege Flachland Lockergestein
Ketzerbach 21 Piskowitz 2 157 Lomm. Pflege Flachland Löss
Rote 22 Bärenfels 6 Osterz- Mittel- Magmatisches
Weißeritz 23 Schmiedeberg 1 47 gebirge gebirge Ergussgestein
24 Dippoldis- 73 Metamorphite,
walde 1 + 3 Gneis
Triebisch 25 Wernersbach 5 Zwischen Mittelgeb.- Magmatisches
26 Herzogswalde 1 47 Lommatzscher vorland Ergussgestein
27 Munzig 115 Pflege und Misch-
28 Garsebach 165 Osterzgebirge geologie
Flöha 29 Rothenthal 76 Mittleres Mittel- Meta-
30 Zöblitz 125 Erzgebirge gebirge morphite,
31 Borstendorf 640 Gneis
Wesenitz 32 Elbersdorf 277 Zw. Lausitzer Mittelgeb. Magmatisches
Bergland u. Elb- bis Tiefen-
sandsteingeb. -vorland gestein
Lachsbach 33 Neustadt 1 40 Zw. Lausitzer Mittel- Magmatisches
34 Sebnitz 2 102 Bergland und gebirgs- Tiefen-
35 Porschdorf 1 268 Muskauer Heide vorland gestein
Schwarzer 36 Schöps 43 Zw. Laus. Bergl. Mittelgeb.- Magmatisches
Schöps 37 Jänkendorf 125 u. Musk. Heide vorland Tiefengestein
Drehsaer 38 Drehsa 7 Ober- Mittelgeb.- Magmatisches
Wasser lausitz vorland Tiefengestein
Löbauer 39 Großschweidnitz 42 Ober- Mittelgeb.- Magmatisches
Wasser 40 Gröditz 1/2 203 lausitz vorland Tiefengestein
Pöhlbach 41 Wiesa 86 Mittleres Mittelgeb.- Metamorphite,
Erzgebirge vorland Gneis
Große 42 Böhrigen 253 Mittleres Mittelgeb.- Metamorphite,
Striegis Erzgebirge vorland Gneis
Bobritzsch 43 Krummen- 131 Mittleres bis Mittel- Metamorphite,
hennersdorf 1 Osterzgebirge gebirge Gneis
...
als die Pegel nach und nach mit elektronischer Messwer-
terfassung und Datenfernübertragung ausgerüstet wurden.
Teilweise sind zeitlich hoch aufgelöste Werte aus digitali-
sierten Pegelbögen vorhanden.
Neben Durchflussdaten sind für die hydrologische Mo-
dellierung potentiell noch eine Vielzahl weiterer Daten not-
wendig, beispielsweise Reliefinformationen, Bodendaten,
Landnutzungsdaten, meteorologische Daten etc. Hier konn-
te auf den reichhaltigen Bestand aufbereiteter Daten aus
dem LfULG-KliWES-Projekt1 (SCHWARZE ET AL., 2014)
zurückgegriffen werden. Aus Gründen der Kürze wird hier
auf den zitierten KliWES-Projektbericht verwiesen. Tabelle
8.1.4 liefert eine Übersicht der Datengrundlage; auf weiter-
1Siehe https://publikationen.sachsen.de/bdb/artikel/23236
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Tabelle 8.1.3: Gebietsübersicht III/III (flächendeckende Studie; innerhalb eines Flussgebiets sortiert nach Einzugsgebietsgröße AE;
Flächenangaben gerundet).
Flussgebiet Nr. Pegel AE (km2) Naturraum Morphologie Geologie
...
Weiße 44 Bad Elster 1 48 Vogtland Mittel- Metamorphite
Elster 45 Adorf (1) 170 gebirge und
46 Oelsnitz 328 Schiefer
Zwota 47 Klingenthal 1 59 Vogtland Mittel- Metamorphite,
gebirge Schiefer
Lungwitzbach 48 St. Egidien 122 Mittleres Mittel- Rotliegendes,
Erzgebirge gebirge Molasse
Mülsenbach 49 Nieder- 50 Mittleres Mittelgebirgs- Rotliegendes,
mülsen 1 Erzgebirge vorland Molasse
Kirnitzsch 50 Kirnitzschtal 154 Elbsandsteingeb. Mittelgebirge Sandstein
Biela 51 Bielatal 1 38 Elbsandsteingeb. Mittelgebirge Sandstein
Cunnersdorfer 52 Cunnersdorf 1 29 Elbsandstein- Mittel- Sand-
Bach gebirge gebirge stein
Große Pyra 53 Sachsengrund 6 Westerz- Mittel- Magmatisches
gebirge gebirge Tiefengestein
Rähmerbach 54 Eibenstock 2 14 Westerz- Magmatisches
gebirge Tiefengestein
Zwickauer 55 Schönheide 149 Westerz- Mittel- Magmatisches
Mulde 56 Neidhardtsthal 1 204 gebirge gebirge Tiefengestein
57 Aue 3 682
58 Niederschlema 754
59 Zwickau-Pölbitz 1.021 Mittelgebirgs- Metamorphite,
vorland Schiefer
Große 60 Markersbach 1 31 Westerz- Mittel- Metamorphite,
Mittweida 61 Markersbach 2 37 gebirge gebirge Schiefer
62 Wildenau 1 166
Schwarzwasser 63 Aue 1 363 Westerz- Mittel- Magmatisches
gebirge gebirge Tiefengestein
Hirschfelder 64 Wolfersgrün 22 Westerz- Mittelgebirgs- Magmatisches
Wasser gebirge vorland Tiefengestein
Tabelle 8.1.4: Übersicht der bei der vergleichenden hydrologischen Modellierung einbezogenen Daten.
Datenart Produkt Bereitsteller
Hydrologische Daten Pegeldaten LfULG
Meteorologische Daten Stationsdaten, Felddaten (Radar, Vorhersagen) DWD
Einzugsgebiete und Fließgewässer Amtliches Gewässernetz LfULG
Reliefinformationen DGM25, ASTER§ GeoSN, NASA
Bodeneigenschaften BKkonz25*, KA5# LfULG, AG Boden
Landnutzung CORINE Land Cover EEA∼
§Advanced Spaceborne Thermal Emission and Reflection Radiometer – liefert Höhenmodell aus Satellitenfernerkundung; *Bodenkonzeptkarte
1 : 25.000; #Bodenkundliche Kartieranleitung; ∼European Environment Agency.
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Abbildung 8.1.3: Histogramm der Einzugsgebietsgrößen der un-
tersuchten Gebiete (Abbildung verändert nach SCHÜTZE ET AL.,
2017).
führende Erläuterungen und Referenzierung soll im Rah-
men dieses Werkes ebenfalls verzichtet werden.
8.1.3 Vorstellung der untersuchten
Modellansätze1
Für die Untersuchungsgebiete wurden drei unterschiedli-
che hydrologische Modellkonzepte implementiert und an-
gewendet: erstens, ein knotenbasiertes deterministisches
Modell (DeHM), zweitens, ein datengetriebenes, künstli-
ches neuronales Netz (DaHM) und drittens, ein einfaches
Klassifikationsmodell als Bewertungsverfahren der Hoch-
wasseranfälligkeit (ScoHM). Details zu DeHM und DaHM
finden sich in SCHWARZE ET AL. (2015), zu ScoHM bei
METZKES (2016). Die Ansätze sollen im Folgenden kurz
vorgestellt werden.
Deterministische hydrologische Modellierung (DeHM)
Die Modell-Topologie des DeHM beruht auf einer knoten-
basierten Repräsentation der Teileinzugsgebiete. Die Be-
rechnungen beziehen sich zunächst auf jeden Knoten und
werden dann sequentiell gemäß der topologischen Reihen-
folge der Knoten zusammengefasst; jeder Modellknoten
erhält dabei alle relevanten Modellparameter. Die Abfluss-
bildung wird über das SCS-Verfahren (USDA, 1986) reali-
siert. Die Abflusskonzentration wird über eine Einzellinear-
speicherkaskade oder über eine Impulsantwortfunktion mo-
1Entnommen aus KERL ET AL. (2016).
delliert. Der Wellenablauf im Gerinne ist über Translations-
glieder, eine Einzellinearspeicherkaskade, die Muskingum-
Methode oder ein Translations-Diffusions-Modell beschrie-
ben (zu den systemhydrologischen Ansätzen siehe bspw.
DYCK, 1978). Da sich in den Untersuchungsgebieten Mehr-
zweckspeicher und Hochwasserrückhaltebecken befinden,
wird deren Bewirtschaftung im Modell explizit berücksich-
tigt.
Die Kalibrierung erfolgte ereignisbasiert auf Grund-
lage maskierter Durchfluss-Ganglinien und monokriteriell
unter der Verwendung eines gemischten Gütemaßes nach
LI ET AL. (2015) mittels des CMA-ES-Algorithmus (Co-
variance Matrix Adaption Evolution Strategy; HANSEN &
OSTERMEIER, 2001). Die Datenassimilation wurde mittels
eines Kalman-Filter-Ansatzes nach BLÖSCHL ET AL. (2014)
umgesetzt. Weitere Informationen hinsichtlich des Modells
DeHM finden sich in SCHWARZE ET AL. (2015).
Datengetriebene hydrologische Modellierung (DaHM)
DaHM ist ein künstliches neuronales Netz, konkret ein zwei-
schichtiges Feedforward-Perzeptron (HAGAN ET AL., 2002)
mit Hidden Layer (versteckter Schicht). Der Eingangs-
vektor I umfasst stündliche Durchfluss-, Niederschlags-
und kumulierte Niederschlagsdaten in der allgemeinen 15-
Elemente-Form:
I : Qt−[0...3]; Pt−[0...3]; Pct−[0...6] (8.1.1)
mit Stundendaten des Durchflusses Q, dem Stundennie-
derschlag P und dem kumulierten Stundenniederschlag
Pc.
Darüber hinaus werden, abhängig den Vorhersagewei-
ten im Vorhersagefall, Eingabedaten mit Niederschlagsvor-
hersagen berücksichtigt. Für die Vorhersage von Qt+6 wird
beispielsweise Pt+6 und für die Vorhersage Qt+12 werden
Pt+6;t+12 berücksichtigt, wobei die Pt+x -Werte spezifische
QPFs darstellen; es wird also für jede Vorhersageweite
(6, 12, 18, 21, 24 und 36 h) ein dediziertes Netz trainiert.
Zum Netzwerktraining wurde der Levenberg-Marquardt-
Algorithmus verwendet (MORÉ, 1978). Als Eingangsdaten
für das Modelltraining dienten ereignisbasiert maskierte
Durchflussganglinien und stündliche Niederschlagsbeob-
achtungen. Für verschiedene Neuronenkonfigurationen in
der verdeckten Schicht wurden jeweils 15 Trainingsläufe
evaluiert und für jede Qt+x -Vorhersage das Netzwerk mit
der höchsten Güte ausgewählt. Die Anzahl der Neuronen
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in der verdeckten Schicht variierte dabei zwischen 2 und
13. Die Rechenzeit für das Netztraining (bezogen auf alle
betrachteten Pegel und Vorhersagehorizonte) beträgt auf
einem Arbeitsplatzrechner etwa 3,5 Stunden. Für weitere
Informationen zu DaHM, siehe SCHWARZE ET AL. (2015)
und SCHÜTZE ET AL. (2017).
Hydrologische Modellierung auf Basis von
Bewertungsverfahren der Hochwasseranfälligkeit
(ScoHM)
Das Klassifikationsmodell ScoHM (METZKES, 2016) äh-
nelt dem Ermittlungsverfahren der Hochwasserdispositi-
on nach COLLIER & FOX (2003), einem Bewertungsver-
fahren der Hochwasseranfälligkeit (FSAP, siehe Abschnitt
2.2.3). Generell ist der Ansatz zweigeteilt. Erstens wird
die statische Disposition eines Einzugsgebietes anhand
morphologischer Eigenschaften, wie beispielsweise der
Hangneigung oder der Landnutzung, abgeleitet. Zweitens
wird die zeitlich variable Disposition des Einzugsgebietes
anhand des standardisierten Niederschlagsindex (Stan-
dardized Precipitation Index – SPI; EDWARDS & MCKEE,
1997), kumulierter Niederschlagshöhen sowie anhand der
Abgabe eines mit stündlichem Niederschlag beaufschlag-
ten Einzellinearspeichers ermittelt.
Die ursprünglich von METZKES (2016) vorgeschlagene
Klassifikationsmethodik ist in Tabelle 8.1.5 dargestellt; die
Teilscores der Grunddisposition sind linear auf die Spann-
weite der entsprechenden morphologischen Informationen
abgebildet. Die Teilscores der dynamischen Disposition be-
ziehen sich hingegen teilweise auf spezifische Perzentile,
welche aus den Häufigkeitsverteilungen der entsprechen-
den Eingangsdaten, wie beispielsweise dem siebentägigen
kumulierten Niederschlag, ermittelt wurden. Die in Tabelle
8.1.5 aufgeführten Teilscores der dynamischen Disposition
stellen das beste Ergebnis aus einer Vielzahl von unter-
suchten Kombinationen verschiedener Teilscores dar.
Durch Hinzunahme der statischen Disposition konnte
die Spezifität des Verfahrens für Sachsen wider Erwarten
nicht erhöht werden (METZKES, 2016), sodass für alle wei-
teren Untersuchungen lediglich der Verfahrensteil „variable
Disposition” eine Rolle spielt.1 Diese Entscheidung folgt
damit dem Prinzip der Parsimonie (siehe Abschnitt 2.2.4).
1Eine gewissermaßen statische, raumbezogene Information erhält
das Verfahren durch die klimatologische Ableitung der Niederschlags-
schwellenwerte und SPI-Parameter für das Scoring (siehe Abschnitt
11.3.3).
Im Gegensatz zu DaHM und DeHM verwendet ScoHM
weder direkt (als Inputparameter), noch indirekt (via Da-
tenassimilation) beobachtete Durchflussdaten. Außerdem
benötigt das Modell lediglich einen effektiven Parameter,
die Rückgangskonstante des Einzellinearspeichers, wel-
cher manuell für die kleinen Einzugsgebiete Sachsens zu
K = 8 h kalibriert wurde. Aus diesem Grund könnte der
ScoHM-Ansatz eine robuste Methodik im Hinblick auf die
Anwendung für unbeobachtete Einzugsgebiete darstellen.
8.1.4 Methodik zur Ermittlung von
Vorhersagegüten
In diesem Abschnitt soll kurz die Methodik zur Ermittlung
von Vorhersagegüten erörtert werden. Ziel dabei ist, ei-
ne fundierte quantitative Basis für eine vergleichende Be-
wertung der untersuchten Modellansätze zu schaffen. Es
kommen dabei bereits hierin ausführlich dargestellte An-
triebsdaten und Gütemaße zur Anwendung.
Einbezogene Antriebsdaten für Kalibrierung/Training
sowie Validierung/Verifikation
Es wurden hierin bereits hinlänglich beschriebene QPEs
und QPFs für den Antrieb der Modelle verwendet (siehe
Abschnitte 2.1 und 6.2); auf QPE-Seite räumlich interpo-
lierte (IDW) Ombrometerdaten sowie Stundensummen aus
dem RADOLAN-RW-Produkt. Als QPFs wurden COSMO-
DE sowie die DWD-Quantilvorhersage einbezogen. Der
prognostische Antrieb mit nicht zur Kalibrierung/Training
herangezogenen Ombrometerdaten wird auch als „Best-
Forecast-Szenario” bezeichnet.
Für Kalibrierung (DeHM) bzw. Training (DaHM) sowie
die Modellvalidierung/Verifikation wurden Hochwasserer-
eignisse der Periode 2008 bis 2015 ausgewählt. Für DeHM
wurden für jedes Pegeleinzugsgebiet insgesamt jeweils
ca. 20 Einzelereignisse selektiert und ca. 60 % davon den
Kalibrierdaten, ca. 40 % dem Validierungsdatensatz zu-
geschlagen. Für DaHM wurde die gleiche Aufteilung der
Daten für Netztraining und Modellvalidierung vorgenom-
men. Da das Netztraining anhand von Testdaten überwacht
wird, wurden exakt 83 % der Trainingsdaten für das ei-
gentliche Training und die restlichen 17 % als Testdaten
bereitgestellt. ScoHM benötigt keine dedizierten Kalibrier-
daten; die Modellvalidierung/Verifikation erfolgte anhand
derselben Validierungsereignisse wie bei DeHM und DaHM.
Details zu Antriebsdaten, Kalibrierung/Training sowie Va-
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Tabelle 8.1.5: ScoHM, ein Bewertungsverfahren der Hochwasseranfälligkeit nach (METZKES, 2016).
Beschreibung Klassenobergrenzen Spannweite der
Teilscores
Grund- Mittlere Hangneigung im Einzugsgebiet 0,02/0,08/0,14/0,20/1 0 bis 4
disposition Formfaktor Einzugsgebiet§ 0,20/0,40/0,60/0,80/1 0 bis 4
Versiegelungsgrad 0,05/0,20/0,35/0,50/1 0 bis 4
Anteil schneller Abflusskomponenten* 0,10/0,23/0,37/0,50/1 0 bis 4
Variable SPI über 30 d# −3/−2/−1/0/1/2/∞ −3 bis 3
Disposition Niederschlagssumme über 7 d Teilscore- 0 bis 4
Niederschlagssumme über 12/24/48 h∼ Perzentile$ bzw. 0 bis 4
Ausfluss eines Einzellinearspeichers+ KOSTRA-Daten 0 bis 4
Gesamtscore (Summe Teilscores) −3 bis 31
§Einzugsgebiet kreisförmiger für Werte gegen 1; *nach PESCHKE ET AL. (1999); #SPI ganzzahlig gerundet; ∼nur der jeweils höchste Wert wird
berücksichtigt; +Einzellinearspeicher mit stündlichen Niederschlägen beaufschlagt; K = 8 h; $auf Grundlage von aktuellen Daten im Zeitraum 01/2010
bis 09/2015 gezogene empirische Perzentile (75/90/95/99/100) bzw. in einer Modifikation des Verfahrens für die 12/24/48 h-Summen KOSTRA-
Niederschläge der entsprechenden Andauern für Jährlichkeiten (Obergrenzen) von 0,5/1/2/5/∞.
lidierung/Verifikation der Modelle finden sich in SCHÜTZE
ET AL. (2017).
Gütemaße zur quantitativen Bewertung von
Vorhersagen
Es werden die bereits ausführlich in Abschnitt 2.4 vorge-
stellten quantitativen Gütemaße verwendet. Zu nennen
sind die deterministischen Maße KGE und der Quotient
der Mittelwerte aus Beobachtungs- bzw. modellierter Zeit-
reihe (mBIAS) sowie die dichotomen Maße FAR, POD und
daraus abgeleitet die AUC. Die deterministischen Maße
dienen der Beurteilung der Ähnlichkeit von Beobachtung
und Modelloutput. Die dichotomen Maße hingegen quan-
tifizieren, wie gut anhand des Modelloutputs bestimmte
schwellenwertabhängige prognostische Entscheidungen
zu treffen wären. Für Details sei auf Abschnitt 2.4 verwie-
sen.
Persistenzvorhersage als Referenz
Eine Persistenzvorhersage stellt die einfachste Form einer
Vorhersage dar. Dabei wird angenommen, dass sich ein
aktuell bekannter Wert konstant oder – auf Basis eines
Sets an Beobachtungen vorangegangener Zeitschritte – li-
near extrapoliert in der Zukunft fortsetzt. Die so erzielbaren
Güten sind eine wichtige Referenz für die vergleichende
Bewertung der mittels hydrologischer Modelle gewonne-
nen Vorhersagen. Die beiden Varietäten der Persistenz-


























Abbildung 8.1.4: Zur Illustration des Begriffs „Persistenzvorher-
sage”.
„Persistenz Gradient” bezeichnet werden (siehe dazu auch
Abbildung 8.1.4).
Notwendigkeit und Anwendung des Quantilmappings
auf ScoHM-Ergebnisse
Das Scoring-Modell ScoHM liefert diskreten (ganzzahli-
gen), unstetigen Output ohne direkten Bezug zu einer
physikalischen Größe. Daraus ergeben sich zwei Konse-
quenzen: Erstens muss – um überhaupt eine Vergleich-
barkeit herzustellen – der ScoHM-Output in die Domäne
einer physikalisch sinnvollen Größe (wie beispielsweise
den Durchfluss) transformiert werden. Zweitens ist zu ver-
muten, dass aufgrund der im ScoHM-Output enthaltenen
Unstetigkeiten eine deterministische, ganglinienorientier-
te Bewertung eher schlechte Güten hervorbringen wird.
Die Datentransformation als Zuordnung von spezifischen
Scores zu konkreten Durchflusswerten wird auf Basis ei-
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Tabelle 8.1.6: Zuordnung von Hochwasserjährlichkeiten zum Ge-
samtscore nach METZKES (2016).
Gesamtscore Ungefähre
(variable Disposition) Hochwasserjährlichkeit





nes Quantilmappings nach PIANI ET AL. (2009) und PIANI
ET AL. (2010) vorgenommen. Details dazu finden sich in
METZKES (2016).
Der Systematik von Abbildung 2.2.2 folgend, wird so-
mit also eine direkter Vergleich von Ganglinien (modelliert
vs. beobachtet – „Direct Flow Comparison”) geführt, ob-
schon das Modellverfahren dem Wesen nach ein Bewer-
tungsverfahren (FSAP) ist. METZKES (2016) zeigte, dass
die für das Quantilmapping benötigten Verteilungsparame-
ter recht stabil für die untersuchten sächsischen Pegelein-
zugsgebiete sind, was letztendlich zu einer gut korrelierten
und stetigen Beziehung zwischen Gesamtscore-Werten
und Hochwasserjährlichkeiten führt. Das wiederum recht-
fertigt in letzter Instanz eine zellweise Anwendung des
Scoring-Verfahrens und Auswertung der Ergebnisse, bei-
spielsweise in einer Art, wie in Tab. 2.7.1 dargestellt. Al-
lerdings – das sei an dieser Stelle noch einmal hervorge-
hoben – gibt es beim Scoring keinen streng physikalisch
fundierten Bezug zwischen Scores/Gesamtscore sowie der
Hochwasserjährlichkeit. Die Tabelle 8.1.6 soll daher nur
zur diesbezüglichen Orientierung dienen.
8.2 Ergebnisse der Vergleichsstudie
Mittels der erstellten Modelle werden für die in Abschnitt
8.1.4 erwähnten Antriebsdaten direkt (DeHM, DaHM) oder
indirekt via Quantilmapping (ScoHM) für die Validierungs-
ereignisse Ganglinien erzeugt, welche als Grundlage der
weiteren Bestimmung der Modellgüte dienen. Beispielhaft
zeigt Abbildung 8.2.1 die Modellergebnisse für den Pegel
Porschdorf 1/Lachsbach gegenüber den Pegelmesswerten
als Referenz. Diese Ganglinien werden im Folgenden ste-
tig/deterministisch validiert oder aber kategoriell/dichotom
verifiziert, um die Bewertung der Modellgüte hinsichtlich der
Anwendungsfälle „Ganglinienvorhersage” (siehe Abschnitt




Die Bewertung der Modellgüte mit Blick auf den Anwen-
dungsfall Ganglinienvorhersage erfolgt im Sinne einer Mo-
dellvalidierung. Das heißt, dass die zu untersuchenden Mo-
delle für Daten/Zeiträume betrieben werden, welche nicht
in der Kalibrierung/Training zugrunde gelegt wurden (siehe
Abschnitt 8.1.4). Das gilt nicht für das Modell ScoHM, da
dort keine Kalibrierung im eigentlichen Sinne erfolgen muss
(siehe Abschnitt 8.1.3). Die Datenzeiträume/Ereignisse für
die Validierung waren für die Untersuchungen zu allen drei
Modellansätzen dieselben.
Wie in Abschnitt 8.1.4 beschrieben, wurden die Quoti-
enten der Mittelwerte (mBIAS) von Modelloutput und Be-
obachtung sowie die KGE als deterministische Maße zur
Bewertung der Modellgüte herangezogen. Die Auswertun-
gen erfolgten pegelbezogen für verschiedene QPE/QPF-
Antriebe sowie Vorhersageweiten. Als Beispiel seien hier
in Abbildung 8.2.2 die Ergebnisse für mBIAS und KGE
für den Pegel Porschdorf 1/Lachsbach gezeigt. Die Er-
gebnisse sind recht prototypisch für die Gesamtheit al-
ler Untersuchungsgebiete; es zeigte sich zunächst, dass
DeHM und DaHM mit Blick auf den Anwendungsfall Gang-
linienvorhersage gut abschneiden, wohingegen ScoHM in
dieser Hinsicht keinen deutlichen prädiktiven Nutzen zu
liefern vermag (KGE mit geringen Werten kleiner 0,5 sowie
deutlicher Bias in Anbetracht eines mBIAS signifikant grö-
ßer eins). Typischerweise lässt sich für DeHM und DaHM
ein Rückgang der Vorhersagegüte mit zunehmender Vor-
hersageweite feststellen, während hierzu bei den ScoHM-
Ergebnissen offenbar kein Zusammenhang besteht. Die
Konstellation aus unterschiedlichen QPEs/QPFs sowie un-
terschiedlichen Update-Zyklen scheint ebenfalls keinen
signifikanten Einfluss auf die Modellgüte bei der Gang-
linienvorhersage zu haben, mit Ausnahme des Antriebs
durch die Quantilvorhersage, welche (erwartbar aufgrund
ihrer generellen raum-zeitlichen Auflösung) stets ein wenig
schlechter performte.
Die Gütemaße wurden für alle in die Untersuchung
einbezogenen Pegeleinzugsgebiete ermittelt. Somit lässt
sich auch über alle Pegeleinzugsgebiete eine auf die Er-
gebnishäufigkeiten der Maße mBIAS und KGE bezogene
Auswertung vornehmen (siehe Abbildung 8.2.3). In den
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Abbildung 8.2.1: Modelloutputs von (a) DeHM, (b) DaHM sowie (c) ScoHM für den Pegel Porschdorf 1/Lachsbach, Vorhersageweite 6 h.
Ganglinien aus einzelnen Validierungsereignissen zusammengesetzt; Kalibrier-/Trainingsergebnisse sind nicht dargestellt. Abbildungen
entnommen aus SCHÜTZE ET AL. (2017).
Häufigkeitsverteilungen der Güten zeigt sich für DaHM ein
deutlich monomodales Verhalten mit der größten statis-
tischen Masse bei hohen KGE-Werten (jenseits 0,8) so-
wie Werten der Mittelwertquotienten um eins; damit weist
hier – also über alle untersuchten Pegeleinzugsgebiete –
DaHM die besten Güten aus. DeHM zeigt ebenfalls ein
monomodales Verhalten, wenn auch bei weitem nicht so
ausgeprägt; die Erwartung der Güten für KGE und mBIAS
ist hier weniger günstig als bei DaHM. Interessanterweise
schneidet für Vorhersageweiten bis 12 Stunden die Persis-
tenzvorhersage (Fall „konstant”) statistisch gesehen besser
ab, als DeHM. Für größere Vorhersageweiten gewinnt aller-
dings DeHM gegenüber der Persistenzvorhersage. ScoHM
hingegen zeigt für den Anwendungsfall Ganglinienvorher-
sage kaum einen signifikanten prädiktiven Nutzen, was
sich in geringen KGE-Werten und einem deutlichen Bias
(mBIAS-Werte ungleich 1) zeigt.
Untersucht man den statistischen Zusammenhang zwi-
schen den ermittelten Gütemaßen und der Einzugsgebiets-
größe, so ist festzustellen, dass die Güten am stärksten
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Abbildung 8.2.2: Vergleich der Gütemaße Quotient der Mittelwerte (mBIAS) und Kling-Gupta-Effizienz (KGE) für die Modellvalidierung
(Anwendungsfall Ganglinienvorhersage) der Modelle DeHM, DaHM und ScoHM über verschiedene Update-Zyklen für vier QPEs/QPFs,
beispielhaft für den Pegel Porschdorf 1/Lachsbach. Je heller die Linie einer Farbe, desto länger ist der Update-Zyklus. Im Vergleich
dazu dargestellt sind die Ergebnisse der zwei Varianten der Persistenzvorhersage. Abbildung verändert nach SCHÜTZE ET AL. (2017).

































Abbildung 8.2.3: Häufigkeitsbasierte Auswertung der Gütemaße Quotient der Mittelwerte (mBIAS) und Kling-Gupta-Effizienz (KGE)
über alle Pegeleinzugsgebiete für die Modellvalidierung (Anwendungsfall Ganglinienvorhersage) der Modelle DeHM, DaHM und
ScoHM für verschiedene Antriebe, exemplarisch für eine Vorhersageweite von 12 Stunden, Update-Zyklus 12 Stunden. Häufigkeiten
mit Kerndichteschätzung ermittelt; zum Vergleich dargestellt sind die Ergebnisse einer Variante der Persistenzvorhersage. Abbildung
verändert nach SCHÜTZE ET AL. (2017).
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Abbildung 8.2.4: Gütemaße Quotient der Mittelwerte (mBIAS) und Kling-Gupta-Effizienz (KGE) als Funktion der Einzugsgebietsgröße
AE über alle Pegeleinzugsgebiete für die Modellvalidierung (Anwendungsfall Ganglinienvorhersage) der Modelle DeHM, DaHM und
ScoHM, exemplarisch für den Antrieb mit Ombrometerdaten und eine Vorhersageweite von 12 Stunden, Update-Zyklus 12 Stunden.
Abbildung verändert nach SCHÜTZE ET AL. (2017).
bei geringen Einzugsgebietsgrößen streuen. Weiterhin fin-
det man – ebenfalls erwartungsgemäß – einen deutlichen
Rückgang der Streuung der Güten mit zunehmender Ein-
zugsgebietsgröße (größere Werte der KGE sowie Annä-
herung der mBIAS-Werte an eins; siehe Abbildung 8.2.4).
Der Zusammenhang zwischen Güten und Einzugsgebiets-
größe ist sicherlich maßgeblich auf die Verbesserung der
Niederschlagsschätzung mit zunehmender Bilanzflächen-
größe zurückzuführen (vergleiche Kapitel 6 und 7); im Übri-
gen besteht keine Korrelation zwischen der AUC und AE.
Die Ergebnisse für Modellantriebe mit QPF-Daten sind
dazu konsistent, mit entsprechend (leicht) geringeren Gü-





Die Bewertung der Eignung der untersuchten Modellan-
sätze für den Anwendungsfall Hochwasserfrühwarnung
erfolgt anhand der bereits für den Anwendungsfall Gang-
linienvorhersage (Abschnitt 8.2.1) untersuchten Ereignis-
se/Zeitbereiche; Daten, welche für Kalibrierung/Training
herangezogen wurden, bleiben bei der Untersuchung au-
ßen vor. Die Gütebestimmung erfolgt anhand des dichoto-
men Maßes der AUC und basiert auf einer schwellenwert-
bezogenen Auswertung der Modelloutputs (siehe Abschnitt
8.1.4). Die AUC wurde – wie bereits für den Anwendungs-
fall Ganglinienvorhersage – für unterschiedliche QPE/QPF-
Antriebe, verschiedene Vorhersageweiten sowie variable
Update-Zyklen bestimmt. Damit sind Ergebnisdarstellun-
gen wie in Abbildung 8.2.5 zu erhalten.
Abbildung 8.2.5 zeigt Ergebnisse für den Pegel Porsch-
dorf 1/Lachsbach, welche auch hier wieder im Vergleich
mit den weiteren Ergebnissen für andere Pegel als pro-
totypisch angesehen werden können. Wie auch bei den
Gütemaßen zu Beurteilung des Anwendungsfalls Gang-
linienvorhersage, ist für DeHM und DaHM ein Rückgang
der AUC mit zunehmender Vorhersageweite zu sehen, was
nicht für ScoHM gilt. Weiterhin hat erneut die Konstellati-
on aus unterschiedlichen QPEs/QPFs sowie unterschiedli-
chen Update-Zyklen keinen wesentlichen Einfluss auf die
Ausprägung der AUC, was auch für die Quantilvorhersage-
QPF gilt.
Abbildung 8.2.6 zeigt die häufigkeitsbasierte Auswer-
tung der ermittelten AUC-Werte über alle Pegeleinzugsge-
biete, exemplarisch für Vorhersageweiten von 12 sowie 24
Stunden. Es zeigt sich – wie bereits beim Anwendungs-
fall Ganglinienvorhersage – dass DaHM die besten Güten
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Abbildung 8.2.5: Vergleich des Gütemaßes Area Under (ROC) Curve (AUC) für die Modellverifikation (Anwendungsfall Hochwasser-
frühwarnung) der Modelle DeHM, DaHM und ScoHM über verschiedene Update-Zyklen für vier QPEs/QPFs, beispielhaft für den Pegel
Porschdorf 1/Lachsbach. Je heller die Linie einer Farbe, desto länger ist der Update-Zyklus. Im Vergleich dazu dargestellt sind die
Ergebnisse der zwei Varianten der Persistenzvorhersage. Abbildung verändert nach SCHÜTZE ET AL. (2017).








































Abbildung 8.2.6: Häufigkeitsbasierte Auswertung des Gütemaßes Area Under (ROC) Curve (AUC) über alle Pegeleinzugsgebiete für
die Modellverifikation (Anwendungsfall Hochwasserfrühwarnung) der Modelle DeHM, DaHM und ScoHM für verschiedene Antriebe,
exemplarisch für eine Vorhersageweite von (a) 12 Stunden sowie (b) 24 Stunden (21 Stunden bei COSMO-DE), Update-Zyklus
12 Stunden. Häufigkeiten mit Kerndichteschätzung ermittelt; zum Vergleich dargestellt sind die Ergebnisse einer Variante der
Persistenzvorhersage. Abbildung verändert nach SCHÜTZE ET AL. (2017).
aufweist. Allerdings gilt diese Aussage vor allem für kur-
ze Vorhersageweiten in der Größenordnung von wenigen
Stunden. Für längere Vorhersageweiten gleichen sich die
Güten der untersuchten Modellansätze stark an, wobei
beispielsweise für eine Vorhersageweite von 24 Stunden
ScoHM gar besser abschneidet, als DeHM und die Un-
terschiede zu DaHM entsprechend gering ausfallen. In-
teressant ist weiterhin, dass für kurze Vorhersageweiten
lediglich DaHM einen signifikanten prädiktiven Mehrwert
gegenüber der Persistenzvorhersage bietet.
Abbildung 8.2.7 zeigt den Zusammenhang der AUC
von der Größe der untersuchten Einzugsgebiete, jeweils für
Vorhersageweiten von 12 sowie 21 Stunden. Auch für die
AUC ist – wie bereits bei den deterministischen Maßen mBI-
AS und KGE – die Streuung für kleinere Einzugsgebiets-
größen größer, was wiederum hauptsächlich auf erratische
Effekte der Niederschlagsschätzung für kleine Bilanzgebie-
te zurückzuführen sein dürfte. Im Übrigen besteht keine
Korrelation zwischen der AUC und AE. In Abbildung 8.2.7
weiterhin dargestellt sind Bereiche mit AUC-Werten größer
0,8, wobei von mindestens einem guten prädiktiven Nutzen
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Abbildung 8.2.7: Gütemaß Area Under (ROC) Curve (AUC) als Funktion der Einzugsgebietsgröße AE über alle Pegeleinzugsgebiete
für die Modellverifikation (Anwendungsfall Hochwasserfrühwarnung) der Modelle DeHM, DaHM und ScoHM, exemplarisch für den
Antrieb mit Ombrometerdaten und eine Vorhersageweite von (a) 12 Stunden sowie (b) 21 Stunden, Update-Zyklus 12 Stunden. Grün
markiert sind die Bereiche mit AUC-Werten größer 0,8. Abbildung verändert nach SCHÜTZE ET AL. (2017).
auszugehen ist. Es wird ersichtlich, dass für kleine Ein-
zugsgebiete (AE < 200 km2) überwiegend ein mindestens
guter prädiktiver Nutzen zu erzielen sein wird, die Güten
für einige Gebiete aber dahinter zurückbleiben,1 was der
Unsicherheit bei der Niederschlagsschätzung zuzuschrei-
ben ist. Die hier nicht dargestellten Ergebnisse für Antriebe
mit QPF-Daten sind zu den erörterten Befunden wieder-
um konsistent, mit entsprechend (leicht) geringeren Güten
(siehe SCHÜTZE ET AL., 2017).
Schlussfolgerung 30: Für die Ganglinienvorhersa-
ge sind Bewertungsansätze der Hochwasserneigung
(Scoring-Verfahren) ungeeignet; für den Anwendungsfall
Hochwasserfrühwarnung sind sie jedoch für mittlere Vor-
hersageweiten (ab 12 Stunden) datengetriebenen und
deterministischen Verfahren annähernd ebenbürtig. v
1Allerdings ist auch für Werte AUC > 0, 5 noch davon auszugehen,
dass ein prädiktiver Nutzen vorhanden ist.




Bei der modellgestützten Hochwasserfrühwarnung für klei-
ne Einzuggebiete ist es immanent wichtig, die räumliche
Übertragbarkeit von Modellansätzen zu bewerten, also zu
bestimmen, „ob und mit welchen Einschränkungen Modelle
zur Durchflussvorhersage regionalisierbar sind” SCHÜTZE
ET AL. (2017). Das ist natürlich vor allem dann von Inter-
esse, wenn die Einzugsgebiete unbepegelt sind, was für
kleine Einzugsgebiete die Regel sein wird. SCHÜTZE ET AL.
(2017) erwähnen weiterhin, dass „nicht zuletzt mittels der
Bestimmung der räumlichen Übertragbarkeit der Modelle
[ihre] regionale Robustheit eingeschätzt werden [kann]”.
Methodisch kommt dazu ein regionales Jackknifing
zum Einsatz, also eine Methode des statistischen Res-
amplings. Dabei wird aus einer Stichprobe mit n Elemen-
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ten jeweils ein Element entnommen und es werden somit
n neue, reduzierte Stichproben erhalten. Das Verfahren
wurde ausschließlich in Flussgebieten mit mehreren vor-
handenen Pegeln durchgeführt (siehe Tabellen 8.1.2 bis
8.1.3). Gewissermaßen wird mittels des Jackknifings je-
der dieser Pegel einmal entnommen und die Lücke durch
Informationen der anderen Pegel im Flussgebiet ersetzt.
Da wie bereits erwähnt Flussgebiete mit einzelnen Pegeln
nicht betrachtet werden, wurden von den untersuchten 50
Pegeln 35 jeweils einmal entnommen. Die in der ersten
Stufe der Studie untersuchten Flussgebiete (siehe Tabelle
8.1.1) wurden bei der Regionalisierungsstudie nicht mit
betrachtet.
8.3.1 Regionalisierung für DaHM
In das neuronale DaHM-Modell gehen auch Durchflussda-
ten ein (siehe Gleichung 8.1.1). Weiterhin hat der Durch-
fluss als Zielgröße entscheidenden Einfluss auf das Netz-
training (SCHÜTZE ET AL., 2017). Daher werden für einen
betrachteten (und beim Jackknifing zu entnehmenden Pe-
gel) dessen nunmehr unbekannten Durchflüsse aus de-
nen eines Referenzpegels abgeschätzt, wobei der nächste
ober- oder unterstromig liegende Pegel gewählt wurde, ab-
hängig von der geringsten Differenz von AE bezüglich des
Untersuchungspegels. In einigen, hydrologisch begründe-
ten Fällen, erfolgte eine andere Wahl. Beispielsweise wurde
im Fall Herzogswalde 1 der Einfluss des Rothschönberger
Stollens auf den Referenzpegel Munzig berücksichtigt; der
Pegel Neidhardtsthal entfällt aufgrund des Einflusses der
Talsperre Eibenstock. Tabelle 8.3.1 listet die bei der Regio-
nalisierung von DaHM (und ScoHM; siehe ff.) betrachteten
Pegel und Referenzpegel.
Für den betrachteten Pegel wird eine synthetische
Durchflussganglinie QReg erstellt. Dabei wird sich auf den
Durchfluss QRef am Referenzpegel bezogen, wobei die
Verhältnisse der Einzugsgebietsflächen ARegE und A
Ref
E so-
wie der Niederschlagssummen der vergangenen fünf Tage
PReg5d und P
Ref









Es wird die Wellenlaufzeit ±t zwischen den beiden Pegeln
berücksichtigt, wobei Abschätzungen nach ERLER ET AL.
(2011) und WAGNER (2012) zur Anwendung kamen.
8.3.2 Regionalisierung für DeHM
Aufgrund seiner Modellstruktur kann DeHM an allen topolo-
gischen Knoten („Teilgebiete”) Outputs liefern. Bei Entnah-
me eines Pegels im Sinne des Jackknifings heißt das, dass
an diesem Knoten keine Vergleichsdaten vorhanden sind.
Hier muss wiederum eine Zuordnung des betrachteten Teil-
gebiets zu einem beobachteten Querschnitt, in der Regel
dem nächsten unterstrom gelegenen Pegel, vorgenom-
men werden. Die Kalibrierung und Validierung/Verifikation
erfolgt ohne die Kenntnis der Daten des entnommenen
Pegels. Eine Ausnahme bilden die Auslasspegel der Fluss-
gebiete; diese Gebiete werden jeweils dem nächsten ober-
stromigen Pegel zugeordnet. Da DeHM ein deterministi-
sches hydrologisches Modell ist, werden an allen Topolo-
gieknoten Anfangsbedingungen benötigt; diese müssen für
jeweils die entnommenen Pegel geschätzt werden (wie-
derum aus den Werten des nächsten ober- oder unter-
stromigen Pegels). Im Zwischeneinzugsgebiet des letzten
unterstromigen Pegels eines Flussgebietes gibt es zumeist
Teilflächen, welche unbepegelt sind (beispielsweise Kopf-
gebiete im Nebenschluss). Für diese Teilgebiete wird die
Anfangsbedingung anhand einer Simulation der Ganglinie
am untersten Pegel abgeschätzt, was via einer Übertra-
gung von Abflussspenden erfolgt. Die dafür verwendete









mit der normierten Spende qnorm [L3L−2T], dem Durchfluss
Q [L3T−1], der Einzugsgebietsfläche AE [L2], der Normie-
rungsfläche 𝛼 [L2] sowie dem freien Koeffizienten 𝛽 [−],
wobei für Sachsen 𝛽 = 0, 12 gilt (SCHWARZE ET AL., 2015;
SCHÜTZE ET AL., 2017).1 Durch gleichsetzen von qnorm an
zwei Pegeln (Zielpegel und Referenz) und umstellen nach









Naturgemäß ist die Gleichsetzung der Spenden nur
begrenzt belastbar; besonders bei Hochwasserereignissen
werden damit am Zielpegel tendenziell die Scheitel zu hoch
und die fallenden Äste der Ganglinien zu niedrig geschätzt.
Laut SCHÜTZE ET AL. (2017) funktioniert die Abschätzung
1Spende hier in l · s−1 km−2, Durchfluss in m3 · s−1 und Flächen in
km2.
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Tabelle 8.3.1: Übersicht der für die Regionalisierung gewählten Referenzpegel für DaHM und ScoHM. Der Pegel Neidhardtsthal
entfällt wegen des Einflusses der Talsperre Eibenstock. Tabelle entnommen aus SCHÜTZE ET AL. (2017).
Zielpegel Referenzpegel Zielpegel Referenzpegel
Rothenthal Borstendorf Herzogswalde 1 Munzig 1
Zöblitz Borstendorf Munzig 1 Garsebach
Borstendorf Zöblitz Garsebach Munzig 1
Pietzschwitz Prischwitz Bad Elster 1 Adorf 1
Prischwitz Zescha Adorf 1 Oelsnitz
Zescha Prischwitz Oelsnitz Adorf 1
Neustadt 1 Sebnitz 2 Sachsengrund Schönheide 3
Sebnitz 2 Neustadt 1 Schönheide 3 Aue 3
Porschdorf 1 Sebnitz 2 Eibenstock 2 Schönheide 3
Großschweidnitz Gröditz 2 Markersbach 1 Markersbach 2
Gröditz 2 Großschweidnitz Markersbach 2 Markersbach 1
Bärenfels Schmiedeberg 1 Wildenau 1 Aue 1
Schmiedeberg 1 Dippoldiswalde 1 Aue 1 Wildenau 1
Dippoldiswalde 1 Schmiedeberg 1 Aue 3 Niederschlema
Schöps Jänkendorf 1 Niederschlema Aue 3
Jänkendorf 1 Schöps Wolfersgrün Zwickau-Pölbitz
Wernersbach HP Herzogswalde 1 Zwickau-Pölbitz Niederschlema
Tabelle 8.3.2: Übersicht der für die Regionalisierung (Berechnung der Anfangsbedingungen) gewählten Referenzpegel für DeHM.
Tabelle entnommen aus SCHÜTZE ET AL. (2017).
Zielpegel Referenzpegel Zielpegel Referenzpegel
Rothenthal Borstendorf Munzig 1 Garsebach
Zöblitz Borstendorf Garsebach Munzig 1
Borstendorf Zöblitz Bad Elster 1 Adorf 1
Pietzschwitz Prischwitz Adorf 1 Oelsnitz
Prischwitz Zescha Oelsnitz Adorf 1
Zescha Prischwitz Sachsengrund Schönheide 3
Neustadt 1 Porschdorf 1 Schönheide 3 Neidhardtsthal 1
Sebnitz 2 Porschdorf 1 Eibenstock 2 Neidhardtsthal 1
Porschdorf 1 Sebnitz 2 Neidhardtsthal 1 Aue 3
Großschweidnitz Gröditz 2 Markersbach 1 Markersbach 2
Gröditz 2 Großschweidnitz Markersbach 2 Wildenau 1
Bärenfels Schmiedeberg 1 Wildenau 1 Aue 1
Schmiedeberg 1 Dippoldiswalde 1 Aue 1 Aue 3
Dippoldiswalde 1 Schmiedeberg 1 Aue 3 Niederschlema
Schöps Jänkendorf 1 Niederschlema Zwickau-Pölbitz
Jänkendorf 1 Schöps Wolfersgrün Zwickau-Pölbitz
Wernersbach HP Herzogswalde 1 Zwickau-Pölbitz Niederschlema
Herzogswalde 1 Munzig 1
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im Niedrig- und Mittelwasserbereich jedoch gut, was mit
Blick auf den Zweck der Ermittlung des Anfangszustan-
des bestimmter Berechnungsknoten als hinreichend genau
erscheint. Tabelle 8.3.2 listet die für die Berechnung der
Anfangsbedingungen einbezogenen Referenzpegel.
8.3.3 Regionalisierung für ScoHM
Für ScoHM werden keine Durchflussdaten als Inputpara-
meter des Modells benötigt. Allerdings ist es für eine Gü-
tebewertung des Modells notwendig, die dimensionslosen
Scores des Modelloutputs in Zusammenhang mit Durch-
flussdaten zu bringen. Hier kommt wie bereits erwähnt ein
Quantilmapping zum Einsatz (vergleiche Abschnitt 8.1.4),
wofür längere Durchflusszeitreihen bereitgestellt werden
müssen. Hierfür werden – wie auch für DaHM – anhand
von an Referenzpegeln bekannten Durchflussverläufen syn-
thetische Ganglinien am Zielpegel abgeleitet (Pegel siehe
Tabelle 8.3.1). Es wird vereinfachend angenommen, dass






Im Vergleich zu Gleichung 8.3.1 entfällt hier die Berücksich-
tigung des Niederschlagsverhältnisses. Der Grund dafür ist,
dass unter Umständen das Niederschlagsverhältnis sehr
groß werden kann, was wiederum zu einer Überschätzung
des korrespondierenden Durchflusses führt. Da allerdings
das Quantilmapping sehr sensitiv gegenüber einzelnen,
extremen Werten von Q ist, würden diese zu einem fehler-
haften Mapping der Scores auf Durchflusswerte führen.
8.3.4 Ergebnisse der
Regionalisierungsstudie
Abbildung 8.3.1 zeigt prototypische Ergebnisse der Regio-
nalisierungsstudie für den Modellantrieb mit Ombrometer-
daten (Best-Forecast-Szenario). Dargestellt sind häufig-
keitsbasierte Auswertungen (Boxplots über alle Einzugs-
gebiete) für die beiden Gütemaße KGE (Anwendungsfall
Ganglinienvorhersage) sowie AUC (Anwendungsfall Hoch-
wasserfrühwarnung) in Abhängigkeit von der Vorhersage-
weite für den Referenzdatensatz sowie den regionalisierten
(via Jackknifing erhaltenen) Datensatz. Weitere Ergebnis-
se der Regionalisierungsstudie, beispielsweise für weitere
QPF-Antriebe, finden sich bei SCHÜTZE ET AL. (2017), wer-
den aber aus Gründen der Übersichtlichkeit hierin nicht
dargestellt.
Es zeigt sich, dass sich die für DeHM und DaHM bei
räumlicher Übertragung zu erwartenden Ergebnisgüten
verschlechtern, wobei diese Verschlechterung ausgepräg-
ter für die KGE ist (Anwendungsfall Ganglinienvorhersage).
ScoHM hingegen zeigt sich erstaunlich robust bei der regio-
nalen Übertragung des Modellansatzes; teilweise ist sogar
eine Verbesserung der Güten im regionalisierten Fall zu
beobachten, was für den Anwendungsfall Hochwasserfrüh-
warnung den Ansatz für kleine, unbepegelte Gebiete und
Vorhersageweiten von 21 Stunden und mehr überlegen
erscheinen lässt! Allerdings – wie bereits herausgestellt
wurde – hat ScoHM mit Blick auf die KGE (Anwendungsfall
Ganglinienvorhersage) kaum einen prädiktiven Nutzen und
ist in dieser Hinsicht DeHM und vor allem DaHM deutlich
unterlegen.
8.4 Diskussion
Tabelle 8.4.1 nimmt eine Gegenüberstellung (oberer Teil
der Tabelle) und vergleichende qualitative Bewertung (un-
terer Teil) der untersuchten hydrologischen Modellansätze
DeHM, DaHM und ScoHM vor. Es wird deutlich, dass für
den Anwendungsfall Frühwarnung ein sehr simpler Scoring-
Ansatz vergleichsweise hohen prädiktiven Nutzen bietet
und gleichzeitig robust regionalisierbar ist. Eingedenk der
sehr einfachen implementierungsseitigen und operationel-
len Ansprüche dieses Ansatzes, ist er nach dem aktuellen
Kenntnisstand zur Ableitung von qualitativen Frühwarn-
produkten zunächst zu bevorzugen. Anders sieht es aus,
wenn die möglichst exakte Simulation des Ganglinienver-
laufs notwendig ist (Anwendungsfall Ganglinienvorhersa-
ge). Hier sind datengetriebene Verfahren (beispielsweise
KNN-basiert) oder „klassische“ hydrologische Modellierung
durchaus überlegen.
Es bleibt also festzuhalten, dass per se keiner der
untersuchten Modellansätze gegenüber eines anderen fa-
vorisiert werden sollte. Aspekte wie Ansprüche und Erwar-
tungen von Nutzern von Frühwarnprodukten (Kapitel 5)
oder die Güte der antreibenden Niederschlagsschätzun-
gen bzw. quantitativen Niederschlagsvorhersagen (Kapitel
6 und 7) müssen mit bei der Wahl eines für die Ablei-
tung von Hochwasserfrühwarnungen geeigneten hydrologi-
schen Modellansatzes berücksichtigt werden. Nicht zuletzt
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8 Vergleichende Bewertung hydrologischer Modellansätze
KGE 
AUC 
DeHM DaHM ScoHM 
Vorhersageweite (h) 
Abbildung 8.3.1: Boxplots von KGE (Anwendungsfall Ganglinienvorhersage) sowie AUC (Anwendungsfall Hochwasserfrühwarnung)
in Abhängigkeit von der Vorhersageweite über alle untersuchten Einzugsgebiete für den Referenzdatensatz (grün) sowie den
regionalisierten (via Jackknifing erhaltenen) Datensatz (rot). Antrieb mit Ombrometerdaten (Best-Forecast-Szenario); Update-Zyklus
12 Stunden. Abbildung verändert nach SCHÜTZE ET AL. (2017).
spielen auch Faktoren wie Erstellungs-, Implementierungs-
und Betriebsaufwand solcherlei Modelle für deren opera-
tionellen Einsatz eine nicht zu vernachlässigende Rolle!
Eine generelle Frage ist, ob es sinnvoll sein kann, ein
Modellsystem für unterschiedliche Anwendungsfälle (kon-
kret: Ganglinienvorhersage und Hochwasserfrühwarnung)
zu konzipieren und zu betreiben (wie beispielsweise das die
Hochwasservorhersagezentralen in Baden-Württemberg
und Rheinland-Pfalz tun). Eine solche synergetische Be-
trachtungsweise böte eine Reihe von Vorteilen, vor allem
durch die Verringerung des operationellen Aufwandes be-
ziehungsweise die gleichsinnige Behandlung von Pre- und
Postprocessing-Verfahren etc. Andererseits sind einige
fachliche Aspekte nicht leicht zu behandeln; beispielsweise
muss solch ein „synergetisches Modellsystem” über alle
Durchflussbereiche (Niedrigwasser bis extremes Hochwas-
ser) eine zuverlässige Prognose ermöglichen.
Schlussfolgerung 31: Für den Anwendungsfall Hoch-
wasserfrühwarnung bietet ein simples Scoring-Verfahren
einen hohen prädiktiven Nutzen bei gleichzeitig guter
räumlicher Übertragbarkeit bzw. Generalisierbarkeit und
ist in dieser Hinsicht datengetriebenen und deterministi-
schen Verfahren überlegen. v
142
8.4 Diskussion
Tabelle 8.4.1: Modellgegenüberstellung DeHM, DaHM und ScoHM; grün: vorteilhaft; gelb: eher nachteilig, potentiell optimierbar;
orange: nachteilig. Tabelle verändert nach METZKES (2016).
DeHM DaHM ScoHM
Modellklasse Deterministisches Datengetriebenes Klassifizierendes
konzeptionelles Modell (KNN) Bewertungsverfahren
Modell (FSAP)
Mathematische Konzeptionell- Nichtlineare Scoring-Verfahren
Abbildung analytische Regression (beim Quantilmapping
Modellbausteine (zweilagiges handelt es sich um
(enthalten effektive Perzeptron mit nichtlineare Regression)
Parameter) verdeckter Schicht)
Antriebsdaten Niederschlag, Niederschlag, Niederschlag
(Inputparameter) Durchfluss (via Zu- Durchfluss
standsnachführung)
Modellausgabe Durchflussganglinie Durchflussganglinie Dimensionsloser Score
(Outputparameter) (quasi-stetig) (quasi-stetig) (unstetig)
Implementierungs- Hoch Mittel Gering
aufwand
Trainings-/ Hoch Mittel Gering
Kalibrierungsaufwand
Aufwand im Mittel bis hoch Gering Gering
operationellen Einsatz
Zeitliche Uneingeschränkt Eingeschränkt Eingeschränkt
Extrapolierbarkeit (aber prozessabhängig (limitierte Beobachtungs- (limitierte Beobachtungs-
limitierte Gültigkeit reihen für Netztraining reihen für Ableitung
effektiver Parameter) von Schwellenwerten)
Modellgüte beim Gut Sehr gut Mittel bis gut
Hindcasting; (abnehmend mit (abnehmend mit (stabil bei
Anwendungsfall zunehmender zunehmender zunehmender
Ganglinienvorhersage Vorhersageweite) Vorhersageweite) Vorhersageweite)
Modellgüte beim Gut bis sehr gut Sehr gut Gut
Hindcasting; (abnehmend mit (abnehmend mit (stabil bei
Anwendungsfall zunehmender zunehmender zunehmender
Hochwasserfrühwarnung Vorhersageweite) Vorhersageweite) Vorhersageweite)
Räumliche Eingeschränkt Eingeschränkt Uneingeschränkt
Übertragbarkeit (räumlich limitierte (Training an
Gültigkeit effektiver synthetischen Gang-
Parameter) linien notwendig)
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9 Zusammenfassung Teil II
In Pilotstudien wurden Nutzeransprüche, meteorologi-
sche Antriebsdaten sowie hydrologische Modellkonzepte
untersucht, um einen möglichen Weg hin zu einer Hoch-
wasserfrühwarnung in kleinen, sub-mesoskaligen Einzugs-
gebieten in Sachsen aufzuzeigen. Dabei wurden die fol-
genden Erkenntnisse erhalten:
Erstens ist eine Mehrzahl der Befragten Nutzer mit
einem Vorhersagezeitraum von 24 Stunden zufrieden zu
stellen. Weiterhin wird dem vorhergesagten Maximalwas-
serstand bzw. Meldestufe eine höhere Bedeutung beige-
messen, als der Vorhersage des Zeitpunkts des Eintritts
des Hochwasserscheitels.
Zweitens liefern mit probabilistischen numerischen
Wettervorhersageprodukten angetriebene hydrologische
Modelle für die Kurzfristvorhersage Ergebnisse mit den
höchsten Güten, verglichen mit deterministischen NWP-
Antrieben oder flächig integrierten Produkten (z. B. DWD-
Quantilvorhersage).
Drittens haben die Güteunterschiede der Nieder-
schlagsvorhersagen keinen allzu deutlichen Einfluss auf
die Güte der hydrologischen Modellierung.
Viertens kann per se keiner der untersuchten Mo-
dellansätze gegenüber eines anderen favorisiert werden.
Wenn einfache, klassifizierende Modelle hinsichtlich der
Nutzeransprüche an eine Frühwarnung (Wird ein bestimm-
ter Schwellenwert innerhalb des Vorhersagezeitraums
überschritten, oder nicht? Art des Warnprodukts?) aus-
reichen, so zeigen die Ergebnisse der entsprechenden
Pilotstudie, dass ein solcher Ansatz (ScoHM) unter den
gegebenen Anforderungen gut eingesetzt werden kann. Im
Gegensatz dazu stehen komplexere, mit aufwändigen Pa-
rameterschätzungen verbundene Modellansätze, welche
oftmals nur mit Einschränkungen (DeHM, DaHM) regionali-
sierbar sind.
Es bleibt stets zu beachten, dass insbesondere sehr
intensive, seltene und kleinräumige meteorologische Er-
eignisse in ihrem raum-zeitlichen Auftreten nur unter Ein-
schränkungen vorhersagbar sind und meteorologische An-
triebe diesbezüglich ungenügend verifizieren. Vor diesem
Hintergrund sind die damit verbundenen Grenzen der Hoch-
wasserfrühwarnung für kleine Einzugsgebiete zu akzeptie-





10 Schlüsse aus den Erkenntnissen der Pilotstudien
sowie des Projektworkshops
Umfangreiche Voruntersuchungen beziehungsweise
Pilotstudien (Projektmeilensteine 1 bis 4 sowie 6 bis 8;
siehe Tabelle 3.4.2) behandelten die Aspekte (a) Nutzer-
ansprüche, (b) Qualität meteorologischer Antriebsdaten
sowie (c) Eignung hydrologischer Modellansätze für ein
sächsisches Hochwasserfrühwarnsystem. Die dabei ge-
wonnenen Erkenntnisse sind hierin umfassend im Teil II
dargestellt.
Zusätzliche Erkenntnisse erbrachte der im November
2015 durchgeführte Projektworkshop (siehe Abschnitt 3.5),
beispielsweise hinsichtlich des Zuschnittes von Vorhersa-
gegebieten. Auf Basis dieser Befunde sollen nun in die-
sem Kapitel Schlüsse gezogen werden, welche letztendlich
zu Grobanforderungen für ein operationelles Hochwasser-
frühwarnsystem für Sachsen kondensiert werden können
(siehe Abschnitt 10.4).
10.1 Nutzerstudie
Die wesentlichen aus der Nutzerstudie (Kapitel 5) gezo-
genen Erkenntnisse waren, dass die Nutzer eines säch-
sischen Hochwasserfrühwarnsystems vor allem an einer
Prognose maximaler Wasserstände interessiert sind, wel-
che einen Vorhersagezeitraum von 12 bis 24 Stunden ab-
deckt. Weiterhin erbrachte die Studie keinen klaren Befund
dahingehend, ob Nutzer probabilistische Vorhersagen ak-
zeptieren, oder gar begrüßen. Ein eher generelles, regio-
nales Frühwarnprodukt wie eine via Internet bereitgestell-
te (flussgebietsbezogene) „Ampelkarte” (siehe Abschnitt
1.6.1) wird mehrheitlich befürwortet. Mit Blick auf das zu
konzipierende Hochwasserfrühwarnsystem lassen sich die
folgenden Ansprüche ableiten:
Vorhersagezeitraum: Mindestens 12 bis 24 Stunden, wo-
bei hier zu berücksichtigen ist, dass die Nutzer zum
einen eine möglichst akkurate Prognose/Vorhersage
wünschen, zum anderen, dass die Unsicherheiten mit
der Vorhersageweite anwachsen.
Aktualisierungsintervall (Update-Zyklus): Wurde nicht
explizit erhoben, sollte allerdings die Aktualisierungs-
häufigkeiten der QPE- und QPF-Produkte antizipie-
ren.1
Art des Antriebs: Es ist das Konzept deterministischer
Antriebe zu verfolgen, da die nutzerseitige Akzeptanz
und Interpretationsfähigkeit probabilistischer Produk-
te zunächst gestärkt werden muss. Allerdings ist es
bei der Auslegung eines Frühwarnsystems wichtig,
bei Bedarf probabilistische Antriebe verarbeiten zu
können.
Art des Warnprodukts: Eine via Internet bereitgestellte
Ampelkarte scheint ein verständliches und geeignetes
Produkt zur Darstellung (deterministischer) Frühwarn-
informationen zu sein. Ein Vorteil dieses Produkttyps
ist, dass eine gewisse räumliche Generalisierung bei
dessen Erstellung erfolgen muss. Somit wird der räum-
lichen Vorhersageunsicherheit ein Stück weit Rech-
nung getragen und keine Genauigkeit vorgetäuscht,
welche nicht erzielbar sein wird.
10.2 Studien zur Verifikation
meteorologischer
Antriebsdaten
Es wurden zwei Verifikationsstudien durchgeführt (siehe
Kapitel 6 und 7). Erstens wurden typische deterministi-
sche QPEs und QPFs verifiziert; zweitens zusätzlich eine
probabilistische QPF in die Untersuchung mit einbezogen.
Weiterhin wurde ermittelt, bis zu welcher räumlichen Detail-
lierung/Größe von Bilanzgebieten sowie Vorhersageweite
die entsprechenden QPEs und QPFs noch günstig verifi-
zieren.
1Beispielsweise Ombrometerdaten und RADOLAN: 1 h, COSMO-DE:
3 h, Quantilvorhersage: 12 h
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10.3 Hydrologische Pilotstudie
Auf der QPE-Seite sind quantitative Radarprodukte
hinsichtlich ihrer raum-zeitlichen Auflösung überlegen, er-
fordern allerdings qualitativ hochwertige Punktbeobachtun-
gen aus einem Niederschlagsmessnetz („Ombrometerda-
ten”) zur ihrer „Aneichung”. Probabilistische QPFs verifizie-
ren besser als deterministische Produkte; dieser Mehrwert
kann aber nur dann auch durch die hydrologische Model-
lierung propagiert werden, wenn probabilistische Antriebe
mit entsprechenden Methoden verarbeitet werden. Für ex-
treme Niederschlagsereignisse ist generell kein deutlicher
Nutzen durch quantitative Niederschlagsvorhersagen mehr
zu erwarten.1
Bei Vorhersageweiten von 24 Stunden (12 h) ist erst
ab Bilanzflächengrößen von circa 500 km2 (200 km2) und
aufwärts mit einer Stabilisierung der Güten deterministi-
scher Vorhersagen zu rechen; probabilistische Produkte
verifizieren dahingehend signifikant besser. Für kleinere
Bilanzflächen (wenige zehn Quadratkilometer) sind die Vor-
hersagen erratisch und es ist kein prädiktiver Nutzen zu
erwarten. Es lassen sich auf Basis der Erkenntnisse aus
den Verifikationsstudien mit Blick auf ein Hochwasserfrüh-
warnsystem die folgenden Schlüsse ziehen:
QPEs: Als QPE sind Radarprodukte unbedingt als Antrieb
zu berücksichtigen; Echtzeit-Ombrometerdaten sollten
aber stets als Referenz zum Vergleich mit einbezoge-
nen werden.
QPFs: Probabilistische QPFs sollten als Antrieb in Erwä-
gung gezogen werden, um den prädiktiven Nutzen von
NWP zu maximieren. Sollte das nicht erwogen werden
(siehe Abschnitt 10.1), so ist der gegenüber probabi-
listischen Produkten geringere Nutzen von determi-
nistischen QPFs zu beachten. Generell können nur
konvektionserlaubende („convection-permitting”) At-
mosphärenmodelle (wie COSMO-DE) Konvektion und
Starkregen auf den für die Hochwasserfrühwarnung
für kleine Einzugsgebiete relevanten raum-zeitlichen
Skalen abbilden. Output von Globalmodellen (wie
GFS) ist als Antrieb ungeeignet.
Güte und Bilanzflächengröße: Aussagen im Sinne von
räumlich gültigen Hochwasserfrühwarninformationen
sollten für Flächeneinheiten von 200 bis 500 km2 auf-
wärts bereitgestellt werden. Methodisch kann das
durch Aggregierung/Generalisierung geschehen. Dem
1Wobei „erwarten” hier im statistischen Sinne zu verstehen ist.
Sinne nach erhält man so eine regionale Information
(„regionale Hochwassergefährdung”).
Güte und Vorhersageweite: Für die angestrebten kurz-
und mittelfristigen Vorhersagezeiträume (12 bis 24
Stunden) ist – eingedenk der erörterten räumlichen
Abhängigkeit – noch mit einem signifikanten prädikti-
ven Nutzen von quantitativen Niederschlagsvorhersa-
gen zu rechnen. Für größere Vorhersageweiten ver-
schwindet dieser Nutzen.
10.3 Hydrologische Pilotstudie
Die in Kapitel 8 vorgestellte Pilotstudie unternimmt die Be-
wertungen unterschiedlicher, potentiell als zur Ableitung
von Hochwasserfrühwarnungen dienender Modellansätze.
Weiterhin wurde untersucht, wie gut/robust diese Ansätze
regionalisierbar bzw. für unbeobachtete Gebiete übertrag-
bar sind. Im Ergebnis wurde deutlich, dass Bewertungs-
verfahren der Hochwasserneigung/-gefährdung (FSAPs;
siehe Abschnitt 2.2.3) als Basis für Hochwasserfrühwarnun-
gen einen mit den anderen Modellansätzen vergleichbaren
prädiktiven Nutzen gewährleisten können. Gleichzeitig sind
diese Ansätze leicht und vor allem robust regionalisierbar.
Für ein sächsisches Hochwasserfrühwarnsystem bedeutet
das:
Modellansatz: Ein klassifizierendes Bewertungsverfahren
(wie ScoHM) zur Ableitung der Hochwasserneigung/-
gefährdung bietet einen ausgewogenen hydrologi-
schen Modellansatz für den Anwendungsfall Hochwas-
serfrühwarnung (vergleiche Abschnitt 8.2.2). Gleich-
zeitig ist dieser Ansatz vergleichsweise leicht zu imple-
mentieren und zu betreiben. Für die Vorhersage von
Ganglinien ist solch ein Ansatz allerdings klar unge-
eignet, weil er dahingehend keinen prädiktiven Nutzen
bieten kann (vergleiche Abschnitt 8.2.1).
Regionalisierbarkeit: Ein Ansatz wie ScoHM ist ohne
Einschränkungen und ohne signifikanten Rückgang
der Güte regional übertragbar, was eine wichtige Prä-
misse hinsichtlich der Hochwasserfrühwarnung für
kleine (meist unbepegelte!) Einzugsgebiete ist.
10.4 Fazit
In der Zusammenschau der in den Pilotstudien in Teil II
untersuchten Aspekte (a) Nutzeransprüche, (b) Qualität
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10 Schlüsse aus Pilotstudien und Projektworkshop
meteorologischer Antriebsdaten sowie (c) Eignung hydro-
logischer Modellansätze, als auch mit Blick auf die Ergeb-
nisse des Projektworkshops (siehe Abschnitt 3.5), lassen
sich für die Konzeption eines operationellen Hochwasser-
frühwarnsystems für Sachsen die folgenden fachlichen
Grobanforderungen ableiten:
ä Vorhersagezeitraum in der Größenordnung von 12
bis 24, eventuell 48 Stunden; idealerweise variabel
beziehungsweise anpassbar
ä Verarbeitung sowohl von Radar- als auch stationsbe-
zogenen QPEs
ä Verarbeitung von deterministischen QPFs; potentiell
Verarbeitung von probabilistischen QPFs vorsehen
(hinsichtlich Mengengerüst, Rechenzeit etc.)
ä Verwendung eines einfachen, robusten Bewer-
tungsverfahrens der Hochwasserneigung/-anfälligkeit
(FSAP) als hydrologischen Modellansatz
ä Erzeugung eines regions- und flussgebietsbezogenen
Ampelkarten-Produkts zur Hochwasserfrühwarnung
(mit drei bis vier Warn- bzw. Gefährdungsstufen)
ä Räumliche Aggregierung/Generalisierung von Ergeb-
nissen zu regional gültigen Aussagen für Vorhersa-
gegebiete mittels eines geeigneten Verfahrens (z. B.
WARNSIM; siehe Abschnitt 2.7 sowie DEMUTH, 2015)
ä Zuschnitt der Vorhersagegebietsgeometrien anhand
von Flussgebietsgrenzen
ä Update des Frühwarnprodukts in regelmäßigen Zeit-
abständen (beispielsweise aller 3 oder 6 Stunden)
ä Vorsehen der Möglichkeit von Eingriffen eines Exper-
ten bei der Produkterstellung
ä Bereitstellung des Produkts via des Webportals des
Landeshochwasserzentrums
ä Typisierung der Daten und Konzeption der zugrun-
de liegenden IT-Verfahren in einer Weise, sodass
eine leichte und bruchfreie Weiterverwendung von
Frühwarninformationen durch Zweit- und Drittsysteme
möglich ist1
Diese Anforderungen sollen die Grundlage der weiteren
fachlichen und informationstechnischen (Fein)-Konzeption
eines operationellen Frühwarnsystems bilden, welche im
folgenden Kapitel 11 detailliert dargestellt wird.
Schlussfolgerung 32: Pilotuntersuchungen sind essen-
tiell wichtig, um die Aspekte Nutzeransprüche, Eignung
meteorologischer Antriebsdaten sowie Eignung hydrolo-
gischer Modellansätze im Kontext der Hochwasserfrüh-
warnung fachlich zu beleuchten. Somit kann eine belast-
bare Basis für die fachliche und technische Spezifikation
eines operationellen Hochwasserfrühwarnsystems ge-
legt werden. v
1Dieser Punkt ist besonders im Hinblick darauf wichtig, dass aktuell
noch ungeklärt ist, ob ein Frühwarnprodukt auch anders als via Internet
verteilt werden soll und eventuell auch ein Produkt im Sinne des amtlichen
Hochwassernachrichten- und Alarmdienstes darstellen soll und kann. Mit-
tels eines geeigneten Designs des Frühwarnsystems kann gewährleistet
werden, dass Frühwarninformationen/-produkte potentiell auch durch das
am LHWZ betriebene Hochwasserinformations- und -managementsystem
(HWIMS) verteilt werden können.
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11 Konzeption und Implementierung eines
operationellen Hochwasserfrühwarnsystems für
Sachsen
Gemäß des für das Projekt gewählten Vorgehensmo-
dells (siehe Abschnitt 3.4) und den Schlüssen aus den Er-
kenntnissen der Pilotstudien (Kapitel 10) sieht der Projekt-
meilenstein Nummer 9 die Konzeption, Implementierung
und Operationalisierung einer Perspektive zur Hochwasser-
frühwarnung in KALYPSO vor. Die damit verbundenen Akti-
vitäten werden nun dargestellt. Die inhaltliche Grundlage
der folgenden Ausführungen sind die Leistungsbeschrei-
bung (LFULG, 2016c), das Fachkonzept (LFULG, 2016b)
sowie die Softwarespezifikation (BCE, 2016b).
11.1 Ausgangssituation und
Zielsetzung
Derzeit bestehen im Bereich des LHWZ keine zur Ableitung
von Produkten für die Hochwasserfrühwarnung geeignete
Verfahren. Ausgehend von den Befunden der umfangrei-
chen, hierin dargestellten Voruntersuchungen (siehe Teil
II) soll eine Perspektive1 zur Hochwasserfrühwarnung2 im
Vorhersageframework KALYPSO erstellt werden. Es soll
so eine flussgebietsbezogene Ampelkarte der regionalen
Hochwassergefährdung als Produkt zur Hochwasserfrüh-
warnung operationell bereitgestellt werden. KALYPSO wird
vom LHWZ auch für die Verwaltung und Bedienung von
Modellen zur pegelbezogenen Vorhersage genutzt. Die
Perspektive zur Frühwarnung ist ein neu zu konzipierender
und zu erstellender Teil der Anwendung KALYPSO, welcher
einen für den Anwendungsfall Frühwarnung geeigneten
1Laut KALYPSO-Handbuch (BCE & TUHH, 2015) ist eine Perspek-
tive eine eigenständige, gewissermaßen funktional für sich stehende
Modellapplikation innerhalb des Dach-Frameworks KALYPSO. Weitere
Perspektiven in KALYPSO können beispielsweise sein: pegelbezogene
Vorhersage, Zeitreihenbrowser, Administrations-Bereich.
2Vereinfachend meint in diesem Kapitel der Begriff „Hochwasserfrüh-
warnung” auch die operationelle Ableitung von Produkten zur Abschät-
zung der regionalen Hochwassergefährdung.
Workflow (ausgehend von den Eingangs- und Antriebs-
daten, über die hydrologische Modellierung, bis hin zur
Erstellung eines grafischen Warnproduktes) halbautoma-
tisiert bereitstellt. Die Implementierung eines geeigneten
hydrologischen Modellansatzes ist dabei Bestandteil der
IT-Lösung.
Es hat sich gezeigt, dass für die Frühwarnung in klei-
nen, meist unbepegelten Einzugsgebieten eine einfache
Scoring-Methodik (z. B. ScoHM) anderen, durchaus auf-
wändigeren Ansätzen nicht zwingend unterlegen ist (siehe
Kapitel 8). Aus diesem Grund soll zunächst dieser Model-
lansatz prototypisch in der KALYPSO-Perspektive verwen-
det werden. Die Perspektive soll bis einschließlich der Ope-
rationalisierung konzipiert und implementiert werden. Da-
bei kann auf eine Vielzahl von Schnittstellen und Werkzeu-
gen des Vorhersageframeworks KALYPSO zurückgegriffen
werden. Weiterhin kann auf diesem Wege ein einheitlicher
fachlicher Workflow (i. S. der bisher bereits implementier-
ten Modellansätze für die pegelbezogene Hochwasservor-
hersage) dargestellt werden. Die KALYPSO-Perspektive
zur Frühwarnung soll dabei aber auch prinzipiell weite-
re/andere hydrologische Modellansätze einbeziehen kön-
nen. Abbildung 11.1.1 vermittelt einen visuellen Eindruck
des Front-Ends der KALYPSO-Perspektive.
Schlussfolgerung 33: Die Konzeption eines IT-Systems
zur Hochwasserfrühwarnung ist anspruchsvoll; zum ei-
nen muss ein fachlich einheitlicher Workflow gewährleis-
tet werden, zum anderen soll das System robust für einen
teilautomatisierten, operationellen Betrieb sein. v
11.2 Soll-Modellierung des
IT-Systems
Die fachliche Systemstruktur der Hochwasserfrühwarnung
passt sich nahtlos in die bestehende Struktur des LHWZ-
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Abbildung 11.1.1: Beispielhafte Ansicht eines Arbeitsschrittes innerhalb der Perspektive „Frühwarnung” in KALYPSO (Screenshot).
Tabelle 11.2.1: Rollen und Zugriffsrechte für die KALYPSO-Perspektive zur Hochwasserfrühwarnung.
Rolle Definition Zugriffsrechte




Reduzierte Funktionalität im Assistenten,
keine Administrationsrechte
Experte (Hydrologe) Fachanwender Komplette Funktionalität im Assistenten,
keine Administrationsrechte
Administrator Technische Administration der Anwendung Gesamter Funktionsumfang der
Anwendung
Vorhersagesystems ein (siehe BCE & TUHH, 2015; BCE,
2015). Es werden die Funktionen zur Verarbeitung von
Rasterdaten erweitert und ein neuer Assistent geschaffen,
der den Anwender durch die einzelnen Bearbeitungsschrit-
te führt. Dieser Assistent ähnelt in Aufbau, Struktur und
Bedienungsweise den bestehenden Assistenten zur pe-
gelbezogenen Hochwasservorhersage (siehe BCE, 2015).
Unbenommen von den nutzerseitigen Möglichkeiten zur
Erstellung, Beeinflussung sowie Veröffentlichung von Früh-
warnprodukten wird vorgesehen, dass solcherlei Produkte
auch automatisch durch das KALYPSO-System bereitge-
stellt werden können.1
1Und zwar in Form sog. „automatischer Rechenvarianten”, wie bereits
bei den pegelbezogenen Vorhersagen mehrmals täglich praktiziert.
11.2.1 Prozessgrobmodellierung und
Rollenkonzept
Die KALYPSO-Perspektive zur Hochwasserfrühwarnung
wird organisatorisch in das am LHWZ bestehende Vor-
hersagesystem eingebettet. Der dem Nutzer von der pe-
gelbezogenen Vorhersage bekannte Workflow („Wizard”)
soll weitestgehend auch für die Frühwarnung übernommen
werden. Auf Basis von Leistungsbeschreibung und Fach-
konzept (LFULG, 2016c,b) ergeben sich aus einer ersten,
groben Modellierung die in Tabelle 11.2.2 aufgeführten Pro-
zesse. Die Leistungsbeschreibung sowie das Fachkonzept
fordern ein Rollenkonzept zur Zuweisung und Verwaltung
von nutzerspezifischen Rechten. Die im Bestandssystem
vorhandenen Rollen „Vorhersage”, „Experte” sowie „Admi-
nistrator” werden weiterverwendet. Die Rollen sind gemäß
Tabelle 11.2.1 definiert und mit entsprechenden Rechten
belegt.
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Tabelle 11.2.2: Fachprozesse der KALYPSO-Perspektive zur





1.2 Hochwasserfrühwarnung automatisiert erstellen





11.2.2 Detaillierte Fachprozesse und
Anwendungsfälle
Tabelle 11.2.3 detailliert die umzusetzenden Fachprozes-
se hinsichtlich beteiligter Rollen, Häufigkeit der Ausfüh-
rung sowie dem erzeugten Output. Der Gesamtprozess
„Hochwasserfrühwarnung” basiert auf der Verarbeitung von
Rasterdaten (beispielsweise Radar-QPEs, diverse QPFs),
welche mit den bereits für KALYPSO bestehenden Mitteln
erfolgt. Die erforderliche Datenverarbeitung wird in einem
separaten Datenverarbeitungskonzept (DV-Konzept) be-
schrieben (BCE, 2016a), dessen wichtigste Aspekte in
Abschnitt 11.3 dargestellt werden. Die Fachprozesse und
Anwendungsfälle werden über einen gemeinsamen Assis-
tenten ausgeführt. Der prinzipielle Ablauf entspricht dem
der Assistenten für die pegelbezogene Vorhersage1 im
Bestandssystem und gliedert sich in folgende Schritte:
1. Anlegen/öffnen einer Frühwarnung (Rechenvariante)
2. Eingabe Modellparameter (Steuerparameter und Me-
tadaten; beispielsweise Vorhersagezeitraum)
3. Auswahl Inputparameter (Eingangsdaten bzw. An-
triebsdaten; beispielsweise bestimmte QPE-QPF-
Kombination)





1Hier ist von den Assistenten im Plural die Rede, da für jedes Flussge-
biet (beispielsweise Weiße Elster, Mulde etc.) ein eigenständiger Assistent
in KALYPSO existiert.
Bezogen auf das Rollenkonzept (siehe Tabelle 11.2.1) er-
geben sich gewisse Berechtigungen der Nutzerrollen im
Hinblick auf die genannten Anwendungsfälle, welche Ta-
belle 11.2.4 zu entnehmen sind. Die durch die Anwendung
erstellten Dokumente und Metadaten werden zunächst in-
tern genutzt. Dieses Vorgehen setzt insbesondere keine
Anforderungen Dritter um. Alle für das avisierte Frühwarn-
produkt (Ampelkarte) relevanten Informationen werden im
sogenannten Bericht zusammengefasst, intern abgelegt
und so auch weiteren Verfahren (beispielsweise Veröffent-
lichung auf dem LHWZ-Webportal, Veröffentlichung auf
weiteren Plattformen, wie Twitter etc.) zugänglich gemacht.
Für die Veröffentlichung/Verteilung von Frühwarnprodukten
lag zum Zeitpunkt der Konzeption und Implementierung
des IT-Systems noch kein abgestimmtes Vorgehensmodell
vor. Zu klären ist in dieser Hinsicht beispielsweise die Rol-
le/Bedeutung eines Produkts zur Hochwasserfrühwarnung
vor dem Hintergrund der Hochwassernachrichten- und
Alarmdienstverordnung (HWNAVO, 2015) sowie der Hoch-
wassermeldeordnung (HWMO, 2015; siehe dazu auch
Abschnitt 11.4).
11.2.3 Nicht-funktionale Anforderungen
Generell bestehen keine nicht-funktionalen Anforderun-
gen, welche über die Anforderungen des Bestandssys-
tems hinausgehen. Folgende Teilaspekte im Bereich nicht-
funktionaler Anforderungen wurden bei der Konzeption des
IT-Systems mit berücksichtigt:
Informationssicherheit: Das Sicherheitskonzept ent-
spricht dem des zugrunde liegenden IT-Systems KA-
LYPSO. Wesentliche Erfordernisse der IT-Sicherheit
werden dadurch erfüllt, dass das System über keine
externen Schnittstellen verfügt sowie redundant aus-
gelegt ist (in Hard- und Software sowie hinsichtlich der
betrieblichen Infrastruktur).
Datenmengen und Antwortzeitverhalten: Das System
selbst umfasst keine Datenbankanwendung für die
Langzeitaufbewahrung. Lediglich für den operationel-
len Betrieb sowie ereignisnahe Hindcast-Szenarien
werden die Rasterdaten in der Rasterdatenbank vor-
gehalten, derzeit für 40 Tage. Die Berichte (siehe
Abschnitt 11.2.2) hingegen werden innerhalb der
HWIMS-Datenbank versioniert und langzeitgespei-
chert (mindestens 10 Jahre). Für das Antwortzeitver-
halten des Systems gab es keine besonderen Vor-
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11.3 Fachliche Daten und Datenverarbeitung
Tabelle 11.2.4: Berechtigungen der Nutzerrollen im Hinblick auf die genannten Anwendungsfälle für die KALYPSO-Perspektive zur
Hochwasserfrühwarnung.
Anwendungsfall Meldedienst (Vorhersage) Hydrologe (Experte) Administrator
Anlegen/öffnen Rechenvariante Nur öffnen 3 3
Eingabe Modellparameter Nur lesen 3 3
Auswahl Inputparameter 7 3 3
Ergebnisse sichten 3 3 3
Veröffentlichung 3 3 3
Variantenvergleich 3 3 3
Administration 7 7 3
gaben, da entsprechend der konzipierten und um-
gesetzten Datenverarbeitung (siehe Abschnitt 11.3)
insgesamt nur geringe Abarbeitungszeiten zu erwar-
ten sind, welche für die fachlichen Abläufe unerheblich
sind.
Technische Anforderungen: Das Hochwasserfrühwarn-
system wird im Rahmen des Bestandssystems imple-
mentiert. Es werden keine Änderungen/Erweiterungen
hinsichtlich der technischen Anforderungen des Be-
standssystems benötigt. Allerdings führen die imple-
mentierten Rasteroperationen (siehe Abschnitt 11.3)
möglicherweise zu einer erhöhten Plattenlast, was
in der endgültigen Ausbauphase es möglicherweise
notwendig machen wird, die Kapazitäten zu erwei-
tern (beispielsweise mit performanteren Solid-State-
Platten).
Schnittstellen zu Zweitsystemen: Das Vorhersagesys-
tem KALYPSO steuert die im LHWZ betriebe-
nen Berechnungsmodelle. Viele zur Modellrech-
nung benötigten Daten werden durch das zentrale
Hochwasserinformations- und -managementsystem
(HWIMS; MÜLLER ET AL., 2016) bereitgestellt, wel-
ches wiederum Modellergebnisse visualisiert und zur
Veröffentlichung aufbereitet. Die Integrationsstruktur
mit HWIMS entspricht der der pegelbezogenen Vor-
hersage (siehe BCE & TUHH, 2015; BCE, 2015).
HWIMS tritt also sowohl als Quellsystem (z. B. für
Antriebsdaten), als auch als Zielsystem (Berichtsabla-
ge) auf, wobei KALYPSO als eigener HWIMS-Nutzer
agiert. Frühwarn-Berichte werden als sog. „Dokument”
in HWIMS abgelegt.
Abhängigkeiten zu anderen Projektphasen: Es beste-
hen keine Abhängigkeiten zu vorangegangenen und
nachfolgenden Projektphasen (vgl. Abschnitt 3.4); dar-
aus ergeben sich keine weiteren Anforderungen an
das IT-System.
Schlussfolgerung 34: Weitere wichtige Anforderungen
an ein IT-System zur Hochwasserfrühwarnung sind das
Ansprechen verschiedener Publikationsschnittstellen so-
wie die Möglichkeit manueller Eingriffe. v
11.3 Fachliche Daten und
Datenverarbeitung
Im Folgenden soll knapp das Datenverarbeitungskonzept
(BCE, 2016a) vorgestellt werden, was die Erweiterung des
Prognosesystems KALYPSO um Funktionalitäten zur Ablei-
tung von Produkten zur Abschätzung der regionalen Hoch-
wassergefährdung („Frühwarnung”) methodisch untersetzt.
Es wird der fachliche Workflow dargestellt, ebenso wird
die Methodik der Datenverarbeitung präsentiert. Abbildung
11.3.1 zeigt den Ablauf der fachlichen Datenverarbeitung
zwischen der KALYPSO-Perspektive zur Hochwasserfrüh-
warnung sowie Zweit- (HWIMS) und Drittsystemen (z. B.
FTP-Server des DWD).
11.3.1 Workflow im KALYPSO-Assistenten
zur Frühwarnung
Der bereits im Abschnitt 11.2.2 skizzierte Workflow in der
KALYPSO-Perspektive zur Frühwarnung wird folgenderma-
ßen umgesetzt:
1. Anlegen/öffnen Rechenvariante: Im ersten Arbeits-
schritt („Startseite”) kann die neue Perspektive „Hoch-
wasserfrühwarnung” über einen Knopf geöffnet wer-
den. Es öffnet sich direkt das Fenster „Frühwarnung
starten” mit den folgenden Funktionen:
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Fachliche Kernschicht (Berechnungen) 
Abbildung 11.3.1: Ablauf der fachlichen Datenverarbeitung zwischen der KALYPSO-Perspektive zur Hochwasserfrühwarnung sowie
Zweit- und Drittsystemen, bis hin zur Veröffentlichung. Für Details siehe Text.
ä Neue Frühwarn-Variante erzeugen (Vorhersage)
ä Neue Frühwarn-Variante erzeugen (Hindcast)
ä Vorhandene Frühwarn-Variante öffnen
ä Vorhandene Frühwarn-Variante duplizieren
ä Auf dem Server archivierte Frühwarn-Variante
holen
2. Eingabe Modellparameter: Eingabe bzw. Ansicht von
Modellparametern und Metadaten; folgende Datensät-
ze beschreiben eine Rechenvariante:
ä Simulationszeitraum, vorbelegt mit 24 h (Zeit-
raum vor dem Vorhersagezeitpunkt, welcher im
Modell berücksichtigt wird)
ä Vorhersagezeitpunkt
ä Vorhersagezeitraum, vorbelegt mit 24 h (adminis-
trierbar)
ä Name der Variante, Ersteller, verbale Beschrei-
bung, Kommentar, Erstellungszeitpunkt
3. Auswahl Inputparameter (Antriebsdaten): Das im-
plementierte Scoring-Modell bewertet beobachtete
sowie vorhergesagte Niederschläge (QPEs/QPFs;
siehe auch Abschnitt 2.1). Für die Abdeckung des
Simulations- sowie Vorhersagezeitraums mit Daten
müssen QPEs und QPFs zum Vorhersagezeitpunkt
zusammengefügt werden (vergleiche Abbildung
1.4.1). Die folgenden Produkte stehen zur Verfügung,
wodurch sich 12 QPE/QPF-Kombinationen ergeben:
ä QPE-seitig: Ombrometerdaten, RADOLAN-RW,
SNOW4-Daten (Wasserdargebot)1
ä QPF-seitig: COSMO-DE, ICON-EU, Quantilvor-
hersage der DWD-RWB Leipzig (mit 3 Membern;
siehe Abschnitt 6)
4. Ergebnisse sichten (Ampelkarte und Zeitreihen):
Für den Vorhersagezeitraum wird eine Ampelkarte
angezeigt (siehe Abbildung 11.1.1). Die ermittelten
Gesamtscores werden hierfür für den betreffenden
Zeitbereich pro Rasterzelle (per Maximumbildung)
flussgebiets- bzw. vorhersagegebietsbezogen aggre-
giert. Über die Schwellenwerte (Klasseneinteilung
administrierbar; siehe Punkt „Administration”) wird
jeder Rasterzelle eine Klasse bzw. ein verbal
beschriebener Gefährdungsstatus zugewiesen.2
Über eine angepasste WARNSIM-Methodik (siehe
Tabelle 11.3.2 und vergleiche Abschnitt 2.7) werden
den Vorhersagegebieten ihre Gefährdungsklassen
zugewiesen. Ein Beispiel für diese Zuweisung findet
sich in Abbildung 11.3.2. Die Schwellenwerte und die
Regeln der Systematik können administriert werden,
1Bei SNOW4 handelt es sich um ein vom DWD betriebenes ope-
rationelles und physikalisch basiertes (Strahlungsbilanz) Schneemodell,
welches im Winterhalbjahr u. a. Wasserdargebote für hydrologische An-
wendungen liefert.
2Der Gefährdungsstatus wiederum kann – zumindest näherungswei-
se – mit Hochwasserjährlichkeiten in Verbindung gebracht werden. Siehe
dazu beispielsweise Tabelle 8.1.6 für eine Zuordnung für die Gesamtscore-
Schwellenwerte der Ausgangskonfiguration.
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Tabelle 11.3.1: Zuordnung eines Gefährdungsstatus S in Ab-
hängigkeit vom Gesamtscore nach ScoHM-Methodik (METZKES,
2016); Ausgangskonfiguration.
Regel Gesamtscore, Zugeordneter
z. B. für Gefährdungsstatus,
einen Pixel z. B. für einen Pixel
1 < 10 S0 (geringe Gefährdung)
2 < 12 S1 (mäßige Gefährdung)
3 < 14 S2 (mittlere Gefährdung)
4 < 15 S3 (hohe Gefährdung)
5 = 15 S4 (sehr hohe Gefährdung)
Tabelle 11.3.2: Für das Scoring-Verfahren angepasste, pixelba-
sierte WARNSIM-Methodik (vergleiche mit Tabelle 2.7.1); Aus-
gangskonfiguration. Algebraisch korrekt werden die Regeln von
unten nach oben ausgewertet.
Regel Status-Häufigkeiten Zugeordneter
in Vorhersagegebieten Gefährdungsstatus
als Anteil der des gesamten
Gebietsfläche Vorhersagegebiets
1 – = G0
2 3 % > S4 = G1
3 10 % > S3 = G1
4 25 % > S2 = G1
5 50 % > S1 = G1
6 15 % > S4 = G2
7 50 % > S2 und 75 % > S1 = G2
8 25 % > S3 und 100 % > S1 = G2
9 75 % > S2 = G2
10 50 % > S3 und 75 % > S2 = G3
11 25 % > S4 und 100 % > S2 = G3
12 75 % > S3 = G3
13 50 % > S4 und 75 % > S3 = G4
14 25 % > S4 und 100 % > S3 = G4
15 75 % > S4 = G4
sie gelten einheitlich für alle Gebiete. Das System ist
somit beispielsweise nicht auf eine bestimmte Anzahl
an verschiedenen Gefährdungsklassen festgelegt
(aktuell 1 plus 4 Stufen – geringe, mäßige, mittlere,
hohe sowie sehr hohe Gefährdung).1
Für das jeweils ausgewählte Vorhersagegebiet
werden Scores in Diagrammen für den Gesamtzeit-
raum (Simulationszeitraum und Vorhersagezeitraum)
angezeigt. Die Scores werden mit Minimum, unterem
Quartil, Median, Mittelwert, oberem Quartil und
1Die Benennung der Stufen ist ebenfalls durch den Administrator frei
wählbar.
Maximum jeweils als Ganglinie angezeigt. Um die
Übersichtlichkeit der Darstellung zu wahren, werden
fünf Diagramme angezeigt (jeweiliger Score plus
genannte statistische Größen):
ä Gesamtscore (gebildet nach METZKES, 2016;
Details siehe Abschnitt 11.3.2 ff.)
ä SPI über 30 Tage2
ä Niederschlagssumme über 7 Tage
ä Niederschlagssumme über 12, 24 und 48 Stun-
den
ä Ausfluss eines mit stündlichen Niederschlägen
beaufschlagten Einzellinearspeichers
Zusätzlich werden die Grenzen der Klasseneinteilung
für den Gesamtscore durch waagerechte Linien ange-
zeigt (entsprechend der konfigurierten Schwellenwer-
te gemäß Tabelle 11.3.1).
5. Veröffentlichung: Im entsprechenden Arbeitsschritt
kann der durch die Vorhersage-Methodik (ScoHM)
ermittelte Gefährdungsstatus händisch editiert wer-
den. Hier ist es also möglich, eine Experteneinschät-
zung direkt und pragmatisch in die Ergebnisse mit
zu übernehmen. Neben der Archivierung einer Re-
chenvariante auf dem Server (Rechenvariante steht
dann für Punkt „anlegen/öffnen einer Rechenvariante”
zur Verfügung) kann hier die Erstellung und Ablage
des Berichts ausgelöst werden. Konkret enthält der
elektronische Bericht:
ä Ampelkarte als Bilddatei
ä Gefährdungsstatus der Vorhersagegebiete
(„Warnstufen”) sowie Geometrie der Vorher-
sagegebiete als georeferenzierte Daten (z. B.
GeoJSON-Format)3
2Der standardisierte Niederschlagsindex (Standardized Precipitation
Index, SPI) ist ein gängiges Maß zur statistischen Einordnung einer Nie-
derschlagssumme über einem bestimmten Zeitraum. Je nach Länge des
Zeitraumes (in der Regel 1, 3, 6, 12, 24 Monate) gibt der SPI Aufschluss
über verschiedene Komponenten des Wasserhaushaltes. Während der
einmonatige SPI Aussagen über etwaigen Trockenstress bei Nutzpflanzen
erlaubt, dient der 24-monatige SPI als Indikator für die Grundwasserneu-
bildung. Siehe dazu auch EDWARDS & MCKEE (1997).
3GeoJSON steht für „Georeferenzierte JavaScript Object Notation”
und ist ein kompaktes Datenformat auf XML-Basis (steht für Extensible
Markup Language). Damit ist z. B. die komfortable Online-Erzeugung
einer Warnkarte möglich, beispielsweise mit Frameworks wie OpenLayers
oder Leaflet.
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Abbildung 11.3.2: Beispiel der Wirkung der angepassten
WARNSIM-Methodik (vergleiche Tabelle 11.3.2) bei der Aggre-
gierung von rasterweisen Ergebnissen auf Basis von ScoHM zu
integralen Informationen für die 16 Vorhersagegebiete; die Grafik
wird in KALYPSO gerendert. Vorhersagezeitpunkt: 22.02.2017,
09:00 UTC; Vorhersagezeitraum: 24 h.
ä Standard-Metadaten, wie Produktname, Erstel-
lungszeitpunkt, Gültigkeitsdauer (mit in XML-
Ausgabedatei)
ä Spezielle Metadaten, wie (die administrierbaren)
RGB-Farbcodes der Gefährdungsstufen (mit in
XML-Ausgabedatei)
ä Manuell erzeugter Meta-Text zur Warnung („Kurz-
bericht”); auch spezifisch für einzelne Vorhersa-
gegebiete im Assistenten eingebbar (mit in XML-
Ausgabedatei)
Der Bericht wird als Archiv-Datei (ZIP) im Hochwasser-
informations- und -managementsystem des LHWZ
(HWIMS) revisionssicher für mindestens zehn Jahre
abgelegt und kann von dort aus über verschiedene Ka-
näle weiterverteilt werden (siehe dazu auch Abschnitt
11.2.3).
6. Variantenvergleich: Hier ist der Vergleich verschie-
dener Rechenvarianten möglich, beispielsweise
um die Auswirkungen unterschiedlicher QPE/QPF-
Kombinationen auf die Modellergebnisse zu evaluie-
ren. Es werden sowohl Ganglinien der Score-Verläufe,
als auch Ampelkarten nebeneinandergestellt.
7. Administration: Erforderliche bzw. mögliche Konfigura-
tionen können auf einer gesonderten Administrations-
seite durch einen Administrator vorgenommen werden
(Benutzer mit der Rolle „Administrator”). Administrier-
bar sind:
ä Vorhersagezeitraum (6, 12, 18 oder 24 h); wird
zur Vorbelegung beim Erstellen einer neuen
Frühwarnung und für die automatisiert erzeug-
ten Frühwarnungen herangezogen (siehe auch
Punkt „anlegen/öffnen Rechenvariante”)
ä Schwellenwerte für die Klassifizierung der
Gesamtscore-Maximalwerte innerhalb des Vor-
hersagezeitraums (siehe Punkt „Ergebnisse sich-
ten” und Tabelle 11.3.1)
ä WARNSIM-Klasseneinteilung des Gesamtscores
(siehe Punkt „Ergebnisse sichten”) zur räumli-
chen Aggregierung der rasterweise abgeleiteten
Scoring-Ergebnisse auf die Vorhersagegebiete
ä Quantil-Schwellenwerte für das Niederschlags-
Scoring (siehe Abschnitt 11.3.3)
Die Warteschlange und die bereits erfolgte Abarbei-
tung von automatisiert erstellten Frühwarnungen kann
auf einem Reiter der Administrator-Perspektive ein-
gesehen werden. Je nach Umsetzung werden die
Frühwarnungen über eine eigene Warteschlange ab-
gearbeitet oder in die Warteschlange der automatisiert
erstellten Vorhersagen mit integriert.
11.3.2 Die Ermittlung von Teilscores
Zur Ermittlung der für die Bewertung des Gefährdungssta-
tus (und damit in letzter Instanz der regionalen Hochwas-
sergefährdung) relevanten „Scores” kommt das ScoHM-
Verfahren zum Einsatz (METZKES, 2016). Die Berechnung
erfolgt dabei rasterbasiert; pro Rasterzelle werden sog.
Teilscores addiert und ergeben den Gesamtscore, welcher
einen Wertebereich von −3 bis 15 aufweist. Die fachliche
Bildung der Teilscores soll nun etwas näher beleuchtet
werden. Zur technischen Ermittlung der Teilscores siehe
Abschnitt 11.3.5.
SPI der vergangenen 30 Tage: Hierbei handelt es sich
um den stundenweise für den Gesamtzeitraum
(Simulations- sowie Vorhersagezeitraum) bestimmten
SPI über 30 Tage. Der Wertebereich des Teilscores be-
trägt −3 bis +3. Der Teilscore basiert auf dem tatsäch-
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lichen SPI-Wert. Für 12 QPE/QPF-Kombinationen, an-
genommene vier Vorhersagen pro Tag sowie einen
Simulations- und Vorhersagezeitraum von 24 plus 24
Stunden ergeben sich hier 12 · 4 · (24 + 24) = 2.304
Rasterfelder pro Tag.
Niederschlagssumme über 7 Tage: Die Niederschlags-
summe der vergangenen 7 Tage; wieder stundenwei-
se für den Gesamtzeitraum bestimmt (gleiches Men-
gengerüst wie beim SPI); Wertebereich des Teilscores
beträgt 0 bis 4. Die Zuordnung der Teilscores erfolgt
anhand von Niederschlagsperzentilen.
Niederschlagssumme (12/24/48 Stunden): Die Nieder-
schlagssumme der vergangenen 12/24/48 Stunden;
wieder stundenweise für den Gesamtzeitraum be-
stimmt (gleiches Mengengerüst wie beim SPI); Werte-
bereich des Teilscores beträgt 0 bis 4. Die Zuordnung
der Teilscores erfolgt anhand von Niederschlagsper-
zentilen mit anschließender Maximalwertbildung (nur
der größte Wert trägt zum Gesamtscore bei).
Ausfluss eines Einzellinearspeichers: Der klassifizier-
te Ausfluss eines mit Stundenniederschlägen beauf-
schlagten Einzellinearspeichers; wieder stundenweise
für den Gesamtzeitraum bestimmt (gleiches Mengen-
gerüst wie beim SPI); Wertebereich des Teilscores
beträgt 0 bis 4. Die Zuordnung der Teilscores erfolgt
anhand von Perzentilen des Ausflusses.
11.3.3 Grundlagendaten (statische Daten)
Das beschriebene Vorgehen zur Ableitung der regiona-
len Hochwassergefährdung erfordert bei Nutzung des
nun implementierten ScoHM-Ansatzes („Scoring”) die
Vorab-Erhebung einer Reihe von Grundlagendaten, um
beispielsweise aktuelle Bewegungsdaten (z. B. eine 7-d-
Niederschlagssumme) zu einem Teilscore zuordnen zu
können. Diese Grundlagendaten liegen als jederzeit aus-
tauschbare, zeitlich invariante Raster-Grids vor und sollen
nun beschrieben werden.
SPI-Verteilungsparameter: Der SPI basiert auf einer für
die Niederschlagsdaten (30-d-Summen) einer Refe-
renzperiode (hier 1981 bis 2010) gefittete zweipara-
metrige Gammafunktion (Lage- und Formparameter).
Der Wert des SPI stellt die Anzahl an Standardabwei-
chungen1 dar, um welche die aktuelle Niederschlags-
summe über/unter der Niederschlagssumme des Re-
ferenzzeitraumes liegt. Die Fits wurden im Vorfeld au-
tomatisiert für gerasterte Tagesniederschläge (DWD-
REGNIE) für jeden Tag des Jahres erstellt. Es er-
geben sich somit 2 · 365 = 730 Rasterfelder; beim
SPI-Scoring wird operationell an jedem Tag auf einen
anderen räumlich verteilten Parametersatz zurückge-
griffen (in einem Schaltjahr wird der 29.02. als 28.02.
behandelt). Abbildung 11.3.3 zeigt beispielhaft jeweils
ein Feld für jeden der beiden Parameter.
Quantile (Perzentile) für das Niederschlagsscoring:
Gemäß der in KALYPSO implementierten ScoHM-
Methodik werden die Niederschlagssummen für 7 d
sowie 12, 24 und 48 h anhand der 75/90/95/99er-
Perzentile zu Teilscores zugeordnet (Mengengerüst:
für jede zeitliche Aggregation ein Perzentilraster mit
vier Klassengrenzen). Für tägliche und übertägliche
Aggregationen kann dafür direkt auf den gerasterten
Tagesniederschlags-Datensatz DWD-REGNIE zu-
rückgegriffen werden, welcher anhand geprüfter und
korrigierter Stationsdaten via räumlicher Interpolation
erstellt wird. Für eine sub-tägliche Niederschlags-
klimatologie sind Stationswerte nur bedingt zu
verwenden, da die räumliche Variabilität mit kleiner
werdendem Aggregierungszeitraum zunimmt, sodass
man hier allerdings auf Radar-QPEs oder Methoden
der Disaggregierung angewiesen ist. Leider sind die
klimatologischen Eigenschaften von Radar-QPEs
häufig schlecht (siehe auch WINTERRATH ET AL.,
2016 sowie Abbildung 11.3.4).
Aus den genannten Gründen wurde daher eine
eigene Methodik zur Ableitung einer sub-täglichen
Niederschlagsklimatologie als Basis zur Festlegung
von Perzentil-Schwellenwerten entwickelt und
angewendet (siehe Abbildung 11.3.5): Aus den
sub-täglichen, aus dem RADOLAN-RW-Produkt
abgeleiteten Aggregationen (z. B. 12-h-Summen)
werden zunächst flächenhaft Perzentile bestimmt
(75/90/95/99er-Perzentile; Abbildung 11.3.5, unten
links; für Stundenwerte bereits für ELS-Ausflüsse; sie-
he nächster Punkt); für jede Zeitstufe gibt es also vier
Häufigkeitsverteilungen. Aus diesen Verteilungen wird
1Das Abweichungsmaß wird unter der Annahme einer normalverteil-
ten Varianz mittels Standardnormalverteilung geschätzt (siehe Gleichung
11.3.1).
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(a) (b)
Abbildung 11.3.3: (a) Lage- und (b) Formparameter für eine angepasste zweiparametrige Gammafunktion, beispielhaft für 30-d-
























mm in 12 h
Abbildung 11.3.4: Darstellung der räumlichen (links) sowie Häufigkeitsverteilung (rechts) des aus RADOLAN-RW-Aggregationen (12
Stunden) gezogenen 90er-Perzentils des Niederschlags. Erkennbar sind drei für eine Klimatologie nachteilige Effekte: Clutterfehler
(„Einsprengsel”), v. a. im Bereich Mittelsachsen (mutmaßlich durch den Einfluss von Windkraftanlagen); Inkonsistenzen durch
Kompositierung (kreisbogenförmige Kanten) aus Daten unterschiedlicher Einzelradare sowie Durchprägung von Einzelereignissen
aufgrund der relativen Kürze von verfügbaren radarbasierten QPEs (rund zehn Jahre für RADOLAN).
dann das 1er- und das 99er-Perzentil bestimmt (als
skalarer Wert; Abbildung 11.3.5, rechts oben). Nun
gibt es also für jede Zeitstufe (z. B. 12 h) ein 1er und
99er-Perzentilwert für das 99er-Feld usw. Diese Tupel
werden nun via linearem Mapping1 einem Hinter-
grundfeld „aufgeprägt”, wobei das 75er-Perzentilfeld
des aus REGNIE abgeleiteten 24-h-Niederschlags
verwendet wird. Das Ergebnis ist eine räumlich konsis-
tente, sub-tägliche Niederschlagsklimatologie, welche
1Lineares Mapping meint hier konkret, dass dem kleinsten/größten
Wert des Hintergrundfeldes der 1er/99er-Perzentilwert des Tupels zuge-
wiesen wird; dazwischen wird, konditioniert durch die Rasterwerte des
Hintergrundfeldes, linear interpoliert.
die aus dem RADOLAN-RW-Produkt abgeleiteten
Häufigkeitseigenschaften widerspiegelt.
Quantile (Perzentile) für Ausfluss ELS: Für die Häufig-
keitsanalyse (Ableitung von Perzentilen) des im
ScoHM-Modell eingehenden stündlichen Ausflus-
ses eines Einzellinearspeichers wurde die bereits
beschriebene Mapping-Methodik (siehe Abbildung
11.3.5) verwendet. Der Unterschied gegenüber
dem Vorgehen für die 12-h-Summen ist, dass die
RADOLAN-RW-Stundenwerte erst durch den ELS
transformiert (zum ELS siehe Abschnitt 11.3.5) und
dann der Häufigkeitsauswertung wie beschrieben zu-
geführt werden.
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Stundenwerte (1 h, 12 h) – Schritt 2/2 
Stundenwerte (1 h, 12 h) – Schritt 1/2 







24 h – 75 % 
24 h – 90 % 
24 h – 95 % 
24 h – 99 % 
48 h – 75 % 
48 h – 90 % 
48 h – 95 % 




1 h – 75 % 
1 h – 90 % 
1 h – 95 % 
12 h – 75 % 
12 h – 90 % 








24 h – 75 % 
„Hintergrundfeld“ 
12 h – 75 % 
12 h – 90 % 
12 h – 95 % 
12 h – 99 % 
1 h – 75 % 
1 h – 90 % 
1 h – 95 % 
1 h – 99 % 
„Min/Max“ 
Werte für 1 % und 99 % 
aus Verteilung ziehen 
12 h – 75 % 
12 h – 90 % 
12 h – 95 % 
12 h – 99 % 
1 h – 75 % 
1 h – 90 % 
1 h – 95 % 
1 h – 99 % 
Lineares 
Mapping 
1 h – 99 % 12 h – 99 % … 
Abbildung 11.3.5: Verwendete Methodik zur Ableitung einer sub-täglichen Niederschlagsklimatologie als Basis zur Festlegung von
Schwellenwerten des Niederschlags für Bewertungsverfahren der Hochwasserneigung.
Rückgangskonstante des ELS: Das Einzellinearspei-
chermodell enthält lediglich einen Parameter, die
Rückgangskonstante K . Technisch wird die Rück-
gangskonstante in einem, zu den anderen statischen
Datensätzen konsistenten Raster vorgehalten. Die
Voruntersuchungen (METZKES, 2016) erbrachten
den Befund, dass – mit Blick auf der Gültigkeit des
ScoHM-Ansatzes für kleine Einzugsgebiete – eine
Rückgangskonstante von raum-zeitlich konstant
K = 8, 0 h praktikabel ist.
11.3.4 Einbezogene Niederschlagsdaten
(Bewegungsdaten: QPEs und QPFs)
Neben zeitlich invarianten Parameterfeldern müssen für
den Betrieb des ScoHM-Ansatzes auch zeitlich veränderli-
che Felder einbezogen werden (siehe Abschnitt 11.3). Die-
se fachlichen Bewegungsdaten werden ebenfalls als Ras-
ter in KALYPSO verarbeitet („Zielraster”; siehe Abschnitt
11.3.5 und Abbildung 11.3.1). Es handelt sich um die fol-
genden Datensätze:
Ombrometerdaten, gerastert (QPE): Es werden stünd-
liche Ombrometerwerte verwendet, welche via
Webservice-Request direkt aus HWIMS abgerufen
werden. Die Daten sind in der Regel in HWIMS spä-
testens innerhalb von 15 Minuten nach Ablauf einer
vollen Stunde aktualisiert. Die Daten werden via inver-
ser Distanzwichtung (IDW) interpoliert und so geras-
tert. Es ergeben sich somit 24 Felder für dieses QPE
pro Tag.
Radardaten (QPE): Es wird das RADOLAN-RW-Produkt1
verwendet, also 60-Minuten-Summen bis einschließ-
lich der 50. Minute einer Stunde. In der Regel stehen
die Daten spätestens innerhalb von 15 Minuten nach
Ablauf einer vollen Stunde auf den DWD-Servern zur
Abholung bereit, von wo aus sie via FTP von KALYP-
SO abgeholt werden. Die Daten werden nicht über
HWIMS, sondern direkt vom DWD bezogen.
SNOW4 (QPE und QPF): Der Output des DWD-
Schneemodells SNOW4 stellt Rasterdaten des
Wasserdargebots (also der Summe aus flüssigem
Niederschlagsanteil plus Schmelzwasser2) für den
1Bzw. RADOLAN-RW-2, insofern auf den DWD-Servern vorhanden.
Bei RADOLAN-2 handelt es sich um ein nachgeschaltetes, Nicht-Echtzeit-
Verfahren auf Basis der RADOLAN-Methodik, welches auch nachgemel-
dete Niederschlagsdaten mit einbezieht, welche erst mit gewisser zeitli-
cher Verzögerung (einige Stunden bis wenige Tage) dem DWD verfügbar
sind.
2Genauer: Summe aus flüssigem Niederschlag, welcher – insofern
vorhanden – die Schneedecke verlässt plus Schmelzwasseranfall.
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Simulations- („Vergangenheit”) sowie den Vorhersage-
zeitraum („Zukunft”) bereit. Die Aktualisierung erfolgt
vier mal täglich zu den Vorhersagezeitpunkten 00, 06,
12 und 18 UTC. Der Vorhersagehorizont beträgt 72
Stunden. In der Regel stehen die Daten spätestens
innerhalb von 2 Stunden nach Vorhersagezeitpunkt
auf den DWD-Servern zur Abholung bereit, von wo
aus sie via FTP von KALYPSO abgeholt werden. Die
Daten werden nicht über HWIMS bezogen.
COSMO-DE (QPF): Der Output des NWP-Modells
COSMO-DE wird für die Vorhersagezeitpunkte 00,
03, 06, 09, 12, 15, 18 und 21 UTC bereitgestellt. Der
Vorhersagehorizont beträgt aktuell 27 Stunden. In
der Regel stehen die Daten spätestens innerhalb
von 2 Stunden nach Vorhersagezeitpunkt auf den
DWD-Servern zur Abholung bereit, von wo aus sie
via FTP von KALYPSO abgeholt werden. Die Daten
werden nicht über HWIMS bezogen.
ICON-EU (QPF): Der Output des NWP-Modells ICON-EU
wird für die Vorhersagezeitpunkte 00, 06, 12 und
18 UTC bereitgestellt. Der Vorhersagehorizont beträgt
aktuell 78 Stunden. In der Regel stehen die Daten
spätestens innerhalb von 2 Stunden nach Vorhersage-
zeitpunkt auf den DWD-Servern zur Abholung bereit,
von wo aus sie via FTP von KALYPSO abgeholt wer-
den. Die Daten werden nicht über HWIMS bezogen.
Quantilvorhersage (QPF): Die Quantilvorhersagen wer-
den von der DWD-RWB in Leipzig herausgegeben und
via FTP an HWIMS übertragen, von wo aus sie via
Webservice-Request an KALYPSO bereitgestellt wer-
den. Das Produkt wird für die Vorhersagezeitpunkte
00 und 18 UTC erstellt und deckt einen Vorhersage-
horizont von 36 Stunden ab. In der Regel stehen die
Daten spätestens innerhalb von 1,5 Stunden nach Vor-
hersagezeitpunkt auf den DWD-Servern zur Abholung
bereit.
11.3.5 Prozesse auf Ebene der
KALYPSO-Rasterdatenbank
Um die Reaktionszeit beim Erstellen einer Frühwarnung
für den Benutzer gering zu halten, sollen möglichst viele
Daten in der Rasterdatenbank vorprozessiert bereit lie-
gen (siehe Abbildung 11.3.1). Hierzu wird die Implementie-
rung zusätzlicher Datenarten und Verarbeitungsvorschrif-
ten benötigt. Die Daten liegen in Rastern mit unterschied-
licher Zellgröße und in unterschiedlichen Koordinatensys-
temen/Projektionen vor. Die Verarbeitung erfolgt in einem
gemeinsamen, sog. „Zielraster”. Zur weiteren Verwendung
müssen Raster in der Rasterdatenbank eindeutig identifi-
ziert sein. Dies geschieht in der Regel über ihre Daten-ID
und – falls sie zeitabhängig sind – durch den Zeitpunkt
bzw. das Intervall, welches sie repräsentieren. Eine Reihe
von fachlichen und technischen Prozessen werden für die
KALYPSO-Rasterdatenbank implementiert:
Ermittlung der 30-d-Niederschlagssumme: Für eine
jede QPE/QPF-Kombination werden fortlaufend
aktualisiert (mit stündlicher Aktualität) 30-d-
Niederschlagssummen berechnet und als Raster
in der Rasterdatenbank vorgehalten. Diese Raster
sind spezifisch gemäß der zugrunde liegenden
QPE/QPF-Kombination, dem Vorhersagezeitpunkt der
einbezogenen QPFs sowie dem Vorhersagezeitpunkt
der Frühwarnung. Die Anzahl der neuen Raster
pro Tag ergibt sich aus der Anzahl einbezogener
QPE/QPF-Kombinationen (avisiert: 12), der Anzahl
an Vorhersagen pro Tag (avisiert für automatischen
Betrieb: 4 bis 8) sowie der Anzahl an Stunden im
Simulations- sowie dem Vorhersagezeitraum (24 + 24)
zu 12 · 4 · (24 + 24) = 2.304. Die physikalische Einheit
der Rasterwerte ist mm (pro Rasterzelle, Teilgebiet,
Vorhersagegebiet).
Ermittlung des SPI für 30-d-Niederschlagssummen:
Die 30-d-Niederschlagssumme kann direkt in einen
Wert für den 30-d-SPI umgerechnet werden. Dabei
werden die für den aktuellen Tag des Jahres gültigen











mit SPI30d(t) [−], dem SPI für 30-d-
Niederschlagssummen P30d(t) [L3L−2], der un-
vollständigen Gammafunktion 𝛾 mit den raum-zeitlich
variablen Lage- und Formparametern 𝜌scale und 𝜌shape
[−] sowie der Inversen der Standardnormalverteilung
(ninv mit den beiden Parametern Erwartungswert
160
11.3 Fachliche Daten und Datenverarbeitung
𝜇 = 0 und Standardabweichung 𝜎 = 1).1 Kennzeich-
nung und Mengengerüst sind identisch wie bei den
Rastern für die 30-d-Niederschlagssummen.
Weitere Niederschlagssummen (7 d, 12/24/48 h): Die
Berechnung und die Kennzeichnung ist hier analog
dem Vorgehen für die Ableitung der 30-d-Nieder-
schlagssummen. Das Mengengerüst ändert sich dann
entsprechend der Länge der betrachteten Zeitreihe.
Berechnung des Ausflusses aus dem ELS: Eine
Besonderheit des verwendeten ScoHM-Modells
(METZKES, 2016) ist die Einbeziehung eines
Einzellinearspeichers (ELS) zur Retention von
Stundenniederschlägen. Der fachliche Sinn dabei ist,
ein durch kurzfristige, intensive Niederschläge her-
vorgerufenes hohes Niveau des Gesamtscores auch
nach dem Niederschlagsereignis eine gewisse Zeit
aufrechtzuerhalten. Für das Scoring wird daher als
Teilscore der Ausfluss eines mit Stundenniederschlä-
gen beaufschlagten ELS betrachtet. Speicherinhalt
und -ausfluss werden für jedes Rasterelement für alle
QPE/QPF-Kombinationen bestimmt. Der Inhalt eines
ELS für ein bestimmtes Bilanzgebiet ist definiert zu
(siehe z. B. DYCK, 1978):
V (t +△t) =




+ V (t) ·e−△tK (11.3.2)
mit dem Inhalt V [L3], der Speicherrückgangskon-
stante K [T] (alternativ Speicherkonstante oder Rück-
gangskonstante genannt), dem Zufluss zum Speicher
P [L3L−2] (hier der Niederschlag) sowie der Fläche
des betrachteten Bilanzgebietes AE [L2].
Der Ausfluss aus dem ELS Qab [L3T−1] ergibt sich via
Differentiation (Produktregel) von Gleichung 11.3.2
zu:











· V (t +△t) (11.3.3)
1Die Berechnungsvorschrift (Gleichung 11.3.1) wurde hier bewusst in
einer Funktionenform und nicht mathematisch abstrakt wiedergegeben um
die Art der Umsetzung deutlich zu machen. Eine Funktion zur Bestimmung
der Inversen der Standardnormalverteilung (hier: ninv) findet sich in allen
höheren Programmiersprachen.
Gekennzeichnet sind die berechneten Raster durch
die jeweils verwendete QPE/QPF-Kombination so-
wie den Vorhersagezeitpunkt der enthaltenen QPF.
Es fallen für jeden Tag (24 h) für 12 QPE/QPF-
Kombinationen 24 · 12 = 288 Rasterfelder an.
Umrastern: Um eine einheitliche Datenbasis zu erlangen,
werden alle Rasterdaten auf ein Zielraster „umgeras-
tert“. Das heißt, es wird ein Raster mit demselben
Ausschnitt und derselben Zellgröße erstellt. Für die-
ses Zielraster werden die Zellgröße und das Koordina-
tensystem festgelegt (1 km mal 1 km; ETRS89/UTM
Zone 33N; EPSG: 25833). Der Ausschnitt wird mög-
lichst klein gewählt. Je nach weiterer Verwendung der
Daten wird das Ergebnis gespeichert oder nach der
Verwendung verworfen („on the fly”).
Ombrometerdaten rastern: Damit Ombrometermess-
werte in den Gesamtprozess eingehen können,
werden sie in die Fläche übertragen. Pro Zeitschritt
(1 h) wird ein Raster erstellt. Die Daten werden über
die Thiessen-Methode regionalisiert und Lücken in
den Zeitreihen vorher gegebenenfalls per IDW (mit
vier Nachbarn) gefüllt. Die Erstellung der Raster
erfolgt mit einem gewissen Zeitversatz (1 bis 2 h),
damit zum Zeitpunkt der Erstellung möglichst viele
Messwerte in HWIMS zu Verfügung stehen.
Import DWD-Quantilvorhersage: Die Quantilvorhersage
wird vom DWD als ASCII-Datei geliefert. Diese wird
geparst und die vorhergesagten Gebietsniederschlä-
ge den Geometrien der 16 für Sachsen für das Pro-
dukt definierten flussgebietsbezogen Vorhersagege-
biete zugewiesen (siehe Abbildung 6.1.1). Da drei
Niederschlagsvorhersagen enthalten sind (10/50/90er-
Perzentil) werden pro Stunden-Zeitschritt drei Raster
erzeugt. Dazu werden die in der Quantilvorhersage
enthaltenen 6-h- bzw. 12-h-Summen zeitlich gleichmä-
ßig als Stundenwerte verteilt.
Parameterraster und -abfrage: Die für die fachlichen Be-
rechnungen notwendigen Parameterraster (beispiels-
weise SPI-Parameter; siehe Abschnitt 11.3.3) werden
bei einer etwaigen externen Änderung in einem ASCII-
Grid-Format (ESRI-Format) der Rasterdatenbank an-
geboten (via Filesystem) und durch diese eingelesen
und abgelegt. Für die Ermittlung von Scores wird eine
spezielle Abfrage erstellt, die ein gegebenes Raster
mit Perzentilrastern vergleicht und unter Verwendung
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Abbildung 11.3.6: Mittels JavaScript-Bibliothek Leaflet visuali-
siertes GeoJSON aus präoperationellem Prototyp zur Hochwas-
serfrühwarnung. Vorhersagezeitpunkt: 22.12.2016, 06:00 UTC.
Dargestellt sind hier 1 plus 3 Gefährdungsstufen (Stufe „sehr
hohe Gefährdung” in Stufe „hohe Gefährdung” enthalten).
einer Bewertungsvorschrift (Klasseneinteilung; siehe
Abschnitt 11.3.2) ein Ergebnisraster erzeugt.
Zusätzliche Aggregierungsmethoden: Zur Aggregie-
rung von Rasterwerten anhand von Geometrien
werden neben dem flächengewichteten Mittel
zusätzliche Methoden (flächengewichtet) imple-
mentiert: Minimum, Maximum, Median, Quartile.
Damit ist beispielsweise eine teilgebietsspezifische
Gangliniendarstellung dieser Indikatoren für den
Gesamt- und die Teilscores möglich (siehe Abbildung
11.1.1, rechte Seite). Weiterhin wird die angepasste
WARNSIM-Methodik implementiert (siehe Tabelle
11.3.2).
Schlussfolgerung 35: Die am LHWZ bestehende IT-
Infrastruktur mit den Systemen HWIMS sowie KALYP-
SO bietet ein sehr günstiges Umfeld für eine zeit- und
kosteneffiziente Erfüllung der an das Frühwarnsystem
gestellten Anforderungen. Das betrifft Konzeption, Im-
plementierung als auch den operationellen Betrieb so-
wie die Wartung und Pflege des IT-Systems KALYPSO-
Frühwarnung. v







Abbildung 11.4.1: Durch KALYPSO erstelltes Produkt zur Hoch-
wasserfrühwarnung (Ampelkarte als Bilddatei; identische Geome-
trien wie in Abbildung 11.3.6). Vorhersagezeitpunkt: 22.12.2016,
06:00 UTC.
11.4 Diskussion
Es ist noch nicht abschließend geklärt, ob und wie sich
eine „Hochwasserfrühwarnung” vor dem Hintergrund der
Hochwassernachrichten- und Alarmdienstverordnung (HW-
NAVO, 2015) sowie der Hochwassermeldeordnung (HW-
MO, 2015) darstellen soll. Die Erzeugung, Verteilung, Ver-
öffentlichung und Kommunikation (i. S. v. begleitenden In-
formationen) von Produkten zur Hochwasserfrühwarnung
(siehe Abschnitt 2.7) wird im Kern nicht durch KALYPSO
erfüllt. Die Umsetzung der Perspektive zur Frühwarnung er-
möglicht allerdings durch die implementierte Funktionalität
eine dynamische Weiterverarbeitung von Frühwarninforma-
tionen (siehe Abschnitt 11.3.1), beispielsweise auf Basis
des GeoJSON-Austauschformates. So ist unter anderem
eine komfortable Darstellung von Modellergebnissen in ei-
nem Web-Kontext (Webseite) möglich (siehe Abbildung
11.3.6 sowie Kapitel 12.2). Unbenommen davon wird ein
Frühwarnprodukt als Ampelkarte (siehe Abbildung 11.4.1)
direkt von KALYPSO gerendert und als Bestandteil (Ergeb-
nisdaten) des Frühwarn-Berichts in HWIMS abgelegt, steht
dort also prinzipiell für die HWIMS-Methoden – wie die




Tabelle 11.4.1: Gegenüberstellung der vorgestellten Hochwasserfrühwarnsysteme inklusive des neuen sächsischen Systems.













Hochwasserfrühwarnung Einzugsgebiete Einzugs- 24 3# K d, p
Sachsen kleiner 200 km2 gebiete
Hochwasserfrühwarnung Einzugsgebiete Landkreise 24 (48) 1# hM d
Baden-Württemberg kleiner 200 km2
Hochwasserfrühwarnung Einzugsgebiete Landkreise 24 24∼ hM d
Hessen kleiner 200 km2
Hochwasserfrühwarnung Einzugsgebiete Einzugs- 24 12∼ hM p
Rheinland-Pfalz kleiner 500 km2 gebiete§
EFAS-ERIC/ERICHA Einzugsgebiete Gerastert 72 24 hM p
(EU JRC Ispra) größer 25 km2
Warnung für kleine Kleine und mittlere Einzugs- 24 24 hM p
Gewässer Schweiz Gewässer gebiete
Flash Flood Guidance Einzugsgebiete Gerastert Variabel Meist 24 hM+ d
Warndienst Binnnen- Einzugsgebiete Einzugs- 24 3 K d
hochwasser Hamburg gebiete
HW-Frühwarnung – Gerastert Reaktions- 5-minütig N –
Kachelmann GmbH zeit
DWD-Warnungen – Landkreise* Variabel Laufend E d, p
§Bis 2016: Landkreise (LFU, 2016); *seit Juli 2016 auch Gemeinden; #Differenz Bereitstellungszeit zu Vorhersagezeitpunkt ein bis zwei Stunden;
∼anlassbezogen kürzeres Aktualisierungsintervall; +hier wird die hydrologische Modellierung „vorab”, also nicht operationell durchgeführt; eigentlicher
Modellinput im operationellen Betrieb: beobachtete/vorhergesagte Niederschläge; hM: deterministische hydrologische Modellierung; K: Klassifikati-
onsansatz; N: lediglich Niederschlag wird verwendet; E: Experteneinschätzung auf Basis weitgehend automatisierter Guidance; d: deterministischer
QPF-Antrieb; p: probabilistischer QPF-Antrieb.
Abschließend soll des neue sächsische Frühwarnsys-
tem in den in Tabelle 1.6.1 dargestellten Reigen bisher
bestehender operationeller Systeme eingeordnet werden
(siehe Tabelle 11.4.1). Im Vergleich zu den am ehesten
vergleichbaren Systemen der Länder Baden-Württemberg,
Hessen sowie Rheinland-Pfalz gibt es starke Ähnlichkei-
ten bzw. Gemeinsamkeiten hinsichtlich des hydrologischen
Bezugs von Warnprodukten (Einzugsgebiete kleiner 200
oder 500 km2), hinsichtlich des Vorhersagezeitraums (meist
24 h) sowie der öffentlich bereitgestellten Warnprodukte
(Ampelkarten). Der wesentliche Unterschied besteht darin,
dass das sächsische System nicht auf „klassische” determi-
nistische hydrologische Modellierung setzt, um Prognosen
abzuleiten, sondern dass hier ein klassifizierendes Bewer-
tungsverfahren der Hochwasseranfälligkeit (siehe Abschnitt
8.1.3) zum Einsatz kommt.
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In diesem Kapitel wird die Einbindung des in KALYP-
SO implementierten und operationalisierten IT-Systems
zur Frühwarnung (siehe Kapitel 11) in den Systemkontext
des LHWZ beschrieben. Weiterhin wird die letztendliche
Aufbereitung von Frühwarninformationen zu tatsächlichen
Warnprodukten sowie deren Veröffentlichung im Internet
dargestellt. Zusätzlich wird für einen ersten Zeitraum des
präoperationellen (seit 03/2016) und operationellen Be-
triebs (seit Ende 2016) des System verifiziert und interes-
sante Einzelereignisse kurz beleuchtet. Schließlich wird die
im Rahmen der Eröffnung der Web-Veröffentlichung von
Frühwarnprodukten erfolgte Öffentlichkeitsarbeit geschil-
dert.
12.1 Systemsetup für den
operationellen Betrieb
Das in KALYPSO implementierte Frühwarnsystem selbst
dient nicht der Veröffentlichung von Frühwarninforma-
tionen (vergleiche Abschnitt 11.4). Wie bereits im
Abschnitt 11.2.3 beschrieben, soll als „Drehschei-
be” für Hochwasserfrühwarninformationen bzw. Warn-
produkte das LHWZ-IT-System HWIMS (Hochwasser-
informations- und -managementsystem) dienen. In Kon-
sequenz wurde im Rahmen des hierin beschrieben Pro-
jekts HWIMS angepasst, um schließlich Hochwasser-
frühwarnungen via des öffentlichen LHWZ-Webportals
(http://www.hochwasserzentrum.sachsen.de)1 bereitstel-
len zu können. Diese Lösung trennt die fachliche Erstel-
lung einer Frühwarnung von der Veröffentlichung von Früh-
warnprodukten und ist auch insofern konsequent, dass
günstige Eigenschaften von HWIMS (revisionssichere Ab-
lage von Dokumenten, aktive Verteilung von Dokumenten
an beliebige Empfänger über verschiedene Kanäle, ho-
he Verfügbarkeit des IT-Systems HWIMS etc.) synerge-
tisch wirksam werden. Wie bereits erwähnt ist aber zu-
1Eventuell wird bezüglich des Einstiegs auf die Seiten zur Hochwas-
serfrühwarnung eine Kurzdomain wie fruehwarnung.sachsen.de einge-
richtet.
nächst nicht vorgesehen, Frühwarnungen im Sinne der
Hochwassernachrichten- und Alarmdienstverordnung (HW-
NAVO, 2015) sowie der Hochwassermeldeordnung (HW-
MO, 2015) an die sog. Informationsempfänger aktiv zu ver-
teilen („Bringepflicht” des LHWZ), sondern lediglich passiv
via Internet zur Abholung durch die Nutzer bereitzustellen.
Die Belieferung der HWIMS-Webportal-Anwendung
mit Frühwarninformationen erfolgt aus KALYPSO her-
aus mittels eines Webservices2 (siehe Abbildung 12.1.1),
ein Procedere, welches übrigens auch dem Austausch
von pegelbezogenen Vorhersagen aus KALYPSO mit
HWIMS dient. Die Übergabe der Frühwarnungen an
HWIMS erfolgt als „HWIMS-Dokument” (siehe HWIMS-
Datenverarbeitungskonzept; T-MMS, 2015). Der Aus-
tausch wird dabei entweder manuell durch einen KALYPSO-
Nutzer („per Knopfdruck”), oder aber automatisch – ent-
sprechend des für die Frühwarnung gesetzten Update-
Zyklus – mittels Cron-Jobs3 getriggert. Die HWIMS-
Dokumentenverwaltung überführt dann das Dokument
„Frühwarnung” in eine Langzeitdatenbank, wo es revisi-
onssicher abgelegt wird.
Die durch KALYPSO dynamisch via Webservice be-
reitgestellten Daten verwenden ein typisiertes Austausch-
format auf XML/GeoJSON-Basis und enthalten dabei:
ä Globale Metadaten
– Vorhersagezeitpunkt
– Erstellungszeitpunkt der Frühwarnung
– Verfallszeitpunkt (Vorhersagezeitpunkt und Vor-
hersagezeitraum)
– Ersteller der Frühwarnung („KALYPSO”)
2Wikipedia: https://de.wikipedia.org/wiki/Webservice (abgerufen am
07.04.2017): „Ein Webservice (auch Webdienst) ermöglicht die Maschine-
zu-Maschine-Kommunikation auf Basis von HTTP oder HTTPS über Rech-
nernetze wie das Internet. Dabei werden Daten ausgetauscht und auf
entfernten Computern Funktionen aufgerufen.”
3Wikipedia: https://de.wikipedia.org/wiki/Cron (abgerufen am
07.04.2017): „Der Cron-Daemon dient der zeitbasierten Ausführung von
Prozessen (...), um wiederkehrende Aufgaben zu automatisieren.”
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Abbildung 12.1.1: Kontextsicht KALYPSO und HWIMS; KALYPSO erzeugt die Frühwarninformationen und HWIMS ist für deren
Verwaltung und Veröffentlichung zuständig. Dargestellt ist hier nur der Datenfluss von in KALYPSO erstellten Frühwarnungen. Für das
KALYPSO-Verfahren sind unter anderem Antriebsdaten notwendig, welche wiederum durch HWIMS bereitgestellt werden (vergleiche
Abbildung 11.3.1), wobei die Kommunikation dabei wiederum über eine Webservice-Schnittstelle läuft.
ä Gefährdungsklassen (Liste)
– ID der Gefährdungsklassen
– RGB-Code (also Farbcode für „grün”, „gelb” etc.)
– textuelle Repräsentation („geringe Gefährdung“
etc.)
ä Vorhersagegebiete (Liste)
– ID der Vorhersagegebiete
– Name (beispielsweise „Freiberger Mulde ober-
halb 300 m ü. NN)
– Kurzname (beispielsweise „FM-O3”)
– Warnlagengefährdungsklasse für jede ID (die
eigentliche „Warnstufe”)
– Kurzbericht für jedes Vorhersagegebiet (ist in KA-
LYPSO erstellbar; siehe Punkt 5. unter Abschnitt
11.3.1)
– Umringpolygon (die Geometrien der Vorhersage-
gebiete)
Standardmäßig wird aktuell die automatische Rechenvari-
ante mit der QPE/QPF-Kombination RADOLAN/COSMO-
DE gegen HWIMS publiziert; eine Änderung dieser Wahl
ist jederzeit konfigurativ möglich. Die eigentliche Produk-
tion der Frühwarnung erfolgt dann durch das HWIMS-
Webportal-Modul, welches aus den genannten dynami-
schen Informationen sowie statischen Inhalten die Früh-
warnseiten auf das öffentliche Webportal publiziert, von
wo aus sie ausgeliefert werden. Die statischen Inhalte wer-
den dabei aus dem LfULG-Content-Management-System
zCMS eingespeist und sind dort für das LHWZ redaktio-
nierbar. Die Präsentation der Frühwarnung im Internet wird
im folgenden Abschnitt 12.2 besprochen.
Schlussfolgerung 36: Das konzeptionelle und techni-
sche Einpassen des Frühwarnsystems in den System-
kontext des LHWZ bietet die Voraussetzung für ein um-
fassendes und flexibles Management von Frühwarninfor-
mationen, inklusive ihrer Veröffentlichung. v
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Wie im vorangegangenen Abschnitt beschrieben, erfolgt
die eigentliche Erstellung von Frühwarnprodukten durch
das HWIMS-Webportal. Das Webportal liefert dabei für
die Hochwasserfrühwarnung spezifische Inhalte in zwei
Ausprägungen aus: erstens als Standard-Webseite sowie
zweitens in einer für mobile Endgeräte optimierten Ansicht.
Im Rahmen der Standard-Webseite des Landeshochwas-
serzentrums (http://www.hochwasserzentrum.sachsen.de)
wird ein neuer Navigationspunkt „Frühwarnung” ergänzt,
über den die Frühwarn-Hauptseite zugänglich ist. Die
Hauptseite enthält dabei die folgenden Elemente (Abbil-
dung 12.2.1):
1. Navigation: Die Navigation wird um den Punkt „Hoch-
wasserfrühwarnung” ergänzt, und zwar zwischen den
bestehenden Knoten „Hochwasserwarnungen” und
„Download von Messwerten”.
2. Ampelkarte: Hier wird aus den typisierten Ergebnisda-
ten des Frühwarn-Fachverfahrens eine Ampelkarte
erstellt. Gebietszuschnitte, Anzahl von Gefährdungs-
klassen, RGB-Code der Gefährdungsklassen, textu-
elle Beschreibung ebendieser etc. sind dynamische
Daten, was entsprechend bei der Erstellung der Am-
pelkarte berücksichtigt wird. Somit ist eine hohe Flexi-
bilität gegeben und etwaige methodische Anpassun-
gen im Fachverfahren erfordern keine Änderung an
der Herstellungsweise der Ampelkarte.
3. Kurzbericht: Hier wird der in den Ergebnisdaten ent-
haltene Text des Kurzberichts/der Kurzberichte (dyna-
misch) dargestellt.
4. Textuelle Informationen: Text und Inhalte, welche aus
dem LfULG-CMS gespeist werden und eher stati-
schen Charakter tragen (obschon via CMS editierbar!).
Es finden sich Informationen zu den Punkten:
ä Motivation für ein Frühwarnprodukt („Warum
Hochwasserfrühwarnung?”)
ä Kurze, allgemeinverständliche Beschreibung des
Verfahrens („Das Frühwarnsystem”)
ä Verbale Beschreibung der Gefährdungsklassen
(wiederum dynamisch generiert, da administrier-
Hochwasserfrühwarnung für kleine Einzugsgebiete (kleiner 200 km²) 
Erstellt am 01.01.2018, 06:00 Uhr MEZ 
Gültig bis 02.01.2018, 05:00 Uhr MEZ 
Kurzbericht 




Bezogen auf das Gebiet des Freistaates Sachsen sind Hochwasser in kleinen Einzugsgebieten (Fläche bis 200 
Quadratkilometer) in Folge von Starkregen häufiger als an großen Flüssen, wie z.B. der Elbe. Diese lokalen 
Ereignisse sind in ihrer räumlichen Ausdehnung begrenzt und dauern oft nur wenige bis einige Stunden. 
Nichtsdestotrotz führen sie oft zu erheblichen Schäden. Für die mittleren und großen Flüsse wie Elbe und Mulde 
kann heutzutage bereits eine verlässliche Hochwasservorhersage erstellt werden. Für kleine Einzugsgebiete 
hingegen standen bisher für die Bewertung der Hochwassergefährdung nur die entsprechenden 
Starkregenwarnungen der Wetterdienste zur Verfügung (z. B. unter www.wettergefahren.de). Diese Warnprodukte 
berücksichtigen allerdings nicht die Eigenheiten und hydrologischen Vorbedingungen eines Gebiets 
(beispielsweise das aktuelle Wasserspeichervermögen der Böden). 
 
Generell ist in kleinen Einzugsgebieten die Zeitspanne zwischen dem auslösenden Starkregen und dem 
Hochwasserabfluss sehr kurz; im Extremfall steigt der Abfluss fast zeitgleich mit dem Einsetzen des Niederschlags 
an. Unter diesen Bedingungen ist es nicht möglich, verlässliche Wasserstandsvorhersagen bereitzustellen. 




4. Textuelle Informationen 
5. Weiterführende Informationen 
Abbildung 12.2.1: Konzeption der Darstellung von Frühwarnpro-
dukten via des LHWZ-Webportals (Mock-Up).
bar); aktuell werden fünf Gefährdungsklassen1
verwendet (siehe Abbildung 12.2.2)
ä Wichtige Hinweise, insbesondere zur räumlichen
Gültigkeit der Frühwarnung sowie zur Progno-
següte in Zusammenhang mit der begrenzten
Vorhersagbarkeit kleinräumiger Starkregen
5. Weiterführende Informationen: Hier sind für eine um-
fassende Lagebeurteilung wichtige Informationen Drit-
ter zusammengestellt:
ä Aktuelle Warnkarten des DWD (für die Warnelemente
Gewitter sowie Stark- und Dauerregen)
ä Aktueller Radarfilm Mitteldeutschland (via DWD)
1Hierbei wird sich stark an der in Rheinland-Pfalz verwen-
deten Systematik orientiert (siehe http://fruehwarnung.hochwasser-
rlp.de/warnklassen.html).
166
12.3 Verifikation des präoperationellen Prototyps
– Sehr hohe Gefährdung
· Überflutung bebauter Gebiete in größerem
Umfang
· Einsatz der Wasserwehr in größerem Umfang
erforderlich
– Hohe Gefährdung
· Überflutung bebauter Grundstücke oder Keller
· Sperrung überörtlicher Verkehrsverbindungen
· Vereinzelter Einsatz der Wasserwehr erforderlich
– Mittlere Gefährdung
· Überflutung einzelner bebauter Grundstücke
oder Keller
· Verkehrsbehinderungen auf Hauptverkehrs-
und Gemeindestraßen
– Mäßige Gefährdung
· Stellenweise Ausuferungen möglich
· Vereinzelte Überflutung land- und forst-
wirtschaftlicher Flächen möglich
· Vereinzelte Überflutung bebauter Grundstücke
oder Keller möglich
· Vereinzelte Verkehrsbehinderungen möglich
– Geringe Gefährdung
· Leicht erhöhte Wasserstände bis zu stellen-
weisen, kleineren Ausuferungen möglich
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
– Keine Informationen
· Aus technischen Gründen stehen derzeit leider
keine Informationen zur Verfügung
Abbildung 12.2.2: Übersicht der aktuell verwendeten fünf Ge-
fährdungsklassen und ihrer Bedeutung (plus Klasse „keine Infor-
mationen”).
ä Aktuelle Lage an den Hochwassermeldepegeln (bei-
spielsweise via LHP)
Aus Gründen der Übersichtlichkeit beschränkt sich das
mobile Webportal auf die Darstellung von Ampelkarte und
Legende. Ein kleines, aber sicher nicht uninteressantes De-
tail der gewählten Lösung ist die Möglichkeit der Publikation
von Frühwarninformationen via RSS-Feed,1 welche nur an-
geboten werden, wenn eine nichttriviale Warninformation
(Gefährdungsklasse > kleinste Gefährdungsklasse) vor-
liegt. Auf diesem Wege ist es durchaus möglich, über ent-
1Steht für Really Simple Syndication und stellt eine Technologie zum
Abonnieren von Webinhalten dar.
sprechende webbasierte Dienste oder Smartphone-Apps
automatische Push-Benachrichtigungen für ein bestimmtes
Vorhersagegebiet zu generieren; die Feeds werden spezi-
fisch für die einzelnen Vorhersagegebiete (IDs) angeboten.
12.3 Verifikation des Prototyps für
das erste Jahr des
präoperationellen Betriebs
Zur Vorbereitung und Begleitung der Konzeption und Im-
plementierung des operationellen Hochwasserfrühwarn-
systems (siehe Kapitel 11) wurde ein präoperationeller
Prototyp auf Basis der ScoHM-Methodik nach METZKES
(2016) implementiert (siehe Abschnitt 8.1.3) und seit März
2016 betrieben. Der normale Update-Zyklus betrug da-
bei zunächst 24 Stunden; ereignisbezogen wurden aber
manuell häufigere Updates (bis 3 Stunden) getriggert.
Als QPE wurden IDW-interpolierte Stationsdaten und das
RADOLAN-RW-Produkt verwendet, auf QPF-Seite kam
das nicht-hydrostatische WRF-Modell2 der Wetterzentrale
Karlsruhe (http://www.wetterzentrale.de) zum Einsatz. Der
Vorhersagezeitraum betrug 24 Stunden. Der wesentliche
Unterschied des Prototyps zur finalen Konzeptversion be-
steht in der Wahl von lediglich eins plus drei (statt eins
plus vier) Gefährdungsstufen. Die räumliche Auflösung des
Prototyps beträgt ein mal ein Kilometer.
Zur Verifikation wurden die in Abschnitt 2.4.1 vorge-
stellten dichotomen Maße berechnet. Zur Festlegung ei-
nes beobachteten Ereignisses wurden mit Bezug zu den
gewählten 16 Vorhersagegebieten (vergleiche Abbildung
6.1.1 und Tabelle 6.1.1) zum einen die beobachteten Was-
serstände an den Hochwassermeldepegeln bewertet (klas-
sifiziert entsprechend der Richtwerte der Alarmstufen).
Zum anderen – denn nicht zwangsläufig prägen sich klein-
räumige Abflussereignisse auf Pegelmessungen durch –
wurden von den Feuerwehrleitstellen Einsatztagebücher
angefordert, welche Rückschlüsse auf kleinräumige Ab-
flussereignisse zuließen. Auf Basis dieser Informationen
wurden beobachtete Ereignisse den Gefährdungsstufen 0
bis 3 zugeordnet, wobei im Untersuchungszeitraum ledig-
lich die Stufen 0 bis 2 auftraten. Die vorhergesagten Ereig-
nisse wurden bezüglich der Vorhersagegebiete mit einer
– gegenüber den für das operationelle System angepass-
2Steht für „Weather Research and Forecasting Model”.
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Tabelle 12.3.1: Kontingenztabelle für die dichotome Bewertung
des Outputs des präoperationellen Prototyps für den Zeitraum
03.03.2016 bis 02.03.2017. Die Gesamtzahl der Tage beträgt 364,







Tabelle 12.3.2: Gütemaße (siehe Abschnitt 2.4.1) für die Verifika-





CSI 0,71 Critical Success Index
ETS 0,71 CSI korrigiert um Zufallsvorhersagen
ten WARNSIM-Regeln (vergleiche Tabelle 11.3.2) – stark
vereinfachten Methodik ermittelt. Die auf Rasterbasis ermit-
telten Gefährdungen wurden gemäß ihres 50er-Perzentils
zu Gebietsaussagen aggregiert.
Die eigentliche, dichotome Bewertung soll zusammen-
schauend für ganz Sachsen erfolgen; betrachtet werden
Ereignismagnitude und Lokalisierung hinsichtlich der Vor-
hersagegebiete. Es ergeben sich die in Tabelle 12.3.1 dar-
gestellten Werte, welche die Grundlage bilden für die in
Tabelle 12.3.2 zusammengefassten Verifikationsergebnis-
se. Generell ist zu beachten, dass der Untersuchungs-
zeitraum zu kurz ist, um statistisch belastbare Aussagen
treffen zu können. Ursache dafür ist, dass lediglich 14 nicht-
triviale Ereignisse in die Verifikation Eingang finden. Sieht
man von diesen Unsicherheiten einmal ab, so kann der im
Rahmen der Pilotstudie zur hydrologischen Modellierung
(Kapitel 8) gewonnene Eindruck bestätigt werden, dass
das ScoHM-Verfahren einen guten prädiktiven Nutzen für
den Anwendungsfall der Hochwasserfrühwarnung zu lie-
fern imstande ist. Bei den beiden „Misses” handelte es sich
um sehr kleinräumige Ereignisse, welche mit der quantita-
tiven Niederschlagsvorhersage nicht adäquat abgebildet
wurden.
Schlussfolgerung 37: Die Verifikation des operationel-
len Prototyps für das erste Betriebsjahr bestätigt das
bereits im Rahmen der Vorstudien gewonnene Bild, dass
einfache, klassifizierende Bewertungsverfahren zur Ab-
schätzung der Hochwasserneigung für die Hochwasser-
frühwarnung gut geeignet sind. v
12.4 Fallstudien, Einzelereignisse
In diesem Abschnitt werden für einen ersten Zeitraum des
präoperationellen (03/2016 bis 09/2017) und operationellen
Betriebs (seit Ende 2016) interessante, ausgewählte Einzel-
ereignisse kurz (in chronologischer Reihenfolge) beleuchtet
und der potentiell durch das Frühwarnsystem zu erzielende
Benefit dargestellt (siehe Tabelle 12.4.1). Gleichsam sol-
len die folgenden Darstellungen abermals den Charakter
und damit die Grenzen der Vorhersagbarkeit kleinräumiger
Starkregenereignisse und ihrer Auswirkungen aufzeigen.
Mai/Juni 2016 – Starkregen in Sachsen
Im Mai 2016 waren weite Teile Deutschlands und Sach-
sens außergewöhnlich lange durch die Großwetterlage
Tief Mitteleuropa beeinflusst. Eine relativ gradientenarme
synoptische Situation (Blocking durch starkes fennoskandi-
sches Hoch) führte zu wenig dynamischem Antrieb in der
Höhe (persistentes Höhentief); stark labilisierte, gesättigte
Luftmassen strömten über fast zwei Wochen aus Südosten
nach Mitteleuropa/Deutschland ein und es kam entlang
einer sich immer wieder regenerierenden Tiefdruckrinne zu
betonter Konvektion in Folge von Konvergenz. Besonders
die Bodentiefs Elvira und Fredericke dürften in Erinnerung
bleiben, spielten sich doch in ihrem Fahrwasser die Ereig-
nisse in Braunsbach (30.05.) und Simbach (01./02.06.) ab.
Die Lage dauerte vom 26.05. bis zum 05.06. an und änder-
te sich erst ab dem 06.06. mit dem Zustrom trockener Luft
aus Nordosten.
In besagtem Zeitraum war Sachsen, neben
Mecklenburg-Vorpommern und Brandenburg, das einzige
Bundesland ohne Überschreitungen von Alarmstufen-
Richtwerten an den Meldepegeln. Es kam aber zu lokalen
Überflutungen/Überschwemmungen in Demitz-Thumitz
(23./24.05.), Aue und Chemnitz (28.05.), Sächsische








































































































































































































































































































































































































































































































































































































































12 Das Frühwarnsystem im Betrieb
Abbildung 12.4.1: Aus RADOLAN-RW gebildete 8-h-Summe bis
31.05.2016, 20:50 Uhr MESZ.
Exemplarisch sei hier jenes Einzelereignis genannt,
welches am 31.05. mit hohen lokalen Intensitäten (mehr
als 30 mm in 20 min) beispielsweise zum Abgang von
Schlammlawinen in der Sächsischen Schweiz geführt hat
und so zeitweise den Bahnverkehr zwischen Schöna und
Bad Schandau lahmlegte. Lokale Beeinträchtigungen gab
es aber auch anderswo an diesem 31. Mai, beispielswei-
se in Fischbach, wo das kleine Döringsbornwasser aus-
uferte und mehrere Grundstücke überschwemmt wurden.
Abbildung 12.4.1 zeigt die Niederschlagsverteilung eines
Achtstundenzeitraums an diesem Tag.
Die standardmäßig im Frühwarnsystem verwendete
COSMO-DE-QPF hatte zwar deutliche Signale zur Kon-
vektion am 31.05.2016 anzubieten, diese fielen allerdings
– insbesondere bezüglich des 06:00-UTC-Laufs – zu mo-
derat aus, um ein signifikantes Signal in der Frühwarn-
Ampelkarte zu produzieren (Abbildung 12.4.2). Hieran
zeigt sich einmal mehr die große Schwierigkeit, mit NWP-
Methoden konvektive Entwicklungen realistisch zu prognos-
tizieren. Nichtsdestotrotz war die Entwicklung durch die
DWD-Vorhersagemeteorologen frühzeitig und hinsichtlich
der dann aufgetretenen Mengen richtig eingeschätzt wor-
den (siehe Abbildung 12.4.3).
31.07.2016 – Starkregen in Westsachsen
Am Sonntag, den 31.07.2016, lag Sachsen an der Südflan-
ke eines Tiefdruckkomplexes über Nordeuropa; es herrsch-
te entsprechend unbeständiges Wetter mit Gewittertätigkeit.
Am Nachmittag gab es vor allem in Westsachsen mehrere
intensive Einzelereignisse (siehe Abbildung 12.4.4). Beson-







Abbildung 12.4.2: Frühwarn-Ampelkarte (Prognose); Vorhersa-





ausgegeben vom Deutschen Wetterdienst
am Dienstag, 31.05.2016, 10:30 Uhr
 
Ab heute Nachmittag bis morgen gebietsweise starke Gewitter und
örtlich UNWETTER möglich.
 
Entwicklung der Wetter- und Warnlage für die nächsten 24 Stunden bis
Mittwoch, 01.06.2016, 10:30 Uhr:
 
An der Nordflanke eines zonal ausgeprägten Tiefdruckkomplexes über
Mittel- und Osteuropa gelangt weiterhin feucht-warme und labile Luft
nach Sachsen.
 
In der zweiten Tageshälfte werden zunächst vorrangig in Ost- und
Mittelsachsen, sowie im Mittelgebirge starke Gewitter erwartet. Dann
muss örtlich wieder mit Starkregen bis 25 l/m² innerhalb kurzer Zeit,
stürmischen Böen um 70 km/h (Bft 8) und kleinkörnigem Hagel gerechnet
werden. Vereinzelt sind unwetterartige Entwicklungen bezüglich
heftigen Starkregens mit Mengen um 30 l/m² in einer Stunde und
größeren Hagels möglich. Zum Abend und in der kommenden Nacht
verlagern sich die starken, teils auch schweren Gewitter auch nach
Westsachsen. Zudem kann im Nachtverlauf abseits von Gewittern auch
Starkregen bis 35 l/qm in 6 Stunden auftreten. Am Mittwoch werden
erneut stellenweise starke, teils schwere Gewitter mit Starkregen,
Hagel und Sturmböen erwartet. UNWETTER durch heftigen Starkregen und
Hagel sind örtlich erneut möglich!
 
Nächste Aktualisierung: spätestens Dienstag, 31.05.2016, 14:30 Uhr
Deutscher Wetterdienst, RWB Leipzig, Manuel Voigt
Abbildung 12.4.3: DWD-Warnlagebericht Sachsen für Dienstag,
31.05.2016, 10:30 Uhr MESZ.
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Abbildung 12.4.4: Aus RADOLAN-RW gebildete 6-h-Summe bis
31.07.2016, 17:50 Uhr MESZ.
Abbildung 12.4.5: Freie Presse Online abgerufen am
31.07.2016; (c) Chemnitzer Verlag und Druck GmbH und Co.
KG.
ders waren die Gegend um Kirchberg, Lengenfeld sowie
der Norden Zwickaus betroffen. Straßen wurden überflu-
tet, Keller standen unter Wasser und es traten punktuelle
Überschwemmungen auf (beispielsweise in Weißbach).
Abbildung 12.4.5 zeigt als Beleg einen Ausriss aus den
Medien mit einem Bericht über die Unwetter.
In den meisten QPFs waren größere Niederschlags-
höhen prognostiziert, teilweise bis in den unwetterartigen
Bereich hinein. Ein recht deutliches Signal im 06:00-UTC-
Lauf von COSMO-DE führte dann letztlich zu einer Ge-







Abbildung 12.4.6: Frühwarn-Ampelkarte (Prognose); Vorhersa-
gezeitpunkt: 31.07.2016, 12:00 Uhr MESZ, QPE: RADOLAN-RW,
QPF: COSMO-DE (06:00-UTC-Lauf).
fährdungsabschätzung der Stufe „mäßig” für das Vorhersa-
gegebiet ZM-O3 (Zwickauer Mulde oberhalb 300 m ü. NN;
siehe Abbildung 12.4.6), was gut zu den am Nachmittag
beobachteten Auswirkungen der Niederschläge im Westen
von ZM-O3 passt. Allerdings waren der Bereich maximaler
zu erwartender Niederschlagstätigkeit in der NWP etwas
stärker südöstlich verortet. Hier zeigt sich der Sinn der
Generalisierung von punktuell gewonnenen Gefährdungs-
abschätzungen zu einer regional gültigen Aussage.
28.12.2016 – Regionales Hochwasser im
Rödergebiet
In der Nacht vom 27.12. zum 28.12.2016 sowie im Ta-
gesverlauf des 28. kam es in einem schmalen Streifen
des Freistaats an einer Luftmassengrenze zu ergiebigen
Niederschlägen, mit Mengen regional jenseits von 50 mm
in 24 h (40 mm in 6 h; siehe Abbildung 12.4.7). Die hoch-
aufgelösten NWP-Systeme wie COSMO-DE konnten die
grundsätzliche synoptische Situation sowie die regiona-
le Ausprägung der Niederschläge hinsichtlich Menge und
Verortung gut abbilden; bereits der 00:00-UTC-Lauf von
COSMO-DE vom 28.12. hatte die hohen Niederschläge
im Bereich der Flussgebiete Große Röder und Schwarze
Elster sowie den (rechten) Nebenflüssen der Oberen Elbe
gut prognostiziert.
Getrieben durch COSMO-DE als QPF, gelang mit-
tels des Frühwarnsystems eine gute Abschätzung der
Gefährdungslage (Abbildung 12.4.8). Betrachtet man die
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Abbildung 12.4.7: Aus RADOLAN-RW gebildete 24-h-Summe
bis 28.12.2016, 17:50 Uhr MEZ.
dann tatsächlich ab dem Abend des 28.12. sowie am
29.12.2016 aufgetretenen maximale Wasserführung (Ab-
bildung 12.4.9), so wird deutlich, dass lediglich für das
Vorhersagegebiet NE-R3 (rechte Nebenflüsse der Elbe
oberhalb 300 m ü. NN) die Gefährdungslage etwas zu hoch
eingeschätzt wurde (falsch positiv – siehe Tabelle 2.0.1)
sowie dass die Gefährdungsabschätzung mit Blick auf den
Pegel Radeberg (tatsächlich Alarmstufe 2 überschritten)
eventuell etwas zu konservativ war.
Gleichwohl sei an dieser Stelle noch einmal deutlich
gesagt, dass die Gefährdungsklassen des Frühwarnpro-
dukts nicht direkt mit Alarmstufen-Richtwerten an Meldepe-
geln korrespondieren! Nichtsdestotrotz zeigt sich für die be-
troffenen, kleinen Einzugsgebiete (siehe Abbildung 12.4.9),
dass das bei der Frühwarnung verwendete Regelsystem
gewisse Rückschlüsse von Frühwarn-Gefährdungsstufen
auf an Pegeln kleiner Einzugsgebiete zu erwartende Über-
schreitungen von Alarmstufen-Richtwerten ermöglicht.
Feb. 2017 – Überregionales Hochwasser mit
Schneeschmelze
In der letzten Februardekade 2017 herrschte eine unbe-
ständige, regenreiche und milde Witterung vor. Vor allem im
Erzgebirge gab es zu Beginn dieser Periode noch signifi-
kante Schneerücklagen. Die allgemein steigenden Tem-
peraturen in besagten Zeitraum führten in Verbindung
mit dem flüssigen Niederschlag zu größeren Dargebo-







Abbildung 12.4.8: Frühwarn-Ampelkarte (Prognose); Vorhersa-
gezeitpunkt: 28.12.2016, 07:00 Uhr MEZ, QPE: RADOLAN-RW,
QPF: COSMO-DE (00:00-UTC-Lauf).
Abbildung 12.4.9: Übersicht maximaler Warnstatus an den säch-
sischen Hochwassermeldepegeln für den 28. und 29.12.2016
(gelb: Richtwert der Alarmstufe 1 erreicht oder überschritten,
orange resp. für Alarmstufe 2).
ten,1 welche vor allem am 22./23.02.2017 zu gebietswei-
sen Überschreitungen der Richtwerte der Alarmstufe 1 an
Meldepegeln kleinerer Gewässer führten. Am Pegel Lich-
tenhain/Kirnitzsch wurde der Richtwert der Alarmstufe 2
überschritten. Im weiteren Verlauf lief das Hochwasser ab
und führte teilweise zum Erreichen/Überschreiten des 2.
Alarmstufen-Richtwertes (z. B. in der Vereinigten Mulde).
Durch den großräumigen, skaligen Charakter waren
die Niederschläge gut mittels NWP vorhersagbar. Für die
Schneeschmelz-/Dargebotsprognose nutzt das LHWZ das











Abbildung 12.4.10: Frühwarn-Ampelkarte (Prognose); Vorher-
sagezeitpunkt: 22.02.2017, 07:00 Uhr MEZ, QPE/QPF: SNOW4
(00:00-UTC-Lauf).
Abbildung 12.4.11: Übersicht maximaler Warnstatus an
den sächsischen Hochwassermeldepegeln für den 22. und
23.02.2017 (gelb: Richtwert der Alarmstufe 1 erreicht oder über-
schritten, orange resp. für Alarmstufe 2). Ein Pegelstatus im Be-
reich von Alarmstufen-Richtwerten wird – mit Blick auf die räumli-
che Gültigkeit der Frühwarnung – nur für Hochwassermeldepegel
mit Einzugsgebieten kleiner 500 km2 dargestellt!
DWD-Produkt SNOW4, welches als QPE/QPF dem Hoch-
wasserfrühwarnsystem zur Verfügung steht (vergleiche Ab-
schnitt 11.3.4). Durch die Verarbeitung einer Dargebots-
vorhersage ist das System in der Lage, auch für durch
Schneeschmelze verursachte/beeinflusste Lagen eine qua-
lifizierte Prognose der Hochwassergefährdung zu liefern.
In Zusammenschau der Abbildungen 12.4.10 und 12.4.11
wird deutlich, dass durch die Frühwarnung eine sehr gute
Prognose über die in den kleinen Einzugsgebieten zu er-




ausgegeben vom Deutschen Wetterdienst
am Sonntag, 14.05.2017, 10:30 Uhr
 
Heute tagsüber Gewitter, teils unwetterartig. Montagfrüh örtlich
Nebel und nachmittags einzelne Gewitter.
 
Entwicklung der Wetter- und Warnlage für die nächsten 24 Stunden bis
Montag, 15.05.2017, 10:30 Uhr:
 
Zwischen einem Tief über West- und einem Hoch über Osteuropa ist
warme, feuchte und zu Gewittern neigende Luft aus südlichen Breiten
nach Sachsen eingeflossen.
 
Heute treten nach Nordost ziehende Gewitter auf. Sie können vor allem
in der Osthälfte Sachsens mit Starkregen bis 25 l/qm, eng begrenzt um
30 l/qm (UNWETTER) innerhalb kurzer Zeit, stürmischen Böen um 70 km/h
(Bft8) und Hagel verbunden sein.
In der Nacht zum Montag klingen die Gewitter langsam ab. In den
Frühstunden kann sich stellenweise Nebel unter 150 m bilden. Am
Montag sind nochmals einzelne Gewitter möglich.
 
Nächste Aktualisierung: spätestens Sonntag, 14.05.2017, 14:30 Uhr
Deutscher Wetterdienst, RWB Leipzig, Jens Oehmichen
Abbildung 12.4.12: DWD-Warnlagebericht Sachsen für Sonntag,
14.05.2017, 10:30 Uhr MESZ.
Lediglich das Signal für „mittlere Gefährdung” war mit Blick
auf das Vorhersagegebiet LN-O3 (Lausitzer Neiße ober-
halb 300 m ü. NN) eventuell leicht überschätzt, wohingegen
am Pegel Lichtenhain/Kirnitzsch (Vorhersagegebiet NE-
R3 – rechte Nebenflüsse der Elbe, oberhalb 300 m ü. NN)
kurzzeitig der Richtwert der Alarmstufe 2 überschritten wur-




Eine feuchtwarme, stark labilisierte Luftmasse bildete im
Verlauf des Sonntags, den 14.05.2017, den Nährboden für
betonte, hochreichende Konvektion. Der Fokus lag dabei
insbesondere auf Ostsachsen. Die Luftmasse wies dabei
teilweise beträchtliche Wassergehalte auf, was in entspre-
chenden amtlichen Warnungen des DWD vor teilweise un-
wetterartigen Gewittern mit Starkregen auch so antizipiert
wurde (siehe Abbildung 12.4.12).
Die meteorologischen Bedingungen führten im Tages-
verlauf dann in der Tat zu lokal eng begrenzten Stark-
regenereignissen mit maximalen Regenmengen jenseits
der 30 mm in kurzer Zeit. Abbildung 12.4.13 zeigt die aus
RADOLAN-RW abgeleitete 5-h-Summe für Sachsen. Be-
sonders in Spitzkunnersdorf (Oberlausitz) kam es dabei
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Abbildung 12.4.13: Aus RADOLAN-RW gebildete 5-h-Summe
bis 14.05.2017, 16:50 Uhr MESZ; Ereignis Spitzkunnersdorf farbig
markiert.
zu schadensträchtigen Abflussereignissen, gepaart mit teil-
weise erheblichen Massenbewegungen.
Wild abfließendes Wasser, Verfrachtung von Boden-
material sowie Ausuferung des Spitzkunnersdorfer Dorf-
baches verursachten Schäden (Abbildung 12.4.14). Die
Hauptmenge des Niederschlags fiel in ca. 20 min; es kam
zu einer fast zeitgleichen Intensivierung des Abflussge-
schehens. Im Falle dieses Ereignisses hätte eine rein QPE-
basierte Frühwarnung (siehe Abschnitte 1.1 und 2.1), bei-
spielsweise auf Basis von Radardaten, keine relevante Vor-
warnzeit generiert! Zusätzlich hätten auch auf Zelltracking
basierte Nowcasting-Verfahren (Abschnitt 2.1) keinen Nut-
zen gehabt, da die Gewitterzelle auf dem Radar erst ca.
13:45 Uhr MESZ sichtbar wurde, gewissermaßen kurz vor
dem Bereich der dann erreichten Spitzenintensitäten (siehe
Abbildung 12.4.15).
Das Hochwasserfrühwarnsystem zeigte im 12-Uhr-
MESZ-Lauf (also ca. 2 h vor dem Ereignis) eine mäßige
Gefährdungslage für das später betroffene Vorhersagege-
biet LN-O3 (Lausitzer Neiße oberhalb 300 m ü. NN), wobei
die prognostizierte Gefährdung (ausgedrückt durch den Ge-
samtscore des ScoHM-Verfahrens, siehe Abschnitt 8.1.3)
offenkundig direkt nach dem Vorhersagezeitpunkt ansteigt
(siehe Abbildung 12.4.16). Obgleich die lokalen Auswirkun-
gen tendenziell die Gefährdungsstufe mittlere Gefährdung
(orange) gerechtfertigt hätten, ist das dennoch ein sehr
gutes Ergebnis, bedenkt man die Genese der auslösenden
Zelle. Die verwendete QPF (COSMO-DE) hatte in ihrem
06:00-UTC-Lauf (08:00 Uhr MESZ) die dann tatsächlich
stattfindende konvektive Entwicklung hinsichtlich Menge
Abbildung 12.4.14: Eindruck des Ereignisses vom 14.05.2017 in
Spitzkunnersdorf (Bild aus Videostill); (c) Paul Michel (mit freund-
licher Genehmigung des Urhebers). Auf Twitter wurde das Video
mit der Zeitangabe „[aufgenommen] gegen 14:00 Uhr [MESZ]”
verbreitet, wobei sich diese Information nicht verifizieren lässt.
Abbildung 12.4.15: DWD-Verfahren Konvektionsentwicklung in
Radarprodukten (KONRAD): Identifikation der für den Bereich
Spitzkunnersdorf relevanten Gewitterzelle mit Position und pro-
gnostizierter Zugbahn für den 14.05.2017, 13:50 Uhr MESZ.
und Verortung sehr gut abgebildet, was bei Ereignissen die-
ser Charakteristik aber eher die Ausnahme als die Regel
darstellt.
28./29.06.2017 – Starkregen in Ost- und
Westsachsen
Nach einer längeren Phase mit Hochdruckeinfluss, stell-
te sich vor allem am 28.06.2017 die Wetterlage um (Trog
Westeuropa/Tief Mitteleuropa). Es gelangte auf der Vor-
derseite eines breiten Troges unter einer südlichen Höhen-
strömung feucht-instabile Warmluft nach Sachsen, was zu
ausgeprägter Konvektion und lokal unwetterartigen Nieder-
schlagsmengen jenseits von 50 mm in kurzer Zeit führte. In
der Nacht zum 29.06. kam es über Tschechien zur Zykloge-
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Abbildung 12.4.16: Frühwarn-Ampelkarte (Prognose) sowie zeit-
licher Verlauf der pixelweisen Gesamtscores (Minimum, unteres
Quartil, Mittelwert, Median, oberes Quartil, Maximum) über alle
Zellen des Vorhersagegebietes LN-O3 (Lausitzer Neiße oberhalb
300 m ü. NN); Vorhersagezeitpunkt: 14.05.2017, 12:00 Uhr MESZ,
QPE: RADOLAN-RW, QPF: COSMO-DE (06:00-UTC-Lauf).
nese.1 Das resultierende Tief zog nordwärts und verstärkte
sich dabei deutlich. Durch das Tief intensivierte sich die
Heranführung feuchtwarmer Luftmassen. Damit einher gin-
gen andauernde, konvektiv durchsetzte (verstärkte) und
sich nach Norden ausbreitende Regenfälle. Das Tief hatte
damit eine „klassische” Vb-Zugbahn.2
An beiden Tagen bewegten sich die lokalen, kurzzeiti-
gen Niederschlagsmengen jenseits von 50 mm in 6 h (z. B.
Station Dürrhennersdorf: 54,2 mm in 6 h bis 29.06., 14:00
Uhr MESZ). Verbreitet waren in Ostsachsen vor allem am
29.06. mehr als 30 mm in 24 h und mehr als 50 mm in
48 h zu verzeichnen (Abbildung 12.4.17). In Westsach-
sen/Vogtland fielen die Niederschläge etwas geringer aus
1Der Tiefdruckwirbel entstand durch PVA (Positive Vorticity Advection)
und diabatische Effekte.
2Obschon für ein „klassisches” Vb-Tief die Zyklogenese über dem
Golf von Genua stattfindet. Diese Klassifikation („Zugstraßentypologie”)
geht auf den Meteorologen Wilhelm Jacob van Bebber zurück (*1841;
†1909), ist aber heute – bis auf wenige Ausnahmen, wie die „Vb” – nicht
mehr gebräuchlich.
(Fokus: 29.06.), bewegten sich aber auch hier um 20 bis
30 mm in 24 h, lokal deutlich darüber, z. B. mit 70 mm Ta-
gesniederschlag an der Talsperre Muldenberg. In den säch-
sischen Fließgewässern herrschte zu Beginn der Ereignis-
ses verbreitet Niedrigwasserführung und die relativen Bo-
denfeuchtewerte betrugen im Freistaat lediglich zwischen
30 und 50 % der nutzbaren Feldkapazität.
An einigen Hochwassermeldepegeln im Flussgebiet
der Schwarzen Elster (Kamenz 1, Prischwitz, Zescha) wur-
den in Folge der Niederschläge ab dem Nachmittag des
28.06. kurzzeitig die Richtwerte der Alarmstufen 1 über-
schritten. Am 29.06. wurde an den Meldepegeln Groß-
schweidnitz sowie Gröditz 2 am Löbauer Wasser der Richt-
wert der Alarmstufe 1 überschritten (Flussgebiet Spree).
Am Meldepegel Rodewisch 1/Göltzsch (Flussgebiet Obere
Weiße Elster) wurde kurzzeitig die Alarmstufe 1 überschrit-
ten, maßgeblich durch ein dynamisches Entlastungsereig-
nis aus dem Stadtgebiet Rodewisch. In Ost- und West-
sachsen gab es eine Vielzahl von lokalen Überflutungen in
deren Folge Keller ausgepumpt, kleinere Straßen gesperrt
und sonstige Auswirkungen des Starkregens bekämpft wer-
den mussten (siehe beispielsweise Abbildung 12.4.18).
Abbildung 12.4.19 zeigt die operationell erstellten Pro-
gnosen aus dem Frühwarnverfahren (obere Zeile) sowie die
zu denselben Vorhersagezeitpunkten korrespondierenden
Hindcasts; hierbei wird die Frühwarnung retrospektiv – auf-
grund bereits bekannter Niederschläge (hier: RADOLAN-
RW) – erstellt (mittlere Zeile). Mit Blick auf die im Pe-
gelmessnetz beobachteten (untere Zeile) sowie berich-
teten Auswirkungen (vergleiche Abbildung 12.4.18) kann
dem Frühwarnprodukt für das betrachtete Ereignis eine ho-
he Güte attestiert werden. Lediglich die Gefährdungslage
in Westsachsen/Vogtland war schwierig zu prognostizie-
ren, was allerdings an Unsicherheiten in der quantitati-
ven Niederschlagsvorhersage lag, wie der Vergleich mit
dem Hindcast-Szenario belegt. Bemerkenswert ist, dass
die Frühwarnung trotz der generell verbreitet hohen Nie-
derschlagsmengen eine realistisch-konservative Prognose
lieferte, was ein klares Indiz für die Sinnhaftigkeit der ge-
wählten Verarbeitung von Vorfeuchtebedingungen ist.
10.07.2017 – Starkregen in Nordsachsen
In Folge einer Tiefdrucksituation (kleinräumiges Tief über
Mitteleuropa) wurde feuchtwarme Luft nach Sachsen her-
angeführt, was zu Schauern und Gewittern mit Starkre-
gen führte. Insbesondere Nordsachsen war davon betrof-
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Abbildung 12.4.17: Aus RADOLAN-RW gebildete 24-stündige Radar-QPEs für Sachsen; links: 28.06., rechts: 29.06.2017 (jeweils
gebildet bis 23:50 Uhr MESZ).
Abbildung 12.4.18: Artikel der Sächsischen Zeitung (Ausgabe Bautzen) vom 30.06.2017 zu den Auswirkungen des Starkregenereig-



























Abbildung 12.4.19: Frühwarn-Ampelkarten und Warnstatus für das Ereignis 28./29.06.2017; linke Spalte: 28.06.2017, rechte Spalte:
29.06.2017; obere Zeile: Prognosen (QPE: RADOLAN-RW, QPF: COSMO-DE), mittlere Zeile: Hindcasts (diagnostisch-retrospektive
Betrachtung ausschließlich mit nunmehr bekanntem RADOLAN-QPE), untere Zeile: beobachteter Warnstatus an den Meldepegeln.
(a + b) Vorhersagezeitpunkt: 28.06., 08:00 Uhr MESZ, QPE: RADOLAN-RW, QPF: COSMO-DE (00:00-UTC-Lauf).
(d + e) Vorhersagezeitpunkt: 29.06., 08:00 Uhr MESZ, QPE: RADOLAN-RW, QPF: COSMO-DE (00:00-UTC-Lauf).
(c) Übersicht maximaler Warnstatus an den sächsischen Hochwassermeldepegeln für den 28.06.2017.
(f) Übersicht maximaler Warnstatus an den sächsischen Hochwassermeldepegeln für den 29.06.2017.
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Abbildung 12.4.20: Aus RADOLAN-RW gebildete 24-h-Summe
bis 11.07.2017, 07:50 Uhr MESZ.







Abbildung 12.4.21: Frühwarn-Ampelkarte (Prognose); Vorhersa-
gezeitpunkt: 10.07.2017, 05:00 Uhr MESZ, QPE: RADOLAN-RW,
QPF: COSMO-DE (00:00-UTC-Lauf).
fen; hier waren 24-h-Niederschläge von gebietsweise um
60 mm, lokal auch darüber, zu verzeichnen (Abbildung
12.4.20). Eine recht gute QPF durch COSMO-DE ermög-
lichte eine gute Prognose der Hochwassergefährdung (Ab-
bildung 12.4.21); tatsächlich kam es in Nordsachsen am
10.07.2017 zu einer Vielzahl kleinerer lokaler Überflutun-
gen. Am Abend wurde am Hochwassermeldepegel Thekla
an der Parthe, gelegen im Stadtgebiet Leipzig, der Richt-
wert der Alarmstufe 1 überschritten (Abbildung 12.4.22).
11.07.2017 – Starkregen in der Oberlausitz
In Folge der im Vergleich zum 10.07.2017 weitgehend un-
veränderten synoptischen Situation führten Tiefausläufer
Abbildung 12.4.22: Übersicht maximaler Warnstatus an den
sächsischen Hochwassermeldepegeln für den 10.07.2017 (gelb:
Richtwert der Alarmstufe 1 erreicht oder überschritten).
mit schwachen Luftdruckgegensätzen zu weiterhin unbe-
ständigem Wetter mit Gewittern, begleitet von Starkregen
(Abbildung 12.4.23). Lokal betrugen die Niederschlagshö-
hen um die 40 mm in 6 h – z. B. 39,7 mm bis 14:00 Uhr
MESZ an der Station Löbau, was zu Überflutungen im
Stadtgebiet führte.
Generell hatte die numerische Wettervorhersage für
den 11.07.2017 deutliche Signale für Starkregen enthalten;
beispielsweise sorgten die Signale des 00:00-UTC-Laufes
von COSMO-DE in der Frühwarnung für die Einfärbung
einiger Bereiche mit den Gefährdungsklassen mäßig und
mittel (gelb und orange; siehe Abbildung 12.4.24, oben).
Auch war in der NWP eine gewisse Tendenz zu erkennen,
dass die Niederschläge vor allem Ostsachsen betreffen
könnten. Neben der unsicheren Verortung der Starkregen-
gebiete, reichte weiterhin die vom Scoring-Verfahren ange-
botene zellweise Gefährdungsabschätzung nicht aus, um
die gebietsweisen Warnkriterien des Frühwarnverfahrens
zu triggern (siehe Tabelle 11.3.2). Schlussendlich mündete
dies in einer falsch-negativen Prognose (Ereignis eingetre-
ten, aber nicht vorhergesagt).
Nichtsdestotrotz zeigt ein Blick auf die Hindcast-
Analyse (Abbildung 12.4.24, unten), dass das Verfahren
inklusive seiner Parametrisierung – bei als bekannt an-
genommener Niederschlagsverteilung – sehr wohl in der
Lage war, die Hochwassergefährdung hinsichtlich der Er-
eignismagnitude mit hoher Güte zu prognostizieren (siehe
dazu auch Abbildung 12.4.25 mit einer vermerkten kurzzei-
tigen Alarmstufen-Überschreitung am Pegel Großschweid-
nitz/Löbauer Wasser). Im Umkehrschluss werden abermals
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Abbildung 12.4.23: Aus RADOLAN-RW gebildete 24-h-Summe
bis 12.07.2017, 07:50 Uhr MESZ.







Abbildung 12.4.24: Frühwarn-Ampelkarten (Prognose und Hind-
cast) für den Vorhersagezeitpunkt 11.07.2017, 08:00 Uhr MESZ;
oben: Prognose (QPE: RADOLAN-RW, QPF: COSMO-DE, 00:00-
UTC-Lauf), unten: Hindcast (diagnostisch-retrospektive Betrach-
tung ausschließlich mit nunmehr bekanntem RADOLAN-QPE).
Abbildung 12.4.25: Übersicht maximaler Warnstatus an den
sächsischen Hochwassermeldepegeln für den 11.07.2017 (gelb:
Richtwert der Alarmstufe 1 erreicht oder überschritten).
anhand dieses Beispiels die durch die Güte der quantitati-
ven Niederschlagsvorhersage gesetzten Grenzen bei der
kleinräumigen Hochwasserfrühwarnung deutlich.
Nicht unerwähnt soll an dieser Stelle bleiben, dass
mit dem sächsischen Frühwarnsystem aber in jedem Fal-
le ab dem Zeitpunkt, zu dem die Niederschlagsverteilung
bekannt ist (Bereitstellungszeit für RADOLAN-RW ca. 25
Minuten nach Echtzeit), exakte Prognosen – in der Größen-
ordnung Reaktionszeit des betrachteten Gebietes minus
Bereitstellungszeit des QPE – möglich sind. Allerdings sind
sehr kleinräumige, extreme Ereignisse (z. B. Braunsbach
2016) und ihre hydrologischen Effekte faktisch nicht vor-
hersagbar (siehe dazu auch die Ausführungen in Abschnitt
1.5)!
12.07.2017 – Weiterhin lokaler Starkregen in
Sachsen
Das unbeständige Wetter der vergangenen Tage hielt auch
am 12.07.2017 noch an. Ein weiteres kleinräumiges Tief
überquerte von Westen kommend Sachsen und zog recht
rasch nach Osten ab. Dabei wurden erneut feuchtwarme,
labile Luftmassen aus Südosten herangeführt, was wie-
derum zu Niederschlägen führte, welche zumindest lokal
die Kriterien für Starkregen erfüllten (z. B. mehr als 35 mm
in 6 h; siehe Abbildung 12.4.26). Die dem Tief zugehöri-
ge Kaltfront überquerte Sachsen in der Nacht zum 13.07.,
was im Nachgang zum Einströmen wesentlich kühlerer Luft-
massen führte. Damit war ab dem 13.07.2017 zunächst
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Abbildung 12.4.26: Aus RADOLAN-RW gebildete 24-h-Summe
bis 13.07.2017, 07:50 Uhr MESZ.
die unbeständige, schwüle und regenreiche Witterungssi-
tuation beendet.
Was die Hochwasserfrühwarnung anbelangt ist zu-
nächst interessant, dass die Prognose für den Vorhersa-
gezeitpunkt 12.07., 08:00 Uhr MESZ (Abbildung 12.4.27,
oben) sehr stark dem Hindcast für den 11.07., 08:00 Uhr
MESZ ähnelt (Abbildung 12.4.24, unten). Hier wird erkenn-
bar, dass bereits vor dem 12.07., 08:00 Uhr gefallene Nie-
derschläge (welche im Hindcast des vorangegangen Tages
bekannt sind!) maßgeblich die Ausweisung einer mäßigen
Gefährdung für die Gebiete SP-O2 und LN-O3 bedingen.
Gefallene Niederschläge wirken sich also gewissermaßen
ein Stück weit in die Zukunft aus, was gewollt ist und me-
thodisch durch die Verwendung des Speichergliedes für die
Wichtung von Stundenniederschlägen erreicht wird (siehe
Abschnitt 11.3.5). Mit anderen Worten weist die Frühwar-
nung also eine gewisse „Trägheit” hinsichtlich des Rück-
gangs der Gefährdung auf das Ausgangsniveau auf, was
hydrologisch natürlich sinnvoll ist.
Tatsächlich waren allerdings für den 12./13.07. kei-
ne Überflutungen/Überschwemmungen oder andere nie-
derschlagsbedingte Effekte recherchierbar. Die Prognose
vom 12.07. ist – mit Blick auf die zurückgehenden, am
11.07. gestiegenen Durchflüsse – aber als plausibel zu
bewerten. Der Hindcast für den 12.07. (Abbildung 12.4.27,
unten) zeigt allerdings, dass die Güte der Prognose eher
auf eine Unterschätzung der Niederschlagsmengen in der
numerischen Wettervorhersage zurückzuführen ist. Mit be-
kannter Niederschlagsverteilung hingegen zeigt sich im
Hindcast-Modus, dass die verwendete Methodik die Ge-
fährdungslage im Bereich Röder/Schwarze Elster/Spree







Abbildung 12.4.27: Frühwarn-Ampelkarten (Prognose und Hind-
cast) für den Vorhersagezeitpunkt 12.07.2017, 08:00 Uhr MESZ;
oben: Prognose (QPE: RADOLAN-RW, QPF: COSMO-DE, 00:00-
UTC-Lauf), unten: Hindcast (diagnostisch-retrospektive Betrach-
tung ausschließlich mit nunmehr bekanntem RADOLAN-QPE).
leicht überschätzt (falsch positiv). Hierfür ist insbesonde-
re der Teilscore für die 12/24/48-Stunden-Summe (siehe
Abschnitt 11.3.2) verantwortlich, welcher in der beschrie-
benen Situation aufgrund der in den vergangenen Tagen
immer wieder aufgetretenen intensiven Niederschläge ein
Stück weit zu sensitiv reagiert. Dieser Fehler ist der Tat-
sache geschuldet, dass ein Modell – ganz gleich welcher
Philosophie es folgt – niemals alle in der Natur auftretenden
Situation adäquat wiedergeben können wird.
Ende Juli 2017 – Erneut Stark- und
Dauerregen in Deutschland
Nach einer vorübergehenden Wetterberuhigung wurden
in der letzten Juliwoche 2017 ausgehend vom über den
Britischen Inseln liegenden Tief Alfred feuchtwarme, labile
Luftmassen nach Deutschland geführt. An der Konvergenz
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Abbildung 12.4.28: Aus RADOLAN-RW gebildete 72-h-Summe
bis 27.07.2017, 07:50 Uhr MESZ; (c) DWD.
kam es im weiteren Verlauf immer wieder zu konvektiv indu-
zierten/verstärkten Starkregen, welche weite Teile Deutsch-
lands betrafen und zu einer regionalen (v. a. Harz) sowie
überregionalen (durch den Ablauf der Hochwasserwellen;
v. a. Niedersachsen) Hochwassersituation führten (siehe
Abbildungen 12.4.28 und 12.4.29). Von Sachsen war insbe-
sondere der Osten in der Nacht vom 26. zum 27.07.2017
durch intensivere Niederschläge betroffen, wobei hier die
gängigen Starkregenkriterien (z. B. ab 35 mm in 6 h) – wenn
auch knapp – verfehlt worden sind.
Die Hochwasserfrühwarnung spiegelte die deutlichen
Starkregensignale in der numerischen Wettervorhersage
mit Herausgabe einer fast sachsenweit mäßigen bis mitt-
leren Gefährdungslage wider; lediglich für 2 von 16 Vor-
hersagegebieten wurde eine geringe Gefährdung („grün”)
abgeschätzt (Abbildung 12.4.30, oben). Im Pegelmess-
netz waren hingegen keine Richtwerte-Überschreitungen
zu verzeichnen. Auch die Befragung der sächsischen Ret-
tungsleitstellen erbrachte den Befund, dass es zu keinen
kleinräumigen Phänomenen – wie wild abfließendem Was-
ser, vollgelaufenen Kellern etc. – kam. Es handelt sich also
um eine falsch-positive Prognose (Ereignis vorhergesagt
aber nicht eingetreten).
Abbildung 12.4.29: Maximaler Warnstatus (LHP-Klassifizierung)
der deutschen Hochwassermeldepegel in der Woche vom
24.07.2017; (c) www.hochwasserzentralen.de.
Betreibt man die Gefährdungsabschätzung retrospek-
tiv mit beobachteten Niederschlagsdaten (Hindcast), so
ändert sich das Bild insofern, dass vor allem für West- und
Nordsachsen keine erhöhte Gefährdung ausgewiesen wird
(Abbildung 12.4.30, unten). Für Ostsachsen bleibt aber die
grundsätzliche Abschätzung im Vergleich zur Prognose un-
verändert. Hier zeigt sich (wie auch bereits für den Zeitraum
10. bis 12.07.2017) die Problematik einer leicht zu sensiti-
ven Reaktion des verwendeten Bewertungsverfahrens bei
wiederholt nacheinander auftretenden, intensiveren Nieder-
schlagsinputs, die für sich allein genommen aber zu noch
keiner signifikanten Erhöhung der abgeschätzten Gefähr-
dungsklasse beitragen. Nichtsdestotrotz wäre im vorliegen-
den Fall die Prognose (wenn auch falsch) im Sinne der
Risikokommunikation nicht als hinderlich einzustufen, da
durchaus – auch mit Blick auf Sachsen – die Wahrschein-
lichkeit lokaler Überflutungen – gegeben war, was u. a. die
vom DWD in besagtem Zeitraum herausgegebenen amtli-
chen Warnungen vor Starkregen belegen.
01./02.08.2017 – Starkregen in Ostsachsen
Ein recht ausgeprägtes Tief mit dem Zentrum über der
Ukraine und ein Tief über der Irischen See bewirkten das
Einströmen heiß-schwüler Luft aus Nordafrika nach Mit-
teleuropa. Es stellte sich mit Blick auf Deutschland eine
scharfe Luftmassengrenze in einer Linie vom Saarland bis
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Abbildung 12.4.30: Frühwarn-Ampelkarten (Prognose und Hind-
cast) für den Vorhersagezeitpunkt 26.07.2017, 08:00 Uhr MESZ;
oben: Prognose (QPE: RADOLAN-RW, QPF: COSMO-DE, 00:00-
UTC-Lauf), unten: Hindcast (diagnostisch-retrospektive Betrach-
tung ausschließlich mit nunmehr bekanntem RADOLAN-QPE).
Frankfurt/Oder ein. Im Bereich südlich dieser Luftmassen-
grenze waren teilweise neue Augustrekorde der Lufttempe-
ratur (jenseits der 35 Grad) zu verzeichnen.
Im Übergangsbereich der feucht-milden Luftmasse
im Norden und der heißen und feuchten Luft im Süden
waren alle Zutaten für starke Konvektion und den damit
verbundenen unwetterträchtigen Begleiterscheinungen wie
Starkregen, Hagel und Böen bis hinein in den Orkanbe-
reich gegeben. Diese Entwicklung setzte im Tagesverlauf
des 01.08. im Südwesten Deutschlands ein und verlager-
te sich dann nach und nach nordwärts; am Abend bzw.
in der Nacht zum 02.08. war dann vor allem der Osten
Sachsens betroffen (siehe Abbildung 12.4.31). Dort traten
Starkregenmengen von mehr als 35 mm in 6 h auf.
Obschon die NWP zunächst einige Probleme hatte
die Entwicklung konsistent abzubilden, lagen spätestens
Abbildung 12.4.31: Aus RADOLAN-RW gebildete 06-h-Summe
bis 02.08.2017, 02:50 Uhr MESZ.
mit den 15-UTC-Läufen (17:00 Uhr MESZ)1 von COSMO-
DE bzw. COSMO-DE-EPS konsistente Lösungen vor, die
die Entwicklung des Abends und der Nacht für Sachsen
gut prognostizierten, was der Vergleich der Frühwarn-
Prognose (Abbildung 12.4.32, oben) mit dem Hindcast
(Abb. 12.4.32, unten) illustriert. Die so erzielte Vorwarnzeit
bewegt sich hier also in der Größenordnung von 4 bis 6
Stunden, was mit Blick auf die hochdynamische Wetterent-
wicklung ein sehr guter Befund ist.
Hydrologisch war vor allem im Gebiet der Schöpse teil-
weise in kleineren Gewässern eine Wasserführung bis in
der Bereich des MHQ2 zu beobachten (z. B. Pegel Jänken-
dorf 1/Schwarzer Schöps), allerdings gab es keine Richt-
wertüberschreitungen an den Meldepegeln. Das zeigt ein-
mal mehr die Schwierigkeit der Verifikation von Frühwarn-
Prognosen anhand von Pegelmessungen und unterstreicht
erneut, dass das Frühwarnprodukt mit seinen Gefährdungs-
stufen nicht direkt auf die im Pegelmessnetz erwartbare
Ereigniskulisse bezogen werden kann.
10./11.08.2017 – Starkregen in Ost-, West-
und Nordsachsen
Auf der Ostseite eines vom Balkan über Polen nach Nor-
den ziehenden kleinräumigen Tiefdruckkerns kam es zum
Einstrom feuchtwarm-labiler Luftmassen; auf der Westsei-
te hingegen wurde kühle maritime Luft herangeführt. Im
1In der Regel ca. anderthalb bis zwei Stunden nach Vorhersagezeit-
punkt verfügbar.
2MHQ ist der an einem bestimmten bepegelten Querschnitt aus einer
langen Beobachtungsreihe ermittelte mittlere Hochwasserdurchfluss.
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Abbildung 12.4.32: Frühwarn-Ampelkarten (Prognose und Hind-
cast) für den 01./02.08.2017; oben: Prognose, Vorhersagezeit-
punkt 18:00 Uhr MESZ (QPE: RADOLAN-RW, QPF: COSMO-DE,
15:00-UTC-Lauf), unten: Hindcast (diagnostisch-retrospektive Be-
trachtung ausschließlich mit nunmehr bekanntem RADOLAN-
QPE), Vorhersagezeitpunkt 01.08.2017 08:00 Uhr MESZ.
Bereich der Luftmassenkonvergenz bildeten sich verbreitet
ergiebige Niederschläge, welche gebietsweise unwetterar-
tig ausfielen (Gewitter, Starkregen, Hagel).
Die Niederschläge fielen in zwei Episoden, jeweils
in der Nacht vom 09. auf den 10.08. und dann am
Abend/Nacht des 10.08. In der ersten Episode war vor
allem Ostsachsen (Schwarze Elster, Klosterwasser, Ho-
yerswerdaer Schwarzwasser), in der zweiten dann West-
und später Nordsachsen betroffen (Pleiße und Parthe).
Die aufgetretenen Niederschlagsmengen (Abb. 12.4.34)
bewegten sich dabei gebietsweise oberhalb von 40 mm in
kurzer Zeit (z. B. 40 mm in weniger als einer Stunde in der
Nacht vom 09. auf den 10.08. an der Station Weißenberg in
der Oberlausitz). In 24 h kamen vor allem in Nordsachsen






































Abbildung 12.4.33: Mittelwert des prognostizierten mittleren Ge-
samtscoreverlaufs für das im betrachteten Zeitraum nicht durch
Hochwasser betroffene Vorhersagegebiet LN-O3 (Lausitzer Neiße
oberhalb 300 m ü. NN) für fortlaufende Vorhersagezeitpunkte vom
09.08. 15:00 Uhr MESZ bis 10.08.2017 03:00 Uhr MESZ mit 3-h-
Updates: Beispiel für konsistent richtig-negative Prognosen nach
einzelner falsch-positiver Prognose (Verbesserung der Progno-
següte mit Herannahen des Ereignisses). Die unterschiedlichen
Vorhersagezeitpunkte sind durch die vertikalen Linien dargestellt.
Als Referenz ist der Verlauf des Gesamtscores aus dem Hind-
cast dargestellt; Output des Frühwarnverfahrens zur Darstellung
mittels Splines geglättet. Die den eingefärbten Gefährdungsstu-
fen zugrunde liegenden Untergrenzen korrespondieren zu Ta-
belle 11.3.1. Für die Ableitung gebietsweiser Gefährdungsstufen
(WARNSIM-Methodik) ist nicht ausschließlich der Mittelwert des
Gesamtscores relevant (vergleiche Tab. 11.3.2).
Nach zunächst noch größeren Unsicherheiten in der
Niederschlagsvorhersage, bildete sich ab den 12-UTC-
Läufen des 09.08.2017 eine relativ gute Konsistenz bei den
typischen NWP-Produkten sowie innerhalb der Vorhersage-
Ensembles (beispielsweise bei COSMO-DE-EPS) aus. So-
mit konnte auch das Frühwarnverfahren die Lokalisierung
und Magnitude der eintretenden Hochwassersituation gut
prognostizieren (siehe Abbildung 12.4.33 sowie linke Spal-
te der Abb. 12.4.35).
Die Prognosegüte für den 11.08.2017 (Prognose er-
stellt am 10.08.) ist ebenfalls als gut einzustufen; die nun
in den Fokus gelangenden Flussgebiete der Oberen sowie
Unteren Weißen Elster sind mit einer realistischen Abschät-
zung der Gefährdung („mäßig“) belegt (Abbildung 12.4.35,
oben rechts). Einzig im Bereich des Spreegebiets kam
es zu einer größeren Überschätzung auf Grund zu star-
ker Niederschlagssignale in der als Antrieb verwendeten
COSMO-DE-QPF.
Der Hindcast für den 10.08. (Abbildung 12.4.35, Mitte
links) zeigt für den Bereich Obere Schwarze Elster zwar
richtig verortete Signale/Pixel für die Ausweisung einer mä-
ßigen Gefährdung, allerdings reichen diese gemäß der
zugrunde liegenden Aggregierungsmethodik (WARNSIM)
nicht aus, um die Gefährdungslage der Gebietes RS-O2
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Abbildung 12.4.34: Aus RADOLAN-RW gebildete 6-stündige Radar-QPEs für Sachsen; links: 10.08. (gebildet bis 04:50 Uhr MESZ),
rechts: 11.08.2017 (gebildet bis 01:50 Uhr MESZ).
entsprechend flächenhaft anzuheben. Selbiges trifft zu
für den Hindcast vom 11.08. für den Bereich Weiße Els-
ter/Pleiße, Gebiet WE-O3 (Abbildung 12.4.35, Mitte rechts).
Hier zeigt sich ein Nachteil solch einer räumlichen Aggre-
gierung von Modellergebnissen, wobei die Vorteile im ope-
rationellen Prognosebetrieb sicher überwiegen (vergleiche
dazu Abschnitt 10.4).
Die Warnsignale in Ostsachen sowie im Bereich der
Sächsischen Schweiz/Obere Elbe stammen gewisserma-
ßen noch vom Vortag und rühren daher, dass stärkere
Niederschlagssignale tendenziell einige Zeit die Gefähr-
dungsabschätzung beeinflussen („Trägheit” der Frühwar-
nung), was ja methodisch explizit so gewollt ist (vergleiche
Abschnitt 11.3.5).
12.5 Öffentlichkeitsarbeit
Die Öffentlichkeitsarbeit (ÖA) im Rahmen des Projekts
adressierte zwei Zielgruppen: die breite Öffentlichkeit so-
wie das Fachpublikum. Vor/zur/nach der Erstveröffentli-
chung von Hochwasserfrühwarnprodukten über das LHWZ-
Webportal (siehe Abschnitt 12.2), wurden/werden unter-
schiedliche ÖA-Aktivitäten durchgeführt (siehe Tabelle
12.5.1). Diese sollen hier kurz vorgestellt werden.
12.5.1 Produkte für die Öffentlichkeit
Vor der Erstveröffentlichung von Frühwarnprodukten gab es
nur in geringfügigem Maße ÖA-Aktivitäten. Zu nennen sind
hier ein Beitrag im LfULG-Newsletter über Inhalt und Sach-
stand des Projektes sowie eine knappe Projektvorstellung
innerhalb eines vom Mitteldeutschen Rundfunk produzier-
ten und im März 2017 ausgestrahlten Radiofeatures über
die Arbeit des LHWZ.
ÖA-seitig wird die eigentliche Erstveröffentlichung
(„Stapellauf”) mit verschiedenen Produkten unterstützt und
flankiert, beispielsweise Beiträge in der Tagespresse (via
Pressemitteilung des LfULG). Weiterhin ist zum Redak-
tionsschluss des vorliegenden Berichts ein Info-Flyer in
Arbeit (siehe Abbildung 12.5.1). Immer größerer Bedeu-
tung kommt der Nutzung von Social Media bei der ÖA zu;
diese Kanäle werden daher im ÖA-Konzept mit berücksich-
tigt. Als niederschwelligen Einstieg für potentielle Nutzer
wird ein kurzer Erklärfilm konzipiert und durch Dritte umge-
setzt, welcher auch und vor allem via Social Media verteilt
wird (Abbildung 12.5.2). Die darin vermittelten Kernbot-
schaften sind: (1) Was kann das neue Produkt? (2) Was ist
der Unterschied zwischen Frühwarnung und pegelbezoge-
nen Warnungen/Vorhersagen? (3) Wo ist das Produkt zu
finden? (4) Wie ist das Produkt zu benutzen (Bedeutung,
wenn Gefährdung besteht)?
Auch nach erfolgter Erstveröffentlichung muss – im
Sinne der Informationsvorsorge – in geeigneter Weise auf
die Verfügbarkeit von Frühwarnprodukten sowie deren Be-
deutung hingewiesen werden. Auch hier sollten die Social-
Media-Kanäle genutzt werden und bei einer bestehenden
aktuellen Gefährdungslage auf das Produkt hingewiesen
werden. Eine Möglichkeit dies zu tun ergibt sich aus der
Verfügbarkeit von RSS-Feeds der Frühwarnung (siehe Ab-
schnitt 12.2), welche bruchfrei und komfortabel beispiels-



























Abbildung 12.4.35: Frühwarn-Ampelkarten und Warnstatus für das Ereignis 10./11.08.2017; linke Spalte: 10.08.2017, rechte Spalte:
11.08.2017; obere Zeile: Prognosen (QPE: RADOLAN-RW, QPF: COSMO-DE), mittlere Zeile: Hindcasts (diagnostisch-retrospektive
Betrachtung ausschließlich mit nunmehr bekanntem RADOLAN-QPE), untere Zeile: beobachteter Warnstatus an den Meldepegeln.
(a + b) Vorhersagezeitpunkt: 09.08., 18:00 Uhr MESZ, QPE: RADOLAN-RW, QPF: COSMO-DE (15:00-UTC-Lauf).
(d + e) Vorhersagezeitpunkt: 10.08., 18:00 Uhr MESZ, QPE: RADOLAN-RW, QPF: COSMO-DE (15:00-UTC-Lauf).
(c) Übersicht maximaler Warnstatus an den sächsischen Hochwassermeldepegeln für den 10.08.2017.
(f) Übersicht maximaler Warnstatus an den sächsischen Hochwassermeldepegeln für den 11.08.2017.
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Tabelle 12.5.1: Konzept zur Öffentlichkeitsarbeit: Produkte der Öffentlichkeitsarbeit nach Phasen der Veröffentlichung von Frühwarn-
produkten.
Phase Produkte für Produkte für
die Öffentlichkeit das Fachpublikum
Vor Veröffentlichung LfULG-Newsletter, Radiofeature MDR Fachpublikationen und Fachvorträge∼,
DWD-Newsletter Hydrometeorologie,
Projekttagebuch+
Veröffentlichung Tagespresse§, Social-Media-Kanäle des LfULG,
SMUL und evtl. des Freistaats*, Erklärfilm#,
Info-Flyer
Information in die Runde des LHP$ sowie des DWD,
Projekttagebuch




§Via Pressemitteilung der Öffentlichkeitsarbeit des LfULG; *Twitter und Facebook; #Erklärfilm wird via Social Media, als auch via LHWZ-Webauftritt
angeboten;∼Siehe Anhang; +https://www.researchgate.net/project/Development-and-implementation-of-a-flash-flood-early-warning-system-for-Saxony-
Germany; $Länderübergreifendes Hochwasserportal – ein Forum der Hochwasservorhersagezentralen in Deutschland.
Abbildung 12.5.1: Entwurf eines Info-Flyers zum Hochwasser-
frühwarnprodukt für die Öffentlichkeitsarbeit (Mock-Up).
Abbildung 12.5.2: Szene aus dem Erklärfilm zur Hochwasser-
frühwarnung (Film abrufbar via YouTube).
können.1 Für die Informationsweitergabe würde sich der
bereits bestehende Twitter-Kanal des LfULG (@LfULG)
anbieten oder es könnte gegebenenfalls ein dedizierter
LHWZ-Kanal geschaffen werden.
12.5.2 Produkte für das Fachpublikum
Der Austausch mit dem Fachpublikum ist vor allem wäh-
rend der Entwicklung des Hochwasserfrühwarnsystems
von großer Bedeutung gewesen. Dieser Austausch wurde
durch diverse Aktivitäten und Produkte unterstützt, bei-
spielsweise projektbezogene Veröffentlichungen oder Vor-
träge auf Fachveranstaltungen (siehe entsprechenden An-
hang auf Seite 198). Weiterhin wird seit Juni 2016 ein
Projekttagebuch auf ResearchGate2 geführt und regelmä-
ßig fortgeschrieben. Schließlich kann hoffentlich der vor-
liegende Projektendbericht anderen als Blaupause oder
zumindest als Zusatzinformation auf dem Weg hin zu ei-
nem operationellen Hochwasserfrühwarnsystem dienen.
Schlussfolgerung 38: Eine konzeptionell untersetzte
Öffentlichkeitsarbeit hat im Sinne der Informationsvor-
sorge eine große Bedeutung; nur so kann der breiten
Öffentlichkeit die Verfügbarkeit, Erreichbarkeit und Be-
deutung von Hochwasserfrühwarnprodukten vermittelt
werden. v
1Hierfür gibt es auch diverse Dienste im Web (z. B. Twibble oder
Dlvr.it).






Die Erstellung und Verwaltung sowie potentiell die Vertei-
lung der eigentlichen Warnprodukte (beispielsweise Warn-
karten) wurde in HWIMS1 umgesetzt. Diese Lösung ist
auch dahingehend flexibel, dass zukünftig realisierbar wäre,
Hochwasserfrühwarnprodukte aktiv im Sinne des amtlichen
Hochwassernachrichten- und Alarmdienstes zu verteilen.
Aktuell wird die Hochwasserfrühwarnung ausschließlich via
des LHWZ-Webportals veröffentlicht.
Die Verifikation des operationellen Prototyps für das
erste Betriebsjahr sowie eine Reihe von Fallstudien bestä-
tigen das bereits im Rahmen der Vorstudien gezeichnete
Bild, dass einfache, klassifizierende Bewertungsverfahren
zur Abschätzung der Hochwasserneigung einen deutlichen
prädiktiven Nutzen bei gleichzeitig robuster regionaler Gül-
tigkeit liefern können. Nichtsdestotrotz ist auch anhand die-
ser empirischen Befunde erneut hervorzuheben, dass vor
allem für sehr kleinräumige und gleichzeitig sehr intensive
Ereignisse – also jene, welche im Sinne der Hochwasser-
frühwarnung für kleine Einzugsgebiete relevant sind! – die
Güte hydrologischer Vorhersagen/Prognosen aufgrund der
Unsicherheiten in der quantitativen Niederschlagsvorher-
sage eingeschränkt sein muss.
Obschon die bisher mit dem Frühwarnsystem gesam-
melten Erfahrungen sehr positiv sind, muss für eine fun-
dierte Bewertung/Verifikation von Frühwarnprodukten in
der Praxis und gegebenenfalls Anpassung/Verbesserung
des zugrunde liegenden Verfahrens erst ein zeitlich umfas-
sender, empirischer Datenbestand vorhanden sein. Seit
Operationalisierung des Frühwarnsystems war bisher auch
maximal eine mittlere Gefährdungslage zu beobachten,
sodass auch hinsichtlich der Bewertung für größere Ereig-
nisse noch Daten fehlen. Von großem Wert für die fortlau-
fende Kontrolle des Frühwarnverfahrens ist die Möglichkeit
zum Hindcasting; nur so ist eine (retrospektive) Abtrennung
von Unsicherheiten in den Niederschlagsvorhersagen von
Unsicherheiten bzw. Unzulänglichkeiten bei der Frühwarn-
Methodik verlässlich möglich.
1Hochwasserinformations- und -managementsystem des LHWZ.
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13 Zusammenfassung Teil III
Aufbauend auf einer Synthese der aus den Voruntersu-
chungen gewonnenen Erkenntnisse, wurde ein Hochwas-
serfrühwarnsystem für Sachsen konzipiert, implementiert
und operationalisiert. Dabei wurden die beiden Bestands-
systeme KALYPSO und HWIMS berücksichtigt, sodass
sich das neue Hochwasserfrühwarnsystem nahtlos in die
bestehende Systemlandschaft des LHWZ einfügt. Die Ba-
sisinformationen der Frühwarnung werden dabei durch ein
in KALYPSO operationalisiertes Bewertungsverfahren der
aktuellen Hochwassergefahr (Hochwassergefährdung) be-
reitgestellt, was eine Holschuld1 der Nutzer bedeutet.
Im bisherigen Betrieb zeigte das Frühwarnsystem seit
März 2016 einen deutlichen Mehrwert gegenüber dem
Fall „keine Hochwasserfrühwarnung verfügbar” auf, was
durch Fallstudien weitgehend belegt werden konnte. Aller-
dings traten auch Fälle auf, wo das Hochwasserfrühwarn-
system insofern versagte, dass aufgetretene, insbesonde-
re kleinräumige Ereignisse in Folge von Starkregen nicht
gut prognostiziert werden konnten. Die Ursache war hier
die Unsicherheit in der Niederschlagsvorhersage. Der Fall
„Falschalarm” war hingegen deutlich seltener zu verzeich-
nen, kam aber ebenfalls vor.
Als wichtiger Bestandteil bei der Umsetzung des Früh-
warnsystems wurde im Projekt auch die begleitende Öffent-
lichkeitsarbeit vorgesehen. Sowohl vor, als dann natürlich
zur Erstveröffentlichung von Ampelkarten, wurden potenti-
elle Nutzer über die Verfügbarkeit dieses neuen Produkts
sowie dessen Anwendungsbereiche und Aussagekraft ent-
sprechend informiert. Dabei wurde besonderer Wert auf
die Nutzung von Social Media als Kommunikationskanal
gelegt.
1Wikipedia: https://de.wikipedia.org/wiki/Holschuld (abgerufen am
13.07.2017): „Holschuld bezeichnet im Informationsmanagement die Ver-
antwortung desjenigen, der eine Information benötigt, diese vom Inhaber





14 Zukünftiges Verbesserungspotential bei der
regionalen Hochwasserfrühwarnung
Das Frühwarnsystem konnte anforderungsgemäß um-
gesetzt werden und erfüllt seine Bestimmung der operatio-
nellen Bereitstellung von Hochwasserfrühwarnprodukten.
Natürlich gibt es Potential für Verbesserungen hinsichtlich
der Veröffentlichung und Verteilung von Warnprodukten,
der fachlich der Frühwarnung zugrunde liegenden Methodik
sowie nicht zuletzt hinsichtlich der Nutzer- bzw. Risikokom-
munikation. Die angesprochenen Punkte sollen in diesem
Kapitel angesprochen werden, allerdings ohne den An-
spruch auf eine erschöpfende Darstellung und Diskussion.
14.1 Veröffentlichung und Verteilung
von Warnprodukten,
Schnittstellen
Wie bereits hierin ausgeführt (siehe Abschnitte 11.4 und
12.2), ist die aktuell operationell für Sachsen via Internet
bereitgestellte Hochwasserfrühwarnung kein Produkt im
engeren Sinne der Hochwassernachrichten- und Alarm-
dienstverordnung (HWNAVO, 2015) sowie der Hochwas-
sermeldeordnung (HWMO, 2015). Allerdings erlaubt die
technische Konzeption und Umsetzung des Frühwarnsys-
tems (siehe Kapitel 11) durch die enge und konsequente
Anbindung an HWIMS durchaus eine direkte (optional be-
stätigungspflichtige) Übermittlung von Frühwarnprodukten
an Teilnehmer des Hochwassernachrichtendienstes. Und
zwar unabhängig von der Verfügbarkeit des Internets via
Nutzung von Kanälen wie SMS, Sprachansager oder Fax.
Wenn überhaupt wären hierzu an HWIMS nur geringfügige
Änderungen notwendig.
Ein zweiter Punkt ist die Bereitstellung von Frühwarn-
informationen via standardisierter Schnittstellen, beispiels-
weise zur Erzeugung weiterer Produkte durch Dritte. Ein
Beispiel ist die geplante Erweiterung der Smartphone-Apps
des Länderübergreifenden Hochwasserportals (LHP) so-
wie des DWD (WarnWetter) um eine „Frühwarn-Ansicht”.
Derzeitig wird in den besagten Apps lediglich der aktuelle,
pegelbeobachtungsbasierte Warnstatus der Bundesländer
ausgegeben. Hier zeigt sich auch ein gewisses Dilemma;
während Wetterwarnungen vor allem prognostisch sind, al-
so in die Zukunft weisen, so sind Hochwasserwarnungen1
in Deutschland oft rein beobachtungsbasiert, beispielswei-
se erstellt anhand von Überschreitungen von bestimmten
Richtwerten an Hochwassermeldepegeln. Durch eine ko-
ordinierte Bereitstellung und Weitergabe von Hochwasser-
frühwarnungen („Vorabinformation Hochwasser”) durch die
Bundesländer könnte man diesem Problem begegnen und
so die weite Verbreitung der genannten Apps im Sinne
der Informationsvorsorge gezielt nutzen. Die technischen
Voraussetzungen wären auch hierfür mit der aktuellen Um-
setzung des Frühwarnsystems sowie mit Blick auf HWIMS
bereits gegeben.
Schlussfolgerung 39: Die umgesetzte IT-Lösung für
das Frühwarnsystem erlaubt prinzipiell eine Verteilung
von Produkten zur Hochwasserfrühwarnung aktiv an In-
formationsempfänger im Sinne von HWNAVO/HWMO.
Es sollte fachpolitisch geklärt und festgelegt werden, ob




Mittels der Verifikationsstudie (Kapitel 7) wurde der Mehr-
wert probabilistischer QPFs gegenüber deterministischen
Produkten herausgestellt. Generell ist das Ableiten der
prädiktiven Unsicherheit im Bezug auf eine Kontinuums-
simulation/Vorhersage, beispielsweise des Durchflusses
(Anwendungsfall Ganglinienvorhersage; vergleiche Kapi-
tel 8), mehr oder weniger geradlinig möglich. Hier spielt
1Hier ist explizit nicht das durch die HWNAVO/HWMO definierte
LHWZ-Produkt gemeint („Lagebericht”).
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besonders die statistische Nachbearbeitung der Modeller-
gebnisse eine wichtige Rolle (siehe Abschnitt 2.5). Für den
Anwendungsfall Frühwarnung werden aber oftmals räumli-
che und/oder zeitliche Aggregierungen vorgenommen; für
das sächsische Frühwarnsystem (Abschnitt 11) beispiels-
weise ist für die Ermittlung einer Gefährdungsklasse der
maximale prognostizierte Modelloutput innerhalb des ge-
samten Vorhersagezeitraums an einem Modellpunkt (Pixel)
relevant. Ferner werden die so gewonnenen pixelweisen In-
formationen dann mit einer Vorschrift zu Flächenaussagen
aggregiert.
Aufgrund dieses Vorgehens würde eine wie in Ab-
schnitt 2.5 beschriebene „klassische” Unsicherheitsverar-
beitung bei einer auf Bewertungsverfahren (FSAPs) be-
ruhenden Hochwasserfrühwarnung keinen Sinn ergeben.
Vielmehr erscheint es zweckmäßig, QPF-Ensembles vorzu-
prozessieren oder entsprechende, bereits vorhandene Pro-
dukte zu nutzen. Beispielsweise aggregiert der DWD aus
dem COSMO-DE-EPS-Output Schwellenwertkarten für ver-
schiedene Andauern, Eintrittswahrscheinlichkeiten sowie
Niederschlagsschwellenwerte (siehe Abbildung 2.7.1). Die
Herausforderung dabei ist, die im Sinne der Nutzer von
Frühwarnprodukten relevanten Eintrittswahrscheinlichkei-
ten zu selektieren; zweckmäßig wäre hier sicher eine Ori-
entierung an verbalen Kategorien wie „kommt hoch wahr-
scheinlich”, „kommt wahrscheinlich”, „Worst-Case” (im Sin-
ne von sehr selten/extrem). Mögliche Eintrittswahrschein-
lichkeiten wären beispielsweise 90, 50 und 10 %.
Die zu diesen Wahrscheinlichkeiten korrespondie-
renden QPF-Schwellenwertkarten aus COSMO-DE-EPS
könnten prinzipiell der für Sachsen nun etablierten Früh-
warnmethodik zugeführt werden und es würden auf diesem
Wege gewissermaßen drei – zu den bereits genannten ver-
balen Kategorien korrespondierende – Ampelkarten bzw.
drei Kartenebenen entstehen. Technisch wäre das mit der
nun vorliegenden IT-Lösung machbar; die COSMO-DE-
EPS-Schwellenwertkarten werden durch den DWD ope-
rationell zur Verfügung gestellt. Aber auch hier stellt sich
– wie bereits in Zusammenhang mit der ganglinienorien-
tierten Unsicherheitsverarbeitung diskutiert – die Frage,
ob und wie die Nutzer gewillt und im Stande sind, auf
Basis dieser Informationen bessere Entscheidungen1 zu
treffen (TODINI, 2017). Unabhängig vom gerade Gesagten
wird aktuell (Ende 2017) in einer ersten fachlichen Erwei-
terung des operationellen Hochwasserfrühwarnsystems
das COSMO-DE-EPS-Produkt integriert und zu drei neuen
Inputgrids (90, 50 und 10er-Perzentil) aggregiert.
Gewissermaßen ein ähnliches, aggregiertes probabi-
listisches Produkt stellt die Quantilvorhersage der DWD-
RWB Leipzig dar (siehe Abschnitt 6). Diese quantita-
tive Niederschlagsvorhersage enthält flächenhaft und
zeitlich aggregierte Niederschlagsvorhersagen für drei
Eintrittswahrscheinlichkeiten (90, 50 und 10 %). Diese
Quantilvorhersage-QPF ist im Set der operationell für die
Hochwasserfrühwarnung zur Verfügung stehenden An-
triebsdaten mit enthalten (siehe Abschnitt 11.3.4). Somit
ist zumindest eine pseudo-probabilistische Frühwarnung
möglich.
Zum Themenkomplex Konzeption eines probabilis-
tischen Frühwarnprodukts sowie Schulung und Training
von Nutzern hat das LfULG/LHWZ aktuell (Ende 2017)
einen Projektvollantrag für die BMBF-Fördermaßnahme
„Anwender-Innovativ: Forschung für die zivile Sicherheit”
(Akronym „HoWa-innovativ”) als Verbundkoordinator ge-
meinsam mit Verbundpartnern von Uni Augsburg (Lehr-
stuhl regionales Klima und Hydrologie) sowie TU Dresden
(Lehrstuhl Hydrologie) eingereicht.
Schlussfolgerung 40: Die Einbeziehung von Unsicher-
heiten bei der Hochwasserfrühwarnung ist grundsätzlich
möglich und würde theoretisch auch einen prädiktiven
Mehrwert bedeuten. Allerdings stellt sich hier die Fra-
ge nach Bereitschaft und Befähigung der Nutzer von
Frühwarnungen, probabilistische Produkte für die Risiko-
bewertung effizient zu nutzen. Nutzerseitig besteht ein
Bedarf nach Schulung und Training im Umgang mit Un-
sicherheiten, sollen probabilistische Vorhersageprodukte
ihren Mehrwert voll entfalten. v
1Um bessere Entscheidungen treffen zu können, muss man zunächst
wissen, wie gut eine bestimmte Entscheidung ist. Dazu muss man den
Nutzen einer Vorhersage quantifizieren können. Das erfordert wiederum,
dass die Kosten für diverse Strategien im Umgang mit Vorhersagen be-
kannt sind, beispielsweise für den Fall, dass auf Grund einer Vorhersage
ein (Kosten verursachender) Einsatz erfolgt, ohne dass ein Ereignis eintritt
oder aber – was viel schwieriger zu quantifizieren ist – für die Fälle Ereig-
nisbewältigung ohne bzw. mit entsprechender Vorlaufzeit durch eine gute
Vorhersage. Diese Abwägungen müssen von den tatsächlichen Akteuren
(z. B. den Kommunen) angestellt werden. Hier besteht also ganz wesentli-
cher Bedarf nach Schulung und Training im Umgang mit Unsicherheiten,
sollen probabilistische Vorhersageprodukte ihren Mehrwert voll entfalten.
191
14 Verbesserungspotential bei der regionalen Hochwasserfrühwarnung
Abbildung 14.3.1: Informationstafel des CrowdHydrology-
Projekts zum Ablesen und Zumelden von Pegelbeobachtungen;




Obgleich nicht eindeutig definiert, meint Crowdsourcing die
Philosophie viele, eher ungenaue Daten zu erheben und
zu integrieren und dadurch ein stimmiges Gesamtbild zu
erhalten.1 Der Begriff Crowdsourcing orientiert im enge-
re Sinne eher darauf, dass traditionell durch besonderes
Personal erhobene Daten nunmehr kostenlos oder -arm
durch Laien erhoben werden. Im weiteren Sinne versteht
man aber darunter auch das Erheben von Daten, welches
mit konventionellen Methoden sonst schlichtweg nicht mög-
lich wäre. Eng verknüpft damit ist der Begriff der Citizen
Science, wobei es um die Einbeziehung von Laien – unter
anderem bei der Datenerhebung – geht. Das Paradigma
dabei ist generell, dass viele, potentiell ungenaue Daten
besser sind, als wenige genaue, oder eventuell gar keine
Daten. Weiterhin werden auf diesem Wege die Bekanntheit
und Akzeptanz von wissenschaftlichen Projekten gestei-
gert, da sich die Bürger als wichtig für das Gelingen eines
Projekts wahrnehmen können.
So findet man im Bereich der Hydrologie Anwendun-
gen mit dem Ziel, Laien als Pegelbeobachter einzusetzen
(siehe z. B. LOWRY & FIENEN, 2013; Abbildung 14.3.1).
Beispiele sind hier das CrowdHydrology-Projekt2 der Uni-
versität Buffalo sowie das CrowdWater-Projekt3 der Uni-
versität Zürich, welche im Wesentlichen der Sammlung
















Validierung Radeberg mit Fuzzy-Regelset Großschönau 2
Durchflussbeobachtung Radeberg
Validierung Radeberg mittels adaptiertem Modell auf Basis Regelset Großschönau 2
Validierung Radeberg mit kalibriertem Fuzzy-Modell Radeberg MReferenzB
Abbildung 14.3.2: Verbesserung der Performance hydrologi-
scher Modelle durch Einbeziehung von binären Nutzerrückmel-
dungen am Beispiel eines Fuzzy-Systems. Dargestellt ist ein
Ereignis am Pegel Radeberg/Große Röder, welches jeweils nicht
in die Kalibrierung der betrachteten Modelle eingegangen ist. Die
schwarze Linie zeigt die Pegelbeobachtung, die orange strichlier-
te Linie ist die Simulation auf Basis eines „hart” regionalisierten
Modells (kalibriert für Pegel Großschönau 2/Mandau), die orange
durchgezogene Linie ist der Output desselben Modells nach An-
passung auf Basis von Nutzerrückmeldungen mit der Methodik
nach SAUER (2017) und schließlich blau ist die Simulation an-
hand eines für den Pegel Radeberg kalibrierten Fuzzy-Modells
(betreffendes Ereignis nicht in Kalibrierdaten enthalten). Interes-
sant ist, dass die Methodik nicht nur Potential bei der Regiona-
lisierung/regionalen Übertragung von Modellen bietet, sondern
offenbar auch im Stande ist, bereits kalibrierte Modelle adaptiv zu
verbessern, was sich daran zeigt, dass – mit Blick auf die Güte
der Scheitelvorhersage – mit dem adaptiven Modell gar bessere
Ergebnisse erzielbar waren, als mit dem konkret für den Unter-
suchungspegel kalibrierten Modell. Abbildung verändert nach
SAUER (2017).
von Wasserstand/Abfluss und Bodenfeuchte dienen. Eine
weiteres interessantes Forschungsfeld ist das Einbezie-
hen von Daten für hydrologische Fragestellungen, welche
ursprünglich für andere Zwecke erhoben wurden. Als Bei-
spiele seien hier die Verwendung von Dämpfungsdaten
kommerzieller Mobilfunk-Links („Handymasten”) oder aber
Daten über das Intervall automatischer Scheibenwischer
an Autos für die Verbesserung von Niederschlagsschät-
zungen (CHWALA & KUNSTMANN, 2016; RABIEI ET AL.,
2013) genannt. Ein drittes, hochaktuelles Forschungsfeld
adressiert die Frage, ob Crowdsourcing-Informationen da-
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zu dienen können, die hydrologische Vorhersage und War-
nung zu verbessern. Arbeiten wie MEERVELD ET AL. (2017)
oder MAZZOLENI ET AL. (2017) demonstrieren, dass auch
recht groben zurückgemeldeten Umweltbeobachtungen
ein potentiell hoher Informationsgehalt mit Blick auf die
Verbesserung hydrologischer Modelle innewohnen kann.
Im Rahmen des hierin beschrieben Gesamtprojekts wur-
de eine Masterarbeit vom LHWZ co-betreut, welche sich
ebendieser Fragestellung widmete (SAUER, 2017).
Die Arbeit zeigte dabei auf, dass nutzerseitig zurück-
gemeldete Qualitätsaussagen bezüglich erhaltener War-
nungen dazu dienen können, die Vorhersagegüte und die
regionale Übertragbarkeit eines zugrunde liegenden hydro-
logischen Modells1 zu verbessern (siehe Abbildung 14.3.2).
Dabei waren einfache, schwellenwertbasierte Nutzerrück-
meldungen („Tatsächliche Situation über/unter Prognose”)
ausreichend, um eine signifikante Güteerhöhung erzielen
zu können. Die Arbeit konzipiert damit prototypisch einen
Workflow, um – vor allem mit Blick auf kleine, unbeob-
achtete Einzugsgebiete – hydrologische Modellsysteme im
laufenden Betrieb adaptiv zu verbessern. Mit dem von SAU-
ER (2017) vorgeschlagenen Vorgehen ließe sich also auch
das aktuelle sächsische Hochwasserfrühwarnsystem (sie-
he Kapitel 11) im operationellen Einsatz weiter verbessern.
Hierzu gibt es allerdings zwei Voraussetzungen, welche
aktuell nicht erfüllt sind:
Erstens muss technisch gewährleistet sein, dass Nut-
zer leicht verständlich und komfortabel Rückmeldungen zu
Vorhersagen/Prognosen/Warnungen geben können. Hier-
zu ist sicherlich das Smartphone mit einer geeigneten App
das Mittel der Wahl. Solch eine App wäre dann zu konzi-
pieren, zu erstellen, zu verteilen sowie zu pflegen. Auch
sind angrenzende Belange wie Datenschutz etc. gegebe-
nenfalls zu prüfen. Zweites ist es für das vorgeschlagene
Vorgehen erforderlich, dass im statistischen Sinne ausrei-
chend viele Nutzer Rückmeldungen bereitstellen. Es wäre
zu prüfen, ob nicht eine bestehende und vor allem hin-
reichend weit verbreitete App-Lösung, wie beispielsweise
die DWD-WarnWetter-App oder die App „MeinePegel” des
LHP, diese Voraussetzungen erfüllen kann. Mit Blick auf
das Gesagte erscheint eine bundeslandspezifische Lösung
an dieser Stelle als nicht zielführend. Darüber hinaus ist
klar, dass nutzerseitig möglichst nur eine Anwendung für
das Empfangen und Betrachten von Warnungen sowie
1Konkret kam ein Fuzzy-Modell zum Einsatz.
das optionale Rückmelden von Nutzerbeobachtungen zum
Einsatz kommen sollte.
Wie bereits in Abschnitt 12.3 angeklungen, ist es wei-
terhin relativ schwierig, die Qualität von Hochwasserfrüh-
warnprodukten im Sinne einer Verifikation zu bewerten,
da zunächst Informationen über die lokale Ereignisaus-
prägung nicht vorliegen beziehungsweise sich solche Er-
eignisse nur eher zufällig anhand von Pegelbeobachtun-
gen nachvollziehen lassen. Für die Verifikation des ers-
ten Betriebsjahres des operationellen Prototyps wurden
daher beispielsweise Einsatztagebücher der Feuerweh-
ren/Leitstellen angefordert, um lokal exakte Informationen
zur Ereignisausprägung zu erhalten. Dieses Vorgehen ist
relativ mühselig, da nicht standardisiert.
Dennoch wäre es von großem fachlichen Wert, sol-
cherlei Informationen fortlaufend und begleitend zum ope-
rationellen Betrieb eines Hochwasserfrühwarnsystems zu
erheben und zu sammeln. Zum einen könnte das durch
eine Standardisierung der einsatzbezogenen Tagebuchfüh-
rung in den Leitstellen geschehen („Verschlagwortung”).
Andererseits könnte beim erfassen kleinräumiger Hoch-
wasserereignisse Crowdsourcing in dem Sinne Potential
für Verbesserungen bieten, dass Nutzer beispielsweise via
Smartphone-App als sog. „Flood Chaser” die Magnitude
von Ereignissen abschätzen und zumelden.2
Schlussfolgerung 41: Crowdsourcing bietet Potential,
die Hochwasserfrühwarnung vor allem für unbepegelte
Gebiete weiter zu verbessern. Dazu müssen allerdings
eine Reihe von Voraussetzungen erfüllt sein, was aktuell
noch nicht gegeben ist. v
14.4 Risikokommunikation,
Follow-Up der Nutzerbefragung
Risikokommunikation hat zur Aufgabe, das Risikomanage-
ment (siehe Abschnitt 1.2) zu unterstützen und zu verbes-
sern. Es muss klar sein, dass eine effektive Kommunikation
von durch Naturgefahren bedingten Risiken nicht alleine
durch das Bereitstellen von Informationen (z. B. Warnun-
gen) erreicht werden kann. Vielmehr sind neben der blo-
ßen Information auch die Konsultation (Beratung) sowie die
2Siehe dazu auch: https://hepex.irstea.fr/crowdsourced-data-for-flood-
hydrology-interview-with-flood-chasers-in-france-and-argentina/; Begriff in
Anlehnung an die vor allem im Mittleren Western der USA aktiven „Storm
Chaser” benutzt.
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Abbildung 14.4.1: Vorgehensmodell zur Risikokommunikation.
Partizipation (Beteiligung) wichtig (siehe Abb. 14.4.1). Po-
tentiell Betroffene müssen also die Gelegenheit haben, im
Zuge der Risikokommunikation mit einbezogen zu werden.
Das kann – und sollte – so weit wie im hierin beschriebe-
nen Projekt gehen, sodass die nutzerseitigen Erfordernisse
sich bei Konzeption und Auslegung von Kommunikations-
produkten (hier: Frühwarnprodukte) niederschlagen.
Die im Rahmen des Projekts durchgeführte Studie
zu Ansprüchen und Erwartungen potentieller Nutzer eines
Hochwasserfrühwarnsystems (siehe Kapitel 5) sollte also,
da nun ein operationelles Frühwarnprodukt verfügbar ist,
nachgeführt werden. Anhand der so zu gewinnenden Be-
funde kann ermittelt werden, ob die Nutzeranforderungen
nunmehr erfüllt sind, oder ob noch Verbesserungsbedarf
gesehen wird. Solch ein Follow-Up sollte nach einer geeig-
neten Karenzzeit von zwei bis drei Jahren erfolgen (also
2019/2020), in der die Nutzer das neue Produkt kennenler-
nen und in ihr eigenes Risikomanagement mit einfließen
lassen können. Mit Blick auf die hierin bereits gewonnenen
Erkenntnisse, sollte dabei unbedingt die Bereitschaft und
Befähigung der Nutzer von Frühwarnungen, probabilisti-
sche Produkte für die Risikobewertung effizient zu nutzen,
erhoben werden.
Da die Hochwasserfrühwarnung aktuell über das
LHWZ-Webportal veröffentlicht wird, sollte über die-
sen Kanal prominent zur Rückkoppelung von Fra-
gen/Meinungen/Anregungen an das LHWZ ermuntert wer-
den; aus Kommunikationssicht ist es hier wichtig, keine
unnötige Distanz zu den Nutzern (beispielsweise durch
überbetont fachliche Ausführungen) zu schaffen und Mög-
lichkeiten zur Interaktion prominent auf der Webseite zur
Frühwarnung anzubieten. Zu adressieren wären hier vor
allem die Kanäle Telefon und Email. Weiterhin ist zu er-
wägen – wie beispielsweise in Rheinland-Pfalz praktiziert
– die Frühwarnung zukünftig unter einer Kurz-URL (wie
beispielsweise fruehwarnung.sachsen.de) erreichbar zu
machen.
Ein drittes Element der Nutzerkommunikation können
weiterhin Beiträge für Schulungen, Workshops oder Mes-
sen sein. So ist das LHWZ beispielsweise Akteur bei den
regelmäßig abgehaltenen Schulungen der sächsischen
Wasserwehren, betreute in Vergangenheit eigene Stände
auf regionalen Messen (u. a. Baumesse Chemnitz und Bau-
messe Dresden) oder steht für Veranstaltungen Dritter (wie
der Verbraucherzentrale Sachsen oder der Versicherungs-
wirtschaft) zur Verfügung.
Schlussfolgerung 42: Die Interaktion mit den Nutzern
von Hochwasserfrühwarnungen ist immanent wichtig,
um das zugrunde liegende Warnsystem, Warnprocedere
sowie Warnprodukte den Nutzeranforderungen optimal
anpassen zu können. v
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Die Analyse und fachpolitische Bewertung der Hoch-
wasserereignisse der vergangenen Jahre führte – unter
anderem – zur Forderung nach einem Hochwasserfrüh-
warnsystem für kleine, schnell reagierende Einzugsgebiete
(vergleiche JESCHKE ET AL., 2010 und KIRCHBACH ET AL.,
2013). Obschon mit Blick auf Sachsen eine Reihe von Un-
tersuchungen zu diesem Problemfeld z. B. im Rahmen des
RIMAX-Projekts (MERZ ET AL., 2009) erfolgt sind, fehlte bis-
her eine Studie, welche die Möglichkeiten und Grenzen der
Hochwasserfrühwarnung für kleine Einzugsgebiete im Lich-
te operationeller Anforderungen beleuchtete. Diese Studie
liegt nun mit dieser Arbeit vor. Darüber hinaus ist es ein wei-
teres – und in der Außenwahrnehmung sicherlich bedeut-
sameres – Verdienst des überspannenden Projekts, auf
Basis von objektiven, vergleichenden Pilotuntersuchungen
ein Hochwasserfrühwarnsystem für Sachsen konzipiert
und schließlich in den operationellen Betrieb überführt zu
haben. Die angesprochenen Pilotuntersuchungen waren
umfassend, sodass neben Aspekten von modellgestützten
Vorhersagen als Grundlage von Warnungen ebenso die
Qualität meteorologischer Antriebsdaten („Niederschlags-
vorhersagen”) sowie die Ansprüche und Erwartungen der
Nutzer von Frühwarnprodukten beleuchtet werden konnten.
Die Pilotstudien erstreckten sich dabei über gut drei
Jahre (07/2013 bis 11/2016), wobei die LfULG-interne Pro-
jektarbeit in der hierin dokumentierten Breite und Tiefe
nicht ohne den Beitrag eines Projektreferenten (beschäf-
tigt von 05/2014 bis Ende 2016) hätte geleistet werden
können. Durch die fundierten Voruntersuchungen, bis hin
zur fachlichen Feinkonzeption, konnte die IT-technische
Implementierung sowie Operationalisierung des eigentli-
chen Hochwasserfrühwarnsystems sehr zügig im Zeitraum
06/2016 bis 11/2016 realisiert werden. Im ersten Halbjahr
2017 erfolgte dann die Konzeption und Umsetzung zur
Erstellung und Veröffentlichung von Produkten zur Hoch-
wasserfrühwarnung in Form von via LHWZ-Webportal be-
reitgestellten Warnkarten („Ampelkarten”).
Die im Rahmen der vorliegenden Arbeit gewonnenen
Hauptbefunde sind, dass generell eine Hochwasserfrüh-
warnung, welche das Gros der Nutzeranforderung befrie-
digt, mit einem signifikanten prädiktiven Nutzen möglich
ist. Andererseits kann insbesondere bei Extremereignissen
nicht jederzeit eine hinreichend gute Vorhersage/Prognose
erzielt werden. Die Hauptursache hierfür ist die unzurei-
chende Vorhersagbarkeit kleinräumiger, konvektiver Nie-
derschlagsereignisse. Diese Unsicherheiten sollten ent-
sprechend kommuniziert werden. Die vorliegende Studie
hat weiterhin den Mehrwert einer probabilistischen gegen-
über einer deterministischen Vorhersagephilosophie her-
ausgestellt. Allerdings müssen die Nutzer von Frühwarn-
produkten erst noch in die Lage versetzt werden, probabi-
listische Vorhersage-/Warnprodukte entsprechend in ihre
Entscheidungen mit einzubeziehen. Zukünftige Entwick-
lungen sollten daher die folgenden Bereiche umfassen:
(a) Verbesserung der quantitativen Niederschlagsvorher-
sage im Kürzest- und Kurzfristbereich, (b) Stärkung der
Befähigung zur korrekten Interpretation und Nutzung von
probabilistischen Warnprodukten auf Nutzerseite sowie
(c) Produktion probabilistischer Warnungen konform zum
aktuellen Stand von Wissenschaft und Technik.
Mit Blick auf die hydrologische Modellierung zur Ablei-
tung von Hochwasserfrühwarnungen hat sich gezeigt, dass
für diesen Anwendungsfall in der Zusammenschau aller
Vor- und Nachteile, vergleichsweise einfache und robust
zu regionalisierende Verfahren weitaus aufwändigeren Ver-
fahren durchaus ebenbürtig sind. Es wurde nachgewiesen,
dass Scoring-Methoden für Vorhersageweiten von 12 h und
mehr im avisierten Raumskalenbereich bis 200 km2 gute
Ergebnisse liefern können. Gleichsam muss – mit Blick auf
das bezüglich der Qualität quantitativer Niederschlagspro-
dukte Gesagte – die Gültigkeit von Frühwarnungen auf eine
bestimmte Gebietsgröße „nach unten hin“ limitiert werden,
die im Skalenbereich typischer konvektiver Zellen liegen
sollte (bis einige zehn Quadratkilometer). Am Punkt können
daher keine im Sinne der zu erwartenden Vorhersagegüte
belastbaren Hochwasserfrühwarnungen erstellt werden!
Es wurde weiterhin herausgearbeitet, dass es Potenti-
al für zukünftige Verbesserungen am neuen sächsischen
Hochwasserfrühwarnsystem gibt. Das betrifft (a) die Be-
rücksichtigung von Hochwasserfrühwarnungen im Sinne
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des amtlichen Hochwassernachrichten- und Alarmdienstes,
(b) die Verarbeitung von Unsicherheiten, (c) die Einbezie-
hung von Crowdsourcing-Informationen zur echtzeitnahen
Verbesserung der Vorhersagegüte sowie (d) ein kontinuier-
liches Ansprechen und Einbinden der Nutzer von Frühwarn-
produkten im Zuge weiterer Änderungen/Ergänzungen des
Hochwasserfrühwarnsystems.
Abschließend soll an dieser Stelle noch einmal deut-
lich herausgestellt werden, dass für extrem seltene und
extrem kleinräumige Ereignisse die Güte quantitativer Nie-
derschlagsvorhersagen gering sein wird (vergleiche Kapi-
tel 6 und 7) und dass damit die zur Verfügung stehende
Zeit, um Maßnahmen zu ergreifen sich der hydrologischen
Reaktionszeit angleicht; im Extremfall kann diese in der
Größenordnung von lediglich einer Viertelstunde oder we-
niger liegen! Im Sinne einer ereignisbezogenen Warnung
sind hier – wenn überhaupt – nur noch rein QPE-basierte
Warnprodukte effektiv (vergleiche beispielsweise Produkte
unter 1.6.6 und 1.6.7). Damit ist auch klar, dass für solcher-
lei Fälle der Schutz von Leib und Leben im Vordergrund
stehen muss. In dieser Hinsicht muss vor allem die Verhal-
tensvorsorge potentiell Betroffener gestärkt werden; diese
muss allerdings im Vorfeld von Ereignissen erfolgen, da im
Ereignisfall aufgrund der hohen Prozessdynamik keine effi-
ziente Kommunikation mehr möglich ist. Kernbotschaften
wie „Nicht durch fließendes Wasser laufen/fahren!”, „Keine
Unterführungen betreten/durchfahren!” oder „Keine tiefer
gelegene Räume betreten!” müssen im Ereignisfall den
Betroffenen gewahr sein, was nur über eine kontinuierliche
Bewusstseinsbildung erreicht werden kann. Nichtsdesto-
weniger sollten in diesem Sinne konkrete Verhaltensemp-
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Schlussfolgerung 1: Für Sachsen gilt, dass extreme
Hochwasserereignisse sowohl im Winter/Frühjahr als auch
im Sommerhalbjahr auftreten können. Im Sommerhalbjahr
sind neben den durch großräumigen, skaligen Nieder-
schlag verursachten Ereignissen, auch durch konvektiven
Starkregen hervorgerufene Sturzfluten relevant.
Schlussfolgerung 2: Niederschlagsgetriebene Sturz-
fluten sind Ereignisse, welche durch eine sehr kurze
Zeitdifferenz zwischen Niederschlagsbeginn und begin-
nendem Abflussanstieg sowie Scheitelanstiegszeiten von
weniger als sechs Stunden charakterisiert sind. Sie betref-
fen vor allem kleine Einzugsgebiete. Ihre Hauptursache
ist das lokale Auftreten großer Niederschlagsmengen in
kurzer Zeit.
Schlussfolgerung 3: Innerhalb eines prototypischen
Hochwasserrisikomanagementkonzepts kommt einer
Hochwasserfrühwarnung durch die Möglichkeit der Verrin-
gerung der Vulnerabilität eine potentiell risikomindernde
Rolle zu.
Schlussfolgerung 4: Eine Hochwasserwarnung
muss nicht ausschließlich auf der Basis von Mess-
werten/Beobachtungen abgeleitet werden, sondern kann
(und sollte) eine meteorologische bzw. hydrologische
Vorhersage zur Grundlage haben.
Schlussfolgerung 5: Insofern eine gewisse Vor-
warnzeit beabsichtigt ist und/oder eine Warnung für
kleine Einzugsgebiete erstellt werden soll, muss eine
Vorhersage von Wasserstand und Abfluss verfügbar sein.
Mit zunehmender Vorhersageweite sowie abnehmender
Größe des betrachteten Gebietes steigt die Unsicherheit
der Vorhersage und sinkt ihre Güte.
Schlussfolgerung 6: Den Fest- und Lockergesteinsbe-
reich Sachsens dominieren Gebiete, welche potentiell
die Genese von Sturzfluten begünstigen. Das betrifft
sowohl die meteorologischen Bedingungen (Begünstigung
und Verstärkung von atmosphärischer Konvektion), als
auch morphologisch-topologisch-hydrologische Aspekte,
wie Hangneigung, Exposition, Gewässernetz sowie die
Neigung zur Bildung schneller Abflusskomponenten.
Schlussfolgerung 7: Es gibt kein standardisiertes
Hochwasserfrühwarnsystem; jedes Frühwarnsystem
sollte einen starken regionalen Bezug bei Konzeption
und Betrieb haben. Bemerkenswert ist die zunehmende
Verarbeitung probabilistischer Antriebe, insbesondere bei
der Ganglinienvorhersage. Probabilistische Vorhersage-
produkte hingegen werden derzeit noch eher Fachnutzern
vorbehalten.
Schlussfolgerung 8: Ein Frühwarnsystem muss ef-
fektiv, verlässlich und adressatengerecht sein. Ein
umfassendes Frühwarnsystem kann nicht nur Module
zur Erstellung der eigentlichen Warnprodukte enthalten;
vielmehr sollten Aspekte wie Verteilung von Warnungen,
Risikokommunikation, Informations- und Verhaltensvorsor-
ge sowie Grundlagenerhebungen (z. B. Ereignisanalysen)
in einem ganzheitlichen Frühwarnkonzept Niederschlag
finden.
Schlussfolgerung 9: Für eine Frühwarnung für kleine,
schnell reagierende Einzugsgebiete ist die Einbeziehung
von quantitativen Niederschlagsvorhersagen unumgäng-
lich, um den Vorhersagezeitraum zu erweitern und somit
überhaupt erst praktikable Vorwarnzeiten zu realisieren.
Gleichsam ist die Vorhersage der raum-zeitlichen Nie-
derschlagsverteilung mit sehr großen Unsicherheiten
behaftet und wird es auch auf absehbare Zeit bleiben. Eine
verlässliche, hydro-meteorologisch basierte Hochwasser-
frühwarnung ist nur für einen Vorhersagezeitraum von
wenigen Stunden möglich. Für größere Vorhersageweiten
kann die Einbeziehung von Ensembles eine Möglichkeit
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sein, die Vorhersageunsicherheiten zumindest zu quantifi-
zieren.
Schlussfolgerung 10: Zur Hochwasserfrühwarnung
können alle verfügbaren hydrologischen Modellansätze/-
philosophien – von aufwändiger, flächendifferenzierter
Prozessmodellierung bis hin zu einfachen Bewertungsver-
fahren – zum Einsatz kommen. Dabei gebietet das Prinzip
der Parsimonie die Wahl desjenigen Modellansatzes,
welcher so einfach wie möglich und so komplex wie
nötig ist. Diese Wahl kann a priori nicht getroffen werden,
was die vergleichende Untersuchung verschiedener
Ansätze motiviert. Das Gesagte trifft gleichsam für die
meteorologischen Antriebsdaten zu.
Schlussfolgerung 11: Die hydrologische Vorhersa-
ge ist ein Anfangs-Randwertproblem. Anfangswerte
(Zustände zu Beginn des Vorhersagezeitraums) sowie
Randwerte (z. B. Niederschlagsvorhersagen) sind mit Feh-
lern behaftet. Mit diesen Fehlern sollte mittels Verfahren
der Datenassimilation, Fehlerkorrektur und Nachführung
umgegangen werden, um die Vorhersagegüte zu verbes-
sern.
Schlussfolgerung 12: Probabilistische Vorhersagen
müssen hinsichtlich ihrer Güte mit anderen Methoden
und Werkzeugen bewertet werden, als deterministische
Vorhersagen. Verschiedene, für eine integrative, gesamt-
heitliche Gütebewertung wichtige Eigenschaften einer
probabilistischen Vorhersage, lassen sich nur teilweise
gleichzeitig betrachten.
Schlussfolgerung 13: Trotz der Methoden zur Feh-
lerreduktion (wie Datenassimilation, Zustandsnachführung
und Fehlerkorrektur) verbleibt bei der hydrologischen
Simulation und Vorhersage eine Restunsicherheit in
Form der prädiktiven Unsicherheit. Die Quantifizierung
der prädiktiven Unsicherheit liefert eine Wahrscheinlich-
keitsaussage für vorhergesagte Werte und ist per se
methodisch und rechentechnisch eher aufwändig. Meist
basiert sie auf Ensemble-Techniken. Ganz grundsätzlich
und vorab einer operationellen Bestimmung der prädiktiven
Unsicherheit, muss die Frage geklärt werden, wie und mit
welchen Konsequenzen für das Risikomanagement solche
Wahrscheinlichkeitsaussagen kommuniziert werden.
Schlussfolgerung 14: Die Vorhersage bzw. Prognose
für unbeobachtete Gebiete (also den Großteil kleiner
Einzugsgebiete) stellt größte Herausforderungen an
die hydrologischen Wissenschaften. Das Fehlen von
Abflussbeobachtungen führt stets zu Einschränkungen des
prädiktiven Nutzens von Modellergebnissen. Gleichsam
muss für die Vorhersage und Prognose für unbeob-
achtete Gebiete erhöhter Aufwand hinsichtlich Daten
und Methoden getrieben werden. Aufwand und Nutzen
eines avisierten Verfahrens sind daher sehr sorgfältig
abzuwägen, insbesondere mit Blick auf operationelle
Anforderungen.
Schlussfolgerung 15: Einem Produkt zur Hoch-
wasserfrühwarnung zugrunde liegende Bewertungen
(auf Basis von Beobachtungen/Vorhersagen von Nieder-
schlag/Abfluss) haben meist punktuellen oder lokalen
Bezug. Für das Hochwasserrisikomanagement sind aber
generellere Warnaussagen mit flächigem, regionalen
Bezug wichtig. Für diese räumliche Aggregierung muss ein
geeignetes Verfahren konzipiert und operationell betrieben
werden.
Schlussfolgerung 16: Rezente Veränderungen im
Häufigkeitsregime kleinräumiger Starkregenereignisse
mit Andauern kleiner 24 Stunden sind derzeit nicht sicher
nachweisbar. Bemerkenswert ist das gehäufte Auftreten
solcher Ereignisse in Sachsen von Ende Juni bis Mitte
August.
Schlussfolgerung 17: Trotz erheblicher methodischer und
technischer Anstrengungen und des wissenschaftlichen
Fortschritts wird sich die operationelle Vorhersagbarkeit
extremer, kleinräumiger Hochwasserereignisse als Folge
konvektiver Starkregen in den kommenden Jahren nicht
grundlegend verbessern. Gleichsam sollte der Mehrwert
probabilistischer Methoden genutzt werden; dazu ist die
Schaffung und Wahrung der Bereitschaft zum Empfang
und zur Interpretation probabilistischer Vorhersage-
/Warnprodukte bei potentiellen Nutzern notwendig.
Schlussfolgerung 18: Dem notwendigen synergeti-
schen Vorgehensmodell entsprechend ist es zweckmäßig,
die Aspekte (a) Ansprüche und Erwartungen der Nutzer
von Frühwarnprodukten, (b) Qualität der meteorologischen
Antriebsdaten sowie (c) Modellvorhersagen als Grundlage
von Warnungen zu untersuchen und zu bewerten.
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Schlussfolgerung 19: Fachleute sind sich generell einig,
dass eine Hochwasserfrühwahrung für kleine, schnell
reagierende Einzugsgebiete mit prädiktivem Nutzen
möglich ist (gegenüber dem Szenario „keine Vorhersage”
oder „würfeln”). Der prädiktive Nutzen („Vorhersagbar-
keit”) ist allerdings gemeinhin schmal. Erschwerend
kommt hinzu, dass die schadensträchtigen Ereignisse
naturgemäß selten sind und bei diesen Ereignissen die
Vorhersagbarkeit am geringsten ist.
II Pilotstudien: Möglichkeiten und
Grenzen bei der
Hochwasserfrühwarnung
Schlussfolgerung 20: Eine Befragung ist ein geeignetes
Instrument, um Ansprüche und Erwartungen von Nutzern
von Frühwarnprodukten zu erheben. Nach Einführung
neuer Produkte bzw. Anpassungen sollte ein Follow-Up
der Erhebung durchgeführt werden. Eine Information der
Nutzer über Entwicklungs-/Verbesserungsprozesse eines
Frühwarnsystems begleitend zu einer Befragung ist ein
Element einer partizipativen Verhaltensvorsorge.
Schlussfolgerung 21: Die befragten Nutzergrup-
pen unterscheiden sich nicht wesentlich mit Blick auf ihr
Antwortverhalten. Bemerkenswert ist die große Streuung
hinsichtlich der gemachten Angaben bezüglich benötigter
Vorhersagezeiträume/Vorwarnzeiten. Die Arbeit und
Produkte des Landeshochwasserzentrums Sachsens
wurden mehrheitlich positiv bewertet. Damit wird das
Landeshochwasserzentrum – zumindest bei den offiziellen
Teilnehmern des Hochwassernachrichten- und Alarm-
dienstes – seinem Anspruch als Meinungsführer gerecht.
Schlussfolgerung 22: Die potentiellen Nutzer eines
Hochwasserfrühwarnsystems für Sachsen geben an,
Vorhersagezeiträume von 12 oder 24 Stunden zu be-
nötigen, um geeignete Hochwasserabwehrmaßnahmen
zu ergreifen. Die Information über den zu erwartenden
Maximalwasserstand wird als wichtigster Inhalt der
Warnung erachtet.
Schlussfolgerung 23: Es existiert eine deutliche
Diskrepanz zwischen den von den Nutzern als notwendig
erachteten Vorwarnzeiten und dem mittels hydro-
meteorologischen Prozeduren verlässlich abdeckbaren
Vorhersagezeitraum. Vorwarnungen für Zeiträume von
drei und mehr Stunden sollten möglichst mit begleiten-
den Unsicherheitsangaben kommuniziert werden, was
wiederum die Verwendung probabilistischer Antriebe
erfordert. Dazu müssten die Nutzer in der Lage sein, diese
Unsicherheitsinformationen zu bewerten und in konkrete
Handlungen zu übersetzen. Damit einher geht, dass dann
die Risikobewertung bei jedem einzelnen Nutzer erfolgen
muss.
Schlussfolgerung 24: Quantitative Niederschlags-
vorhersagen bringen die maßgeblichen Unsicherheiten in
kleinräumige hydrologische Vorhersagen ein. Die Kenntnis
ihrer Güte ist daher wichtig mit Blick auf die potentiell zu
erzielende Güte hydrologischer Vorhersagen.
Schlussfolgerung 25: Die Güte quantitativer Nie-
derschlagsvorhersagen ist unter anderem abhängig von
Größe und Schärfe des zugrunde gelegten Bilanzgebietes.
Während aus meteorologischer Sicht möglicherweise die
ungefähre regionale Lage eines Niederschlagsgebietes
ausreichend sein mag, so spielt für hydrologische Vorher-
sagen – gerade mit Blick auf kleine Einzugsgebiete – die
räumlich (und zeitlich) exakte Verortung vorhergesagter,
kleinräumiger Niederschläge die entscheidende Rolle.
Schlussfolgerung 26: Die Güte und Eignung von
QPFs zur Vorhersage von Gebietsniederschlägen ist eine
Funktion der Magnitude/Schwellenwerte der untersuchten
Ereignisse, der Vorhersageweite bzw. des Vorhersagezeit-
raums sowie der Größe der betrachteten Bilanzgebiete.
Aus hydrologischer Sicht interessante Ereignisse größerer
Jährlichkeiten sind aufgrund ihrer Seltenheit nicht oder nur
schwer zu verifizieren.
Schlussfolgerung 27: Auf Basis von Verifikations-
ergebnissen ist es schwer, ein bestimmtes Produkt zu
bevorzugen oder auszuschließen. Bei der Wahl einer
geeigneten QPF für hydrologische Anwendungen müssen
daher noch weitere Aspekte berücksichtigt werden (z. B.
Verfügbarkeit des Produkts, Verarbeitbarkeit etc.). Ideal
wäre im operationellen Kontext das Einbeziehen mehrerer





Schlussfolgerung 28: Generell zeigt sich ein Mehrwert
probabilistischer Vorhersagen gegenüber deterministi-
schen QPFs. Allerdings verblasst der prädiktive Nutzen
von NWP-Produkten mit größeren (hochwasserrelevanten)
Niederschlagsintensitäten. Für extreme und gleichzeitig
kleinräumige Ereignisse (mehr als 50 Millimeter in 6
Stunden) ist kein deutlicher Nutzen durch NWP zu
erwarten!
Schlussfolgerung 29: Für vergleichbare Modellse-
tups (z. B. COSMO-DE und -EPS) verifiziert das
probabilistische Produkt besser, hat also gegenüber einer
deterministischen Niederschlagsvorhersage einen grö-
ßeren prädiktiven Nutzen. Dieser Mehrwert ist allerdings
nur dann gegeben, wenn das probabilistische Produkt
auch mit den entsprechenden Techniken verarbeitet wird.
Größere Genauigkeit im deterministischen Sinne und eine
probabilistische Betrachtung der Vorhersagen gehen also
Hand in Hand!
Schlussfolgerung 30: Für die Ganglinienvorhersa-
ge sind Bewertungsansätze der Hochwasserneigung
(Scoring-Verfahren) ungeeignet; für den Anwendungsfall
Hochwasserfrühwarnung sind sie jedoch für mittlere
Vorhersageweiten (ab 12 Stunden) datengetriebenen und
deterministischen Verfahren annähernd ebenbürtig.
Schlussfolgerung 31: Für den Anwendungsfall Hoch-
wasserfrühwarnung bietet ein simples Scoring-Verfahren
einen hohen prädiktiven Nutzen bei gleichzeitig guter
räumlicher Übertragbarkeit bzw. Generalisierbarkeit und ist
in dieser Hinsicht datengetriebenen und deterministischen
Verfahren überlegen.
III Umsetzung: Ein operationelles
Hochwasserfrühwarnsystem für
Sachsen
Schlussfolgerung 32: Pilotuntersuchungen sind es-
sentiell wichtig, um die Aspekte Nutzeransprüche,
Eignung meteorologischer Antriebsdaten sowie Eignung
hydrologischer Modellansätze im Kontext der Hochwas-
serfrühwarnung fachlich zu beleuchten. Somit kann eine
belastbare Basis für die fachliche und technische Spezifi-
kation eines operationellen Hochwasserfrühwarnsystems
gelegt werden.
Schlussfolgerung 33: Die Konzeption eines IT-Systems
zur Hochwasserfrühwarnung ist anspruchsvoll; zum einen
muss ein fachlich einheitlicher Workflow gewährleistet
werden, zum anderen soll das System robust für einen
teilautomatisierten, operationellen Betrieb sein.
Schlussfolgerung 34: Weitere wichtige Anforderun-
gen an ein IT-System zur Hochwasserfrühwarnung sind
das Ansprechen verschiedener Publikationsschnittstellen
sowie die Möglichkeit manueller Eingriffe.
Schlussfolgerung 35: Die am LHWZ bestehende
IT-Infrastruktur mit den Systemen HWIMS sowie KALYPSO
bietet ein sehr günstiges Umfeld für eine zeit- und kosten-
effiziente Erfüllung der an das Frühwarnsystem gestellten
Anforderungen. Das betrifft Konzeption, Implementierung
als auch den operationellen Betrieb sowie die Wartung
und Pflege des IT-Systems KALYPSO-Frühwarnung.
Schlussfolgerung 36: Das konzeptionelle und technische
Einpassen des Frühwarnsystems in den Systemkontext
des LHWZ bietet die Voraussetzung für ein umfassendes
und flexibles Management von Frühwarninformationen,
inklusive ihrer Veröffentlichung.
Schlussfolgerung 37: Die Verifikation des operatio-
nellen Prototyps für das erste Betriebsjahr bestätigt
das bereits im Rahmen der Vorstudien gewonnene Bild,
dass einfache, klassifizierende Bewertungsverfahren zur
Abschätzung der Hochwasserneigung für die Hochwasser-
frühwarnung gut geeignet sind.
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Schlussfolgerung 38: Eine konzeptionell untersetzte
Öffentlichkeitsarbeit hat im Sinne der Informationsvorsorge
eine große Bedeutung; nur so kann der breiten Öffentlich-




Schlussfolgerung 39: Die umgesetzte IT-Lösung für
das Frühwarnsystem erlaubt prinzipiell eine Verteilung
von Produkten zur Hochwasserfrühwarnung aktiv an
Informationsempfänger im Sinne von HWNAVO/HWMO.
Es sollte fachpolitisch geklärt und festgelegt werden, ob
das beabsichtigt ist, oder nicht.
Schlussfolgerung 40: Die Einbeziehung von Unsicher-
heiten bei der Hochwasserfrühwarnung ist grundsätzlich
möglich und würde theoretisch auch einen prädiktiven
Mehrwert bedeuten. Allerdings stellt sich hier die Frage
nach Bereitschaft und Befähigung der Nutzer von Frühwar-
nungen, probabilistische Produkte für die Risikobewertung
effizient zu nutzen. Nutzerseitig besteht ein Bedarf nach
Schulung und Training im Umgang mit Unsicherheiten,
sollen probabilistische Vorhersageprodukte ihren Mehrwert
voll entfalten.
Schlussfolgerung 41: Crowdsourcing bietet Poten-
tial, die Hochwasserfrühwarnung vor allem für unbepegelte
Gebiete weiter zu verbessern. Dazu müssen allerdings
eine Reihe von Voraussetzungen erfüllt sein, was aktuell
noch nicht gegeben ist.
Schlussfolgerung 42: Die Interaktion mit den Nut-
zern von Hochwasserfrühwarnungen ist immanent wichtig,
um das zugrunde liegende Warnsystem, Warnprocedere
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