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The proper choice of a counting system may solve mathematical problems or 
lead to improved algorithms. This is illustrated by a problem in combinatorial 
group theory, compression of sparse binary strings, encoding of contiguous binary 
strings of unknown lengths, ranking of permutations and combinations, strategies 
of games, and other examples. Two abstract counting systems are given from 
which the concrete ones used for the applications can be derived in an easy and 
transparent manner. 87 1989 Academic Press, Inc. 
1. INTRODUCTJ~N 
The thesis of this article is that numeration systems are very useful. The 
choice of an appropriate numeration system, that is, a set of integer basis 
elements such that every integer can be represented uniquely over the set 
using bounded integer digits, may be the mathematical key to solving a 
problem; or it may lead-much the same as the proper choice of a data 
structure-to more efficient algorithms. 
As an example, consider the following problem: let apI = { 0, 1, . . . . pf - 1) 
be the cyclic group of order p’ under addition mod p’, where p is prime and 
t a positive integer. Then for every integer s E [0, t], there is precisely one 
subgroup apr = {jp’-‘: 0 < j < p”} of order p”. Unless s = t, the elements of 
a,,,, though equispaced on the interval [0, p’- I], do not form an interval 
of consecutive lattice points on it. Prove either existence or nonexistence of 
a bijection 4: [0, p’ - l] -+ [0, pf - 11 which maps every coset of every 
subgroup apf into an interval of consecutive lattice points with the 
additional requirement that every subgroup ad. is mapped into a group 
{ 0, 1, . . . . p” - 1) under addition mod p’. 
We will solve this problem in the final Section 7. In Section 2 we present 
two abstract systems of numeration from which all but one of the concrete 
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ones of interest to us can be derived easily. The reader may wish to skip 
this part in a first reading. All the subsequent sections are concerned with 
applications. 
In Section 3 we show that a proper choice of a numeration system can 
lead to high compression of sparse binary strings. At the same time the 
codes used are more robust than, say, conventional Huffman codes. In Sec- 
tion 4 we show how to use binary numeration systems based on Fibonacci 
numbers of orders m > 2 for encoding and transmitting a sequence of con- 
tiguous binary integers of varying lengths. The codes used are considerably 
more robust and normally also shorter than those that have been used to 
date. The ranking of permutations of various kinds and of combinations is 
taken up in Section 5, in which also an application to the compression of 
dictionaries is indicated. Applications to 2-player games are presented in 
Section 6. 
For additional numeration systems and applications, see Knuth (1981). 
2. Two ABSTRACT NUMERATION SYSTEMS 
Let l=u,<u,<uz . . . be a finite or infinite sequence of integers. Let N 
be a nonnegative integer, and suppose that U, is the largest number in the 
sequence not exceeding N. The algorithm: 
fori=ntoOby-I 
d,+-LNIu,] 
N+ N-d,u, 
end 
produces the representation of N in the numeration system S= (uO, u,, . ..} 
with digits di satisfying 
THEOREM 1. Let 1 = uO< ui < u2 < ... be any finite or infinite sequence 
of integers. Any nonnegative integer N has precisely one representation in the 
numeration system S = (uo, u,, u2 ... } of the form C;=. di ui, where the 
digits di are nonnegative integers satisfying (1). 
For m 2 1, let 6, = by), b,, . . . . b, be integers satisfying 
1 <b,< ... ,<b,<b1”’ 
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for all n> 1, where b, =by) may depend on n. Let u-,+~, u-,+2, . . . . uPI 
be fixed nonnegative integers. The hi are chosen so that 
u()= 1, u, = bl”)u, ~ , +b2u,pz+ ... +b,u,p, (n>l) (2) 
is an increasing sequence. The linear recurrence (2) can be viewed as a 
generalization of the recurrence for the Fibonacci numbers, which is the 
special case m=2, b, =b2= 1, and ~1-i = 1. 
THEOREM 2. Let S = { ui> be a sequence of the form (2). Any nonnegative 
integer N has precisely one representation in S of the form N = C’=, di Ui if 
the digits d, are nonnegative integers satisfying the following (twofold) 
condition: 
(i) Let kam- 1. For any jsatisjying O< j<m-2, if 
(dkrdkp,, . . . . dk-,+,)=(b\k+l), b,, . . . . b,), (3) 
then dk-i<b,,l; and 1f(3) holds with j=m- 1, then dkPm+I<bm. 
(ii) Let O<k<m-1. Zf (3) holds for any j satisfying Objdk-1, 
then dk-j< bj+ 1 ; and if(3) holds with j=k, then d,<CT!“=,+, biUk+l-i. 
It turns out that the condition of Theorem 2 is equivalent to (1) and 
therefore it yields a unique reresentation. It is equivalent to 
O<di<b’,‘+” (ia 
for m = 1 (recurrence of length 1). For m > 1, the condition of Theorem 2 
implies 
O<d,db{‘+‘) (ial), O<d,<bj’,+ f bju,-j, 
/=2 
but is not implied by these inequalities. In fact, if the recurrence (2) has 
length m > 1, then uniqueness of representation requires a condition on 
blocks of digits rather than only on every digit alone, namely the condition 
of Theorem 2 is required. It roughly says that every block of j consecutive 
digits has to be dominated by b,, . . . . b, (j<m- 1); and if a block of m- 1 
consecutive digits is (6,) . . . . b,,-,), then the next digit to the right has 
to be strictly less than b, (otherwise the recurrence (2) gives a second 
representation!). 
The proofs of Theorems 1 and 2 can be found in (Fraenkel, 1985). 
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3. COMPREWON OF SPARSE BINARY STRINGS 
Given a sparse binary string. We mentally partition the string into k-bit 
blocks, where k is fixed. For example, k = 8 gives a partition into bytes. 
Jakobsson (1978) proposed compressing the string according to the 
probabilities of occurrence of the 2’ possible block patterns which are 
assigned Huffman codes. For Huffman codes see, e.g., (Knuth, 1973, 
Section 2.3.4.5). 
For sufficiently sparse blocks, the probability for a O-block of length k is 
2 i, so Jakobsson’s method assigns to every O-block a code of length 1 bit. 
Hence we cannot expect a compression factor better than k from this 
method, where the compression factor is defined as the ratio of the size of 
the original file to the size of the compressed file. 
To increase the compression, we shall treat the 2k - 1 nonzero blocks of 
length k and the O-blocks in different ways: Mentally transform the given 
string S into a string s’ of blocks S’ = Z, K, Z, K2Z3 K3 . . Z, _, K, _ 1 Z,, 
where each K, represents a run of consecutive nonzero k-blocks, and Zj 
represents the number of O-blocks of length k between Ki-, and Ki. 
The natural choice for k is 8, since both man and machine have been 
trained to like bytes, but it is easier to use k = 2 in the example 
S=ll 01 00 00 00 00 00 01 00 00 00 01 
S’= K, z,=5 K, K K3 
Now the Zj are expressed in some numeration system A’. The first few 
basis elements u,,, . . . . u,- 1 of this numeration system (where t % log,( IS(/k)) 
as well as the 2k - 1 nonzero blocks of length k are Huffman-coded 
according to their probabilities. For the above example, and assuming Jlr 
to be the binary system, statistics are collected on the nonzero blocks, 
namely 01 and 11 and on the powers of 2 required to encode the runs of 
O-blocks in binary. The run of 5-blocks of O’s contributes uO= 2O and 
u2 = 22 to the statistics, and the run of 3 O-blocks contributes u. = 2O and 
u2 = 2’. See Table I. 
TABLE I 
Statistics for the Nonzero Blocks and the O-Runs 
Nonzero 
blocks Weight 
Basis elements 
of .N Weight 
01 3 2O 2 
11 1 2’ 1 
22 1 
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The usual Huffman algorithm is now applied to compute the Huffman 
codes for the weight sequence 3, 2, 1, 1, 1. Note that the nonzero blocks 
and the basis elements of M constitute together the elements that are 
Huffman-coded. 
The compression achieved will depend on the type of numeration system 
selected. Thus if the Fibonacci numeration system is used-which is 
binary but there are never two adjacent l-bits, see next section-good 
compression is achieved because of the relative scarcity of l-bits. It turns 
out that especially good compression is achieved when the recurrence (2) is 
ug= 1, 24, = 3, u,=2u,-~+u,-~ (n22). 
The condition for uniqueness equivalent to the condition of Theorem 2 is 
that 0 < di < 2 for every digit d,, with the proviso that d, + 1 = 2 implies 
di=O (i>,O). (This ternary system is the special case ui= a = 2 of the 
p-system of Section 6 below.) 
Another ternary numeration system, whose basis elements are the even 
Fibonacci numbers u0 = 1, u2 = 3, LL, = 8, ug = 21, . . . also gives good com- 
pression. Here the condition for uniqueness is 0 d did2 (i> 0) with the 
additional proviso that between any two consecutive digits 2 there is a digit 
0. This system can be derived from Theorem 1. Incidentally, it was used by 
Chung and Graham (1981) to investigate irregularities of distribution of 
sequences. 
The experiments were run on six files. The largest of these contained 
56, 588 strings, each string being partitioned into 5,284 bytes. (Each string 
represented 8 x 5,284 = 42,272 documents of an information retrieval 
system. Bit i in string j is 1 if and only if document i contains word wj, 
1 < i< 42,272, I< j6 56,588.) The percentage of l-bits per string was 
0.817%. For the first ternary system mentioned above, the ten basis 
elements 1, 3, 7, 17,41,99,239, 577, 1393, 3363 were adjoined to the 255 
nonzero bytes, and then H&man-coded. A compression of 17.44 was 
achieved, compared to 6.57 for Jakobsson’s method. (The latter contains 
just 2k=256 Huffman codes.) For the second ternary system, a 
compression of 17.41 was obtained, whereas for the binary system, the 
compression was only 17.04. 
In conclusion, the main contribution to the improved compression stems 
from the representation of the length of O-runs in a numeration system ,/lr, 
adjoining its basis elements to the 2k - 1 nonzero k-blocks, Huffman- 
coding them jointly. But the compression is also affected by the type of 
numeration system used: it increases if &” has, roughly speaking, relatively 
few nonzero digits. For further details see Fraenkel and Klein (1985). 
Another advantage of this approach is a certain type of robustness: 
Intuitively, a code C is more robust than a code D if, given the same error, 
the number of misinterpreted codewords for C is smaller than for D. In 
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(Fraenkel and Klein, 1987), a sensitivity factor has been defined, measuring 
the “expected maximum” number of codewords which may be lost when a 
single error occurs. This sensitivity factor was then computed for several 
codes proposed in the literature. 
Throughout we assume a single digit failure and turn to show how this 
type of robustness is achieved. 
The Huffman codes of the basis elements of N are arranged in 
monotone order during the encoding process of each O-run length. If a 
single digit failure occurred, there are two possibilities: 
(i) The decoding process stays synchronized. Then the one- or two- 
word error is locally contained; the tail of the message is decoded correctly, 
and the local error may not be detected by our method. 
(ii) The failure causes loss of synchronization. If synchronization is 
not regained, the entire tail is decoded incorrectly, so the probability of 
getting some basis elements in non-monotone order, thus signalling the 
existence of an error, is rather high. If synchronization is regained, then the 
error is again locally contained, but a non-monotone sequence of basis 
elements may still be encountered prior to resynchronization. Incidentally, 
for some probability distributions there exist self-synchronizing Huffman 
codes H: there is a codeword c E H such that the codewords following c are 
recognized independently of any errors preceding c (see Ferguson and 
Rabinowitz, 1984). But, in general, self-synchronizing codes do not exist. 
We remark that, more generally, countable sets of uniquely decipherable 
(UD) codes based on Fibonacci numeration systems can be defined which 
are constant, that is, they do not have to be generated for every probability 
distribution and are therefore easier to use than Huffman codes. The latter 
are more economical-in fact they are optimal. But also the former are not 
too far from optimal: they are universal, that is, within a constant multiple 
of the entropy lower bound (see Elias, 1975, and Apostolico and Fraenkel, 
1987; Fraenkel and Klein, 1987). They are also complete, that is, addition 
of any codeword renders them non-LID. Moreover, Fibonacci codes have 
a smaller sensitivity factor. This robustness, with which we shall be con- 
cerned also in the next section enables, for many applications, saving 
on the error detection bits which are normally needed when transmitting 
Huffman codes. 
4. ENCODING STRINGS OF VARYING LENGTH 
Suppose we like to transmit a sequence of binary strings whose lengths 
lie in an unknown range. Since a comma is not a binary bit, we cannot 
separate the strings by commas. Even, Rodeh and Pratt (Even and Rodeh, 
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1978; Rodeh, Pratt, and Even, 1981) proposed to overcoming the difficulty 
by preceding the string by its length and repeating this recursively until a 
small length, say 3, is attained. Since all strings thus produced start with a 
most significant bit 1, the bit 0 can be used to signal the end of the 
logarithmic ramp and the beginning of the string itself. Thus if S is a string, 
E,(S) its representation in this coding scheme, then 
E,(1000001000) = 100 1010 0 1OOOOo1000. 
The major disadvantage of this representation, however, lies in its 
vulnerability to transmission errors. A single error occurring in the 
logarithmic ramp prefix plays complete havoc with the decoding, which 
normally cannot be resumed. 
An alternative scheme, which is more robust in the above sense, is one 
based on an m-order Fibonacci numeration system. If we denote by 
&(S) = E$“‘)(S) the m-order Fibonacci representation of a binary string S, 
then asymptotically, IE$m)(S)l > IEr(S)l (ISI + co), where IE,(S)l and ISI 
denote the lengths of E,(S) and S. But for very large initial values of ISI, 
depending on m, we have actually IEim)( S)l < (E,( S)l as we shall see below. 
Fibonacci numbers of order m (m > 2) are defined by 
u- *+I= U pm+2= ..’ = u - 0, -2- U~,=u()=l, 
U,=U,-] +u,-2+ .” +u,-, (n 3 1). 
(For simplicity we write ui instead of ,jm)). This definition reduces to the 
ordinary Fibonacci numbers for m = 2. 
Fibonacci numbers of order m have been used for polyphase merge and 
sort of data runs: We like to sort-merge data runs stored on m + 1 
magnetic tape transports such that at each stage m tapes merge into one 
tape and so that the tapes run continuously to save time. This can be done 
if at each stage the number of runs on one of the tapes is an mth order 
Fibonacci number, and a simple function thereof on the other tapes. See 
Knuth (1975) and Lynch (1970). 
It follows directly from Theorem 2 that every nonnegative integer N has 
precisely one binary representation of the form 
N= i diui (diE (0, l),O<i,<n) 
i=O 
such that there is no run of m consecutive 1’s. This class of binary 
numeration system is denoted by F (m). For m = 2 it gives the ordinary 
binary Fibonacci numeration system (in which two adjacent l-bits never 
occur). See Zeckendorf (1972). This system lies behind the Fibonacci 
search (Knuth, 1975). 
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If the most significant bit of a string is l-in which case we say that 
S is a binary integer-then the representation of S of length n in the 
Pm’-numeration system requires I,??JS)I = n + m bits in the contiguous 
string representation, which includes a O-bit and m - 1 postfixed l-bits, 
which form a “separator” or “comma” of m l-bits between adjacent 
integers. As mentioned above, this separator cannot appear in the strings 
themselves-hence the robustness. A similar representation can be defined 
for strings that are not necessarily binary integers, Below we assume that S 
is a binary integer. 
Let “lg” denote log to the base 2. Then asymptotically (for large n and 
large m), 
D= [E,(S)1 - IE,(S)( =m- 1 +$lge 
-rlg(k+ 1)1-rlgrlg(k+ i)l+ ii- ... -3, 
where the last lg lg.. . term is 3, 6 = 6(m) is a suitable real number satisfy- 
ing +<6<1, and 
kzn(l-($+&)lge). 
This is derived in (Apostolico and Fraenkel, 1987). We see that for any 
fixed m we have D > 0 if n is sufficiently large, so ultimately the method of 
(Even and Rodeh, 1978) gives shorter representations. This kind of 
asymptotic behavior also holds for other Fibonacci representations. 
For integers of practical length, however, the methods of (Apostolic0 
and Fraenkel, 1987) give in fact shorter representations, in addition to 
providing robustness. The following computational results refer to a 
Fibonacci representation somewhat more economical than the one alluded 
to above. 
For m = 2, IEl( = 4 bits and IEz(n)I = 5 bits, where n = 5, 6, 7. But 
\Ez(n)l < IEl( for all positive integers n < ~27 - 1 = 514,228 (n # 5,6,7). 
Beyond this point, the representation E,(n) becomes slowly longer than 
E,(n). 
For m = 3, IE,(n)l < IEz(n)l for 3 d n < 7. But IEz(n)l < IEl( for all 
8 <n ,< f(u$’ + z@ - 1) = 34,696,689,675,849,696 IT 3.470 x LO’! 
For larger n, IEz(n)l becomes slowly larger than IEl(n Thus for 
n= ~(2@+2@-- 1) N 1.095 x 102*, we have IEz(n)l - IEl( = 1, and this 
difference is 5, for example, at n = u,46 + u,44 % 3.208 x 103*. Incidentally, 
the difference does not increase monotonically: it decreases at points n 
where E,(n) picks up a new lg lg term on its logarithmic ramp. 
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For m=4, IE,(n)( < IEz(n)l for 26n<7, I&(n)1 < IE,(n)l for 86n6 116, 
and l&(n)1 - /El(n)/ = 1 for 117 6 n < 127. But l&(n)1 < /E,(n)1 for all 
128<n<$(u :“3’1 + 224:;; + 24g: - 1) = 4.194 x 1065. 
Beyond this point, the representation &(n) becomes very slowly longer 
than E,(n). 
The above computations are based on a list of higher order Fibonacci 
numbers which Gerald Bergum has kindly prepared for us. 
The Fibonacci codes described above are special cases of UD codes in 
which each codeword ends in a fixed binary pattern P. Such codes have 
been investigated, e.g., by Lakshmanan (1981). An important subset of 
them are the suffix-synchronized codes (which are also a special case of 
comma-free codes). They have the property that if a receiver is turned on in 
the midst of the transmission of the code, the decoder starts to decode 
correctly just as soon as it has identified the pattern P. The latter codes 
have been investigated by Gilbert (1960) and Guibas and Odlyzko (1978). 
5. RANKING PERMUTATIONS AND COMBINATIONS 
Permutations and combinations are fundamental to many combinatorial 
problems. The rank of a permutation or combination is the serial number 
of the permutation or combination in some linear ordering of all of them. 
In many applications the rank of a given permutation or combination has 
to be found, or conversely, the permutation or combination corresponding 
to a given rank has to be determined. One case where a ranked list of 
permutations is required is that of generating random permutations for 
Monte Carlo procedures. Ranked lists of combinations, permutations, 
permutations with repetitions, and Cayley-permutations have been used for 
data compression. This application is indicated briefly below. 
Ranking algorithms are normally based on the following systems of 
numeration: 
(i) Mixed radix. Let 1 = a,, a,, a2, . . . be any sequence of integers 
satisfying ai> (ial), and let u,=aOal...a,, that is, u,+,=a,+,u, 
(n > 0). The representation N = C:= 0 di ui is the mixed radix representation 
of N. Theorem 2 implies immediately that the representation is unique if 
and only if 0 < di < ai+ L (i 2 0). Th e mixed radix representation has also 
been used for a constructive proof of the generalized Chinese remainder 
theorem (see Fraenkel, 1963; Knuth, 1973). 
(ii) Factorial representation. This is the special case of the mixed 
radix representation where a, = n + 1, leading to u,, = (n + l)! (n 3 0). Thus 
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the representation N= XI=, d,(i + l)! is unique if and only if di < i + 1 
(i>O). 
(iii) Reflected factorial representation. To represent a nonnegative 
integer N, select h with h! > ZV, and let u,, =h!/(h- n)!, that is, 
24 ,,+ 1 = u,(h -n) (n >, 0). Since again the recurrence has length 1 only, the 
representation N= C:;,’ di h!/(h - i)! is seen to be unique if and only if 
O<di<h-i (O<i<h-2). 
(iv) Combinatorial representation. For every integer k > 1, there is a 
unique representation of any nonnegative integer N in the form 
iV=(y’)+(“;)+ . . . f(T), Oda,<a,< ... <ak. 
This numeration system does not tit into the general framework of 
Theorems 1 and 2. For a fast algorithm for computing the ai, see Fraenkel 
and Mor (1983, Section 2). 
A simple algorithm to generate permutations in an orderly way is based 
on having one element “sweep” over the other elements, using a single 
transposition at each step. This leads in a natural way to a ranking of the 
generated permutations in the numeration systems (ii) or (iii). Not all the 
transpositions involve adjacent elements in the method of Wells (1961), in 
which the permutations are ranked using the system (ii). If all the trans- 
positions are between adjacent elements, the system (iii) replaces (ii). This 
is the method of Johnson (1963). See Even (1973) and Lehmer (1964) for 
general descriptions of these methods and Pleszcynski (1975) for 
algorithms realizing transformations between permutations and their ranks. 
Combinations are ranked using the combinatorial representation. This 
ranking and the mixed radix representation have been used in (Mor 
and Fraenkel, 1984) for ranking permutations with repetitions and Cayley 
permutations. A Cayley permutation of length m on S= ( 1,2, . . . . n> is a 
permutation p of length m on S with possible repetitions, such that if j E: p 
then also ie p for all i <i. The ranking of Cayley permutations has been 
used in (Fraenkel and Mor, 1983) for compressing and partitioning large 
dictionaries. The main idea is to replace each dictionary word w  by a pair 
(L, I), where the lexform L is an ordered string of the distinct letters of w, 
and Z is an index which permits transforming L back into w. If the letters of 
L are numbered 1,2, . . . . lZ.1, then I is a Cayley permutation of length Iw( on 
1, 2, . ..) lZ,l, specifying the order of the letters of w. 
The main variation investigated was that when the lexforms reside in fast 
memory and the indexes are relegated to disk. The information contained 
in the lexforms seems to be almost the same as that of the w’s: experiments 
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indicate that the entropy increase in transforming the latter to the former is 
very small. 
Further compression can be achieved by replacing each lexform of length 
I over an alphabet of size n by its serial number in some linear ordering of 
all (7) combinations. Similarly, every index can be replaced by its serial 
number in some linear ordering of the Cayley permutations. 
The overall savings of fast memory is very high and may enable storage 
of a large dictionary in the form of its lexforms in fast memory, which 
otherwise could not be kept in it because of the lack of space. Typical 
applications are for information retrieval, where: (1) Most accesses to the 
dictionary are unsuccessful, that is, the word sought is not in the 
dictionary. (2) Many accesses are successful, but additional Boolean or 
metrical constraints-verifiable without consulting the disk-reject the 
search. In both of these cases there are many accesses to fast memory and 
few to disk, whose access time is typically lo4 time slower than that of fast 
memory. 
6. STRATEGIES FOR GAMES 
I. Wythoff Games. Let a be a positive integer. Given two piles of tokens, 
two players move alternately in a generalized Wythoff game. The moves 
are of two types: a player may remove any positive number of tokens from 
a single pile, or he may take from both piles, say k ( > 0) and I ( > 0) from 
the other, provided that Ik - II < a. In normal play, the player first unable 
to move is the loser, his opponent the winner. In misPre play, the outcome 
is reversed: the player first unable to move is the winner, his opponent the 
loser. 
Wythoff game positions are denoted by (x, v) with x < y, where x and y 
denote the number of tokens in the two piles. Positions from which the 
previous player can win whatever move his opponent will make, are called 
P-positions and those from which the next player can win whatever move 
his opponent will make are called N-positions. We also denote by P (N) the 
set of all P (N)-positions. For any set S of nonnegative integers, if S 
denotes the complement of S with respect to the set Z of nonnegative 
integers, we define mex S (minimum excluded value of S) by 
mex S = min S = least nonnegative integer not in S. 
Thus mex @ = 0. 
We restrict attention to normal play below. The following result holds: 
THEOREM 3. P= UzO {(Ai, Bi)}, where A,=mex{Ai, Bi: Odicn}, 
and B,=A.+an (nB0). 
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The first few P-positions for a = 2 are depicted in Table II. It is not 
difficult to see that (iJ,"=,A.)n(U,"=,,B,,)= {0}, and (IJ,“=,,A,)u 
(U,“=oB”)=z”. 
Given a position (x, y) for which we wish to compute a winning 
strategy, if it exists. We may assume y d x + ax, since otherwise it is easy to 
see that (x, y) E N. Since A, < 2n for all a (follows from B, - B,- 1 B 2), the 
computation based on Theorem 3 requires computing O(x) table entries 
(A,, B,) and O(x) words of memory space. This is an exponential 
algorithm, since the input length is only = O(lg .X + lg y) = O(lg x). Below 
we describe a polynomial strategy, based on the following two exotic 
numeration systems, and a connection between them. 
Let CI = [ 1, a, a, . ..] be the simple continued fraction expansion 
1 
cz=t+ 
1 
a+ 1 
fl+- 
a+ .‘. 
whose convergents pn/qn = [ 1, a, . . . . a] (n terms a) are defined recursively 
by 
po= 1, PI= a1 + 1, Pn=GP,*-l+Pn-, (n 2 21, 
qo= 1, 41 =a19 4n=~nqn-l+qn-2 (n>2). 
Theorem 2 implies directly that every nonnegative integer has precisely one 
representation of the form 
N= i s;pi, O<si<u,+,; Sif, =ui+,asj=o (i 2 0) (p-system) 
i=O 
TABLE II 
The First Few P-Positions for a=2 
0 0 0 
1 1 3 
2 2 6 
3 4 10 
4 5 13 
S 7 17 
6 8 20 
I 9 23 
8 11 21 
9 12 30 
10 14 34 
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and also precisely one representation of the form 
N= i tiq;, OdtO<a19 Odr,<Ui+l; 
i=O 
rr=ai+l at;-, =o (i 3 1) (q-system). 
In Table III the first few P-positions for a = 2 appear in the left columns 
(copied from Table II), followed by &(A,) and R,(B,), the representations 
of A, and B, in the p-system, and R,(n), the representation of n in the 
q-system. Th e o f 11 owing properties hold for every a. They can be verified in 
Table III for a = 2 and small n. 
PROPERTY 1. The set of numbers A, (n > 1) is identical with the set of 
numbers which end in an even number of zeros in the p-system; and the set 
of numbers B, = A, + an (n 3 1) is identical with the set of numbers which 
end in an odd number of zeros in the p-system. (Thus in Table III, 
R,(4) = 11 ends in an even number (zero) of zeros, and so does R,(7) = 100 
(ending in two zeros). Both 4 and 7 appear in the A.-column.) 
PROPERTY 2. For every n 3 1, the representation RP( B,) is a “left shift” 
of the representation R,(A,). (Thus (A,,, B,)= (1, 3) and (5, 13) have 
representations (1, 10) and (12, 120), respectively, in the p-system.) 
PROPERTY 3. Let n be any positive integer. If R,(n) ends in an even 
number of zeros, then R,(n)= R,(A,). (Thus R,(5) =&(A,) = 100.) If 
TABLE III 
The Representation of the First Few P-Positions (A,, E,) in the 
p-System and n in the q-System for a = [ 1, 2, 2, 2, . ..] 
&,(A,) R,(&) R,(n) 
n A, Bll 7 3 1 17 7 3 1 5 2 1 
0 0 0 0 0 0 
1 1 3 1 1 0 1 
2 2 6 2 2 0 1 0 
3 4 10 1 1 1 1 0 1 1 
4 5 13 1 2 1 2 0 2 0 
5 I 17 1 0 0 1 0 0 0 100 
6 8 20 1 0 1 1 0 1 0 1 0 1 
7 9 23 1 0 2 1 0 2 0 1 1 0 
8 11 21 1 1 1 1 1 1 0 1 1 1 
9 12 30 1 1 2 1120 1 2 0 
10 14 34 2 0 0 2 0 0 0 2 0 0 
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R,(n) ends in an odd number of zeros, then R,(n) = &,(A, + 1). (Thus 
R,(9)=R,(A,+ l)=R,(13)= 120.) 
These properties imply the existence of a polynomial strategy for this 
class of games. For the details of normal play see (Fraenkel, 1982); misbre 
play (Fraenkel, 1984). Normal play with a = 1 is the classical Wythoff 
game. See Wythoff (1907) and Yaglom and Yaglom (1967). 
II. Single Pile Games. The analysis of the following 2-player game of 
Whinihan (1963) and Knuth (1973) is based on the Fibonacci system of 
numeration. See also Schwenk (1970). 
Given a pile of n tokens. The first player removes any (positive) number 
of tokens less than n. The players alternate their moves, each person 
removing one or more tokens, but not more than twice as many tokens as 
the opponent has taken in the preceding move. The player first unable to 
move is the loser, his opponent the winner. 
III. Multiple Pile Games. The analyses of Nim, Moore’s Nim, N-person 
Nim, and N-person Moore’s Nim also depend on systems of numeration. 
Nim, as well as other disjunctive sums of games, depends only on the 
conventional binary numeration system, whereas the other three games 
depend on a combination of binary and additional numeration systems. 
7. COMBINATORIAL GROUP THEORY AND SCHEDULING 
The requirements that the bijection 4 is to fullil are too stringent for the 
subgroups of crPl alone, so a fortiori for all the cosets. So it seems. However, 
a bijection 4 with the desired properties does exist. Here it is. 
Every NE [0, p’-- l] has a unique representation in the p-ary 
numeration system of the form 
1-l 
N=f(p)= 1 a,p’ (OGai<p). 
i=o 
We define 
The intuition why this works is that the elements of the subgroup 
LTd = {jp’? 0 <i < p”} are represented by the high-order digits in the 
above representation of N. They transform into the low-order digits in 
d(N), thus producing an interval of lattice points. 
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EXAMPLE. Let G be the cyclic additive group of order 27. Then 
g3= {0,9, 18}, and &a,)= (0, 1, 2). Also (TV= (0, 3, 6,9, 12, 15, 18, 
21, 24}, and d(crg)= (0, 3, 6, 1, 4, 7, 2, 5, 8). 
The proof that this bijection has the required properties appears in 
(Berger, Felzenbaum, and Fraenkel, 1986), where it is applied to the 
problem of covering the integers disjointly with arithmetic sequences. The 
latter problem has been applied to periodic scheduling questions, such as 
the following: There are n machines which must be served on a regular, 
periodic basis: Machine i must be served every mi days (1 6 i < n) for one 
whole day. Optimum utilization of the machines is desired. Is it possible to 
schedule the initialization of the maintenance cycle of the machines so that 
exactly one machine is to be served each day? 
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