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a b s t r a c t
Algebraic geometric codes (or AG codes) provide a way to correct errors that occur during
the transmission of digital information. AG codes on curves have been studied extensively,
but much less work has been done for AG codes on higher dimensional varieties. In
particular, we seek good bounds for the minimum distance.
We study AG codes on anticanonical surfaces coming from blow-ups of P2 at points on
a line and points on the union of two lines. We can compute the dimension of such codes
exactly due to known results. For certain families of these codes, we prove an exact result
on the minimum distance. For other families, we obtain lower bounds on the minimum
distance.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Coding theory is the study of how to efficiently and reliably send information across a communication channel. A linear
code C is a vector subspace of a finite dimensional vector space Fn over a finite field F. If k = dim C and q = |F|, we say that
C is a q-ary code of length n and dimension k. The Hamming distance between two codewords is the number of coordinate
positions in which they differ. An important parameter of a linear code is the minimum distance d, which is equal to the
smallest Hamming distance among all pairs of distinct codewords in the code. A linear code with the minimum distance d
can correct up to
 d−1
2

bit errors that occur during transmission; so the larger the d is, themore errors the code can correct.
In classical coding theory one seeks to find codes with large minimum distance d relative to the length and dimension of the
code. Computing the parameter d is, in general, NP-hard [22].
In 1981, V.D. Goppa introduced algebraic geometric (AG) codes [3]. Goppa’s codes were obtained by evaluating functions
at points on algebraic curves. Some of these codes have very good parameters. In fact, in 1982, Tsfasman, Vlăduţ and Zink
[21] demonstrated a family of curves yielding AG codes with minimum distance greater than that given by the well-known
Gilbert–Varshamov Bound on a certain interval. The AG code construction is easily generalized to points on other algebraic
varieties, although much less is known about such codes and the parameters k and d are often difficult to compute. In [12],
Lomont analyzes codes on algebraic surfaces, and in particular ruled surfaces over curves of genus 0. We study codes on
blow-ups of these surfaces.
In [5], Hansen obtained some exact results and bounds on the dimension and minimum distance for AG codes on toric
surfaces. Rational anticanonical surfaces preserve many of the nice properties of toric surfaces and are more general. In
particular, a smooth projective toric surface is always a rational anticanonical surface but not vice versa. In this paper, we
study AG codes on anticanonical surfaces coming from blow-ups of P2 at points on a line and points on the union of two
lines; we call these codes anticanonical surface codes.
Sections 2 and 3 cover the necessary background material for understanding blow-ups of P2, anticanonical surfaces and
the fundamentals of coding theory. In Section 4, we investigate various families of anticanonical surface codes. In Section 4.1,
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we compute the dimension and a lower bound on the minimum distance for codes whose corresponding divisor class is
numerically effective. In Section 4.2 we obtain an exact result for d for a family of codes. In Section 4.3, we obtain a lower
bound on d in terms of the minimum distances of codes whose divisor classes sum to that of the original code.
2. Algebraic geometry background
2.1. Basic definitions and theorems
We begin with some basic definitions. Our main source is [9]. Let k be an algebraically closed field. By projective variety
wemean a closed, irreducible subset of Pn. A quasi-projective variety is an open subset of a projective variety. Sometimes we
use the notation Pn(k) to emphasize the field we are working over.
Next we define a rational map, which is more general than a rational function. In fact, a rational function is just a rational
map to the field k.
Definition 2.1.1. A rational map φ : X → Y of varieties is an equivalence class of pairs ⟨U, φU ⟩where U is a nonempty open
subset of X and φU is a morphism from U to Y , and where ⟨U, φU ⟩ and ⟨V , φV ⟩ are equivalent if φU and φV agree on U ∩ V .
Definition 2.1.2. A birational map φ : X → Y is a rational map which admits an inverse. If there is a birational map from X
to Y , we say that X and Y are birationally equivalent or simply birational.
By curvewemean a smooth (see [9]), projective variety of dimension 1. Similarly, by surfacewemean a smooth, projective
variety of dimension 2. In this paper we will work with a blow-up of projective space at a finite set of points; the resulting
projective variety is always smooth. A rational surface is a surface which is birational to P2.
2.2. Blowing-up of a point and its properties
Let S be a smooth projective variety. Let Xb
πb→ Xb−1 πb−1→ · · · π1→ X0 = S be a sequence of blow-ups πi : Xi → Xi−1 at
points pi ∈ Xi−1. By composition, we have morphisms Πi,j = πj · · ·πi : Xj → Xi−1 for i ≤ j. Let E1, . . . , Eb be the divisors
Π−1i,b (pi) on Xb. In general one could have pj ∈ Π−1i,j−1(pi). In this situation one says that pj is infinitely near pi.
By Exercise II.8.5(a) of [9], the groups Pic(X) and Pic(S)⊕ [E1]Z⊕ · · · ⊕ [Eb]Z are isomorphic. Thus a basis for Pic(X) is
given by a basis for Pic(S) together with the classes [E1], . . . , [Eb] of the line bundles corresponding to E1, . . . , Eb.
Now let B = {p1, . . . , pb} be a set of distinct points of Pn and let π : PnB → Pn be given by the sequential blowing-up
of the points ofB. By Proposition II.6.4(c) of [9], we know Pic(Pn) = [H]Z, where [H] is the class of a general hyperplane in
Pn. If n = 2, we will use L, for line, instead of H . Thus, a basis for Pic(PnB) is given by [H] together with the classes of the line
bundles [Ei] corresponding to E1, . . . , Eb.
If n = 2, we also have an intersection product on Pic(P2B) induced by the rules [L] · [L] = 1, [Ei] · [Ei] = −1, [Ei] · [L] = 0
and [Ei] · [Ej] = 0 for i ≠ j. See Theorem V.1.1, Example V.1.4.1, Example V.1.4.2 and Proposition V.3.1 of [9] for details.
Definition 2.2.1. We say a divisor class [D] ∈ Pic(P2B) is numerically effective if [D]·[G] ≥ 0 for the class [G] of every effective
divisor G. We say that a divisor D is numerically effectivewhenever its class [D] is numerically effective.
Remark 1. To each effective divisor D there is an associated numerically effective and effective divisor D′ such that D− D′
is effective and L(D) = L(D′). The divisor D′ is given by iteratively subtracting off reduced, irreducible curves C that meet D
negatively, since any such curve C is a component of every element of the linear system |D| of effective divisors with class
[D].
We can determine the anticanonical divisor of a blow-up using Proposition V.3.3 of [9], which we now state:
Proposition 2.2.2. If X and S are smooth projective surfaces and if π : X → S is the morphism obtained by blowing up a point
of S, then KX = π∗(KS)+ Ep, where Ep = π−1(p) and π∗ is the natural map π∗ : Pic(S)→ Pic(X).
By Example II.8.20.1 of [9], [K ] = [−3L] for P2. Then, by Proposition 2.2.2, the class of the canonical divisor on P2B is[K ] = [−3L+E1+· · ·+Eb] and so the class of the anticanonical divisor is [−K ] = [3L−E1−· · ·−Eb]. Then−K is effective
if and only if the points p1, . . . , pb lie on a curve of degree 3 or less in P2. Thus P2B is anticanonical if and only if the points of
B lie on a cubic curve.
By Proposition I.5.2 of [7], one can easily show that if B is contained in a single line in P2 then the divisor class
[D] = [mL − m1E1 − · · · − mbEb] is numerically effective if and only if m,m1, . . . ,mb ≥ 0 and m ≥ ∑bi=1 mi.
Similarly, by Proposition I.5.3 of [7], if the points of B are contained in two lines, say L1 and L2, in P2, then the divisor
class [D] = [mL − m1E1 − · · · − mbEb] with m1 ≥ m2 ≥ · · · ≥ mb ≥ 0 is numerically effective if and only if the following
conditions hold:
(i)m−m1 −m2 ≥ 0
(ii)m ≥
pi∈L1∩B
mi and
(iii)m ≥
−
pi∈L2∩B
mi.
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By Lemma 3.1.1(b) of [8], if the points of B are contained in a conic (i.e., a curve of degree two) in P2 and if [D] is
numerically effective, then D is effective and h1(X,D) = 0. Hence, in this case, by Riemann–Roch, we have that
dim L(D) = (D2 − KX · D)/2+ 1.
One can then verify that if [D] = [mL−m1E1 − · · · −mbEb], then
dim L(D) =

m+ 2
2

−
b−
i=1

mi + 1
2

. (2.2.1)
Remark 2. The results of [8] are for an algebraically closed field. In this paper, we will be working over a finite field Fq. If
the points of B have coordinates in Fq and if D is an Fq-divisor, then when computing a basis for L(D), whether over Fq or
over the algebraic closure Fq, all of the computations will be over Fq. Hence a basis of L(D) over Fq is also a basis over Fq.
Thus we can still use the results of [8] (see also the paragraph before Corollary 4.5 in [18]).
The next proposition holds by Corollary V.5.4 of [9].
Proposition 2.2.3. Any birational morphism X → S of smooth surfaces factors as a sequence of blow-up morphisms X = Xb πb→
Xb−1
πb−1→ · · · π1→ X0 = S, where Xi is a smooth surface for i = 1, . . . , b.
2.3. Justification for studying P2B
The purpose of this section is to show that studying P2B is a reasonable thing to do for the initial research on anticanonical
surface codes. Not every smooth, rational, anticanonical surface is obtained by blowing up points of P2. However, we will
show in Proposition 2.3.2 that for any smooth, rational, anticanonical surface X there is a birationalmorphism Y → X where
Y is anticanonical and has a birational morphism (not just a birational map) Y → P2, i.e., Y is a sequential blowing-up of P2
at some set of pointsB = {p1, . . . , pb}. Thus, after blowing up some additional points of X (if necessary), any anticanonical
surface X becomes an anticanonical surface which is a blow-up of P2.
A Hirzebruch surface is a P1-bundle over P1. A fiber F of the P1-bundle satisfies F 2 = 0. Each Hirzebruch surface has a
section Bwith B2 = −n for a unique nwith n ≥ 0. Any two such Hirzebruch surfaces are isomorphic and denoted by Hn. By
Lemma V.2.10 of [9], [−KHn ] = [2B+ (n+ 2)F ] and [−KHn ] · [B] = 2− n. In particular,−KHn is effective and always has B
as its component of least self-intersection (see Section V.2 of [9] for further details).
The surfaces P2, H0, H2, H3, ... are relatively minimal models. That is, every smooth, rational, projective surface X has a
birationalmorphism either toHn for some n ≠ 1 or to P2. If X is eitherP2 orHn for some n ≠ 1, then any birationalmorphism
from X to a smooth rational projective surface Y is an isomorphism. For more details, see [9].
We use a theorem of Castelnuovo to define the blowing-down of a curve C on a surface X (see Theorem V.5.7 of [9]).
Theorem 2.3.1 (Castelnuovo). If C is a curve on a smooth surface X with C ∼= P1 and C2 = −1, then there exists a morphism
π : X → X0 to a smooth projective surface X0, and a point p ∈ X0, such that X is isomorphic via π to the blowing-up of X0 at p,
and C is the curve π−1(p). We call such a map π the blowing-down of C or, equivalently, the blowing-up of the point p.
Blowing up a point p ∈ Hn and then blowing down the proper transform π−1(Fp) − Ep of the fiber Fp through p is
called an elementary transformation. An elementary transformation gives a birational transformation from Hn to Hm, where
m = n + 1 if p ∈ B and where m = n − 1 otherwise. By blowing up p one obtains a surface Y and a birational morphism
Y → Hn. By Castelnuovo’s Theorem (Theorem 2.3.1), π−1(Fp) contracts to a smooth point. By blowing down π−1(Fp) ⊂ Y
one obtains another birational morphism Y → X to some X . Thus both Pic(X) and Pic(Hn) are subgroups of Pic(Y ). Since
they are subgroups of Pic(Y ), at the risk of abusing notation, we can lighten it by suppressing the π−1 from here forward.
We know Pic(Hn) = [B]Z⊕ [F ]Z by Proposition V.2.3 of [9]. Then Pic(Y ) = [B]Z⊕ [F ]Z⊕ [Ep]Z by Proposition V.3.2 of
[9] and the discussion in Section 2.2. Now we can determine Pic(X) as a subgroup of Pic(Y ). If p ∈ B, Pic(X) is spanned in
Pic(Y ) by [B− Ep] and [F ]. If p ∉ B, then Pic(X) is spanned by [B+ F − Ep] and [F ]. Using [F ] on X , one can verify that X is a
ruled surface (i.e., a surface whose function field is of a product P1 × C , where C is a curve). Also, using the basis for Pic(X)
described above, one can show that X has atmost one irreducible curvewith negative self-intersection. The self-intersection
of this negative curve determines them for which X = Hm.
Proposition 2.3.2. Let X be a smooth, rational surface. Then there is a birational morphism Y → X (hence Y is obtained by
blowing up points on X, possibly infinitely near) such that Y has a birational morphism Y → P2. If X is anticanonical, then Y can
also be chosen to be anticanonical.
Proof. If there is a birational morphism X → P2, take Y = X . If not, then let X → Hn be a birational morphism, which
we know exists with n ≠ 1 by Theorem V.5.8 of [9]. Let [B], [F ], [E1], . . . , [Eb] be the basis of Pic(X) corresponding to the
morphism X → Hn (see Proposition 2.2.3 and the discussion in Section 2.2).
If n = 0 and b = 0, then X = H0 and we can blow up any point p of X to get H1. Then Y = H1 has a birational morphism
to P2 given by contracting the proper transform of the fiber through the point p (see p.87 of [17] and Proposition 3 of [14]).
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If n = 0 and b > 0, then X clearly has a morphism to a blow-up of H0 at a single point, i.e., to H1. Then we can use the
morphism just described to get X → H1 → P2.
Nowwe can assume that n > 1. Pick a point p not on B∪ E1 ∪ · · · ∪ Eb. Let Y be the surface obtained by blowing up p and
let Ep = π−1(p) be the curve obtained by blowing up p. The blow-up morphism gives us the birational morphism Y → X .
But now Y blows down to Hn−1 by contracting E1, . . . , Eb and F − Ep. (This is the same as blowing X down to Hn, then doing
the elementary transformation given by blowing up p on Hn and then contracting F − Ep.) Thus by picking a point p which
avoids a finite number of curves on X , we obtain Y → Hn−1. We see that by picking points p1, . . . , pn−1 avoiding a finite
number of curves on X , blowing up all of the points pi gives a birational morphism Y → X , from which by iteration we get
a birational morphism Y → H1. We can compose this with H1 → P2 to get the desired birational morphism Y → P2.
To show that Y can be chosen to be anticanonical if X is, we just have to show that no effective anticanonical divisor on
X is supported on B ∪ E1 ∪ · · · ∪ Eb. Then we can choose our first point p = p1 to avoid B ∪ E1 ∪ · · · ∪ Eb yet still be on the
anticanonical divisor on X . Then−KY ′ = π∗(−KX )− Ep by Proposition 2.2.2, where Y ′ is obtained from X by blowing up p.
Furthermore,−KY ′ is effective since p is on−KX , and so Y ′ is anticanonical. We choose p2, . . . , pb similarly so that the final
Y is also anticanonical.
To see that no effective anticanonical divisor −KX on X is supported on B ∪ E2 ∪ · · · ∪ Eb, recall that we have a
birational morphism X → Hn for some n, so any effective anticanonical divisor on X contains the proper transform of
some effective anticanonical divisor −KHn on Hn. The only way the support of this proper transform could be contained in
B ∪ E1 ∪ · · · ∪ Eb is if −KHn were supported on B, which would mean that −KHn is a multiple of B, which is never the case,
since [−KHn ] = [2B+ (n+ 2)F ] by Lemma V.2.10 of [9]. This completes the proof. 
Remark 3. If our field k is the algebraic closure of some finite field Fq and X is defined over Fq, then Y → X and Y → P2
are defined over some finite extension of Fq, if not over Fq itself.
The following proposition shows that codes on blow-ups of P2 generalize codes on smooth projective rational surfaces
(hence also smooth toric surfaces).
Proposition 2.3.3. Any evaluation code C defined on a smooth projective rational surface can also be obtained as a code on a
blow-up of P2.
Proof. Let C be a code defined on a smooth projective rational surface S over a finite field K by evaluating functions in a
vector subspace F ⊂ K(S) at a set P ⊂ S of points. By Proposition 2.3.2 and its proof, and by extending the base field if
necessary to avoid points of P , there is a blow-up f : Y → P2 and a birational morphism h : Y → S which by restriction
gives an isomorphism, which we will also denote by h, from an open subset U of Y onto an open subset V of S, where V
contains the set P .
Let K ′ be the smallest field extension necessary to get f and h above (so maybe K ′ = K ). The isomorphism h : U → V
induces an isomorphism h∗ : K(S) → K ′(Y ) defined by composition as f → h∗(f ) = f ◦ h. Let D be the evaluation code
given by evaluating the functions of h∗(K(S)) at the points in h−1(P). The isomorphism h takes Pi to Qi and fj to gj, where
{P1, . . . , Pn} = P is the set of evaluation points and {f1, . . . , fr} is a basis for the vector space of rational functions F for C ,
and likewise {Q1, . . . ,Qn} and {g1, . . . , gr} for D. The map has the property that fj(Pi) = gj(Qi) and thus C and D have the
same generator matrix. Although Y may be defined over a larger field K ′ ⊇ K , by restricting the code D to the field K we get
D ∩ K n = C . Thus, the code C can be obtained on the blow-up f : Y → S as D ∩ K n. 
3. Coding theory background
For a detailed introduction to coding theory, see Pless [15] or [16]. One result we will use for comparing minimum
distances is the Gilbert–Varshamov Bound.
Proposition 3.0.4 (Gilbert–Varshamov Bound). Given n, k and q, there exists a q-ary [n, k] code with minimum distance d or
more, provided that d satisfies the following inequality:
(q− 1)

n− 1
1

+ (q− 1)2

n− 1
2

+ · · · + (q− 1)d−2

n− 1
d− 2

< qn−k − 1. (3.0.1)
3.1. Algebraic geometric codes
Algebraic geometric (AG) codes on curves were first introduced by Goppa [3]. The AG code construction can easily be
generalized for codes on other varieties, as described in Section 3.1.1 of [20].
Definition 3.1.1. Let X be a smooth, irreducible, projective variety defined over the finite field Fq. Let D be an effective Fq-
divisor on X and let P = {P1, . . . , Pn} be a finite set of Fq-points on X such that suppD ∩ P = ∅. Let evP : L(D) → Fnq be
the evaluation map given by evP (f ) = (f (P1), . . . , f (Pn)). Then the algebraic geometric code, or AG code, over Fq associated
to X , P and D is Cq(X,P ,D) = evP (L(D)). When q is clear from context, we write C(X,P ,D) for Cq(X,P ,D).
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It is not too difficult to compute the dimension of an AG code in the case where X is a smooth, projective, absolutely
irreducible curve. One can also obtain a lower bound on the minimum distance of the code in this case.
Theorem 3.1.2. Let X be a smooth, projective, absolutely irreducible curve of genus g, defined over the field Fq. Let P ⊂ X(Fq)
be a set of n distinct Fq-rational points on X, and let D be a divisor on X satisfying 2g − 2 < degD < n and P ∩ suppD = ∅.
Then the algebraic geometric code C := C(X,P ,D) is linear of length n, dimension k = degD+ 1− g, and minimum distance
d, where d ≥ n− degD.
Remark 4. Finding exact results and good bounds for AG codes on varieties of higher dimension is muchmore complicated.
Even the dimension of such a code is difficult to compute since dim L(D) is unknown in general.
One of the reasons that algebraic geometric codes are so exciting is that in 1982, Tsfasman, Vlăduţ and Zink demonstrated
a family of curves yielding AG codes with minimum distance greater than that given by the Asymptotic Gilbert–Varshamov
Bound on a certain interval [21].
3.2. Toric surface codes
In 1998, Johan P. Hansen introduced toric surface codes [5], which are algebraic geometric codes on toric surfaces. We
recall the definition of toric code given in the paper by Little and Schenck [11].
Definition 3.2.1. Let Fq be a finite field with primitive element γ . Let P ⊂ R2 be an integral convex polygon such that
P is contained in the square [0, q − 2] × [0, q − 2] ⊂ R2. For 0 ≤ i, j ≤ q − 2 let Pij = (γ i, γ j) in F∗q × F∗q . For each
m = (m1,m2) ∈ P ∩ Z2, let
evm(Pij) = (γ i)m1(γ j)m2 .
The toric code CP(Fq) overFq associated to P is the code of length (q−1)2 spanned by the vectors {(evm(Pij))i=0,...,q−2;j=0,...,q−2
|m ∈ P ∩ Z2}.When the field Fq is clear from context, for brevity we write CP for CP(Fq).
In [6], Hansen proved that the dimension of a toric code CP is equal to the number of integral points in the polygon P . Using
cohomology and intersection theory, Hansen obtained exact results on the minimum distance of CP for certain polygons. In
[10], David Joyner demonstrated an 8-ary [49, 11, 28] toric code whose parameters were better than any other known code
at the time. Joyner also presented a list decoding algorithm for toric codes.
In [11], Little and Schenck employed a new approach to obtain lower bounds on the minimum distance of toric codes.
TheMinkowski sum of two polygons Q and R is Q + R = {x + y : x ∈ Q , y ∈ R}. Using a Minkowski sum decomposition of
a polygon P = ∑ℓi=1 Pi, Little and Schenck were able to obtain a lower bound on the minimum distance of CP in terms of
the minimum distances of the codes CPi (see Theorem 1.2 of [11]). This approach can be applied to some polygons for which
Hansen did not prove results on the minimum distance.
In this paper, we will work with algebraic geometric codes on anticanonical surfaces. Every smooth toric surface is
anticanonical, since the anticanonical divisor is a sum−K =∑n+1i=0 Ci of irreducible rational curves [13]. Not every smooth,
rational, anticanonical surface is a toric surface, however. For example, blow up P2 at 10 points on a smooth cubic. Then
−K is not a sum of rational curves. We will obtain some exact results and lower bounds on the dimension and minimum
distance of AG codes on anticanonical surfaces. In Section 4.3, we give a lower bound on the minimum distance of a code
C(B,P ,D) in terms of the minimum distances of codes whose corresponding divisors sum to D. In this sense, our result is
similar to Theorem 1.2 of Little and Schenck.
4. Anticanonical surface codes
In this section we begin a study of algebraic geometric codes associated to anticanonical surfaces X , which we call
anticanonical surface codes. Recall by Proposition 2.3.2 and its subsequent remark that, after possibly increasing the field
size and blowing up additional points, any smooth, projective, rational, anticanonical surface is isomorphic to a surface
obtained by blowing up points of P2. Hence we will focus on anticanonical surfaces of the form P2B , where π : P2B → P2 is
the successive blowing-up of P2 at the points ofB, whereB = {p1, . . . , pb} is a set of Fq-points in P2.
Let L ⊂ P2B be the total transformof a general line onP2, i.e., let L = π−1(L∗), where L∗ is a general line onP2. Let E1, . . . , Eb
be the blow-ups of p1, . . . , pb ∈ B, respectively. Since [L], [E1], . . . , [Eb] form a basis for Pic(P2B) (see Section 2.2), we can
uniquely express the class [D] of a divisor D on P2B by [D] = [mL − m1E1 − · · · − mbEb], for some m,m1, . . . ,mb ∈ Z (see
Section 2.2 for details). Since dim L(D) = 0 if m < 0 and since we have a canonical isomorphism L(D) ∼= L(D + miEi) if
mi < 0, the divisors of interest to us will always havem,m1, . . . ,mb ≥ 0.
Let x, y and z be projective coordinates on P2. We assume B is contained in the two lines defined by xy = 0. Since the
points ofB are contained in a conic (consisting of a pair of lines), the resulting surface P2B is anticanonical (see Section 2.2).
Later wewill work with a standard set of evaluation points (see Definition 4.1.6), but for nowP is any set of points in P2(Fq)
such that B ∩ P = ∅. (Away from B, the blow-up morphism π : P2B → P2 establishes an isomorphism, and thus we can
use projective coordinates on P2 to identify points of P2B not in π
−1(B).)
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Let D be an effective divisor such that suppD ∩ P = ∅. Recall that L(D) = {f ∈ Fq(P2B)|div(f ) + D ≥ 0} ∪ {0}. Since
Fq(P2B) and Fq(P
2) are birationally equivalent, by Corollary I.4.5 of [9], we have L(D) = {f ∈ Fq(P2)|div(f )+ D ≥ 0} ∪ {0}.
Also recall from Definition 3.1.1 that the algebraic geometric code C(P2B,P ,D) corresponding to P
2
B , P and D is the image
of the evaluation map evP : L(D)→ Fnq , where n = |P |. We say C(P2B,P ,D) is an anticanonical surface code since P2B is an
anticanonical surface. Finally, for brevity, we write C(B,P ,D) for C(P2B,P ,D).
4.1. First results
The purpose of the first few results in this section is to show that the parameters of an anticanonical surface code depend
only on the divisor class [D] of D and not on the specific divisor D. (This is also true for AG codes on the curve P1.)
Notation. Let R = Fq [x, y, z]. Let Rm denote the vector space spanned by the set of homogeneous polynomials in R of degree
m. For f ∈ Rm, let Z(f ) denote the set of zeros of f in P2(Fq). If fh is a rational function, i.e., if both f and h are elements of Rm
with h ≠ 0, then let Z( fh ) = Z(f ) ∩ Dom( fh ), where Dom( fh ) is the domain of fh .
Definition 4.1.1. Let 0 ≠ f ∈ Rm and let p ∈ P2(Fq). Let h be the image of the function f under the linear change of
coordinates which moves p to the point (0 : 0 : 1). We say f has a zero of multiplicity at least t at the point p if h(x, y, 1) has
no terms of degree less than t .
Example 4.1.2. Let q = 9 and γ be a primitive element of F9. Let f = x2 − y2 ∈ R2 and p = (γ : γ : 1) ∈ P2(F9). The
linear change of coordinates which takes p to the point (0 : 0 : 1) takes f to the function h = (x − γ z)2 − (y − γ z)2 =
x2−2γ xz−y2+2γ yz. Since h(x, y, 1) has no terms of degree 0, f has a zero of multiplicity at least one at p. (Since h(x, y, 1)
does have terms of degree one, we say that f has a zero of multiplicity exactly one at p.)
Definition 4.1.3. Let D be an effective divisor with [D] = [mL−m1E1 − · · · −mbEb] andm,m1, . . . ,mb ≥ 0. Define
F ([D]) = {f ∈ Rm : f has a zero of multiplicity at leastmi at each pi ∈ B}.
For any h ∈ Rm with Z(h) ∩ P = ∅, define
Lh([D]) =

f
h
: f ∈ F ([D])

.
Let evhP : Lh([D])→ Fnq be the evaluationmap on Lh([D]), where n = |P |. We define the code Ch(B,P , [D]) to be the image
of the evaluation map evhP . Note that dim L(D) = dim Lh([D]).
Our first proposition and the subsequent corollary show that the choice of denominator for the rational functions does
not affect the code parameters.
Proposition 4.1.4. Let D be an effective divisor with [D] = [mL−m1E1−· · ·−mbEb] and m,m1, . . . ,mb ≥ 0. The parameters
[n, k, d] of Cg(B,P , [D]) and Ch(B,P , [D]) are the same for any g, h ∈ Rm satisfying Z(g) ∩ P = Z(h) ∩ P = ∅.
Proof. The length of each code is |P |. Since Lg([D]) and Lh([D]) are finite dimensional vector spaces and since evgP and evhP
are linear transformations, we have the following equalities:
dim Lg([D]) = dim evgP (Lg([D]))+ dim(ker evgP ) and (4.1.1)
dim Lh([D]) = dim evhP (Lh([D]))+ dim(ker evhP ). (4.1.2)
Let φ : Lg([D]) → Lh([D]) be the map given by multiplication by gh . Then φ is an isomorphism of vector spaces. Note
that Z( fg ) ∩ P = Z(φ( fg )) ∩ P = Z( fh ) ∩ P since g and h are nonzero on P . Hence ker evhP = φ(ker evgP ). Since φ is an
isomorphism, we have dim(ker evhP ) = dim(ker evgP ) and dim Lg([D]) = dim Lh([D]). By Eqs. (4.1.1) and (4.1.2), we have
dim evhP (L
h([D])) = dim evgP (Lg([D])), i.e., dim(Ch(B,P , [D])) = dim(Cg(B,P , [D])).
Finally, since Z( fg ) ∩ P = Z( fh ) ∩ P for all f ∈ Rm, we have
dCg (B,P ,[D]) = (q− 1)2 −max
Z  fg

∩ P
 : fg ∈ Lg([D]), f ≢ 0 on P

= (q− 1)2 −max
Z  fh

∩ P
 : fh ∈ Lh([D]), f ≢ 0 on P

= dCh(B,P ,[D]). 
Corollary 4.1.5. Let D be an effective divisor such that suppD ∩ P = ∅ and [D] = [mL − m1E1 − · · · − mbEb] with
m,m1, . . . ,mb ≥ 0. The parameters of the code C(B,P ,D) are the same as those of Ch(B,P , [D]) for any h ∈ Rm with
Z(h) ∩ P = ∅.
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Proof. We can write the functions of L(D) with a fixed denominator g ∈ Rm such that Z(g) ∩ P = ∅. The parameters of
C(B,P ,D) are thus the same as those of Cg(B,P , [D]). By Proposition 4.1.4, the parameters of Cg(B,P , [D]) are the same
as those of Ch(B,P , [D]) for any h ∈ Rm such that Z(h) ∩ P = ∅. 
Remark 5. By Corollary 4.1.5, we see that the parameters of an anticanonical surface code depend only upon B, P and
[D]. Also, constructing Ch(B,P , [D]) is simpler than constructing C(B,P ,D) because we can find the functions in F ([D])
by checking multiplicities at prescribed zeros. Finding the functions in L(D) requires knowledge of the specific divisor
D ∈ P2B . Thus, for the remainder of this section, we will study anticanonical surface codes of the form Ch(B,P , [D]), where
Z(h) ∩ P = ∅.
To obtain exact results and good bounds on the dimension and minimum distance of anticanonical surface codes it is
helpful to fix the set of evaluation points P .
Definition 4.1.6. We define the standard set of evaluation points, or simply, the standard set, as follows:
P = {(a0 : a1 : a2) ∈ P2(Fq) : a0a1a2 ≠ 0}.
Remark 6. Note that |P | = (q − 1)2 if P is the standard set. If h = zm with m ≥ 0, then Z(h) ∩ P = ∅. Also, since
B ⊂ Z(xy), we haveB ∩ P = ∅.
To obtain results for the dimension andminimum distance of Ch(B,P , [D]), we need to bound the number of zeros inP
of a function f ∈ F ([D]). Serre [19] gives a bound for the number of zeros inPr(Fq) of any nonzero homogeneous polynomial.
Since our functions f ∈ F ([D]) have additional restrictions regarding multiplicities of certain zeros and since we wish to
bound the zeros of f in the standard set P ( P2(Fq), we adapt Serre’s proof to obtain a (sharp) bound for |Z(f ) ∩ P |. Later,
we will make improvements on this bound in certain cases.
Lemma 4.1.7. LetP be the standard set andD be an effective divisorwith [D] = [mL−m1E1−· · ·−mbEb] andm,m1, . . . ,mb ≥
0, and where B ⊂ Z(xy). Let 0 ≠ f ∈ F ([D]). If q ≥ 2m −∑bi=1 mi, then |Z(f ) ∩ P | ≤ m(q − 1). Furthermore, if f is not a
product of linear polynomials over Fq, then |Z(f ) ∩ P | ≤ m(q− 1)− (q− 2m+∑bi=1 mi).
Proof. Let S = Z(f ) ∩ P and let N = |S|. Let g1, . . . , gδ be the distinct linear factors of f over Fq and let G1, . . . ,Gδ be the
lines of P2(Fq) defined by g1, . . . , gδ . Let G be the point set given by the union of the G1, . . . ,Gδ . We have two cases.
Case 1. S ⊂ G
This is the case where f is a product of linear polynomials over Fq. Since each Gi has no more than q− 1 zeros in P and
since δ ≤ deg(f ) = m, we have
N ≤ δ(q− 1) ≤ m(q− 1).
Case 2. S * G
This is the case where f is not a product of linear polynomials. Let P ∈ S \ G. If L is a line of P2(Fq) passing through P , the
restriction of f to L is not identically zero, by the choice of P . Since deg(f |L) = m, we have |Z(f ) ∩ L| ≤ m for every line L
through P . If a line L through P passes through two points, say pi and pj, ofB, then |S ∩ L| ≤ m−mi−mj since S = Z(f )∩P
is disjoint from B. If a line L through P passes through exactly one point, say pℓ, of B, then |S ∩ L| ≤ m − mℓ. Let t be the
number of lines of P2(Fq) through P that pass through two points ofB. Reorder themi’s (and corresponding pi’s) if necessary
so that {m1,m2}, {m3,m4}, . . . , {m2t−1,m2t} correspond to pairs of points {pi, pi+1} ⊂ B such that the line through pi and
pi+1 also passes through P .
Now let A be the set of pairs (P ′, L′)where P ′ ∈ S \ {P} and L′ is the line passing through P and P ′. On the one hand, there
are N − 1 points P ′ ∈ S \ {P} and exactly one line L′ passing through P and P ′, so
|A| = N − 1. (4.1.3)
On the other hand, there are (q+ 1) lines L′ passing through P . The number of points in (S \ {P}) ∩ L′ is exactly one less
than |S ∩ L′|. We know t of the lines L′ pass through two points ofB, b− 2t of the lines pass through exactly one point ofB
and the remaining (q+ 1)− (b− t) lines pass through no points ofB. Hence
|A| ≤
t−
i=1
(m−m2i−1 −m2i − 1)+
b−
i=2t+1
(m−mi − 1)+ ((q+ 1)− (b− t))(m− 1). (4.1.4)
Note that since P ∈ S \ G, we knowm−m2i−1 −m2i − 1 ≥ 0 for i = 1, . . . , t andm−mi − 1 ≥ 0 for i = 2t + 1, . . . , b.
Combining Eq. (4.1.3) and (4.1.4), we have that N is bounded above by
t−
i=1
(m−m2i−1 −m2i − 1)+
b−
i=2t+1
(m−mi − 1)+ ((q+ 1)− (b− t))(m− 1)+ 1,
which is equal tom(q− 1)−

q− 2m+
b−
i=1
mi

. This proves the ‘‘furthermore’’ part of the lemma. If q ≥ 2m−∑bi=1 mi,
we have that N ≤ m(q− 1) in this case as well. 
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We are now able to compute the dimension of the code Ch(B,P , [D]). Though the following proposition is stated for a
numerically effective divisor class, recall that we can always reduce an effective divisor D to a numerically effective divisor
D′ such that L(D) = L(D′) (see the remark after Definition 2.2.1). Thus the parameters of the code C(B,P ,D) are the same
as those of Ch(B,P , [D′]).
Proposition 4.1.8. Let [D] = [mL − m1E1 − · · · − mbEb] be numerically effective and let P be the standard set. Then for all
q ≥ max{m+ 2, 2m−∑bi=1 mi}, the dimension of Ch(B,P , [D]) (with h = zm) is
k = dim L(D) =

m+ 2
2

−
b−
i=1

mi + 1
2

.
Proof. Recall that we have the evaluation map evhP : Lh([D])→ Fnq , with k = dim evhP (Lh([D])) and
dim Lh([D]) = dim evhP (Lh([D]))+ dim(ker evhP ).
We now show that ker evhP = 0. Let fh ≢ 0 be in Lh([D]). By Lemma 4.1.7 and the fact that m < q − 1, we have
|Z( fh ) ∩ P | = |Z(f ) ∩ P | ≤ m(q − 1) < (q − 1)2. Thus fh (p) ≠ 0 for some p ∈ P and so fh /∈ ker evhP . Hence ker evhP = 0
and so dim evhP (L
h([D])) = dim Lh([D]). Thus,
k = dim Lh([D]) = dim L(D) =

m+ 2
2

−
b−
i=1

mi + 1
2

,
where the last equality holds (by Eq. (2.2.1)) since [D] is numerically effective and the points of B lie on the conic defined
by xy = 0. 
Together, Lemma 4.1.7 and Proposition 4.1.8 give us the following theorem on the code parameters of an anticanonical
surface code.
Theorem 4.1.9. Let [D] = [mL − m1E1 − · · · − mbEb] be numerically effective and let P be the standard set. Then for all
q ≥ max{m+ 2, 2m−∑bi=1 mi}, Ch(B,P , [D]) (with h = zm) is a
(q− 1)2,

m+ 2
2

−
b−
i=1

mi + 1
2

, d

code,
where d ≥ (q− 1)2 −m(q− 1).
Proof. The dimension is given by Proposition 4.1.8. To compute theminimumdistance d, note that theweight of a codeword
evP (
f
h ) is equal to (q− 1)2 minus the number of points of P at which fh vanishes. Hence by Lemma 4.1.7, we have
d = (q− 1)2 −max
Z  fh

∩ P
 : fh ∈ Lh([D]), fh ≠ 0

= (q− 1)2 −max {|Z(f ) ∩ P | : f ∈ F ([D]) , f ≠ 0}
≥ (q− 1)2 −m(q− 1).
Note that since q ≥ m+ 2, the bound is nontrivial, i.e., d ≥ (q− 1)2 −m(q− 1) > 0. 
Example 4.1.10. Let [D] = [3L−E1−E2−E3], som = 3 andmi = 1 for i = 1, 2, 3. Note that q = 5 satisfies the hypothesis
of Theorem 4.1.9. Suppose B = {(0 : 1 : 1), (0 : 2 : 1), (0 : 3 : 1)}. By Theorem 4.1.9, the dimension of the code is
k = 52− 3 = 7 and d ≥ 42− 3 · 4 = 4. Let f = (y− z)(y− 2z)(y− 3z) ∈ F ([D]). The zero set of f is shown below in Fig. 1
with solid lines. (The curved lines in the figure are a convenient way of representing straight lines in P2.) The open circles
are the points ofB and the solid dots are the other points of P2(F5).
Since f has 3 ·4 = 12 zeros inP , we see that the bound on d of Theorem 4.1.9 is sharp in this example, i.e., Ch(B,P , [D])
is a 5-ary [16, 7, 4] code. The minimum distance of Ch(B,P , [D]) is 2 less than that guaranteed by the Gilbert–Varshamov
Bound (Proposition 3.0.4) and it is 3 less than that of the best known linear code with the same field size, length and
dimension [4].
504 J.A. Davis / Journal of Pure and Applied Algebra 215 (2011) 496–510
Fig. 1. Zero set of f = (y− z)(y− 2z)(y− 3z).
Table 1
Parameters k, d of one-line codes with c = 2.
q = 3 q = 4 q = 5 q = 7 q = 8 q = 9 q = 11 q = 13 q = 16
b n = 4 n = 9 n = 16 n = 36 n = 49 n = 64 n = 100 n = 144 n = 224
2 4, 1 4, 4 4, 9 4, 25 4, 36 4, 49 4, 81 4, 121 4, 196
3 4, 1 7, 2 7, 6 7, 20 7, 30 7, 42 7, 72 7, 110 7, 182
4 4, 1 9, 1 11, 4 11, 16 11, 25 11, 36 11, 64 11, 100 11, 169
5 n/a 9, 1 14, 2 16, 12 16, 20 16, 30 16, - 16, 90 16, 156
6 n/a n/a 15, 2 22, 6 22, 14 22, - 22, - 22, - 22, 143
7 n/a n/a n/a 27, 4 29, 7 29,- 29,- 29,- 29,-
8 n/a n/a n/a 30, 4 35, 5 37, - 37, - 37, - 37, -
9 n/a n/a n/a n/a 39, 5 44, - 46, - 46, - 46, -
Fig. 2. Horizontal and vertical lines in P2(F5).
4.2. An exact result in a special case
In this section we restrict ourselves to the case where the points of B lie on the line defined by x = 0. In doing so, we
obtain an exact result on theminimum distance when [D] = [bL−E1−· · ·−Eb]. (Note that xb ∈ F ([D]) and so F ([D]) ≠ 0.)
In Example 4.3.5 of Section 4.3, wewill see how this exact result can help us to find improved lower bounds on theminimum
distance for other divisors and point setsB.
A significant parameter throughout this and the following sections is the number c of coordinate vertices of P2 inB. For
example, if (0 : 0 : 1) and (0 : 1 : 0) are in B, then c = 2. Note that we always have c = 0, 1 or 2 when the points of B
are contained in the line x = 0. We will also frequently refer to the set S := Z(x) \ {(0 : 0 : 1), (0 : 1 : 0)}. Table 1 shows
the parameters for a family of codes Ch(B,P , [D]) with B ⊂ Z(x), P the standard set, [D] = [bL − E1 − · · · − Eb] and
B = {(0 : 0 : 1), (0 : 1 : 0)} ∪ {(0 : 1 : 1), (0 : γ : 1), ..., (0 : γ b−3 : 1)},where γ is a primitive element of the finite field
Fq (so c = 2).1
An importantmethodwe developed for proving results about theminimumdistance is to bound the number of zeros of a
function 0 ≠ f ∈ F ([D]) on ‘‘vertical" lines in P2, i.e., lines defined by polynomials in ⟨y, z⟩ ⊂ R1. Similarly, by a ‘‘horizontal"
line, we mean a line defined by a polynomial in ⟨x, z⟩ ⊂ R1. Fig. 2 shows all the vertical and horizontal lines in P2(F5).
1 The results in Table 1 were obtained either using Magma [1] (for small q) or using Theorem 4.2.5. An entry is marked ‘‘n/a" if q is too small for the
points ofB to be distinct. An entry is marked with a ‘‘-" if q is too large to easily compute the minimum distance using Magma [1] and too small to apply
Theorem 4.2.5. Note that we start with q = 3 since anticanonical surface codes over F2 have length one and are therefore trivial.
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We begin with a lemma which demonstrates the existence of a polynomial f ∈ F ([D]) with b(q − 1) − c(b − c) zeros.
This result will help us to obtain an upper bound on the minimum distance and to show that if f maximizes |Z(f )∩P |, then
f must be a product of linear polynomials (Corollary 4.2.2).
Lemma 4.2.1. Let B ⊂ Z(x), [D] = [bL − E1 − · · · − Eb], P be the standard set and c be the number of coordinate vertices of
P2 inB . Then for all q and b such that q− 1 ≥ b > c, there exists a function f ∈ F ([D])which is a product of linear polynomials
and satisfies |Z(f ) ∩ P | = b(q− 1)− c(b− c).
Proof. If c = 0, let the factors of f be those corresponding to the vertical lines through the points ofB. Then |Z(f ) ∩ P | =
b(q− 1) since each line contains q− 1 points in P and none of these lines intersect in P .
If c = 1, let b− 1 of the factors of f correspond to the vertical lines through the points ofB ∩ S. If (0 : 0 : 1) ∈ B, let the
remaining factor of f be (x − y). If (0 : 1 : 0) ∈ B, let the remaining factor of f be (x − z). Since the lines x = y and x = z
pass through each of the b− 1 vertical lines exactly once in P , in either case f has exactly b(q− 1)− (b− 1) zeros in P .
If c = 2, the function f is a little more complicated. Let VB be the set of functions in R1 (homogeneous linear polynomials
in Fq [x, y, z]) whose zero sets are vertical lines through points of B ∩ S. Fix a factor h = (y − γ iz) ∈ VB , where γ is a
generator of the multiplicative group F∗q and i ∈ {0, . . . , q− 2}. We know there exists such an h since b > 2 andB ⊂ Z(x).
Let f be the function whose factors are those of VB together with (x− y) and (x−γ iz). Since f (p) = 0 for all p ∈ B we have
that f ∈ F ([D]).
Each factor of f has (q − 1) distinct zeros in P . Three of its factors, (x − y), (x − γ iz) and h = (y − γ iz), have one
common zero, (γ i : γ i : 1), in P , so these three factors have 3(q − 1) − 2 distinct zeros. The remaining b − 3 factors of f
are of the form (y − γ jz), j ≠ i, and have no zeros in P in common with each other. Each has exactly two zeros, namely,
(γ j : γ j : 1) and (γ i : γ j : 1), in common with the first three factors. Hence the number of distinct zeros of f in P is
3(q− 1)− 2+ (b− 3)(q− 1)− 2(b− 3) = b(q− 1)− 2(b− 2). 
Nowwe can say something interesting about a function f ∈ F ([D])which maximizes |Z(f )∩P |: we can say that f must
be a product of linear polynomials.
Corollary 4.2.2. Let B ⊂ Z(x), P be the standard set and c be the number of coordinate vertices of P2 in B . Let [D] =
[bL− E1 − · · · − Eb]. Let 0 ≠ f ∈ F ([D]) such that |Z(f ) ∩ P | is as large as possible. If q− 1 ≥ b > c and q− b > c(b− c),
then f is a product of linear polynomials, none of which is x, y or z.
Proof. The fact that f is a product of linear polynomials follows from Lemmas 4.1.7 and 4.2.1 since in this case,
m(q− 1)−

q− 2m+
b−
i=1
mi

= b(q− 1)−

q− 2b+
b−
i=1
1

= b(q− 1)− (q− b)
< b(q− 1)− c(b− c).
Moreover, if a function g ∈ F ([D]) contains x, y or z as a factor, then |Z(g)∩P | ≤ b(q−1)−(q−1) < b(q−1)−c(b−c). 
The next lemma will help us to obtain a lower bound on the minimum distance in the case where c = 2.
Lemma 4.2.3. Suppose (0 : 0 : 1), (0 : 1 : 0) ∈ B ⊂ Z(x) and b > 2. Let [D] = [bL− E1 − · · · − Eb] and P be the standard
set. Let 0 ≠ f ∈ F ([D]). Suppose f is a product of linear polynomials, none of which is x, y or z, and none of which give vertical
lines through points of S = Z(x) \ {(0 : 0 : 1), (0 : 1 : 0)}. Then |Z(f ) ∩ P | ≤ b(q− 1)− 2(b− 2).
Proof. Since f is a product of b linear factors, none of which is x, there is a one-to-one correspondence between the factors
of f and the points ofB, i.e., for each point p ∈ B, there is exactly one linear factor whose zero set includes p.
Let l1, . . . , lb−2 be the linear factors of f whose zero sets L1, . . . , Lb−2 pass through the points of B ∩ S. Let l′ and l′′ be
the factors whose zero sets L′ and L′′ pass through (0 : 0 : 1) and (0 : 1 : 0), respectively.
We wish to bound |Z(f ) ∩ P | =
L′ ∪ L′′ ∪b−2i=1 Li ∩ P . Since no Li is a vertical line and since every line in P2(Fq)
passes through the three coordinate axes, we know |Li∩P | = q−2 for i = 1, . . . , b−2. Hence, by the Principle of Inclusion
and Exclusion, the number of zeros in P ∩b−2i=1 Li is
(b− 2)(q− 2)−
−
I⊂{1,...,b−2},|I|≥2
(−1)|I||LI ∩ P |,
where LI =i∈I Li.
The lines L′ and L′′ each contain q − 1 zeros in P since they pass through coordinate vertices of P2, and they have one
zero in P in common. Hence the number of additional zeros coming from (L′ ∪ L′′) ∩ P is
(2(q− 1)− 1)−
b−2
i=1
|Li ∩ (L′ ∪ L′′) ∩ P | +
−
I⊂{1,...,b−2},|I|≥2
(−1)|I||LI ∩ (L′ ∪ L′′) ∩ P |,
where LI =i∈I Li as before.
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Note that every Li will pass through (L′ ∪ L′′) at one or more points ofP with one possible exception: if the line L joining
the point of L′ ∩ Z(z) and the point of L′′ ∩ Z(y) is one of the Li’s, then for this line alone, we will have |L∩ (L′ ∪ L′′)∩P | = 0.
Hence
∑b−2
i=1 |Li ∩ (L′ ∪ L′′) ∩ P | ≥ b− 3.
Next note that |LI ∩ (L′ ∪ L′′)∩P | ≤ |LI ∩P | for all I ⊂ {1, . . . , b− 2}. Using this fact, we have that the total number of
zeros in

L′ ∪ L′′ ∪b−2i=1 Li ∩ P is no more than
(b− 2)(q− 2)+ 2(q− 1)− 1− (b− 3) = b(q− 1)− 2(b− 2). 
We now show that any 0 ≠ f ∈ F ([D])must satisfy |Z(f )∩P | ≤ b(q− 1)− c(b− c). Combining this with Lemma 4.2.1
allowsus to obtain an exact result on theminimumdistance for the divisor class [D] = [bL−E1−· · ·−Eb] (see Theorem4.2.5).
Lemma 4.2.4. Let B ⊂ Z(x), P be the standard set, and c be the number of coordinate vertices of P2 in B . Let [D] =
[bL− E1 − · · · − Eb]. If q− 1 ≥ b > c and q− b > c(b− c), then
max{|Z(f ) ∩ P | : f ∈ F ([D]) , f ≢ 0} = b(q− 1)− c(b− c).
Proof. By Lemma 4.2.1, we have that max{|Z(f ) ∩P | : f ∈ F ([D]) , f ≢ 0} ≥ b(q− 1)− c(b− c). So we have left to show
the other inequality.
Let f ∈ F ([D]) such that f ≢ 0. By Corollary 4.2.2, since we wish to find an upper bound for |Z(f ) ∩ P |, we may assume
that f is a product of linear factors, none of which is x, y or z. Let V be the set of distinct linear factors of f whose zero sets
are vertical lines through points of S. Let VB ⊂ V be the factors in V whose zero sets pass through a point ofB. Let v = |V |
and let vB = |VB |. Let f ′ = f∏
g∈V gmg
, wheremg is the multiplicity of the factor g of f .
We wish to bound |Z(f ) ∩ P |. We do this by summing the maximum number of zeros of f on each of the q− 1 vertical
lines through the points of S. A vertical line ℓ through a point of S falls into one of the following three categories:
(1) ℓ is the zero set of a factor in V
(2) ℓ is not the zero set of a factor in V but ℓ passes through a point ofB
(3) ℓ is not the zero set of a factor in V but ℓ passes through a point of S \B.
There are v lines in case (1), each of which contains q − 1 distinct zeros of f in P . When considering cases (2) and (3), we
need only bound the number of zeros of f ′ since all the zeros of
∏
g∈V gmg have been counted. There are (b− c)− vB lines
in case (2). Since deg(f ′) ≤ deg(f )− v = b− v and since f ′ must pass through all the points ofB which are not contained
in lines of V , we know Z(f ′) ∩ P has at most b− v − 1 points on a line in case (2). There are (q− 1)− v − ((b− c)− vB)
lines in case (3). Each of these lines contains at most b− v zeros of f ′. Thus, the maximum number of zeros of f in P is
N ≤ v(q− 1)+ ((b− c)− vB)(b− v − 1)+ ((q− 1)− v − ((b− c)− vB))(b− v)
= v(q− 1)+ (q− 1− v)(b− v)− (b− c)+ vB . (4.2.1)
We know 0 ≤ vB ≤ v ≤ b = deg(f ) and 0 ≤ vB ≤ b − c . If c = 1 or c = 2, we cannot cover all the points of B with
vertical lines through points of S, so in these two cases we must have v ≤ b− 1. Furthermore, if c = 2 and v = b− 1, then
the only way for f to vanish at the remaining two points ofB is for f to have x as a factor, which we assumed is not the case.
Hence we have must have 0 ≤ vB ≤ v ≤ b− c for c = 0, 1 and 2.
We see that the right-hand side of (4.2.1) is largest when vB is as large as possible, so we rewrite it setting vB = v to
obtain
N ≤ v(q− 1)+ (q− 1− v)(b− v)− (b− c)+ v.
This simplifies to
N ≤ v2 + (1− b)v + (b(q− 1)− (b− c)). (4.2.2)
The right-hand side of (4.2.2) achieves its maximum value at one of the endpoints v = 0 or v = b− c . If v = b− c we obtain
b(q− 1)− c(b− c) and if v = 0 we obtain N ≤ b(q− 1)− (b− c). However, in the case where v = 0 and c = 2 we know
by Lemma 4.2.3 that in fact N ≤ b(q − 1) − 2(b − 2). The right-hand side of (4.2.2) is equal to b(q − 1) − 2(b − 2) when
c = 2 and v = 1 (the next smallest value of v to consider). Thus, the maximum number of zeros of a function f ∈ F ([D])
such that f ≠ 0 is b(q− 1)− c(b− c). 
We now have an exact result on theminimum distance for Ch(B,P , [D])when [D] = [bL−E1−· · ·−Eb] andB ⊂ Z(x).
Theorem 4.2.5. Let B ⊂ Z(x), P be the standard set and c be the number of coordinate vertices of P2 in B . Let [D] =
[bL− E1 − · · · − Eb]. If q− 1 > b > c and q− b > c(b− c), then Ch(B,P , [D]) (with h = zm) is a[
(q− 1)2, b
2 + b+ 2
2
, (q− 1)2 − b(q− 1)+ c(b− c)
]
code.
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Proof. By Proposition 4.1.8, the dimension of Ch(B,P , [D]) is equal to
b+ 2
2

−
b−
i=1

1+ 1
2

= b
2 + b+ 2
2
.
The minimum distance is
dCh(B,P ,[D]) = (q− 1)2 −max
Z  fh

∩ P
 : fh ∈ Lh([D]), fh ≢ 0

= (q− 1)2 −max {|Z(f ) ∩ P | : f ∈ F ([D]) , f ≢ 0}
= (q− 1)2 − b(q− 1)+ c(b− c),
where the last line holds by Lemma 4.2.4. 
Example 4.2.6. Let B = {(0 : 0 : 1), (0 : 1 : 0), (0 : 1 : 1), (0 : γ : 1), (0 : γ 2 : 1)}, where γ is a generator of
the multiplicative group F∗q . Then b = 5 and c = 2. Note that q = 16 satisfies the hypotheses of Theorem 4.2.5. Hence
the anticanonical surface code Ch(B,P , [D]) has length 152 = 225, dimension 52+5+22 = 16 and minimum distance
152 − 5 · 15+ 2(5− 2) = 156. The guaranteed minimum distance from the Gilbert–Varshamov Bound (Proposition 3.0.4)
is 170.
Remark 7. The methods used in Sections 4.1 and 4.2 can be applied to other cases for B (namely, B * Z(x)) as well as to
codes on higher dimensional varieties. See Section 4.3 and Chapter 5 of [2] for some examples and further results.
4.3. Induced bound
In this section we consider a divisor class [D], where D is a sum D = ∑ℓk=1 Dk of effective divisors Dk. Let d denote the
minimum distance of Ch(B,P , [D]) and let dk denote the minimum distance of Chk(B,P , [Dk]) for k = 1, . . . , ℓ. When
B ⊂ Z(x), we obtain a bound for d in terms of d1, . . . , dℓ (see Theorem 4.3.4). In this way, we obtain improvements on
the lower bound in Theorem 4.1.9 for divisor classes other than those already studied. We begin with some notation and a
lemma.
LetB = {p1, . . . , pb} ⊂ Z(x). Let S := Z(x) \ {(0 : 1 : 0), (0 : 0 : 1)} and s = |S ∩B|. Let c be the number of coordinate
vertices of P2 inB. So b = s+ c .
Our first lemma will help us to show that any nonzero polynomial f ∈ F ([D])which maximizes |Z(f ) ∩ P | is a product
of linear polynomials (Corollary 4.3.2). Although the lemma can also easily be applied to obtain an upper bound on the
minimum distance, we do not state this result explicitly here. Instead we apply its corollary to obtain a lower bound on the
minimum distance (Theorem 4.3.4).
Notation. In the proof of Lemma 4.3.1 and the results that follow, we will use the notation
mi = mi − 1 if pi ∈ B ∩ S andmi if pi ∈ B \ S.
Lemma 4.3.1. LetB ⊂ Z(x) and letP be the standard set. Let [D] = [mL−m1E1−· · ·−mbEb]with m ≥∑bi=1 mi and mi ≥ 1
for each i = 1, . . . , b. Let s = |S ∩B|. Suppose q satisfies the following two conditions:
(i) q− 1 ≥ s+m−∑bi=1 mi
(ii) q− 1 ≥ mi for i = 1, . . . , b
Then there exists a function f ∈ F ([D]), which is a product of linear polynomials, and satisfies
|Z(f ) ∩ P | ≥ m(q− 1)−
(m+ 1) b−
i=1
mi− 12

b−
i=1
mi2 − 12

b−
i=1
mi2
 .
Proof. We define our nonzero function f ∈ F ([D]) as follows. Let s of the factors of f be those corresponding to the vertical
lines through the points of S∩B. Letm−∑bi=1 mi of the factors correspond to vertical lines through distinct points of S \B.
This is possible provided that q satisfies (i). These s+m−∑bi=1 mi factors yield (s+m−∑bi=1 mi)(q− 1) zeros in P .
For each point pi ∈ B \ S, choose mi distinct, nonvertical, nonhorizontal lines through pi. For each point pi ∈ B ∩ S,
choosemi− 1 distinct nonvertical, nonhorizontal lines through pi. These choices are possible if q satisfies (ii). Then we have∑b
i=1 mi− s nonvertical lines with at least q− 2 zeros each. The maximum number of intersection points of the nonvertical
lines with the s + m −∑bi=1 mi vertical lines is (s + m −∑bi=1 mi)(∑bi=1 mi − s). The maximum number of intersection
points of the nonvertical lines with each other in P is∑b
i=1 mi − s
2

−
b−
i=1
mi
2

.
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We subtract off
b−
i=1
mi
2

because distinct lines through a point of B cannot intersect in P . The total number of new
zeros on the nonvertical lines is at least
b−
i=1
mi − s

(q− 2)−

s+m−
b−
i=1
mi

b−
i=1
mi − s

−
∑b
i=1 mi − s
2

+
b−
i=1
mi
2

.
Adding to this the number of zeros on the vertical lines and then doing some simplification, we see that
|Z(f ) ∩ P | ≥ m(q− 1)−
(m+ 1) b−
i=1
mi− 12

b−
i=1
mi2 − 12

b−
i=1
mi2
 . 
Notation. For future reference we define
g([D]) := (m+ 1)

b−
i=1
mi− 12

b−
i=1
mi2 − 12

b−
i=1
mi2 ,
whereB = {p1, . . . , pb} and [D] = [mL−m1E1 − · · · −mbEb].
Corollary 4.3.2. Let B ⊂ Z(x) and let P be the standard set. Let [D] = [mL − m1E1 − · · · − mbEb] with m ≥ ∑bi=1 mi and
mi ≥ 1 for i = 1, . . . , b. Suppose q satisfies conditions (i) and (ii) of Lemma 4.3.1 and in addition:
(iii) q− 2m+∑bi=1 mi > g([D]).
Then a function f ∈ F ([D])maximizing |Z(f ) ∩P | is a product of distinct linear polynomials, none of which is equal to x, y or z.
Proof. Since m(q − 1) − (q − 2m + ∑bi=1 mi) < m(q − 1) − (g([D])), by Lemmas 4.1.7 and 4.3.1, we know that a
function f ∈ F ([D]) maximizing |Z(f ) ∩ P | must be a product of linear polynomials. Moreover, if a function g ∈ F ([D])
is a product of linear polynomials and has x, y or z as a factor, then |Z(g) ∩ P | ≤ m(q − 1) − (q − 1). Similarly, if a
function g ∈ F ([D]) is a product of linear polynomials and has a repeated factor, then by the proof of Lemma 4.1.7, we have
|Z(g) ∩ P | ≤ m(q− 1)− (q− 1). Sincem ≥∑bi=1 mi, in either case we have
q− 1 ≥ q−m ≥ q−m−

m−
b−
i=1
mi

= q− 2m+
b−
i=1
mi > g([D]).
Hence, such polynomials g have fewer zeros than a polynomial of the form described in Lemma 4.3.1.
The next lemma is the most significant in this section. It will help us relate d to d1, . . . , dℓ (Theorem 4.3.4). The thrust of
the proof is in the claim that if 0 ≠ f ∈ F ([D])maximizes |Z(f ) ∩ P |, then f can be written as a product f = ∏ℓk=1 gk such
that gk ∈ F ([Dk]) for k = 1, . . . , ℓ. This claim does not always hold in the case whereB ⊂ Z(xy) (see Example 4.5.5 of [2]),
so the proof of Lemma 4.3.3 does not easily generalize.
Lemma 4.3.3. Let B ⊂ Z(x) and let P be the standard set. Let [D] = [mL − m1E1 − · · · − mbEb] with m ≥∑b
i=1 mi and mi ≥ 1 for each i = 1, . . . , b. Let {[Dk]}ℓk=1 be numerically effective divisor classes, i.e., [Dk] =
[m(k)L−m(k)1 E1−· · ·−m(k)b Eb]withm(k) ≥
∑b
i=1 m
(k)
i andm
(k),m(k)1 , . . . ,m
(k)
b ≥ 0 for k = 1, . . . , ℓ. Suppose [D] =
∑ℓ
k=1[Dk].
Suppose q satisfies (i) and (ii) of Lemma 4.3.1 and condition (iii) of Corollary 4.3.2. Then
max{|Z(f ) ∩ P | : f ∈ F ([D])} ≤
ℓ−
k=1
max{|Z(fk) ∩ P | : fk ∈ F ([Dk])}.
Proof. First, we prove a claim.
Claim: Let [D], [D1], . . . , [Dℓ] be as above. Let f ∈ F ([D1 + · · · + Dℓ]) be a product of distinct linear polynomials, none of
which is equal to x, y or z. Then we can write f as a product f =∏ℓk=1 gk such that gk ∈ F ([Dk]) for k = 1, . . . , ℓ.
We induct on ℓ to prove the claim. If ℓ = 1 we obtain the result by setting g1 = f . Now let f ∈ F ([D1 + · · · + Dℓ]) be a
product of distinct linear polynomials, none of which is equal to x, y or z. The zero set of a linear factor of f contains either
no points ofB or exactly one point ofB.
Since f has a zero of multiplicity at leastmi at each point pi ∈ B, we can find (disjoint) setsFp1 , . . . ,Fpb of linear factors
of f such that |Fpi | = mpi for each i = 1, . . . , b and such that g(pi) = 0 for all g ∈ Fpi . LetF denote the set of linear factors
of f which are not in any of the sets Fpi . Note that the choice of the Fpi is not unique since there may be elements g of F
which satisfy g(pi) = 0 for some i = 1, . . . , b.
Choose subsets Gp1 ⊂ Fp1 , Gp2 ⊂ Fp2 , . . . , and Gpb ⊂ Fpb such that |Gpi | = m(ℓ)i for i = 1, . . . , b. Choose a subset
G ⊂ F of size m(ℓ) −∑bi=1 m(ℓ)i . Let gℓ denote the product of all the factors in Gp1 , . . . , Gpb together with the factors in G .
Then gℓ ∈ F ([Dℓ]). Also, h = f /gℓ ∈ F ([D1 + · · · + Dℓ−1]) is a product of distinct linear polynomials, none of which is x,
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y or z. By the induction hypothesis, we can write h as a product h = ∏ℓ−1k=1 gk such that gk ∈ F ([Dk]) for k = 1, . . . , ℓ − 1.
Since f =∏ℓk=1 gk, this completes the proof of the claim.
Now let f ′ ∈ F ([D]) be such that |Z(f ) ∩ P | is maximized. By Corollary 4.3.2, f ′ is a product of distinct linear
polynomials, none of which is x, y or z. By the claim, we can write f ′ = ∏ℓk=1 gk such that gk ∈ F ([Dk]) for k = 1, . . . , ℓ.
Then |Z(f ′) ∩ P | = |Z(∏ℓk=1 gk) ∩ P | ≤ ∑ℓk=1 |Z(gk) ∩ P | since the gk’s may have some zeros in common. Since∑ℓ
k=1 |Z(gk) ∩ P | ≤
∑ℓ
k=1 max{|Z(fk) ∩ P | : fk ∈ F ([Dk])}, this proves the result. 
We can now state our main theorem and obtain a bound on d in terms of d1, . . . , dℓ. This result is analogous to
Theorem 1.2 in the paper by Little and Schenck [11] in the sense that we use the decomposition of a divisor class [D] into a
sum of other divisor classes to induce a bound on d.
Theorem 4.3.4. Let B ⊂ Z(x) and let P be the standard set. Let [D] = [mL − m1E1 − · · · − mbEb] with m ≥ ∑bi=1 mi and
mi ≥ 1 for each i = 1, . . . , b. Let {[Dk]}ℓk=1 be such that [Dk] = [m(k)L − m(k)1 E1 − · · · − m(k)b Eb] with m(k) ≥
∑b
i=1 m
(k)
i
and m(k),m(k)1 , . . . ,m
(k)
b ≥ 0 for k = 1, . . . , ℓ. Let dk denote the minimum distance of Chk(B,P , [Dk]), where hk = zm(k) ,
for k = 1, . . . , ℓ. Suppose [D] = ∑ℓk=1[Dk]. Suppose q satisfies conditions (i) and (ii) of Lemma 4.3.1 and condition (iii) of
Corollary 4.3.2. Suppose further that q ≥ m+ 2. Then Ch(B,P , [D]) (with h = zm) is a
(q− 1)2,

m+ 2
2

−
b−
i=1

mi + 1
2

, d

code, where
d ≥
ℓ−
k=1
dk − (ℓ− 1)(q− 1)2. (4.3.1)
Proof. Note that the class [D] is numerically effective by Section 2.2 since m ≥∑bi=1 mi and mi ≥ 1 for each i = 1, . . . , b.
Thus the dimension of Ch(B,P , [D]) is

m+ 2
2

−
b−
i=1

mi + 1
2

by Proposition 4.1.8. To see the inequality regarding d,
note that d is equal to
(q− 1)2 −max{|Z(f ) ∩ P | : f ∈ F ([D]) , f ≢ 0} ≥ (q− 1)2 −
ℓ−
k=1
max{|Z(fk) ∩ P | : fk ∈ F ([Dk]) , fk ≢ 0}
=
ℓ−
k=1

(q− 1)2 −max{|Z(fk) ∩ P | : fk ∈ F ([Dk]) , fk ≢ 0}
− (ℓ− 1)(q− 1)2
=
ℓ−
k=1
dk − (ℓ− 1)(q− 1)2.
We can use Theorems 4.1.9, 4.2.5 and 4.3.4 in combination to obtain an induced bound on d, where [D] is a divisor class
not studied in Section 4.2. The next example demonstrates how to combine these theorems.
Example 4.3.5. SupposeB = {p1, p2, p3} ⊂ Z(x), where p2 and p3 are coordinate vertices. Let [D] = [5L− E1 − 2E2 − E3],
[D1] = [3L − E1 − E2 − E3] and [D2] = [2L − 0E1 − E2 − 0E3]. Note that [D] = [D1] + [D2]. Let q = 19. By checking
the hypotheses, one sees that q = 19 is sufficiently large so that the hypotheses of Theorems 4.1.9, 4.2.5 and 4.3.4 are
satisfied for D2, D1 and D, respectively. By Theorem 4.1.9, we have d2 ≥ 182 − 2 · 18 = 288. By Theorem 4.2.5, we know
d1 = 182− 3 · 18+ 2(3− 2) = 272. Finally, by Theorem 4.3.4, we have d ≥ d1+ d2− 182 ≥ 236. Note that if we had used
Theorem 4.1.9 directly to compute d, we would have obtained d ≥ 182 − 5 · 18 = 234.
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