When listening to speech in noisy environments parts of the speech signal are often missed due to masking, degradation, or inattention. Sometimes the message can be reconstructed, but reallocating resources to recover the missed information can affect the efficiency and speed at which the message is understood. A slowing of processing will be particularly detrimental if there are few opportunities for understanding to catch up, e.g. when listening to the radio. It is likely then that the monitoring of uninterrupted flows of continuous speech will be especially sensitive to hearing or listening impairments. We developed a new task, termed "The Glasgow Monitoring of Uninterrupted Speech Task" (GMUST), to test this. It requires participants to listen to a 10-minute segment of continuous speech whilst monitoring a scrolling transcript of the speech on the screen in front of them for any word changes. The proportion of changes participants are able to correctly identify is then used as a measure of speech intelligibility. Pilot data presented here suggests this new task is a suitable method for measuring the intelligibility of continuous speech. Future development of the task is also discussed.
INTRODUCTION
When listening to speech in noisy environments much of the speech signal is often masked or degraded. In such situations at least part of the message can usually be reconstructed by perceptually filling in missed information and/or recalling information from memory. Such repair mechanisms, however, draw on cognitive resources and as a consequence speech understanding in noise is likely to be both more effortful and slower than it is in quiet. For older listeners, who particularly rely on top-down information to aid speech identification in noisy conditions (PichoraFuller, Schneider, & Daneman, 1995) and for whom a general slowing in processing is believed to occur (Salthouse, 1996) , there is likely to be a further decrease in understanding efficiency.
The speech-in-noise tests used in research and clinical practice usually use short utterances: monosyllabic words, digits or short sentences. These materials are usually presented one at a time with short pauses between each utterance for the listener to make a response. It has been suggested that such methods may not sufficiently tax listeners as pauses offer opportunities for processing to "catch up" (Shinn-Cunningham & Best, 2008) . If this is the case then at least some of the difficulties a listener may be experiencing could be compensated for in these "trial-bytrial" type task. It could be reasoned that speech-in-noise difficulties would become most apparent if the listener was required to keep up with an ongoing flow of information. In continuous speech, for example, listeners must simultaneously retrieve and integrate any missed speech units whilst continuing to process incoming information (Pichora-Fuller, et al., 1995) . Listeners who have to devote greater cognitive resources to reconstructing a degraded signal will have fewer resources available to allocate to the incoming portions of the message and speech intelligibly will begin to suffer.
Continuous speech tasks are not only likely to be more sensitive to speech-in-noise difficulties than trial-by-trial tasks they are also likely to be a better representation of everyday speech. Much of the speech we encounter on a day-to-day basis is ongoing; when listening to the television or to the radio, for example, speech does not pause and wait for understanding to catch up. We argue that tasks designed to measure ongoing deficits in speech-in-noise understanding must challenge the listener in a similar way.
Several methods for measuring the intelligibility of continuous, uninterrupted speech have been suggested previously. They include asking listeners to answer questions on previously heard segments of speech (Giolas & Epstein, 1963) or adjusting the level of target speech to reach a criterion level of understanding (Hawkins & Stevens, 1950) . The speech reception thresholds (SRTs) measured by such methods are, however, likely to be confounded by post-perceptual processes such as memory or comprehension skill, or by subjective measures of intelligibility (Speaks, Parker, Kuhl, & Harris, 1972) . A new task is proposed here which aims to assess the intelligibility of continuous uninterrupted speech in an on-line fashion while avoiding some of the problems experienced by previous measures of continuous speech.
This task, the "Glasgow Monitoring or Uninterrupted Speech Task (GMUST)", requires a participant to listen to 10 minutes of continuous speech. Whilst listening, the participant is also asked to follow a transcript of the speech. A number of words within the transcript have been changed so that they no longer match those of the audio. The participant's task is to identify these audio/visual mismatches. The number of mismatches correctly identified provides a measure of speech intelligibility. Greater difficulties keeping up with speech will result in a decrease in the number of changes correctly identified. Similar audio/visual monitoring methods have been used previously to measure speech quality (Huckvale, Hilkhuysen & Frasi 2010) and reading skills (McMahon, 1983) . The benefits of using such a method to measure the intelligibility of continuous speech are that the audio does not need to be paused in order to record listener responses and as it is an on-line assessment of intelligibility the influences of postperceptual processes are diminished. Another benefit of this task is that it has clear similarity to real-world tasks which many listeners will be familiar with, such as watching television or a film with subtitles.
We report here a pilot experiment testing the suitability of this new task as a method for measuring the intelligibility of ongoing speech.
METHOD
Two segments of uninterrupted target speech and accompanying transcripts were created. The audio stimuli were ten-minute extracts from a commercially available audiobook. The audiobook was an unabridged version of "Silver Blaze" by Arthur Conan Doyle, read by a British-English male. An audiobook was chosen as it gave convenient access to large amounts of ongoing speech with which the initial validity of the task could be quickly tested. The audio was presented in a speech-shaped, unmodulated noise. The masking noise was made by concatenating together separate noises of 20 second duration, with 1 second gaps. The audio continued during the pauses between masking noises.
Transcripts were created for each of the 10-minute segments of audio with deliberate substitutions made to a subset of the words. To allow for a direct comparison of performance at different time intervals throughout the task, the audio was partitioned into 20 second windows and five word substitutions were made to the transcript in each window. The twenty-second windows were spaced one second apart and were thus aligned with the onset and offset of each masking noise. No substitutions were made within the one-second, noiseless intervals between maskers. The words selected for substitution were chosen in a pseudo-random fashion adhering to several rules: no function words were changed (e.g. "the", "his"), substituted words needed to be at least 4 words apart, and no word was substituted if it would alter the context of the text. Wherever possible, substituted words retained the same length and approximate word-frequency as the original word, as it was assumed that large changes in word lengths and/or frequency would make the substitution easier to spot.
A Matlab program was created which presented the audio and displayed a scrolling copy of the transcript on a touch screen (see figure 1) . The words currently being spoken appeared in the centre of the display along with the two previous and the two subsequent lines of the transcript. After each line of audio the transcript scrolled upwards. Listeners identified word substitutions by pressing the word on the screen. The background of the word then changed colour to indicate selection. The program recorded the number of correct identifications, misses and false alarms for each 20 second window. FIGURE 1. A screenshot from the GMUST. The line currently being spoken appears in the centre of the screen within the fixation lines. Once the audio reaches the end of a line the text scrolls upwards. Listeners press or click on words which they believe to be substitutions. The background of the selected words then change colour.
The level of the target speech was fixed throughout the 10-minute block at 70 dB. The level of the masking noise was adjusted adaptively during the block to create different target-to-masker ratios (TMRs). At the start of the block the masking noise was presented at a TMR of 0 dB. A best-of-five adaptive procedure was used targeting 50% of substitutions (Bode & Carhart, 1974) . At the offset of each masking noise (i.e. after each 20-second substitution window) the number of substitutions correctly identified during that window was calculated. If three or more of the designated substitutions had been correctly identified the TMR of the next presented noise masker was decreased, but if two or fewer of the substitutions had been correctly identified the TMR of the next presented noise masker was increased. The step size was initially 4 dB but this was reduced to 2 dB after three reversals. Each individual step was randomly varied by +/-1 dB to generate some variability in the levels visited by the adaptive track. At the end of the 10-minute block SRT was calculated by average the level at all reversals excepting the first. To give a reference measure of listeners' ability to complete the monitoring aspect of the task listeners also carried out the task with no masking noise. Different audio stimuli were used in the quiet and noise conditions.
Six listeners took part in this pilot study. They were aged between 23 and 42 (mean age = 29) and had normal hearing. 
RESULTS
Figure 2 displays the number of substitutions each participant was able to correctly identify in each 20-second substitution window during the GMUST when no background noise was presented. For listeners 1, 2 and 3 this baseline measurement was carried out using the first audio file (top panels) while for listeners 4, 5 and 6 the second audio file was used (bottom panels). Mean performance in this condition was high ( = 90%), though performance fluctuated somewhat throughout the ten-minute block. That not all substitutions could be identified indicates that the task was challenging even in quiet.
FIGURE 2. The number of substitutions identified by each participant in each 20-second trial window of the GMUST carried out in quiet. Listeners 1, 2 and 3 listened to the first audio file, listeners 4, 5 and 6 listened to the second audio file.
Several listeners showed an oscillating pattern, with a window to window variation in performance. Participant 3 showed a particularly clear example of this pattern. This could be related to the number of substitutions that listeners must identify in a short period of time. One way in which task difficulty could be reduced would be to reduce the number of substitutions per 20-second window from 5 to 3. This may give a more consistent level of performance across the 10 minute block.
The data also gives an indication of the suitability of the continuous target stimuli and the selected word substitutions. Ideally the substations should be equally detectable across windows. A dip in performance in the 19 th substitution window for all three listeners who listened to the first audio file (listeners 1, 2 and 3) suggests that this may not have been the case. Figure 3 shows data collected in noise; the adaptive tracks measured for each listener and their calculated SRT (the dotted line). The SRTs were relatively similar across listeners (between -9.9 and -7.1 dB). The convergence of performance on SRT, however, was better for some listeners than others. Participant 5's performance, for example, deviated substantially from the calculated SRT (standard deviation of reversals = 3.9 dB) while performance for participant 4 was more closely centred around the mean (standard deviation of reversals = 2.5 dB).
DISCUSSION
We report here a pilot experiment testing the suitability of the Glasgow Monitoring of Uninterrupted Speech Task (GMUST) for measuring the intelligibility of continuous speech. It was found that the monitoring aspect of the task, while challenging, can be completed to a high level by young, normal hearing listeners. Some fluctuations in performance were seen across each 10 minute block in quiet and it is suggested that reducing the number of word substitutions per window may reduce this variability. If the variations in performance due to general task difficulty can be reduced, changes in performance due to other factors, such as attention or listener effort, may become apparent. The results of the pilot experiment also suggested that difficulty identifying substitutions was not equivalent across all 20-second windows. It is possible that several factors may affect how easy it is to spot a substitution. Changes where the substituted word is very different from the original word (e.g. strong to compelling) may, for example, be more likely to stand out than substitutions where only a few letters of the word have been changed (e.g. murmured to muttered). Conversely, if a substitution closely follows another it may be missed while the listener's attention is still engaged with responding to the previous substitution. These factors need to be considered when choosing which transcript words will be substituted in the full version of this task.
An adaptive track procedure was also used to target each listeners' SRT. The tracks for some listeners, however, showed large amounts of variation from the calculated SRT. While an ideal adaptive track would quickly converge on the chosen threshold and show little variation from this level once it has been reached, one might expect to see lapses in performance in an ongoing task such as this where listening effort is predicted to have a knock on effect on performance. Greater consideration may need to be given, therefore, to which reversals the SRT is based on in the full version of the task.
The audio stimuli used in this pilot were taken directly from a commercially available audiobook and as such were not experimentally ideal. Future development of this task will require making suitable level-balanced recordings of the stimuli. This opportunity will also be taken to make adjustments to the content of the stimuli including removing any out-dated language, and to ensure that the complexity of the speech is relatively consistent across different 10-minute target stimuli.
In summary, a new method for measuring continuous speech intelligibility has been reported, which we have demonstrated can be used adaptively to measure speech reception thresholds. While further development of the task is needed, particularly in developing appropriate stimuli, we hope it will be a useful tool for measuring the complex challenges faced when understanding speech in everyday listening environments.
