Abstract-A method is explored and developed for significantly accelerating the computation of the Ewald series representation for periodic homogeneous media Green's functions. The method involves extracting corner singularity terms from the corners of the unit cell, resulting in a smooth regularized Green's function that is amenable to interpolation. The approach can be used to accelerate layered-media problems, where application of Kummer's method splits the spectral (Floquet modal) series representation into a rapidly converging difference series that is regular plus a residual series that contains any spatial singularities present. The residual series corresponds to a homogeneous medium, and can thus be treated with the method proposed here.
I. INTRODUCTION
T HE efficient evaluation of periodic Green's functions in layered-media is a key component in computational electromagnetics modeling with, e.g., applications in metamaterials, frequency selective surfaces, and the modeling of periodic antenna arrays [1] - [3] . For this reason, the fast and accurate evaluation of these Green's functions is a fundamental problem in computational electromagnetics that is receiving increasing attention. Recently, Kummer's method, involving the extraction of asymptotic spectral series terms [4] , [5] , combined with the Ewald method [6] for accelerating convergence of the extracted series terms, has proved to be both a robust and efficient approach [7] for evaluating Green's functions for layered media following the approaches of [8] and [9] . For recent applications requiring a moderate or high number of degrees of freedom, however, it has become necessary to use interpolation techniques. Most of the interpolation efforts [9] - [15] have been limited to one-or two-layer or nonperiodic structures, or in the Green's function components treated. This paper describes an efficient 3-D interpolation approach to significantly speed up the computation of the Ewald series for homogeneous media periodic Green's functions (HMPGF), even for arbitrarily oriented sources, which enables us to analyze nonplanar structures efficiently. In layered periodic media, an interpolation approach can also be applied to accelerate convergence of the difference series resulting from Kummer's method applied to the periodic Green's function, but the resulting interpolation is 4-D; the approach for this case will be reported in a subsequent paper.
II. DEVELOPMENT
The mixed-potential representation of electric and magnetic fields E and H due to an electric surface current source J in a layered medium environment (see Fig. 1 ) is [8] 
E(r)
where r, r are observation and source points, respectively, and the potential quantities G A , K φ , and P z are defined in formulation C of [8] . By duality and superposition, contributions from any magnetic equivalent currents can be similarly treated and included. In the following, any generic potential proportional to K φ , P z , or a dyadic component of G A or ∇ ×G A , is simply referred to as a "Green's function" and denoted as G(r, r ). The periodicity of general 2-D periodic structures is usually specified via a pair of lattice vectors s 1 and s 2 lying in the array plane and along the edges of the parallelogram defining the boundaries of a unit cell. Here, for the sake of definiteness Geometry of a typical layered-media problem. Layer interfaces are planes in the xy plane located at particular z values. Red dots denote periodic source points. The point sources are located on a 2-D lattice. Blue dots denote quasi-images in the adjacent layers. The single black dot denotes the observation point.
and simplicity, we assume a doubly periodic environment with a rectangular unit cell with periods a and b along the x-and y-dimensions, respectively, and with unit cell of area A = ab. Floquet's theorem requires that, for any integers q 1 , q 2 , the Green's potentials satisfy
where s 1 = ax, s 2 = bŷ, and k t 0 = k x0x + k y0ŷ is the transverse wave vector of the zeroth (0 = (0, 0)) Floquet harmonic, whose value is, in turn, determined by the phase gradient of the excitation. The periodic Green's function accounts for all potential contributions from sources outside the unit cell, and hence in (1) and (2), the integration domain S is usually confined to the portion of the periodic structure contained only within the unit cell A, though this is not absolutely necessary. Periodic Green's potentials have spectral (Floquet) representations of the form
where the sum is over spectral (Floquet) componentsG p (the tilde denoting a Fourier transformed quantity) and where
When sufficient vertical separation exists between observation and source points, series (4) converges exponentially. But for efficiency, the convergence of the series must be accelerated when z is near z . If all the layers are sufficiently thick, this occurs only (see Fig. 1 ) when z and z are in the same layer (z, z in layer ) or in adjacent layers (z in layer and z in layer = ± 1). The termsG p then have the asymptotic form
where the index i is explained below. Asymptotic form (6) permits the use of Kummer's transformation to accelerate the convergence of (4) as follows [4] :
where G ∞ (r, r i ) in the residual term is the potential of a 2-D planar periodic array of sources radiating in a homogeneous medium with the medium parameters of the source layer. Index i refers to the vertical position of the i th array, representing either a direct or an image contribution as seen in Fig. 1 and explained below. G ∞ (r, r i ) has several alternative series representations as follows:
The first line of (8) above asserts the equality of spectral (Floquet) and spatial representations of potentials due to a periodic array of sources in homogenous media, i.e., of a HMPGF. Either series is relatively slowly converging, especially when the vertical separation between r and r i is small. The second line of (8) is the Ewald representation of G ∞ (r, r i ), a hybrid sum combining a modified spectral and a modified spatial series, both with Gaussian convergence. The Ewald representation involves a splitting parameter E that controls the proportion of each series contributing to the sum. A discussion of various HMPGFs and the optimal selection of the E parameter for each is discussed in [16] . Note that though the choice of E generally depends on r, r i and other parameters, the combined sum of the Ewald spectral and spatial series must be independent of E. Equation (6) implies that the difference term of (7) will converge faster than (4). The convergence of (7) is only improved, however, when the Ewald-accelerated representation of G ∞ (r, r i ) in (8) is used. Index i = −1, 0, 1 in (6) and (7) identifies three 2-D planar arrays of radiating point sources representing the direct contribution (i = 0) and its first-bounce image reflections (i = ±1) from the upper and lower boundaries of source layer , respectively (see Fig. 1 ). A direct contribution is generally present for both layered and homogeneous media, and the array source plane is at z = z in layer . Its coefficient 0 is unity for any Green's function component present also for homogeneous media, and for observation points z in layer ; 0 is the spectrally asymptotic Fresnel transmission coefficient across the intervening interface when z is in layer ±1. 0 is zero otherwise. For image contributions (i = ±1), ±1 is the spectrally asymptotic Fresnel reflection coefficient if z is in layer , and is zero otherwise. The image arrays are often called quasistatic images because both their reflection coefficients and their locations correspond to those of static sources imaged in a planar material interface. The multiindex n = (n 1 , n 2 ) in (8) identifies physical source points in each array plane, with r locating the zeroth (n = (0, 0)) element of the direct array, and r i locating the corresponding element of the i th array, r i = x x + y ŷ + z iẑ , where
and z + and z − are the z-coordinates of the upper and lower boundaries, respectively, of layer containing r . The sum over n in (8) is thus over the i th 2-D array of point sources located at r i + n 1 s 1 + n 2 s 2 , with the summation symbol representing infinite double sums as in (5) . Here our focus is only on the Ewald acceleration and interpolation of the Ewald spectral and spatial series representation of G ∞ (r, r ) in the last line of (8), with r = r 1 , r −1 , or r 0 , as appropriate.
The extraction procedure described above usually works well and accelerates the spectral series significantly, provided the layers are not too thin. For source and observation points both inside of a thin layer (typically less than 0.001λ 0 ), or located across an interface of thin layers, the extraction no longer provides benefits, since the spectral form of the Green's function will not approach its asymptotic form until the transverse wavenumber is very large in magnitude, and by this time the spectral series has already converged. Further attention should be devoted to the treatment of thin layers in the future.
For the sake of definiteness, we provide all the terms in (8) for the periodic scalar potential of a doubly periodic (2-D) array of point sources lying in the plane z = z as follows:
where
is the complementary error function. The transverse wavenumber, k t p = k t 0 + p 1 k 1 + p 2 k 2 , appears in the spectral terms, where
where k is chosen to be the wavenumber of the source ( ) layer. (This choice of the source rather than the observation layer wavenumber is somewhat arbitrary, but usually works well, assuming depths of penetration of source and adjacent layers that are not small relative to the vertical source and observation point separations.) Definitions of G(r, r ) and associated optimal choices of E for other periodicity types are discussed in [16] - [18] .
One should note that the spatial series representation in (10) is not a valid representation if the horizontal phase shift (corresponding to the transverse wavenumber k t 0 ) has complex values (e.g., in a band gap of a periodic metamaterial, or for a leaky wave on a 2-D periodic structure) because it will be divergent. For real wavenumbers the spatial series in (10) converges, but slowly. The spectral series in (11) remains convergent for complex wavenumbers, but converges more slowly as the observation point approaches the source plane, becoming nonconvergent when observing in the source plane. By contrast, the Ewald spatial and spectral series in (12) and (13) converge rapidly for all observation points and for complex wavenumbers.
The vertical wavenumber k zp of the Floquet wave described by p is interpreted as a positive real number or a negative imaginary number when the transverse wavenumber vector k t p of the wave is real (assuming a lossless region). For a lossy region, the choice of the square root that defines the vertical wavenumber is the "proper" one, meaning that the imaginary part of the vertical wavenumber is negative, corresponding to a vertically decaying wave. The choice of the square root is actually arbitrary for all regions corresponding to finitethickness layers, but becomes important for the outer layer(s) that are semi-infinite, since a radiation condition at infinity applies. For the outer layer(s) the aforementioned choice of the square root is mandatory, both in the spectral form and the Ewald-spectral form. When the transverse wavenumber is complex, the choice of the square root depends on the case, and is usually chosen to correspond to a "physical" wave [17] . This means that the vertical wavenumber is chosen as proper (vertically decaying) when the Floquet wave is a "backward" wave, so that β t p ·α t p < 0, where k t p = β t p − j α t p . The wave is chosen as improper (vertically growing) when the wave is a "forward" wave, meaning that β t p · α t p > 0.
When (7) and (8) are used (i.e., when r is in the source layer or an adjacent layer), the image sources and any direct terms appear to radiate in a homogeneous medium whose material properties may be chosen as those of the source layer. Furthermore, terms in (8) are functions of x − x , y − y , and ζ only. Terms like those of (10)-(13) above appear in K φ and the diagonal terms of G A ; the remaining terms, including those of ∇ × G A , are simply spatial derivatives or integrals of such terms, but their representations still have the forms (7) and (8) .
In the second line of (8), only the Ewald spatial series contains singularities, and they occur at r = r + ρ n and have the same singularity behavior as G(r, r ). (This can be seen from (12), using the property that erfc( j x) + erfc(− j x) = 2, for x a real number.) Indeed, the asymptotic subtraction in the spectral series smoothes (makes less singular) the spectral series and accelerates its convergence, whereas the Ewald representation of the HMPGF not only enhances convergence of the HMPGF, but also isolates the spatial singularities in the HMPGF as terms appearing explicitly in the Ewald spatial series.
III. INTERPOLATION OF THE EWALD SERIES
Key features of the proposed interpolation approach are its a) specific adaptation to periodic and layered media problems, b) data regularization (smoothing) that permits uniform sampling, and c) use of a simplex interpolation to enhance interpolation efficiency. We describe each of these features in detail below.
A. Interpolation Considerations for Homogeneous Media Periodic Green's Functions Arising from Layered Media
The translational invariance of layered media along the x and y dimensions implies that Green's function components G ∞ (r, r ) depend only on the transverse separations, x − x and y − y , of observation and source points. In addition, we assume here that G ∞ (r, r ) is doubly Floquet-periodic, with periods a and b along the x-and y-directions, respectively, and with a progressive phase shift determined by k t,0 . The periodicities, along with Floquet's theorem, imply that, for any source and observation point pair, Green's functions may be interpolated using only sample values within the unit cell. Furthermore, for source points in one layer and observation points in the same or adjacent layers, in the vertical dimension, the Green's functions G ∞ (r, r ) vary only with the magnitude of the vertical separation ζ between observation and source points or their images with
Most Green's function components are discontinuous or have slope discontinuities at layer boundaries, hence separate interpolation volumes should be defined and associated with each source layer (index ). In its transverse dimensions, each cuboid interpolation volume need be no larger than the unit cell, 0 ≤ x − x ≤ a, 0 ≤ y − y ≤ b, since transverse separations outside these ranges can be reduced to this range by periodicity. For simplicity, we assume that modeled objects fill most of a unit cell in the transverse dimensions as well as most of the height within layers containing the object. Then the maximum vertical separation between source or image array and observation points (including images) all employing the same medium parameters is no greater than
where h is the thickness of layer . If layer or an adjacent layer is a half-space, then the appropriate h or h ±1 in (15) should be replaced by the height or depth by which the modeled object penetrates the half-space. Thus ζ max determines the height of an interpolation volume of dimensions a × b × ζ max associated with each source layer. For each layer-associated interpolation volume, we define a uniform interpolation grid with grid points indexed by the multiindex (not to be confused with wavenumbers
, and where there are K i + 1 grid points along that index direction. The grid point separations along the x, y, and z dimensions are δx = a/K 1 , δy = b/K 2 , and δz = ζ max /K 3 , respectively. For a pth-order Lagrange interpolation in each direction, we further require that δx, δy, δz be chosen such that an integer number of interpolation subvolumes with edge lengths pδx, pδy, pδz fill the interpolation volume, i.e., that K 1 , K 2 , K 3 are each divisible by p. The subvolumes are also cuboids, but when arrayed by index rather than spatial position, the subvolumes become cubes that we call interpolation subcubes.
The data at each grid point are (regularized) Green's function values representing various component potentials and their spatial derivatives for a 2-D array of phased point or halfline sources radiating in a homogeneous medium with the medium parameters of the source layer, as shown in Fig. 1 . The evaluation of half-line source potentials and their derivatives was examined in detail in [19] . If all components of the Green's functions in (1) and (2) are needed, a data vector of length up to 15 must be stored at each grid point. We assume that all the required potential data at the kth grid point is conveniently assembled in a stored column vector k , the superpotential data vector, associated with the point. In the following, the term "data point" refers to the grid points in the interpolation volume.
For rectangular unit cells, we define transverse separations x = x − x − q 1 a and y = y − y − q 2 b, with
where x , the "floor" of x, is the largest integer less than or equal to x. Quantities x and y are the restrictions of the transverse source and observation point separations x − x and y − y , respectively, to the unit cell (i.e., 0 ≤ x < a, 0 ≤ y < b)) and q 1 , q 2 are the number of periods a and b, respectively, by which observation and source point separations extending outside the unit cell must be shifted to appear within the unit cell. Once an interpolated value for ( x, y, ζ ) within the unit cell is found using nearby sample values k , Floquet's theorem (3) allows us to translate the data back to its original location via the simple phase correction
In the following, interpolation point refers to the observation point shifted to within the unit cell. It is convenient to include with the data vector k a logical flag indicating whether or not data for that interpolation point has yet been computed. By querying the flag state during Green's function computations in the matrix element filling stage of the moment method, data at points of the grid are computed only if needed, and reused whenever possible. Fortunately, since many periodic structures are less than a fraction of a wavelength in size and yet fill a sizeable fraction of the unit cell, this preallocation of storage, but with table entry filling only as needed and on-the-fly, is generally neither particularly demanding on nor wasteful of memory. Alternatively, but with a corresponding increase in data access time, an interpolation tree may be set up to allocate and compactly store only computed values of k actually used for interpolation.
B. Data Regularization for Efficient Interpolation
The periodic Green's function G ∞ (r, r i ) is singular at the corners of the unit cell (where there are sources), and for efficient interpolation, the four progressively phased corner k = (k 1 , k 2 , k 3 ) with respect to the cuboid interpolation volume. The interpolation volume is subdivided into interpolation subcubes of length ( pδx, pδy, pδz) on a side, where p is the polynomial order of the interpolation. The reference corner of the jth subcube, j = ( j 1 , j 2 , j 3 ) , is located at the data point with global index pj. The subcube may be further subdivided into five tetrahedra, with four at corners of the subcube, and one internal to it as shown in Fig. 3 . The internal one is shown above; the highlighted data point is also associated with the local multi-index i = (i 1 , i 2 , i 3 , i 4 ) defined with respect to the reference corner [at (ξ 1 , ξ 2 , ξ 3 ) = (0, 0, 0) in Fig. 3 ] of the internal tetrahedron.
terms should be removed from the series. By removing the four corner terms from G ∞ (r, r i ), a regularized Green's function is created, and any singularities in G ∞ (r, r i ) at the corners are completely removed. This provides sufficient smoothing that both a simple uniform-sampling-density and low-order interpolation may be employed over the interpolation volume. The various regularized Green's function components thus have the form
where δ n = 1 for n = (0, 0), (1, 0), (0, 1), or (1, 1), and δ n = 0 otherwise. Only these regularized potentials G reg (r, r i ) are actually stored as elements of the superpotential data vector k at the kth data point of the interpolation grid. The singular corner contributions, representing progressively phased point or half-line multipoles, should be restored after interpolation and before any needed phase corrections (17) are applied to shift source-observation point separations outside the unit cell. Note that for the regularized function G reg to remain independent of E, the removed terms must also be independent of E. Hence, even though they have the same singular behavior at the corners (to leading order), the four removed terms should be G ∞ n , not G E n . For each layer, data points of the interpolation grid related to the layer are contained within its associated cubical interpolation volume. The kth data point of the grid [with multiindex k = (k 1 , k 2 , k 3 ) ], corresponds to discrete spatial separation coordinates located at (
where δx, δy, and δz are the spatial separations of grid points along the x, y, and ζ dimensions, respectively. Since ( x, y, ζ ) is not generally a data point of the interpolation grid, it must be found by interpolation using nearby data points. Each interpolation point ( x, y, ζ ) also lies within the jth interpolation subcube (red box in Fig. 2) , Fig. 3 .
Subdivision of an interpolation subcube into five tetrahedra. Normalized subcube coordinates η = (η 1 , η 2 , η 3 , η 1 , η 2 , η 3 ) , measuring fractional distances from the subcube corners are shown, three of which also serve as volume coordinates for the four corner tetrahedra contained in the subcube, or that can be used to determine volume coordinates of the central tetrahedron.
with subcube index dimensions p × p × p (spatial dimensions pδx × pδy × pδz), where p (=2 in Fig. 2 ) is the polynomial order of the (Lagrange) interpolation, and j = (
is the jth subcube. Each subcube may be further subdivided into five tetrahedrons (Fig. 3) , only one of which, the interpolation tetrahedron (solid and dashed blue lines in Fig. 2 ), contains the interpolation point ( x, y, ζ ) interior to it or on its boundary. As described in Section III-C, the interpolation scheme uses only data points on the boundaries or contained within the tetrahedron also containing the interpolation point. A local multiindex i related to volume coordinates of the tetrahedron also locates data points relative to the interpolation tetrahedron, as described in Section III-C. Thus, every data point in the interpolation volume has a global index k, an index j locating its interpolation subcube, and a local index i locating its position within the interpolation tetrahedron (Fig. 2) .
C. Simplex Interpolation
In principle, a Cartesian product of Lagrange interpolations along each of the three dimensions x, y, and ζ could be used to evaluate data at an interpolation point using the ( p+1) 3 data points of a surrounding interpolation subcube. But a 3-D polynomial of degree p has only ( p + 1)( p + 2)( p + 3)/6 monomial terms, and only requires an equal number of data points to interpolate it to the same order; for p > 0, the extra data points required for Cartesian product interpolation not only waste data storage, but also data calculation, access, and interpolation time. Interpolation on simplices, however, is more efficient. For example, quadratic interpolation ( p = 2) on a 3-D simplex (i.e., with grid points on and within a tetrahedron) only requires 10 data points versus 27 points for a Cartesian product interpolation.
To employ a 3-D simplex interpolation strategy, we note that every pth order interpolation subcube containing the interpolation point can be further subdivided into five tetrahedrons, as shown in Fig. 3 , one of which contains the interpolation point. This interpolation tetrahedron is a 3-D simplex containing precisely the minimum number of data points required for pth order 3-D interpolation, a point traditionally illustrated by observing the one-to-one correspondence between the monomial terms of the pth order trinomial arranged in a Pascal pyramid and data points included in the interpolation tetrahedron. The numbered sequence of steps below uses the interpolation subcube's normalized (fractional) coordinates not only to determine which of the five tetrahedrons in the subcube (Fig. 3) contains the interpolation point, but also to determine the point's barycentric or volume coordinates, ξ = (ξ 1 , ξ 2 , ξ 3 , ξ 4 ) , with respect to the interpolation simplex. Then, the tetrahedron's data point indices can be related to its (global) interpolation volume indices so that the correct data vector is accessed for interpolation. In each tetrahedron, the local data multiindex i = (i 1 , i 2 , i 3 , i 4 ) , is subject to the constraint |i| ≡ i 1 + i 2 + i 3 + i 4 = p, and the volume coordinates of its sample points are
The interpolation strategy is as follows:
1) Locate the interpolation point in normalized coordinates of the interpolation subcube (see Fig. 3 )
then the interpolation point is in tetrahedron I of Fig. 3 and has tetrahedral volume coordinates (ξ 1 , ξ 2 , ξ 3 , ξ 4 ) = (η 1 , η 2 , η 3 , ξ I 4 ). The interpolation value ( x, y, ζ ) is then computed using all data values k associated with the tetrahedron, i.e., having global indices
For p = 2 (simplex quadratic interpolation), for example, this will involve 10 data points.
. The interpolation value is computed using data with global interpolation volume indices k = pj
. The interpolation value is computed using data with global interpolation
During the interpolation process, each local tetrahedron data point index i is mapped back to its corresponding global interpolation volume index k i . Node k i of the grid is then queried to determine if the data vector of potential components k i for that node already exists, and, if not, the data is computed and entered into the table. The interpolated data vector is then found from
where the summation over tetrahedral multiindices is defined as
and the interpolation functions are the Silvester-Lagrange [20] interpolation functions
The component functions on the right-hand side of (21) are defined as [20] 
Once an interpolated value is found, the data vector should be corrected by restoring the missing singular corner terms and applying the phase correction (17) if the observation point is to be shifted to a point outside the unit cell.
IV. NUMERICAL RESULTS
The spatial 3-D interpolation technique is briefly explored for accelerating the computation of the doubly periodic HMPGF. The method involves two major steps: The first is regularization of the Ewald-accelerated Green's function and the second is interpolation. The interpolations described above were implemented in the simulation tool EIGER [21] . Various geometries have been tested with and without interpolation in order to observe the resulting speed-up while maintaining a desired accuracy. Here, we present two representative cases: the first involves a 2-D periodic array of sources located above the observation plane; in the second, the sources are located in the observation plane. Fig. 4 shows the geometry of the HMPGF problem for a rectangular lattice of source points. A critical issue in interpolation of the Ewald series representation is the regularization process. If the singular corner phased source terms are removed, the remaining (regularized) part is smooth in the interpolation volume. Fig. 5 shows the resulting smoothing (regularization) of the HMPGF. The vertical axis is the real part of the Green's function at points |ζ | = 0.1λ below the source plane plotted versus x with y = 0. Periodicities are |s 1 | = 0.6λ and |s 2 | = 0.4λ with no interelement phasing (k t 0 = 0x + 0ŷ). For this case, the imaginary part is nonsingular. The red curve (marked with triangles) is the Green's function before regularization, and near the source points at the two unit cell corners, x = (0, a), y = 0, it reaches its peak values. The black dashed curve shows the removed terms, i.e., the sum of the four phased corner term contributions. And finally, the blue solid curve indicates the regularized HMPGF, i.e., the difference between the two previous curves; the smoothing is evident.
A. Sources Located Above the Observation Plane
As an alternative regularization, the unit cell could have been centered about the origin ( x, y) = (0, 0) with a source in the center of the unit cell instead of at the four corners. Then only the single source term (instead of four) would need to be removed (and later restored) for regularization. Our experimentation indicates, however, a slight accuracy improvement in removing four terms from the regularized Ewald series, apparently since in the latter case, the nearest distance in the unit cell to an unremoved source in the rectangular lattice of dimensions a × b is min(a, b) rather than min(a, b)/2.
To show that the regularized Green's function can be efficiently interpolated on a uniform grid, the geometry of Fig. 4 has been tested with and without simplex quadratic interpolation. The interpolation performance can be evaluated in terms of both accuracy and speed-up. The percent relative error is defined in terms of the interpolated regularized Green's function (18) as As seen in Fig. 6 , for this case the relative error is on the order of 10 −1 percent for a 10 × 10 grid of interpolation points. Since the subtracted terms at the corners are analytically computed and large, the overall error after restoring these terms is substantially less than 10 −1 percent. If a 20 × 20 grid of interpolation points is used, the relative error in the regularized Green's function is reduced to about 10 −2 percent. In addition to interpolation accuracy, computational cost is also of interest. The computations for conventional quadratic interpolation, for simplex quadratic interpolation, and, for reference, a calculation using no interpolation, are computed on a set of 80 3 points using a 10 × 10 × 10 grid of interpolation points. The time required for the reference case is divided by the times needed for each of the two interpolation forms, thus yielding speed-up factors for each. The conventional quadratic interpolation, requiring 27 points, provides a speed-up factor 8.12 over the reference calculation (no interpolation). Comparing the speed-up between the conventional Cartesian product quadratic interpolation rule and simplex quadratic interpolation, requiring only 10 sample points per interpolation, the latter provided approximately 60% increased speed, i.e., a speedup factor of 12.96. In general, speed-up depends on the approximation order, the size of the table computed, and other factors, but for a given order, becomes essentially problem independent when we neglect the time needed to fill the interpolation table. 
B. Sources Located In the Observation Plane
In the second case the observation plane of the HMPGF is in the same plane as the sources, as shown in Fig. 7 . Fig. 8 shows the percent relative error of 3-D simplex quadratic interpolation compared to the reference calculation (no interpolation) for a 10 × 10 grid of interpolation points. Maximum simplex quadratic interpolation errors for the "in plane" observation case are very similar to the previous "out-of-plane" case, with about 10 −1 percent error for the 10 × 10 and about 10 −2 percent for a 20 × 20 grid. Again, the error in the overall Green's function is much less when we add back the large near-singular corner terms. The speed-up factors are also found to be essentially the same as in the case with sources located above the observation plane.
V. CONCLUSION Efficient techniques for the evaluation of periodic Green's functions in homogeneous and multilayered media are drawing increased attention for many application areas. Interpolation of smoothed (regularized) versions of the Green's function is a promising approach to increase efficiency. In conjunction with the Ewald method, a simplex-based multidimensional interpolation scheme is developed for 3-D interpolation of the regularized Ewald series. The newly developed approaches for periodic problems have been compared and validated using the code EIGER. Various geometrical scenarios have been tested; two representative cases calculating scalar periodic Green's functions show a significant calculation speed-up with little degradation in accuracy. Quadratic interpolation has been found to provide a good balance between the reduced cost of low-order interpolation and the improved accuracy of high-order interpolation; employing the simplex interpolation method provides at least another 60% speed-up over standard Cartesian-product interpolation schemes with essentially no loss in accuracy.
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