This paper investigates international output convergence using methods of panel data unit root testing advocated by Im et al. (1997) and Breuer et al. (1999) 
Introduction
A variety of studies [see, inter alia, Serletis and Krichel (1992) , Bernard and Durlauf (1995) , Greasley and Oxley (1997) and Mills and Holmes (1999) ] have measured the extent of international output convergence. Using GDP or index of industrial production data for OECD economies over varying study periods, evidence of longrun convergence is mixed. This paper examines output convergence from a new angle through the application of panel data unit root testing. 1 The focus here is on long-run bivariate convergence between a sample of countries and the US and then Germany.
Panel data unit root testing offer a means of overcoming problems of low test power associated with univariate ADF tests. We employ the t-bar panel data unit root tests advocated by Im et al. (1997) on panels of output deviations from a base country. In addition, this study addresses two shortcomings associated with many existing panel 1 The most common application of panel data unit root testing is the search for purchasing power parity via the stationarity of real exchange rates. See, for example, Wu (1996) , Coakley and Fuertes (1997) , O'Connell (1998) , Taylor and Sarno (1998 Following Im et al. (1997) , suppose x it is generated by a first order autoregressive process
where ε it is a disturbance term. The null hypothesis is H i Let ε θ
where θ t is a time-specific common effect that allows for a degree of dependency across the series and u it is an idiosyncratic random effect that is independently distributed across groups. To remove the effect of θ t subtract the crosssection means from both sides of (2) to obtain the following demeaned regression
For a heterogeneous panel with serially correlated errors (3) may be rewritten as
Equation (4) The t-bar test results for both the US and Germany differentials are reported in Table 2 . In the both cases, the null of joint non-stationarity is strongly rejected at the 1% significance level for the full panel of 10 countries. 4 It is possible that such a strong rejection is being driven by the inclusion of the univariate-stationary series. These differentials are therefore excluded from their respective panels to form the groups of '8 countries' and '7 countries'. In each case, we have panels that comprise univariate non-stationary series only. Again, the null of joint non-stationarity is strongly rejected at the 1% significance level indicating real convergence.
It might, however, be excessive to conclude that convergence holds for all members of each panel. The t-bar test does not allow for how many and which members contain a unit root. Also, a demeaning procedure has been employed to deal with contemporaneous correlation. 5 To address these problems, Breuer et al. (1999) advocate a panel data unit root test which involves estimating ADF regressions in a seemingly unrelated regression (SUR) framework and then testing for individual unit roots within the panel. The SURADF test is more powerful than independently estimated single equation ADF tests. Earlier SUR-based tests of Abuaf and Jorion 3 The t-bar test requires that the t-bar statistic follows an asymptotic normal distribution as both N → ∞ and T → ∞ with ( ) N T k → where k is a finite positive constant. 4 Using the average estimates of φ i , the half life of a random shock in the case of the US (German) differentials is computed as 11.696 (12.995) quarters. 5 While O'Connell (1998) argues that a demeaning approach is preferable to the use of time dummies, the relative merits of controlling for contemporaneous correlation through the estimation of the covariance matrix for ε it are stressed. Table 3 reports the SUR estimates for the '8 countries' and '7 countries' panels along with 1, 5 and 10% critical values tailored to each ADF statistic that have been generated using Monte Carlo simulations. With regard to US-based output deviations, the null of non-stationarity is rejected at the 5% significance level in the case of Italy.
In the previous t-bar tests it is likely that a single series accounts for rejecting the null of joint non-stationarity. However, at the 10% significance level it is also possible to include Austria, Belgium and Japan as stationary series within the panel. In the case of German-based output differentials, the null of stationarity can only be rejected in the cases of Italy and the Netherlands at the 10% significance level. This is weaker evidence of convergence in this particular panel.
Summary and Conclusion
Using quarterly data for 1960-98, univariate ADF tests offer limited evidence that output differentials defined against the US or Germany are stationary. It is possible that such a finding is attributable to low test power as the outcome is dramatically 6 The Taylor and Sarno SUR-based test is accompanied by a Johansen likelihood test of the null that the long-run matrix of the series is less than full rank. This can consume considerable degrees of freedom as the panel expands and can still leave the researcher unable to infer the breakdown between stationary and non-stationary series. For each ADF regression, the lag length was chosen using Said and Dickey's (1984) T 1 3 rule. In all cases, the residuals were free of serial correlation. The conclusions were qualitatively unaffected by the employment of alternative procedures for lag length selection. ** and * indicate rejection of the null of non-stationarity at the 5 and 10% levels of significance respectively, # denotes the significance of the time trend in the ADF regression at the 5% level. For regressions excluding a trend, relevant critical values taken from Fuller (1976) are -2.89 and -2.58, while for regressions including a trend, these are -3.45 and -3.15 respectively. The lag length, q i , is chosen using Said and Dickey's (1984) T 1 3 rule. In all cases, the residuals were free of serial correlation. The conclusions were qualitatively unaffected by the employment of alternative procedures for lag length selection. Critical values specific to each series in the panels are simulated using 10000 replications based on the estimated covariance matrix of the system, N and T.
