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1. Вступ
Сучасні цифрові технології зробили можливим 
використання багатовимірних сигналів в широкому 
діапазоні цифрової техніки: від простих датчиків, 
сенсорів, цифрових схем на сигнальних процесо-
рах та програмованих користувачем вентильних ма-
триць, до розподілених і паралельних обчислюваль-
них кластерів. Візуальні сигнали займають особливе 
місце в сприйнятті інформації людиною. Зір дає змо-
гу людині відчувати і сприймати навколишній світ, 
тоді як комп’ютерний зір має на меті відтворення 
цифрових візуальних образів - зображень, які відпо-
відають цьому сприйняттю та їх розумінню.
Теорія, моделі та методи аналізу, обробки і ро-
зуміння зображень є основою для побудови систем 
телемедицини, систем військового призначення (для 
виявлення живої сили і транспортних засобів про-
тивника), систем наведення ракет, систем управлін-
ня автономними підводними, наземними, пілотними 
та безпілотними підводними, наземними. Одними з 
найбільш поширених операцій обробки зображень в 
таких системах є афінні трансформації (масштабу-
вання, переміщення, зсув, поворот) цифрових зобра-
жень. В залежності від сфери застосування розріз-
няються і вимоги, яким мають задовольняти методи 
реалізації афінних трансформацій (АП) – візуальна 
якість та обчислювальна складність.
Існуючі методи АП мають різні характеристики 
трансформованих зображень, які можуть суттєво 
різнитися. Очевидно, що в медичній сфері вирішаль-
ним чинником у виборі методів АП апріорі важливі-
шою буде якість отриманого зображення, ніж швид-
кість обробки даних. Прикладом такого успішного 
застосування методів повороту та масштабування 
зображень, отриманих при обстеженні пацієнтів, 
є магнітна томографія. У військовій справі, управ-
лінні транспортними засобами швидкість обробки 
візуальних даних має таке ж важливе значення, як і 
візуальна якість. А при виборі графічних редакторів 
та ігровій індустрії вибір методу у значній мірі зале-
жить від економічної складової, оскільки, чим більш 
вимогливою до апаратних ресурсів буде програмне 
забезпечення, тим вужче буде коло користувачів под-
ібних систем. Якщо в графічних редакторах доцільно 
надати можливість користувачеві самому вибрати 
метод трансформації виходячи з параметрів його 
комп’ютера і вимог користувача до якості, то в іграх 
така можливість, як правило, відсутня, оскільки в 
цьому випадку вирішальне значення набуває швид-
кість обробки графічних даних.
Незважаючи на всю актуальність і практичне зна-
чення існуючих методів АП зображень, існує певний 
попит на комплексний аналіз останніх досліджень та 
нові дослідження з даної теми з зазначенням прак-
тичних рекомендацій.
В даній роботі пропонується новий підхід до мас-
штабування статичних зображень, який також може 
бути успішно застосований в просторово-часовій 
інтерполяції в задачі стиску відео.
2. Методи трансформації зображень
Оптимальним методом АП з точки зору візуально-
го сприйняття є такий, при якому вихідне зображення 
зазнає найменших змін. Але поворот графічного об’єк-
та на заданий кут, відмінний від значення кратного 
90°, перенос на дробні частини дискретної сітки, будь-
яке масштабування, як правило, призводить до по-
гіршення його якості. Причина даного явища лежить 
у необхідності інтерполяції зображення – визначенні 
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невідомих значень зображення в проміжних точках 
дискретної сітки.
При повороті графічного об’єкта вихідні коорди-
нати точок зображення, які відповідають вузлам дис-
кретної сітки, зміщуються відносно початкової сітки 
зображення, і в більшості випадків ці точки вже не 
лежать у вузлах піксельної решітки. У силу неціло-
чисельності отриманих координат і необхідності їх 
приведення до цілих чисел, при найпростішій операції 
округлення координат «повернених» пікселів на отри-
маному зображенні виявляються артефакти, що пред-
ставляють собою «порожнечі» - елементи зображення, 
що не містять графічної інформації й «накладені» 
пікселі (пікселі, в які записуються дані про яскравість 
відразу від двох пікселів оригінального зображення). 
Аналогічна ситуація виникає і при переносі на дрібні 
частини пікселя. Операція масштабування взагалі 
призводить до пошуку інформації про пікселі, які від-
сутні на початковому зображенні.
Інтерполяція інформації [1, 2] про яскравість пік-
селів представляє собою інструмент для компенсації 
виникаючих артефактів з метою приведення кінцевого 
зображення в максимальну відповідність вихідного 
зображення. Під інтерполяцією розуміється спосіб 
знаходження проміжних значень величини яскравості 
(дані про «проміжний» піксель) за наявним дискрет-
ним набором відомих значень яскравостей сусідніх 
пікселів. Зазвичай в результаті інтерполяції створю-
ються проміжні значення яскравостей як зважена сума 
яскравостей сусідніх пікселів. Очевидно, що інтерпо-
льовані дані будуть відрізнятися від реальних оптич-
них даних, отриманих за допомогою фотокамери, і 
якість кінцевого зображення буде залежати від типу 
застосованої інтерполяції, а саме - від кількості су-
міжних пікселів, що використовуються для одержання 
проміжних значень і видом функції сполучення, за до-
помогою якої здійснюється інтерполяція.
Загальноприйняті алгоритми інтерполяції можна 
поділити на дві категорії: адаптивні та неадаптивні. 
Адаптивні методи змінюються в залежності від пред-
мета інтерполяції (різкі кордони, гладка текстура), 
тоді як неадаптивні [3] методи обробляють всі пікселі 
однаково. До неадаптивних методів інтерполяції від-
носяться:




- ідеалізована інтерполяція, яка ґрунтується на 
теоремі дискретизації.
Залежно від складності, використовується від 0 до 
256 (або більше) суміжних пікселів для інтерполяції. 
Чим більше суміжних пікселів вони включають, тим 
більш точними можуть виявитися, але даний ефект 
досягається за рахунок значного збільшення часу об-
робки. Ці алгоритми можуть використовуватися як 
для повороту, так і для масштабування і переносу 
зображення.
Адаптивні алгоритми застосовуються в алгорит-
мах таких комерційних програмних продуктів, як 
Qimage, PhotoZoomPro, GenuineFractals та інших. Ба-
гато з них застосовують різні версії своїх алгоритмів 
(на основі попіксельного аналізу), коли виявляють 
наявність кордону - з метою локальної мінімізації 
візуальних дефектів інтерполяції. Ці алгоритми, в 
першу чергу, розроблені для максимізації бездефек-
тної детальності збільшених зображень.
3. Інтерполяція сигналів та теорема про вибірки
Традиційний підхід в цифровій обробці сигналів 
ґрунтується на теоремі Уіттекера-Котельникова-Шен-
нона [4, 5] про вибірки, яка розв’язує задачу інтер-
поляції лише для відліків функції на нескінченому 
інтервалі часу:



















 - інтервал дискретизації;
νmax  - максимальна частота, якою обмежений 
спектр f t( ) ;
ω πνN = 2 max    - частота Найквіста.
В частотній області для обмежених в часі t T≤  сиг-



















ν  - лінійна частота;
∆ν  - крок відліку частоти.
Але припущення, прийняті в теоремі Котельни-
кова-Шеннона, не дозволяють позбутися таких недо-
ліків, як необмеженість спектру реальних стохастич-
них сигналів, складність розрахунків для відновлення 
функції числовими рядами, нерівномірність відлі-
ків, неможливість урахування похибки вимірювання 
функції в точках дискретизації та визначення стати-
стичних характеристик похибки при дискретизації 
[6].
Тому в практичних задачах залишається актуаль-
ним питання розробки методів відновлення значень 
функції в проміжках між дискретними значеннями 
– заміні безкінечного ряду скінченим. 
4. Узагальнення рядів Уіттекера-Котельникова-
Шеннона
На даний час існують практичні реалізації екстра-
поляторів різної складності: у вигляді степеневого 
ряду, поліноми Лагранжа, Левітана, сплайни, атомарні 
функції) та інші.
Розглянемо узагальнення рядів Уіттекера-Котель-
никова-Шеннона на основі атомарних функцій [7]. 
Тоді неперервний сигнал f t( )  з обмеженим фінітним 
спектром suppf( ) ;ω = −[ ]Ω Ω  може бути однозначно 
представлений його дискретними відліками як:
f x f k
a x kk i























Даний ряд задовольняє усім вимогам теореми Уіт-
текера-Котельникова-Шеннона та має кращу збіжність 
у випадку розривних та локальних у часі сигналів. При 
обчисленні застосовується скінчений добуток і тоді 
має місце точне розкладання [8]:
f x f k
a x kk i
N


























5. Порівняльний аналіз зображень різної розмірності
Оскільки при масштабуванні тим чи іншим мето-
дом нове зображення має відмінні розміри і в ньому 
присутня нова інформація про елементи зображення, 
то потрібно виявити наскільки ентропія нового зобра-
ження відповідає оригіналу.
Фрактальна розмірність означає статистичну ве-
личину, яка говорить про те наскільки повно фрактал 
заповнює простір, коли збільшувати його до дрібніших 
деталей [9]. У зображенні завжди присутні подібні 
елементи, такі як лінії і квадрати, що наближають його 
до фракталу. Тоді можливо розрахувати фрактальну 
розмірність початкового і вихідного зображення за 
допомогою методу розбивання на квадрати і об’єднати 
за допомогою метрики PSNR (Peak Signal-Noise Ratio).
Для цього потрібно розбити зображення на блоки 
із принципово різними елементами і всі послідуючі 
операції виконувати окремо для кожної ділянки, а 
також отримати чорно-білу мапу зображення на осно-
ві яскравостей пікселів. Метод квадратів дозволяє 
підрахувати кількість подібних елементів за допо-
могою поділу на квадратні блоки, що накривають все 
зображення. Фрактальна розмірність Мінковського 








де N  – кількість вікон розміру r , якими можна покрити 
непусті елементи фракталу.
Даний підхід дозволяє порівнювати оригінальне 
та масштабоване зображення без існування оригіналу 
зображення, яке відповідає масштабованому.
6. Висновки
Порівняльний аналіз запропонованого методу ін-
терполяції зображень був апробований в задачі пото-
кової передачі послідовності зображень для пошуку 
поля векторів руху.
Для уточнення поля векторів руху треба застосо-
вувати або медіанну фільтрацію, яка зараз є одним 
із найбільш популярних підходів, або застосовувати 
глобальні методи.
Але глобальні методи мають обмеження на обчис-
лювальну складність і тому не можуть бути застосо-
вані там, де необхідною умовою є потокова передача 
та аналіз відео послідовності в режимі реального 
часу.
Для розв’язанні цієї дилеми пропонується засто-
сування просторово-часової інтерполяції послідов-
ності зображень:
1. Часова децимація послідовності, в результаті 
якої кількість кадрів зменшується в два рази.
2. Просторова децимація кадрів, в результаті якої 





 раз, де k kr c, – коефіцієнти децимації по 
рядках та по стовпцях відповідно.
3. Обчислення поля векторів руху для кожної су-
сідньої пари кадрів.
Результуюче поле векторів руху в залежності від 
області застосування може бути отримане двома 
способами:
1. Інтерполяція поля векторів руху, з наступною 
часовою інтерполяцією послідовності зображень.
2. Часова інтерполяція послідовності зображень з 
наступною просторовою інтерполяцією кадрів.
При інтерполяції поля векторів враховувалася 
його гладкість, а для відновлення розмірів кадрів 
застосовувався розроблений метод просторової ін-
терполяції.
Даний метод ґрунтується на теоремі Парсеваля і 
використовує спектральну щільність енергії зобра-
ження в якості розподілу послідовності енергії як 
функції від частоти.
Аналіз результатів показав, що запропонований 
підхід суттєво зменшує похибки при обчисленні 
оптичного потоку в порівнянні з існуючими ме-
тодами на основі погодження блоків зображення і 
має переваги відносно методів, що ґрунтуються на 
кратномасштабномувейвлетному підході. Отримані 
результати на тестових даних підтвердили низьку 
обчислювальну складність і високу якість відновле-
ної відео послідовності.
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1. Introduction
The process of grouping a set of physical or abstract 
objects into classes of similar objects is called clustering. 
A cluster is a collection of data objects that are similar to 
one another within the same cluster and are dissimilar to 
the objects in other clusters. A cluster of data objects can be 
treated collectively as one group in many applications. Data 
clustering is under vigorous development. Contributing 
areas of research include data mining, statistics, machine le-
arning, spatial database technology, biology, and marketing. 
Owing to the huge amounts of data collected in databases, 
cluster analysis has recently become a highly active topic in 
data mining research. As a branch of statistics, cluster ana-
lysis has been studied extensively for many years, focusing 
mainly on distance-based cluster analysis. Active themes of 
research focus on the scalability of clustering methods, the 
effectiveness of methods for clustering complex shapes and 
types of data.
Chameleon is a clustering algorithm that explores dyn-
amic modeling in hierarchical clustering. In its clustering 
process, two clusters are merged if the interconnectivity 
and closeness between two clusters are highly related to the 
internal interconnectivity and closeness of objects within 
the clusters. The merge process based on the dynamic model 
facilitates the discovery of natural and homogeneous clus-
ters and applies to all types of data as long as a similarity 
function is specified. Chameleon is derived based on the 
observation of the weakness of two hierarchical clustering 
algorithms: CURE and ROCK. CURE and related schemes 
ignore information about the aggregate interconnectivity of 
objects in two different clusters, whereas ROCK and related 
