This paper considers the issue of predicting cyclical turning points using real-time diffusion indexes constructed using a large data set from March 2005 to September 2014. We construct diffusion indexes at the monthly frequency, compare several smoothing and signal extraction methods, and evaluate predictions based on the indexes. Our finding suggest that diffusion indexes are still effective tools in predicting turning points. Using diffusion indexes, along with good judgement, one would have successfully predicted or at least identified the 2008 recession in real time.
Introduction
This paper revisits an old topic -the ability to forecast cyclical turning points using the diffusion index, in this case, of a real-time large data set. Diffusion indexes have long been used in both business cycle analysis and in macroeconomic forecasting. A diffusion index is simply a number -the percentage of series from a given sample that are increasing over a specified time period. In an ex post cyclical context, Moore (1950) showed that the historical diffusion indexes led the turns in the business cycle peaks by about eight months but this finding follows by definition.
This index is derived from historical data and is based on the number of series which have not yet reached their cyclical peaks (troughs) and not all series reach their peaks (toughs) simultaneously.
2 Because the NBER cyclical peak (trough) is defined as the date by which the largest number of the series had their specific turning points, the turns in the historical diffusion index must lead the economy's turns. In real-time, however, a forecaster does not know whether a particular series has reached a turning point. For this approach to be useful in forecasting economic activity it had to be based on information available in real-time.
2 Historical diffusion indexes come from the series which are called rising or falling only with reference to each series' specific cyclical turns. Thus a series is considered to be rising during every month between its trough and its subsequent peak.
2 Alexander (1958) was the first to test the predictive powers of a pseudo-real-time diffusion index, which, in his article, was derived from the components of the Federal Reserve Board (FRB)
Index of Industrial Production. 3 The first step was to calculate the sign of the month-to-month differences of each of the components of the FRB Index regardless of the stage of the cycle. This determined whether that component was increasing based on the data available at that time. The percent of the series that were expanding in real time was then calculated, yielding a real-time diffusion index. The rationale for this approach is that the number of series that are expanding should decline as the economy slows and then enters a recession. Thus it will have a peak prior to the beginning of a recession.
Because the index was very volatile, Alexander next smoothed this index. 4 The final step in using a real-time diffusion index for forecasting is to select an explicit rule for determining when a signal of a turn has occurred. While he did not develop this explicit rule, Alexander concluded that a pseudo-real-time version of the diffusion index predicted all of the cyclical peaks between 1919 and 1956, but that it also generated a significant number of false predictions.
Ad hoc rules for identifying the signals were developed by Alexander and Stekler (1959) and enabled analysts to determine (1) whether turning points were predicted, (2) the forecasting lead, and (3) the number of false signals. The original rule was based on the number of months that the indicator was below (above) a peak (trough). If every decline from a peak is counted as a 3 It is pseudo real time because historical data are used, but each data point is treated as if it were observed for the first time. 4 Alexander's smoothing formula corresponded to fitting a second degree parabola. 3 signal, it was shown that there would be a very large number of false predictions. Consequently, the use of an "n or more months up or down" rule was suggested. This rule is an implicit smoothing device that generates the tradeoff between the number of false turns and the average forecasting lead.
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More systematic approaches for evaluating indicators have been developed but have never been used to evaluate diffusion indexes. For example, probits are used to calculate the probability that an indicator has signaled a turning point and the indicator is then evaluated using quadratic probability scoring rules, some of its attributes, or Receiver Operating Characteristics (ROC)
curves. In fact, since the 1960s there have been few attempts to forecast turning points using realtime diffusion indexes. 6 This is a surprise since the failure to forecast turning points is one of the Vaccara and Zarnowitz (1977) suggested an alternative rule for identifying a predictive signal from an indicator.
There must be three consecutive declines in the indicator before saying that a signal has occurred. There is a distinction between the "three month down" and the three month consecutive decline rules. The indicator may be below peak for three months but may not have declined in every one of those three months.
6 Stock and Watson (2002) entitled their paper dealing with transfer functions as "Macroeconomic Forecasting Using Diffusion Indexes". However, while the transfer functions use the data from all the series, they are not diffusion indexes as conventionally defined.
7 It is the Institute of Supply Management's New Order Index, which, "reflects the number of participants reporting increased orders during the previous month compared to the number reporting decreased orders, and this series tends 4 This paper will therefore construct a diffusion index from a database that consists of more than 150 series for the period January 1982 to September 2014. We will then determine how well the index forecast the cyclical turns that occurred in this period. The data and the methodology that we use are explained in the next section. The third section discusses nowcasting and forecasting and evaluates the forecasts. Concluding remarks are offered in the last section.
The Real-Time Data Set and Index Construction

The large real-time data set
The diffusion indexes are constructed from the series in the Giannone et al. (2008) 9 For a detailed list of series contained in the data set, as well as their publication schedule, please see Giannone et al. (2008) . The appendix of the paper also provides a detailed list of data transformation methods used to treat each indicator.
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As noted, both data release schedules and data revisions create differences between data files.
The former factor also result in the data files having "jagged edges", as publication is needed, the indicator may be transformed to a monthly growth rate, or a monthly difference, or a monthly difference of the annual growth rate.
Second, we must ensure that the indicators conform to a common cyclical pattern, i.e. they increase when the economy is growing, etc. It is thus necessary to determine whether the series 10 This approach has been adopted by Lahiri et al. (2015) .
11 When we present the results below for the entire period, we refer to this series as the pseudo-real-time series, it is based on vintage 2014 data.
12 Since lagged values are used when transforming the data, the data from the first year, 1982, that remain after the transformation are discarded, so that all the indexes constructed from the transformed data begin in 1983.
7 are pro-cyclical or counter-cyclical. Once we have determined this cyclicality, we assign a different value to the signal obtained from a pro-cyclical indicator to that yielded by a countercyclical indicator. This is done by simply multiplying the values of the counter-cyclical indicators by -1. In the data set, the six unemployment and housing supply variables are considered countercyclical. All other variables are treated as pro-cyclical. 13
Index construction
In order to construct the diffusion index, it is necessary to determine the number of series that are increasing (decreasing). Since all the indicators in the data set have been differenced or transformed to growth rates, an indicator increased (decreased) from the previous month if the sign of the change, − −1 ,was positive (negative). When the value is zero, the indicator is counted as unchanged. 14 The diffusion index, for a given month, is then defined as the percentage of series increasing minus the percentage of indicators decreasing plus 100. If the economy were expanding (contracting), more indicators would presumably be increasing (decreasing) and the index would be greater (less) than 100. Once we obtain the monthly index, a quarterly index can be constructed as an average of the monthly values.
15 13 In addition to relying on intuition, we examined regressions of real GDP growth rate and the binary variable indicating NBER recession on each variable in our data set.
14 In our data set, on average, only three indicators stay unchanged from one month to the next. 15 Alternatively, one could simply use the last monthly value of a quarter as the quarterly index, or generate the quarterly index by comparing data from the last week of a quarter to that of the previous quarter. We argue that both alternatives result in information loss, as data from the first and second month of a quarter go unused. We focus on 8 A number of important characteristics of this approach should be noted. First, on any given Friday, the most up-to-date information is used to calculate the difference or growth rate of each indicator. Suppose at time period + 1, the value is newly released, and the value −1 is revised to be −1 * . Our procedure calculates the difference as − −1 * .
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Second, the data set is based on all the information that is available at a given time for each time series. Given the differences in publication lags, observations for different months are pooled together. Suppose the index for May 2007 is 110. This does not mean that the percentage of indicators that actually increased in May was 10% more than that actually decreased. Instead, it means that out of all the new data releases/revisions announced in May, the percentage of increases is 10% more. Some of the actual announcements are about May, some about April, and some about even earlier months, depending on the mix of publication lags.
Third, in constructing the index, all of the indicators are weighted equally. This is the procedure that has been used in the past, but it can be argued that different indicators should be weighted differently in the index, depending on the composition of the data set. 17 The weighting the monthly index in subsequent discussions. Since the quarterly index is by definition a much smoother version of the monthly index, it gives fewer false signals but (obviously) at a lower frequency.
issue is similar to the one in the forecast combination literature which indicates that a weighted average constructed using estimated weights often produces forecasts that are inferior to a simple average. 18 We, therefore, continue to assign equal weight to all our indicators.
Smoothing
The previous literature has shown that diffusion indexes as constructed are very volatile, and it is, therefore, necessary to smooth the index. Our results confirm these findings. However, smoothing introduces a lag, which partially offsets the benefit of a real-time index. So the smoothing method must be carefully selected to provide a balance between smoothness and lag.
Since the indexes are constructed with the purpose of nowcasting or forecasting in mind, certain features should be considered in selecting a smoothing approach. First, the method should be easily implemented in real time. Second, smoothing should introduce a minimum amount of lag or "phase shift". In addition, a desirable method should be computationally efficient and
We experimented with creating block-level diffusion indexes and weighting different blocks differently when aggregating them into a single index. Our in-sample analysis did not show significant improvement of this weighted index over the unweighted index. Therefore, we do not consider weighting and lag adjustment in this paper.
18 Zhao (2016) shows that estimating even a set of five weights using a short time series in real-time may produce combined forecasts that are inferior to simply averaging the individual forecasts. This is especially true when the target variable or individual's forecasts are subject to structural breaks.
intuitively straightforward. Ideally, as new data are obtained, the next smoothed value should be estimated without needing to revise all previous estimates.
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In an early study, Alexander (1958) smoothed the diffusion indexes by fitting a seconddegree polynomial to the data by using a rolling window of seven observations. The second to last observation was then used as the value of the smoothed index. Limited by the capability of computing devices that were then available, this approach provided reasonable performance without introducing too long a lag. Given the computing power now available we consider other approaches as well. In a recent survey, Alexandrov et al. (2012) review several modern approaches to the problem of trend extraction, including a model based approach, nonparametric linear filtering, singular spectrum analysis, and wavelets. However, as will become evident in subsequent sections, it is not the level of sophistication of the smoothing method that determines the forecast accuracy of the index. Simple smoothing devices, such as moving average, may deliver good results when coupled with an appropriate signal extraction method and/or an ad hoc rule.
In this study, a few common smoothing methods are compared. The starting point is the polynomial fitting used in Alexander (1958) . Let the unsmoothed value of a diffusion index be and the smoothed index be . Alexander's method uses the smoothing formula 14 = 5 + 4 −1 + 3 −2 + 2 −3 + −4 − −6 . The second method is simple exponential smoothing.
After comparing several alternatives, we set the smoothing parameter to be 0. smoothing method is a moving average. When smoothing the quarterly indexes, a 4-quarter moving average is used, whereas a 6-month moving average is used when smoothing the monthly indexes. We also consider the Hodrick-Prescott (HP) filter, where the naïve choice of = 14400
is used for our monthly indexes and = 1600 is used with quarterly indexes. All the smoothing methods are implemented in real time using an expanding window with an initial size of 12 months, where applicable. 20 While we consider several methods, we do not intend to reach a specific conclusion as to which method is "correct" or "best". Rather, we recognize that the choice of a smoothing method is an empirical one and the best choice may well be time-varying. Our objective is to demonstrate the usefulness of the index itself and to show examples of the tradeoffs between the smoothness and the lag length.
Signal extraction
Consider a forecasting exercise where the target variable is the date of the turning point of a recession, as defined by the NBER. A forecaster collects data in real time and produces/revises a set of forecasts of this target variable on the last Friday of each month when the data set is updated.
Given the smoothed values of the diffusion index, it is then necessary to determine when this index produces a signal indicating the onset of a recession. We consider two approaches to signal extraction. As discussed below, the first is a rule-of-thumb-type approach derived from the 20 Several additional smoothing methods were examined and evaluated, including additional polynomial smoothing methods, alternative exponential smoothing methods and filters, such as the asymmetric band pass filter of Christiano and Fitzgerald (2003) . The results are either similar to or worse than those obtained using the four methods reported here. Therefore, we omit these additional results but they are available upon request.
literature. The second is a regression-based approach. Both approaches can be used in identifying recession months/quarters and predicting business cycle turning points.
Simple decision rules
The first approach, based on simple decision rules, is easy to implement in real time and has been popular in the literature. A signal is identified whenever the index is below some predetermined threshold. In practice, the threshold can be set to any value depending upon the desired tradeoff between the rate of successfully predicting a turning point (i.e., the hit rate) and the rate of predicting a turning point when none occurred (i.e., the false alarm rate). The optimum threshold should also depend on the chosen smoothing method.
Since the indexes are constructed as balance statistics, the theoretical neutral point is 100, where the percentage of increasing indicators equals that of decreasing indicators. If one used this threshold, the turn would only be identified after it occurred because, by definition, a recession would have already started once the index falls below 100. Therefore, in practice, the threshold that will be used will deviate from this theoretical value. An increase (decrease) in the threshold in order to increase (decrease) the lead time in the forecasts will induce a higher (lower) false alarm rate. We illustrate this issue in the next section by considering three thresholds: 100, 110, and 120.
In addition to these "below a threshold"-type rules, there are the ad hoc rules for identifying turning points that were discussed above. Specifically, we consider the decision rule suggested by Vaccara and Zarnowitz (1977) . In this case, a signal of a peak is identified whenever the index shows three consecutive declines. 
Probit models
Alternatively, using the index in a probit model, probability forecasts are generated. Using the same notation as in the previous section, the model can be written as
where is the binary indicator of month being a recession month and Φ(⋅) is the standard normal cumulative distribution function. Two specifications are considered here. In the first specification, we regress the binary indicator of recession on the smoothed index, and = 0. The right-hand-side variable is lagged by ℎ periods, where ℎ is the forecast horizon, starting from ℎ = 0 in the case of nowcasts. The second specification is otherwise identical to the first, except that we add two additional lags of the index to the right-hand-side, so that = 2. The estimated models are then used to generate probability forecasts, which can be evaluated using metrics such as the Brier's (1950) quadratic probability score (QPS) 21 . Once the probability forecasts are available, it is easy to obtain binary signals using thresholds that provide the tradeoff between the hit rate and the false alarm rate. Since the optimum tradeoff obviously depends on specific applications, we do not attempt to suggest any specific threshold here. Instead, we plot the forecasts and report the area under the ROC curve 22 , which is commonly referred to as the AUC statistic. 21 The QPS is the probability forecast analogue of the well-known mean squared error (MSE).
22 See Hanley and McNeil (1982) for a discussion of the ROC curve and the use of the AUC statistic.
Limitations
There is a practical limitation to the analysis of the probit forecasts due to the relatively short time series at our disposal. 
Evaluation of the Monthly Diffusion Index 24
This section evaluates the performance of the forecasts obtained from the monthly diffusion indexes in two stages. We first examine the forecasts from the pseudo-real-time index based on the 2014 vintage data. This is the procedure that an individual who only had that data would use in determining whether, with hindsight, this diffusion index generated accurate forecasts of 23 It is worth noting that this empirical strategy puts a more stringent test on our indexes compared to a setup where a series of one-step-ahead out-of-sample forecasts are used. Because in our exercises, forecasts are based on a much smaller information set -one that only extends to 2004. 24 We only present the results for the monthly index because the results for the quarterly index are virtually identical with the exception that the quarterly index is much smoother. These data may be obtained from the authors.
cyclical peaks. However, we also have real-time data beginning in 2005 that enable us to evaluate the index's performance in predicting the beginning of the Great Recession and assess how well it worked in practice.
In each stage we first discuss the techniques that were used to smooth the data and then discuss the performance of the smoothed indexes in discriminating between recessionary and nonrecessionary months and in forecasting turning points. Stekler and Ye (2016) emphasize that there is a difference between (1) classifying a month as recession/non-recession and (2) predicting the onset of a recession. Our evaluation considers both of them. For the purpose of classification, we resort to the standard statistics -the QPS and the area under the ROC curve (AUC). For the purpose of predicting the onset of a recession, we directly report the number of correct predictions and false positives and also present graphical diagnostics. Figure 1 shows the indexes before smoothing (dots) and presents the results of alternative smoothing methods (solid lines). We observe that all four smoothing methods introduce a similar amount of lag. The HP filter produces indexes with the highest level of smoothness and may seem to be the most effective method. On the other hand, as discussed below, classification accuracy depends heavily on the signal extraction method as well. So smoothing procedures should not be evaluated in isolation. Rather, one should judge the forecasting procedure as a whole.
Pseudo-real-time-index
Comparison of smoothing procedures
Classification accuracy
One of the criteria for judging the performance of our diffusion index is how well it discriminates between recessionary and non-recessionary months. The results for the entire period, Table 1 25 . The first finding is that the Brier Scores (QPS) are a function of the smoothing method that was employed. As expected they are very dependent upon the magnitude of the threshold. The "100-threshold" clearly is the best in distinguishing between these two categories. When an equal number of series are expanding and contracting it is likely that the economy is approaching a cyclical turn. This was the reasoning that motivated Alexander (1958) to propose this method as a technique for forecasting turning points.
Our empirics indicate that this approach is still valid in a nowcasting environment. The second point to note is that with one exception, the "100-threshold" rule has a lower QPS than the "three month consecutive decline" rule.
Although the probit models are estimated using data up to 2004, their forecasting performance is based on pseudo-real-time data only from 2006-2014. The results obtained from the probits that were derived from pseudo-real-time data are presented in Table 2 . The findings indicate that the QPS and AUC statistics again depend upon the method of smoothing that is employed. In this case, the ability to classify the months into the two categories declines with the length of the forecasting lead. The errors are relatively low and the AUC is high even at the longer horizons. As a benchmark, a naïve constant forecast of 0.15, which corresponds to the proportion of recession periods in the data, has a QPS of 0.13. The forecasts up to 3-month perform better than the naïve benchmark. These forecasts also have much higher AUC values than 0.5 (the AUC 25 As mentioned before, data transformation and the HP filter together each uses 12 months of data. Our data set starts from 1982, but our evaluation sample starts from 1984. This is also the reason that real time forecast evaluation is conducted starting March 2006 , rather than March 2005 value associated with no-skill forecasts). These results are further evidence that the diffusion index is able to classify the months into the two categories.
Forecast accuracy: cyclical turns
Using alternative signal extraction rules, we next ask whether the diffusion index predicts all three recessions without generating an excessive number of false signals. Figure 2 compares the results obtained from the alternative signal extraction methods. In each plot, from top to bottom, we show the predictions made using the "below a threshold" rule with thresholds of 100, 110, and 120, and the "three consecutive declines" rule. A signal is shown as a bar with dark shade. The actual recession months are lightly shaded. Table 3 does not account for the "length"
or "strength" of the signals. For example, a false signal that lasts 12 months is much stronger than one that lasts only one month. To address this issue, we report the average length of false signals in the last row of the table. As expected, when using the "below a threshold"-type decision rule, there is a tradeoff between the size of the forecasting lead and the number of false positives. Again the results depend on the smoothing formula that is utilized, but the rules predict all three recessions with differing lags and numbers of false signals. As expected, a higher threshold provides a longer forecast lead but creates more and stronger false signals.
In this time period, the "110 threshold" rule gives the best results. The signals arrive with an average of 6 to 10 months lead, and there are only 3 or 4 false signals. 27 We should, however, note that the threshold rules continue to predict a recessionary period for many months after the recession ended, but the three months consecutive declines" rule does not yield this specific result.
As for the probits, the first graph in Figure 3 shows that the probability that a recession would occur in 2007-2008 was extremely low even as the US had already entered the Great Recession.
The probability of a recession did not exceed 50% until the recession was well underway. These results indicate that despite being able to classify the months, the probits did not yield good forecasts.
Real-time index
We now seek to determine whether the diffusion index would have yielded the same results in a real-time environment as were obtained from the use of the pseudo-real-time numbers. In this analysis we use only the real-time data that were available between 2006 and 2014.
Smoothing the index
We apply the same smoothing formulas to the real-time index that were used in conjunction with the pseudo-real-time data. Figure 1 again shows that the HP filter yields the smoothest series, at the cost of a somewhat longer lag. 27 We should note that even if a signal arrives with a small lag that would be useful information in identifying a recession because the NBER does not indicate that a recession has begun for many months after the event.
Classification accuracy
When we use real-time data, we obtain results that are similar to those that were generated by the pseudo-real-time numbers. The results still depend on the smoothing method that is used;
the QPS increases when the threshold is increased; the below "100 threshold" has a smaller QPS than the "three consecutive months" rule.
The main difference in the results is that the QPS of the real-time data is less than that of the pseudo-real-time figures for the entire period. However, the relevant question is how the real-time and pseudo-real-time results compare for the same time period, 2005-2014. As Table 1 shows, the QPS of the pseudo-real-time data is generally lower, especially when the below "100 threshold"
or the "three consecutive months" rule is used. This is expected, since data revisions should improve data accuracy and therefore classification accuracy. However, small revisions are unlikely to reverse the change of an indicator from its previous month's value. Since most revisions are small, as we increase the threshold, the effect of data revisions diminishes. When the below "110 threshold" rule is used, there is little difference between the QPS of real-time data and pseudoreal-time data. When the "120 threshold" rule is used, the QPS of pseudo-real-time data is generally larger. The results for the probit regression are clear: the real-time data do not classify the months as well. The QPS is larger and the AUC is smaller for every smoothing procedure even though it is still superior to the no-skill naïve model. (Table 2) .
Forecast accuracy: 2007-2009 recession
Using either the HP filter or a moving average formula and different thresholds, the diffusion index would have provided useful information because it either forecast the Great Recession or identified its existence within two or three months of its occurrence. This is a 20 significant result because the NBER only established the date of the peak more than two years after it occurred. Moreover, Lundquist and Stekler (2012) and Stekler and Talwar (2013) showed that economists did not predict the recession in advance and experienced a considerable lag in even identifying it.
However, Figure 2 and Table 3 indicates that the use of real-time data in making binary predictions has somewhat degraded the performance of the diffusion index relative to the record obtained from the revised figures in the 2014 vintage data. Either the forecasting lead has decreased or the number of false positives has increased. Similar results can be observed in the probability forecasts. (Figure 3 ).
Concluding Remarks
In this paper, we consider whether it is possible to predict (or at least identify without long lags) U.S. recessions using real-time diffusion indexes based on a large data set. We construct the diffusion indexes, compare alternative smoothing and signal extraction methods, and evaluate nowcasts and forecasts made using the indexes. Our results show that the diffusion indexes, albeit their simple construction, remain effective tools for predicting business cycle peaks. More importantly, we find that the diffusion indexes would have performed well in forecasting the 2008 recession in real time. Our results also suggest that the most effective way of using the indexes is in conjunction with simple decision rules such as "below a certain threshold" and "three consecutive declines". Alexander ( This figure shows probability forecasts made using probit models with three lags of the smoothed index (moving average smoothing) on the right-hand-side.
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