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ABSTRACT 
The purpose o| this article is to demonstrate a result regarding a Hill's matrix. 
Suppose the matrix L has period np and fltrthermore, the spectrum is such that the 
only instability intervals that can fail to vanish have index kn. In that case, the period 
of L is, in fact, p. It is also shown that this condition is necessary. 
INTRODUCTION 
The purpose of this note is to establish a result for a Hill's matrix which is 
the analogue of a theorem which deals with a Hill's equation. Recently it was 
shown [5] that ff the only instability intervals of a Hill's equation that can fail 
to vanish are of index kn (k = 1,2 . . . .  ), then the potential in the equation has 
in fact period I r /n rather than period ,r. 
We consider the Hill's matrix 
• " "  0 
L . . . .  0 
0 b 1 a 1 b 2 0 0 
0 0 b 2 a 2 b a 0 
0 0 0 b 3 a 3 b, 
and we assume that L has period n, i.e. 
a k = ak, , bk = b k, 
and that for all k, b k > 0. 
ff k=-k 'modn,  
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For the general theory of Hill's matrices we shall refer to [6]. With (1) one 
can associate a polynomial A(X) of degree n called the discriminant of L. The 
zeros of A2()~)-4 can be arranged as follows: 
~0>~1~k2>~3~4 >' ' "  >~2n 1" (3) 
The intervals (X2k+l, X2k) are known as stability intervals, and the 
(h2k+2, h2k+l ) are the instability intervals. In the former ]A I < 2, and the 
latter IA1 > 2. Suppose for a given X, p is a solution of 
p 2 -  A(h)p + 1 = 0. (4) 
Then the equation (M - L) X = 0 has a solution for which xk+ n = px k. For h 
in a stability interval, 1O[ = 1 and the components of X are uniformly bounded. 
For ~ in an instability interval, for one solution of (4) we have [O[> 1 and 
[Xk l -~.  In the instability intervals (~4k+2,~k4k+l), A<--2, and in 
(~4k' ~k4k- 1)' m > 2. The interval (~2k, ~Zk- l) is known as the kth instability 
interval. The sign of A(~) in an instability interval depends on the parity of k. 
As indicated by the inequalities in (3), it may happen that an instability 
interval will vanish. 
We shall establish the following theorem. 
THEOREM 1. Suppose the period of L is np. The only instability intervals 
of L that can fail to vanish have index kn if and only i f  the period of L is in 
fact p. 
We note the following corollaries, which were established previously in 
[2], [6]. 
COROLLARY 1. All instability intervals of L vanish if  and only ira k = a, 
b k = b for all k. 
COBOLLAJaY 2. Suppose L has periodicity 2p. All odd intervals of L 
vanish if  and only i f  L has period p. 
For n = 2 the theorem yields Corollary 2, and for p=l  it yields 
Corollary 1. 
INVERSE SPECTRAL THEOREM 
PRELIMINARIES 
23 
We shall denote by the symbol Ix, t the Jacobi matrix 
k , l  ~--- 
' a  k b k 0 0 • • • 0 
bk ak+l  bk+x 0 . . .  0 
0 
0 
0 . . .  0 b t a t_  1 bt+ 1 
0 • • • 0 0 bl+ 1 a t 
(5) 
With ]1, l we can associate a sequence of polynomials (Pk(X)} by means of the 
recurrence formulas 
5+,(X)  = (X -  ak+l)Pk(X ) -  2 bkS-l(X) (6) 
with initial conditions 
P0(h) = 1, PI(X) = X-  al,  (7) 
and a second sequence (Qk(X)} which also satisfies (6) with the initial 
conditions 
It is easy to see that 
Qo(X) = o, Ql(X) = 1. (8) 
Ix - J l .nl-- en(x) ,  
[X- J2, n_~[=Qn_x(X), 
(9) 
(lo) 
so that the zeros of Pn(X) represent the eigenvalues of ]l,n' and the vectors 
_l(/~i)/Vll bi), where Pn(tXi)=O, the  (1, P l ( lZ i ) /b l ,  Pz (# i ) /b lbz  . . . . .  Pn , , -  1 
corresponding eigenvector. The following formulas [1] are well known and 
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easy to prove: 
k 
1 
(11) 
2 
' 5-,(x)e;(x)- 5(x)e;_,(7,) 
E = k 1 (12) 
One can show [6] that by use of the above polynomials the discriminant of 
L can be expressed as follows: 
b.Q._,(x) ~(x) = e.(Xl-  
n 
1-Ib~ 
1 
(13) 
LEMMA 1. Each o f  the n - 1 instability intervals o f  L contains precisely 
one o f  the n - 1 eigenvalues o f  J1,. 1. 
Proof. Suppose the sequence of eigenvalues of J1, ,, i is denoted by {/~, } 
such that 
/ t l> / t2>' ' '  > /x  n p (14) 
Then from I)~ - J1. ,, 11 = P. a(3.) we see that 
sgnP" , (g .k )=( -1 )  k I (15) 
Using k = n in (12) and using the positivity of the left side, it follows that 
sgn  P~(~k)  = ( - 1)  k (16) 
Now from (11) and (13) with k =/ t  k we have 
n 
lib, 
n 
Hb, P"("k) 
1 
(17) 
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so that 
A(/~k) ~<--2, kodd, (18) 
A (~k)~2,  keven. (19) 
From (18) and (19) we concluded that each izk lies in an instability interval, 
but no two successive/~k can belong to the same interval. It follows that ~t k 
must belong to the kth instability interval. • 
THEOREM 2. Suppose we are given the n - 1 eigenvalues {I~k ) of]l,  n - l; 
n -- 1 multipliers { Pk } [i.e. a set o f  solutions of(4) so that A(l~k) = Pk + 1/Pk]; 
the largest ~, say ~o, for which A(A0)= 2; and the product 1-l~b i. Then a 
unique Hi l l 's  matrix L can be constructed. 
N.B. The 2n given data lead to a unique determination of the 2n 
parameters a l, a 2 ... . .  a , ,  bl, b2... b n defining L. 
REMABK. We require, of course, that ~0 >/zl >/~2 >' ' "  >/x , -1 ,  l-[~bi 
> 0, and sgn Pk = ( - 1) k. 
Proof. A(A) is a polynomial of degree n. It is prescribed at n points 
/~l,/z2 .... /~,-1, Ao; and the coefficient of A n, namely 1/1-I';bi, is.known, so 
that all coefficients can be determined. 
Next we construct the infinite vector X k for which 
~L k - -  a 1 
X 0 = 1 ,  X 1 b l  , 
and generally 
x i n 
lib, 
1 
0 j .< n, (9.0) 
and for other values of j 
x i= 
ej( k) 
n 
lib, 
1 
xt (Zl) 
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if j -= l mod n,  0 ~< l < n. Ev ident ly  x.  __ l = 0 and 
i l  ° 
~Xn-2 
=0, (22) 
and finally, by  a direct calculation, 
(#k I  - L )X  k = O. (23) 
F rom (21) we see that x i+ . = [P.(gk)/I-l '~b~]xj, so that necessarily the 
appropr iate mult ipl ier is Ok = Pn(l~k)/1-l'~bi, and 
I ~(u~)=a+-- ,  (24) 
#k 
By use of (11) we have 
r t - -1  
P,,(t%)Q. - l (#k)  = - I-I b~, 
1 
SO that 
n 
I I b i  
p._ , (~k)  = 1 k=1,2  ..... . -x .  (9,5) 
Pkb2 ' 
Here Q.  _ 1(2t) is a monie polynomial  of degree n - 2. To determine it we use 
the above n -1  condit ions. Let 
n - -  2 
O..~(x)= E .,xJ, ~n_~--1, (e6) 
1=0 
so that we have to solve the system 
t l  
E ,~, i  + ~ --- -~-~ (27) 
j = o P, b~ z 
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for the n - 1 unknowns a0, a I .... a .  _ 3, b~. The determinant of the system is 
given by 
l /p1 1 IX1 IX~ . . .  IX~- 3 I 
I " 1 /p  z 1 IX2 IX~ . . .  IX~- 3 I-i11 bi 2 n -3  1/p , , _ l  1 IX.-1 IX.-1 "'" Ix ._x (28) 
and expansion with respect o the first column leads to 
f in -1  1) k+ E 1(_  lvk(ixl,ix  . . . . .  
1 j~oPk 
(29) 
In the above V k (gx, g2 ..... g . - l )  is the (n -2 )×(n-2)  Vandermonde 
determinant with Ixk deleted. By the ordering (14) of the Ixk each V k is positive 
and the Pk alternate in sign, so that the determinant (28) is negative. Thus 
Q._ 1(~) and b. 2 can be uniquely determined. 
The zeros of Q._ l(h) represent the eigenvalues of I~,._ 1. A knowledge of 
the spectra of ]1,. - 1 and ]2,. - 1 leads to a full determination f 11,. - a by [3], 
[4]. Thus al ,  a 2 . . . .  a . _ l ,  bi ,  b 2 . . . . .  b . _  2 are determined, as well as b.. Since 
l-I~b i is known, b._ 1 can be determined. Finally we still need to determine 
a. .  But 
A(X)  = e . (x ) -  b~p.. _ 1(X) 
I-I b, 
1 
is known, and accordingly so is P.(X). On the other hand, 
v.(x) = - Ea,X "-1 + - - . ,  
1 
and knowing Y'.'~a i, one can determine a. .  
It follows that a unique Hill's matrix L has been constructed, 
THE DIRECT PART OF THEOREM 1 
We shall now show that if L has period p, but we view L as a Hill's matrix 
of period np, then only those instability intervals of L can fail to vanish whose 
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index is a multiple of n. Let 6(X) denote the discriminant of L with period p, 
and A(X) the discriminant of L viewed as having period np. Then 
bpQp 1(~) 
~(~,) = , (30)  
Mb,  
1 
If 2t is such that 
p. , (~)_  2 b.pQnp 1( ~ ) 
A(X) = np (31) 
Mb~ 
1 
~(X) = 2cos - -  
then the solutions of (4) are 
P l  ~ e ik~/n ,  
so that 
P2 =e 
k~ 
, (32)  
n 
(x i  - L)X  = o 
ikcr/n 
has two independent solutions X °) and X (2) for which 
x(i) = p x(,~, i=1 ,2 ,  l+p i l 
and in either case 
(33) 
x(i) = + x~ i), i=1 ,2 .  (34) l+np - -  
In other words X must be a double zero of A2(X)-4 if k ~ 0 so that the 
corresponding instability interval vanishes. It follows easily that 
k=l  
If X is a simple zero of 82(X)-4, it will also be a simple zero of A2(?~ )--4. 
Now both sides of (35) are polynomials of degree 2np, and they have the 
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same zeros. The coefficient of X 2"p on both sides is given by 
and thus (35) is established. 
From (135) and (32) we conclude that every root of (32) (k 4: 0) represents 
a vanishing instability of L when viewed as a Hill's matrix of period np. The 
conclusion is that all instability intervals must vanish except possibly those 
whose index is a multiple by n. 
THE CONVERSE PART OF THEOREM 1 
We now suppose that L is a Hill's matrix of period np, such that all 
instability intervals, except possibly those whose index is a multiple of n, must 
vanish. Let A(X) be its discriminant; we use (35) to define a function 8(X). 
Equation (35) can be interpreted as a trigonometric identity. If we let 
A(X) = 2cos nO and 8(X) = 2cos O, then (35) becomes 
4 sinZnO = 4 sin2O FIl ( 2 cos O - 2 cos k---~ ) 2. 
k=l  /1 
(36) 
Accordingly ff we select 8(h) so that for large ~ its leading term is 
hP/[lq'~Vb~] x/", we obtain an analytic function. At any point where the right 
side of (35) has a vanishing derivative, we can select the appropriate branch 
by use of the trigonometric forms of A(~,) and $(),). Then $($) is entire with 
polynomial behavior at infinity, and it must therefore be a polynomial. 
We now denote by/~,, g2 . . . . . .  g(p - 1), those eigenvalues of I L np - X which 
belong to the p - 1 instability intervals of L and whose index is a multiple of 
n. Then h o is the largest value of X for which A(ho)= 2, and 8(ho) = 2 also. 
Let p,, p2,... ,p(p_ 1), be the multipliers associated with those eigenvalues. We 
see that 
from which it follows that 
1 
a(g~n)=Pk .+- - ,  (37) 
Pkn 
1 
I ' kn  ~ l /n  " 
I ' kn  
We now use the 2p data gn, /~2.../z(p-1)., )to, _l/. _{/. • Pn , ' " ,P (p -  1)n, 
[Vl~Vbi] 1/" and Theorem 2 to construct a Hill's matrix of period p, which we 
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denote by/~. Let ~(~) denote its discriminant. When L is viewed as a Hill's 
matrix of period np, its discriminant will be given by A(~), where 
/~2(~)_4= [~2(h)_4] ' h  l (,~()~)-2cos k~rt2 
k = 1 n ,! " 
(39) 
One can now show that ~(~) and ~(h) are identical. Both are polynomials of 
degree p with the same lead coefficient. At the p -  1 values of { #kn } both 
satisfy (38) and they agree at 2t o. Then 8(~)= ~(h), and by (35) and (39) we 
see that A(~) =/~(2t). 
We shall now conclude the proof of Theorem 1 by demonstrating that 
L = L. The eigenvalues of J1, np 1 consist of the previously enumerated p - 1 
values { ttk, } plus the (n -1 )p  double roots of 4 -  A2(2t). In fact it is easy to 
show that 
4 np 
= I - Ib i eo,_ , (X)  ep ,(h) ~2(X) -4  1 (40) 
Evidently the eigenvalues of J1, ,p 1 and ]l,,p 1 coincide. The multipliers 
associated with (~kn) agree by construction. The multipliers at the remaining 
(/x k } must be + 1, since these belong to the vanishing instability intervals and 
the signs depend only on the parity of the interval. Furthermore A(~0) = A(2t0 )
and the lead coefficients of A(~) and A(k) agree. By Theorem 2 the same 
data that specify a unique Hill's matrix apply to both L and L; hence L = L, 
and since L has period p, so does L. 
REFERENCES 
1 N. I. Akhiezer, The Classical Moment Problem, Oliver & Boyd, Edinburgh, 
London, 1965. 
2 S. H. Cheung and H. Hochstadt, An inverse spectral problem, Linear Algebra 
Appl. 12:215-222 (1975). 
3 O. Hald, Inverse eigenvalue problems for Jacobi matrices, Linear Algebra Appl. 
14:63-85 (1976). 
4 H. Hochstadt, On the construction of a Jacobi matrix from spectral data, Linear 
Algebra Appl. 8:435-446 (1974). 
5 H. Hochstadt, A generalization of Borg's inverse theorem for Hill's equations, to 
appear. 
6 H. Hochstadt, On the theory of Hill's matrices and related inverse spectral 
problems, Linear Algebra Appl. 11:41-52 (1975). 
Received 28 February 1983; revised 7April 1983 
