The dynamic behaviour of macroeconomic stability indicators particularly their; evolution, interaction and interdependence, obviously cause shocks among themselves. This study is a multivariate time-series modelling and investigation of the interaction and pattern of causality among exchange rates, inflation rate, interest rates, and implicit price deflator in Nigeria using unrestricted Variance Autoregression (VAR). Quarterly data on the variables spanning the period from 1981 to 2016 were sourced from CBN Statistical bulletin and used for the study. The study used both descriptive and analytical design. The result of the inverse root of AR characteristic polynomial indicated that the VAR model was stable. The Trace Statistics and Max Eigen result showed no co-integrating relationship. The Schwarz Information Criterion showed a lag length of 2. The VAR estimates indicated that the exchange rate was significantly affected by its first lag and second lag, while inflation rates was significantly affected by its first lag. The Wald statistics showed that both lags of each variable were jointly significant in affecting itself. The impulse response showed that all variables were instantaneously affected by own shocks, however, it ruled out the
INTRODUCTION
Economic stability is a major macroeconomic goal for nations all over the world, irrespective of their history, geographical location or political status, be it underdeveloped, developing or developed. This informs the desire by macroeconomic managers and investors alike for stable macroeconomic conditions. However, the dynamic behaviour of macroeconomic stability indicators particularly their; evolution, interaction and interdependence, obviously cause shocks among themselves. Nigeria like other developing countries traditionally experienced macroeconomic instability resulting from shocks on other macroeconomic indicators.
Conceptually, macroeconomic instability refers to a volatile macroeconomic condition. It is a phenomenon that makes the domestic macroeconomic environment less predictable. This is of concern because unpredictability hampers resource allocation decisions, investment, and growth.
Economic stability refers to absence of excessive fluctuation in key macroeconomic variables. An economy is stable if it shows a fairly constant growth rate, low and fairly stable inflation, low and fairly stable interest rate, adequate and stable exchange rate. The World Bank describes a macroeconomic framework as stable "when the inflation rate is low and predictable, real interest rates are appropriate, the real exchange rate is competitive and predictable and the balance of payments situation is perceived as viable" [1] . This study identified exchange rates, inflation rate, interest rates, and implicit price deflator as the macroeconomic stability indicator.
Economists rely on multiple measures to achieve or guide stability, however, an inherent interaction among the macroeconomic stability indicators can cause distortion in the system. This is undesirable particularly for investors who rely so much on forecast. Unstable macroeconomic indicators is a common phenomenon in Nigeria and some other developing countries, this paper consequently analyses the maintenance or distortion in macroeconomic stability arising from the interaction among the identified stability variables using VAR approach.
LITERATURE REVIEW
The relationships between macroeconomic indicators have been widely researched. The fact that relationship exists among them is generally accepted and in line with economic and financial theory. The issue however bothers on the extent and direction of the relationship.
Several authors [2, 3, 4] like other proponents of VAR suggest that in the forecasts of economic indicators, VAR models should be used as all variables in the models are endogenous, therefore, not a single variable may be removed when explanations for the behaviour of other variables are offered. Domac [5] used VAR to study the relationship between the exchange rate, inflation, inflation expectations and money supply growth in 53 developing countries using annual data for the period from 1964-1998 to test the causal relationship between the aforementioned economic variables. The results from his work showed that 67% of the variances in the rate of inflation in both long run and short run was explained by exchange rate depreciation and expected inflation explained about 10-20% of movements in the rate of current inflation both in the short run and long run.
Garba et al. [6] used VAR to model the structural relationships of exchange rates, of Naira to foreign currencies and concluded that Granger causality have been found useful in determining if one time-series can be used in forecasting another, because it goes beyond correlation.
Apere [7] adopted the Vector autoregressive model to investigate the relationship between inflation and oil price fluctuations in Nigeria with quarterly data within the period 1980:1 to 2015:4 the result showed that the response of inflation to oil price fluctuation was positive.
Obioma [8] adopted a Vector Autoregressive (VAR) Approach using monthly data (January, 2007 -February, 2015 to carried out an Empirical Analysis of Crude Oil Price, Consumer Price Level and Exchange Rate Interaction in Nigeria:
The result showed that all the variables were integrated of order one I (1) and no long-run relationship existed among them. The work also revealed that a shock on crude oil price had a negative impact on exchange rate. More so, variation in exchange rate was substantially caused by crude oil price and a shock on exchange rate had a negative effect on consumer price level.
Mohsen [9] used the cointegration method and vector autoregressive method (VAR) to analysed the effects of change in exchange rates on the export, import, product prices and others macroeconomic variables in Iran during the period of 1960 to 2012. In the study long-term and short-term relationships between variables were determined according to Impulse response functions. The result revealed that there were no effects from exchange rate on macro-economic variables.
Odili [10] analyzed the impact of real exchange rate volatility and economic growth on export and import in Nigeria using a vector error correction model with time series data from 1971 to 2012. He found that in both the short and long run, there was significant effects of exchange rate volatility and economic growth on international trade in Nigeria.
METHODOLOGY

Vector Autoregression (VAR)
Vector autoregression (VAR) is a technique used by macroeconomists to illustrate the joint dynamic behaviour of a collection of variables without requiring strong restrictions as required in the identification of fundamental structural parameters. VAR is an established method of time-series modelling; it has gained so much popularity since its introduction by Sims [11] .
VAR is a natural extension of the univariate autoregressive model; it depicts the dynamic behaviours of multivariate time series. The VAR model has proven to be very useful for financial time series, forecasting and describing the dynamic behaviour of economic time series. It often provides superior forecasts to models from univariate time series [6] . Forecasts from VAR models are quite flexible because they can be made conditional on the potential future paths of specified variables in the model.
Although some useful applications of the estimates such as impulse-response functions (IRFs) or variance decompositions do require identifying restrictions, estimating the equations of a VAR does not require strong identification assumptions. Restrictions take the form of an assumption about the dynamic relationship between a pair of variables, for example, that exchange rate affect inflation rate only with a lag, or that exchange rate does not affect inflation rate in the long run.
A VAR system contains a set of m variables, each of which is expressed as a linear function of p lags of itself and of all of the other m -1 variables, including an error term.
VAR is a multivariate autoregressive linear time series model of the form 
Test for Stationarity
Where: Δ is the difference operator U t = random terms, t = time, k = number of lagged differences.
ρ i = coefficient of the preceding observation, ( t-1 ) is the immediate prior observation, k is the number of lags, while τ 11 -τ 42 are the parameters to be determined.
EXR t = Exchange Rate at time T IFR t = Inflation Rate at time T ITR t = Interest Rate at time T IPD t = Implicit Price Deflator at time T
The null hypothesis is that the series has a unit root 1(0), if ' ' is found to be more negative and statistically significant. We compare the t-statistic value of the parameter, with the critical value tabulated in (MacKinnon, 1991), We reject the null and conclude that the series do not have a unit root at levels
Co-integration Test
After examining the unit root of the study variables, and the order of integration of the series known, it is necessary to determine if there is a long run cointegrating relationship, since only variables that are of the same order of integration may constitute a potential cointegrating relationship.
Regression of one variable time series on one or more variables time series often can give spurious results; to guard against this is to find out if the series are cointegrated. Cointegration means despite being individually non-stationary, a linear combination of two or more time series can be stationary. This means subjecting these time series individually to unit root analysis and finding out if both are I (1) -non-stationary. Cointegration suggests that there is long-run or equilibrium relationship between them. To test whether the linear combination of the series that are non-stationary in levels are cointegrated (i.e. possesses a long-run equilibrium relationship). We employ the Johansen (1991), procedure of testing for a cointegrating relationship in a system of equations. The number of significant cointegrating vectors in nonstationary time series are tested by using the maximum likelihood based λtrace and λmax statistics introduced by Johansen and Juselius (1990). The stationary linear combination is called the cointegrating equation and interpreted as a long run relationship among the variables.
Models Specification
Adapting equation (1) in the following VAR model form:
With the lagged values of the endogenous variables and a constant being the exogenous variables, the VAR, may be written as:
One key feature of the equation is that no current time variables appear on the right-hand side of any of the equations. This makes it plausible, though not always certain, that the repressors are weakly exogenous.
However, equations (9) -(12) will be estimated if the variables are stationary at levels, in which case any shock to the stationary variables will be temporary. If the variables are nonstationary and not cointegrated, then they have to be transformed into stationary variables by differencing, if the variables are stationary after first difference and co-integrated then VAR can be transformed to vector error correction model (VECM).
VAR Lag Length Selection Criteria
The VAR lag length is selected using some model selection criteria. The general approach is to fit VAR models with orders p = 0, 1, 2,.... ,Pmax and choose the value of p which minimizes the model selection criteria (Lutkepohl, 2005) . Understanding that choosing too few lags could lead to systematic variation in the residuals whereas, too many lags come with the penalty of fewer degrees of freedom. The optimum or appropriate lag length for the VAR model was concluded based on the VAR lag order selection results in Table 1 , the researcher consequently concluded that the fit is good at lag 2 according to the Schwarz Information Criteria. The lag length selection criteria indicated two lags, hence the model above is written as
The researcher used Eviews 8 in the statistical data analysis which requires a different model specification, for the purpose of analysis in the Eviews, the model is specified as: 
The system of equation above can also be presented in Eviews for ease of analysis, explanation and understanding as: 
Time Plots
The time plots shown in Fig. 1 to Fig. 4 are indications that all variables showed fluctuations within the period of the study, no variable followed a steady trend.
Diagnostic Test Results
Unit root test result
Since the study variables involved time series data, the Johansen technique cannot be applied unless it is established that the variables concerned are stationary. Data on ea ch ser i e s w e r e tested for stationarity so as to avoid the problem of spurious regression [13] . For this study, the Augmented DickeyFuller (ADF) test was used to test the null hypothesis of a unit root. T he null hypothesis of a unit root is rejected in favour of the stationary alternative in each case if the test statistic is more negative than the critical value. A rejection of the null hypothesis means that the series do not have a unit root. Table 2 presents results of the unit root tests, p-values are in brackets. T h e r esults showed that a t le ve l s, all va r ia b le s h ad un it r oot ( p-val u es > 0. 0 5), h o w ever , all variables do not have unit root a t le vels ( t-valu es mo r e ne ga t ive than the test statistics at 99% confidence, more so p-values are less than 0.05 level of significance at both intercept, and Constant & trend, consequently the null hypothesis of unit roots were rejected. Conclusively, Exchange rate, Inflation Rate, Interest Rate and Implicit price deflator were stationary at order 1(1).
Co-integration test result
The long run combination of stationary processes can be non stationarity. Cointegration exists if two variables have a long run or equilibrium, relationship between them. This study employs the Johansen maximum likelihood approach to test for co-integration. Though trace statistic is said to be more robust to both skewness and excess kurtosis in residuals than the maximumeigen value test, the Johansen maximum likelihood approach i s sa i d t o b e more preferable to the other methods due to its properties (Wassell and Saunders, 2000) the researcher consequently used both maximumeigen test and the trace statistics . Table 3 showed the result of the λ trace and λ max statistics respectively. Max-eigenvalue test and Trace test indicates no co-integration at the 0.05 level. 
VAR Analysis Result of the Contemporaneous Coefficients
EXR t = . EXR t-1 -. EXR t-2 + . IFR t-1 − . IFR t-2 -. ITR t-1 − . ITR t-2 -. IPD t-1 + . IPD t-2 + . =
Fig. 5. Residual Plots at levels on all variables
The estimated model (substituted coefficients) above is a representation of the detail VAR estimation output. The estimates of the coefficients of multiple determinations (R 2 ) of the models were respectively 0.992, 0.883, 0.808, and 0.979 respectively indicating that the dependent variables were largely explained by the independent variables. The Durbin Watson statistics were 1.82, 2.03, 2.03, and 2.12 respectively, hence there was no reason to suspect serial autocorrelation. The VAR estimates indicate that exchange rate, inflation rates, interest rates, and implicit price deflator were positively and significantly affected by their own first lags. Only exchange rate was significantly affected by its own second lag. The system analysis particularly the Wald statistics showed that both lags of each variable were jointly significant in affecting itself.
The VAR result above satisfy the stability condition as no root lies outside the unit root circle as shown in graph of the inverse roots of a characteristic polynomial in figure 6 below. More so, table 4 showed that the modulus is less than one but greater than zero.
Granger Causality
The granger causality test conducted and the summary result presented in Table 5 showed that only the combine lags (lag 1 and lag 2) of exchange rates granger caused implicit price deflator (PV = 0.022 < 0,05). Inflation rates (lag 1 and lag 2) taken together do not granger cause exchange rates, interest rates and implicit price deflator taken diagonally from top to bottom. Similarly, the lags of interest rates jointly do not granger cause exchange rates, inflation rates and implicit price deflator. The probability values in the last column of Table 3 indicate that the lags of all the independent variables taken together do not granger cause the dependent variables.
Most notably, the combine lags of each variable significantly affected itself. Exchange rates (lag 1 and lag 2) significantly caused current exchange rate (chi-sq = 1755.4, P = 0.000). Inflation rates (lag 1and lag 2) significantly caused current Inflation rates (chi-sq = 862.1, P = 0.000). Interest rates (lag 1and lag 2) significantly caused current Interest rates (chi-sq = 546.3, P = 0.000). Implicit Price Deflator (lag 1 and lag 2) significantly caused current Implicit Price Deflator. (chi-sq = 583.2, P = 0.000).
Impulse Response
The impulse response test illustrates the effects of an exogenous shock on an entire process over time. The idea is to look at the adjustment in the endogenous variables and to detect the dynamic relationships among contemporaneous values of the variables over time, after a hypothetical shock in time t and compared with the actual process, i,e the time series process without a shock. The impulse response sequence plots the difference between these time paths.
The zero values right from the start at lag zero for the immediate or contemporaneous response is to shocks are impose by the Cholesky decomposition by the particular ordering. The first row of Fig. 7 represent response of exchange rates to shocks on all other variables, the second row represent variations in inflation rates to shocks on all other variables, the third row represent changes in interest rates to shocks to all other variables, while the forth row represent response of interest rates to shocks on all other variables. 
Impulse response of exchange rates
The first row of Fig. 7 shows the response of exchange rates to shocks to exchange rates, inflation rates, interest rates and implicit price deflator. The zero values right from the start at lag zero ruled out an immediate effect. Consequently, exchange rate had an immediate and positive response to own shocks, it however did not have an immediate nor positive response to shocks in inflation rates, interest rates and implicit price deflator, the response to interest rates is not immediate nor subsequently.
Impulse response of inflation rates
The second row of Fig. 7 shows the response of inflation rates to shocks to in all studied variables. Inflation rates had an immediate and positive response to own shocks rates, it however did not have an immediate response to shocks in exchange rates, interest rates and implicit price deflator, the response to exchange rates and implicit price deflator were not immediate nor subsequently.
Impulse response of interest rates
Row 3 of Fig. 7 shows the response of interest rates to shocks to all variables of the study. Interest rates had an immediate and positive response to own shocks, it however did not have an immediate response to shocks in exchange rates, inflation rates and implicit price deflator, the response to exchange rates, inflation rates, and implicit price deflator were not immediate nor subsequently.
Impulse response of implicit price deflator
Row 4 of Fig. 7 shows the response of implicit price deflator to shocks on all variables of the study. implicit price deflator had an immediate and positive response to own shocks and exchange rates, it however did not have an immediate response to shocks in exchange rates, inflation rates and interest rate.
Variance Decomposition
Variance decomposition of exchange rates
The first section of table 6 shows that in the short run, the response of exchange rate due to own shock is 98.5%. The table also showed that a shock in inflation rates, interest rate and implicit price deflator can respectively cause 1.3%, 0.06%, and 0.03% fluctuations in exchange rates. In the long run however, the response of exchange rate due to own shock is 88.53%. The fluctuations in exchange rates due to impulse in inflation rates, interest rate and implicit price deflator are 7.82%, 0.06%, and 3.57% respectively. Consequently, exchange rate is strongly endogenous.
Variance decomposition of inflation rates
The responses of inflation rates in the short run due to own shock as indicated in the second section of table 6 shows is 97.25%. The shock in exchange rates, interest rate and implicit price deflator can respectively cause 0.88%, 0.06%, and 0.008% fluctuations in inflation rates. In the long run however, the response of inflation rate due to own shock is 97.15%. The fluctuations in inflation rates due to impulse in exchange rates, interest rate and implicit price deflator are 0.79%, 1.57%, and 0.47% respectively. Therefore, inflation rate exhibits a strong endogeneity and other variables were strongly exogenous.
Variance decomposition of interest rates
The responses of interest rates in the short run due to own shock as indicated in the third section of table 6 shows is 99.03%. The shock in exchange rates, inflation rates and implicit price deflator can respectively cause 2.59%, 0.08%, and 0.06% fluctuations in interest rates. In the long run however, the response of interest rate due to own shock is 95.05%. The fluctuations in interest rates due to impulse in exchange rates, inflation rates, and implicit price deflator are 0.79%, 1.57%, and 0.47% respectively. Therefore, interest rate exhibits a strong endogeneity.
Variance decomposition of implicit price deflator
The fluctuations in implicit price deflator in the short run due to own shock as shown in the third section of table 6 shows is 97.903%. The shocks in exchange rates, inflation rates and interest rates can respectively cause 2.59%, 0.08%, and 0.06% fluctuations in implicit price deflator. However, in the long run, the response of implicit price deflator due to own shock is 82.07%. The fluctuations in implicit price deflator due to impulse in exchange rates, inflation rates, and interest rates are 0.79%, 1.57%, and 0.47% respectively. Hence, implicit price deflator is strongly endogenous. 
CONCLUSION
During the period considered, the combined lags of exchange rates, inflation rates, interest rates, and implicit price significantly caused own shocks, however, fluctuations due to other study variables were minimal as shown by the impulse response and variance decomposition analyses. Worthy of note is that; the study ruled out the response of exchange rate to contemporaneous shocks in inflation rate, interest rate and implicit price deflator, it also rule out the fluctuation of inflation rate to contemporaneous impulse in exchange rate, interest rate and implicit price deflator and finally ruled out the response of interest rate to contemporaneous shocks in inflation rate, exchange rate and implicit price deflator. The test of significance particularly the granger causality test indicated significant influence of a particular variable by its combine lags. More so, the causality between exchange rates and implicit price deflator was significant and uni-direction from exchange rates to implicit price deflator.
Since own shocks have been found to be major and significant determinants of impulse, it is recommended that economic modelling should include lags of the dependent variable as independents, particularly for multivariate models. It is also recommended that government regulates these variables particularly interest rates and exchange rates while implicit price deflator and inflation rate should be stabilised. 
