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Abstract
The purpose of this paper is to obtain coincidence theorems and study the problem of stability of iterations for solving
coincidence equations on a general setting. Several special cases are discussed.
c© 2007 Elsevier Ltd. All rights reserved.
Keywords: Coincidence point; Fixed point; Stable iteration; Jungck contraction; Jungck iterations or J-iterations; b-metric space
1. Introduction
Throughout this paper, let Y be an arbitrary nonempty set and R+ the set of nonnegative real numbers. Let S, T
be maps on Y with values in a space X and T (Y ) ⊆ S(Y ). Equations arising in many physical formulations can be
expressed as a coincidence point equation
Sx = T x . (1.1)
Notice that (1.1) with Y = X reduces to a fixed point equation T x = x when S is the identity map on X . The usual
constructive way to solve the Eq. (1.1) is the following Jungck iterative procedure:
Sxn+1 = T xn, n = 0, 1, 2, . . . . (1.2)
For an initial choice x0 ∈ Y (see, for instance, [1–3]), this iteration procedure with Y = X was essentially
introduced by Jungck [4,5]. As regards the construction of the sequence {Sxn} and {xn} under the iterative procedure
(1.2), we may calculate a1 = T x0 first, and then may proceed to solve Sx1 = a1, where x1 ∈ S−1a1. However, in
actual computations due to discretization or rounding off or other reasons, the choice of x1 is approximative and Sx1
is not exactly equal to a1. Therefore, in general, we get a sequence {Syn} which is approximately equal to {Sxn}. So,
even if {Syn} converges, it need not converge to the desired solution. This is the main problem where the stability
of iterative procedures plays a vital role in actual numerical environment. For details, refer to Singh et al. [2]. We
remark that the stability of the Picard iterative procedure for a fixed point equation was first studied by Ostrowski [6]
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on metric spaces. This subject was formally developed by Harder and Hicks [7,8] and subsequently by Rhoades
[9,10], Rhoades and Saliga [11], Osilike [12,13], Berinde [14] (see also [2,9–11,15–20]). Czerwik et al. [15,16] has
extended Ostrowski’s classical theorem (cf. Corollary 4.2) for the stability of iterative procedures to the setting of b-
metric spaces. In [2], Singh et al. have discussed the stability of Jungck type iterative procedures for the coincidence
equation (1.1). As discussed in these papers, the stability problem is both of theoretical and numerical interest. The
purpose of this paper is to study the problem of stability for coincidence equations of the type (1.1) on b-metric spaces.
Some special cases are discussed.
2. Preliminaries
Definition 2.1 (Czerwik [21]). Let X be a (nonempty) set and s ≥ 1 be a given real number. A function d : X × X →
R+ is a b-metric iff, for all x, y, z ∈ X , the following conditions are satisfied:
(i) d(x, y) = 0 iff x = y,
(ii) d(x, y) = d(y, x),
(iii) d(x, z) ≤ s[d(x, y)+ d(y, z)].
The pair (X, d) is called a b-metric space.
Indeed, the class of b-metric spaces is effectively larger than that of metric spaces, since a b-metric is a metric
when s = 1. The following example shows that a b-metric on X need not be a metric on X (see also [21, p. 264]):
Example 2.1. Let X = {x1, x2, x3, x4} and d(x1, x2) = k ≥ 2, d(x1, x3) = d(x1, x4) = d(x2, x3) = d(x2, x4) =
d(x3, x4) = 1, d(xi , x j ) = d(x j , xi ) for i, j = 1, 2, 3, 4 and d(xi , xi ) = 0, i = 1, 2, 3, 4. Then
d(xi , x j ) ≤ k2 [d(xi , xn)+ d(xn, x j )] for n, i, j = 1, 2, 3, 4,
and if k > 2, the ordinary triangle inequality does not hold.
The following definition of the stability of general iterative procedure (2.1) for the coincidence point equation (1.1)
is due to Singh et al. [2] when X is a metric space:
Definition 2.2. Let (X, d) be a b-metric space and Y ⊆ X . Let S, T : Y → X, T (Y ) ⊆ S(Y ) and z a coincidence
point of T and S, that is, Sz = T z = u (say). For any
x0 ∈ Y , let the sequence {Sxn} generated by the general iterative procedure
Sxn+1 = f (T, xn), n = 1, 2, . . . , (2.1)
converge to an element u ∈ X . Let {Syn} ⊂ X be an arbitrary sequence, and set
εn = d(Syn+1, f (T, yn)), n = 0, 1, 2, 3, . . . .
Then the iterative procedure f (T, xn) is (S, T )-stable or stable with respect to (S, T ) (or simply stable if there is no
ambiguity) if and only if limn→∞ εn = 0 implies that limn→∞ Syn = u.
We remark that the iterative procedure (2.1) reduces to
xn+1 = f (T, xn), n = 1, 2, . . . ,
when Y = X and S is the identity map on X . So, the general definition of the stability of iterative procedures for a
general fixed point equation due to Harder and Hicks [7,8] is a special case of Definition 2.2.
Consider the following conditions for A, B, S, T : Y → X for all x, y ∈ Y , where 0 < q < 1 and X is a metric
space:
d(T x, T y) ≤ qd(Sx, Sy); (2.2)
d(T x, T y) ≤ q max
{
d(Sx, Sy), d(Sx, T x), d(Sy, T y),
[d(Sx, T y)+ d(Sy, T x)]
2
}
; (2.3)
d(T x, Ay) ≤ q max
{
d(Sx, By), d(Sx, T x), d(By, Ay),
[d(Sx, Ay)+ d(By, T x)]
2
}
. (2.4)
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Notice that (2.2) is included in (2.3), while (2.3) itself is obtained from (2.4) when A = T and B = S. These
conditions with Y = X and B = S = id , the identity map on X , are nicely compared in [22]. For example, (2.3) with
Y = X and S = id is the condition (21′) listed by Rhoades [22]. Further, the pair of maps S, T satisfying (2.2) is
called Jungck contraction (or simply J-contraction) while q is called the Jungck constant. The examples given below
speak of the generality and usefulness of such conditions.
Example 2.2. Let X = Y = [0, 1] be endowed with the usual metric. Let T : Y → X be defined as
T x =
{
0, 0 ≤ x < 1
1
2
, x = 1.
Then T does not satisfy (21′) (see [22, Th.1(x)]). However, if we take S: Y → X such that Sx = x2, then the pair
of maps (T , S) satisfies the condition (2.3) for all x, y ∈ Y .
Example 2.3. Let X = Y = R+ be endowed with the usual metric and A, B, S and T such that T x = x3 + 12 ,
Ax = x2 + 12 , Sx = 3x3 and Bx = 3x2. Then d(T x, Ay) = |x3 − y2| = 13d(Sx, By) for all x, y ∈ Y , and the
condition (2.4) is satisfied for any q ∈ [ 13 , 1). See also [23, Example 2] and [24].
In the sequel, we shall need the following lemma essentially due to Czerwik et al. [15]:
Lemma 2.1 ([15], See Also [10,16]). Let {εn} be a sequence of nonnegative real numbers. Then
lim
n→∞ εn = 0 iff limn→∞ sn = 0, where sn =
n∑
i=0
kn−iεi and 0 ≤ k < 1.
3. Coincidence theorems
In this section, we present a few coincidence theorems for maps on an arbitrary nonempty set Y with values in a
b-metric space X . First, we present a basic existence theorem in a b-metric space.
Theorem 3.1. Let (X, d) be a metric space and S, T : Y → X such that T (Y ) ⊆ S(Y ) and (2.2) holds with qs < 1.
If S(Y ) or T (Y ) is a complete subspace of X, then S and T have a coincidence. Indeed, for any x0 ∈ Y , there exists
a sequence {xn} in Y such that (1.2) holds and {Sxn} converges to Sz for some z in Y , and Sz = T z, that is, S and T
have a coincidence at z.
Further, if Y = X, and S and T commute (just) at z, then S and T have a unique common fixed point.
We remark that Theorem 3.1 with s = 1 is the Jungck contraction principle in a metric space (cf. [1], [2, Th. JS]).
Theorem 3.2. Let (X, d) be a b-metric space and A, B, S, T : Y → X such that T (Y ) ⊆ B(Y ), A(Y ) ⊆ S(Y ) and
(2.4) holds with qs < 1 and λs < 1, where λ = max{q, qs2−qs }. If one of A(Y ), B(Y ), S(Y ) or T (Y ) is a complete
subspace of X, then
(I) T and S have a coincidence, i.e. there exists a v ∈ Y such that Sv = T v;
(II) A and B have a coincidence, i.e. there exists a w ∈ Y such that Bw = Aw.
Further, if Y = X, then
(III) T and S have a common fixed point provided that T and S commute (just) at the coincidence point v;
(IV) A and B have a common fixed point provided that A and B commute (just) at the coincidence point w;
(V) S, T , A and B have a common fixed point provided (III) and (IV) both are true.
Proof. It may be completed following Singh et al. [25] (see also [24,26]). However, for the sake of completeness, we
give a brief sketch of (I) and (II).
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Pick x0 ∈ Y . Construct the sequences {xn} and {yn} such that y2n−1 = Bx2n−1 = T x2n−2 and y2n = Sx2n =
Ax2n−1, n = 1, 2, . . . .We can do this since T (Y ) ⊆ B(Y ) and A(Y ) ⊆ S(Y ). Then by (2.4),
d(y2n−1, y2n) = d(T x2n−2, Ax2n−1)
≤ q max {d(Sx2n−2, Bx2n−1), d(Sx2n−2, T x2n−2), d(Bx2n−1, Ax2n−1),
[d(Sx2n−2, Ax2n−1)+ d(Bx2n−1, T x2n−2)]/2} .
≤ q max
{
d(y2n−2, y2n−1), d(y2n−1, y2n),
d(y2n−2, y2n)
2
}
.
This yields
d(y2n−1, y2n) ≤ max
{
q,
qs
2− qs
}
d(y2n−2, y2n−1).
Similarly
d(y2n, y2n+1) ≤ max
{
q,
qs
2− qs
}
d(y2n−1, y2n).
Both together imply d(yn+1, yn+2) ≤ λd(yn, yn+1), n = 1, 2, . . . , where λ = max{q, qs2−qs } < 1.
Therefore, {yn} is a Cauchy sequence, and its subsequences {y2n} and {y2n+1} are also Cauchy. Now let S(Y ) be
complete. Then the subsequence {y2n} has a limit in S(Y ). Call it u. Let v ∈ S−1u. Then Sv = u. Notice that the
subsequence {y2n+1} also converges to u. By (2.4),
d(T v, y2n+2) = d(T v, Ax2n+1)
≤ q max {d(Sv, Bx2n+1), d(Sv, T v), d(Bx2n+1, Ax2n+1), [d(Sv, Ax2n+1)+ d(Bx2n+1, T v)]/2}
or
d(T v, y2n+2) ≤ q max {d(Sv, y2n+2), d(Sv, T v), d(y2n+1, y2n+2), [d(Sv, y2n+2)+ d(y2n+1, T v)]/2} .
This gives in the limit d(T v, u) ≤ qd(Sv, T v), and Sv = T v.
In view of the fact that u ∈ S(Y ) ⊆ B(Y ), there exists a w ∈ Y such that Bw = u.
Putting x = x2n and y = w in (2.4) and passing to the limit, we get d(Bw, Aw) ≤ qd(Bw, Aw), yielding
Aw = Bw. This proves (I) and (II).
Further, (I) and (II) are obviously true when A(Y ) is complete subspace of X , since A(Y ) ⊆ S(Y ). In case B(Y )
or T (Y ) is a complete subspace of X , analogous argument yields (I) and (II). 
We remark that in general A, B, S, T :Y → X need not have a common coincidence under the hypotheses of
Theorem 3.2 (see, for instance, [24] and [27, Ex. 4]). This justifies the two separate conclusions (I) and (II) regarding
the existence of coincidence points. However, if B = S, then we have a slight improvement in Theorem 3.2, which
we state below.
Corollary 3.1. Let (X, d) be a b-metric space and A, S, T : Y → X such that A(Y )∪T (Y ) ⊆ S(Y ) and the following
holds
d(T x, Ay) ≤ q max
{
d(Sx, Sy), d(Sx, T x), d(Sy, Ay),
[d(Sx, Ay)+ d(Sy, T x)]
2
}
(3.1)
with qs < 1 and λs < 1, where λ = max{q, qs2−qs }.
If one of A(Y ), T (Y ) or S(Y ) is a complete subspace of X, then there exists a z in Y such that Az = T z = Sz.
Further, if Y = X, then
(i) T and S have a common fixed point provided that T and S commute (just) at z;
(ii) A and S have a common fixed point, provided A and S commute (just) at z;
(iii) A, S and T have a common fixed point, provided S commute with each of A and T (just) at z.
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Corollary 3.2. Let (X, d) be a b-metric space and S, T : Y → X such that T (Y ) ⊆ S(Y ) and (2.3) holds with
qs < 1. If S(Y ) or T (Y ) is a complete subspace of X, then S and T have a coincidence. Indeed, for any x0 ∈ Y ,
there exists a sequence {xn} in Y such that (1.2) holds and {Sxn} converges to Sz for some z in Y , and Sz = T z, that
is, S and T have a coincidence at z.
Further, if Y = X, and S and T commute (just) at z, then S and T have a unique common fixed point.
Proof. It comes from Theorem 3.2 when T = A and S = B. 
4. Stability results
First we present a basic result on the stability of J-iterations. Our next theorem is presented on a more general
setting for a pair of maps on an arbitrary nonempty set with values in a b-metric space satisfying a condition more
general than (2.3).
Theorem 4.1. Let (X, d) be a b-metric space and S, T maps on an arbitrary set Y with values in X such that
T (Y ) ⊆ S(Y ), and S(Y ) or T (Y ) is a complete subspace of X. Let z be a coincidence point of T and S, that is,
T z = Sz = u (say). For any x0 ∈ Y , let the sequence {Sxn}, generated by (1.2) converge to u. Let {Syn} ⊂ X and
define εn = d(Syn+1, T yn), n = 0, 1, 2, . . . . If the pair (S, T ) is a J -contraction with qs as J -constant, that is, S
and T satisfy (2.2) for all x, y ∈ Y and k := sq < 1, then
(I)
d(u, Syn+1) ≤ sd(u, Sxn+1)+ skn+1d(Sx0, Sy0)+ s2
n∑
r=0
kn−rεr .
Further,
(II)
lim
n→∞ Syn = u if and only if limn→∞ εn = 0.
Proof. It closely follows Singh et al. [2, Th. 3.1]. 
Remark. The process (1.2) generates the sequence {T x0, T x1, T x2, . . .} and { Sx1, Sx2, . . .}. Adjoin Sx0 to the later
sequence to get {Sx0, Sx1, Sx2, . . .}. We may assume that, for some y0 ∈ Y , Sy0 is approximatively close to Sx0.
If we put Y = X and S = id , the identity map on X in the above result, we get the following theorem of Czerwik
et al. [15]:
Corollary 4.1 ([15]). Let X be complete b-metric space and T : X → X such that d(T x, T y) ≤ qd(x, y) for all
x, y ∈ X, and k := sq < 1. Let x0 be an arbitrary point in X and a sequence {xn} of iterates of T given by (1.1). Let
{yn} be a sequence in X, and set εn = d(yn+1, T yn), n = 0, 1, 2, . . . , then
(i) limn→∞ xn = u = Tu,
(ii) d(u, yn+1) ≤ sd(u, xn+1)+ skn+1d(x0, y0)+ s2∑nr=0 kn−rεr .
Further,
(iii) limn→∞ yn = u if and only if limn→∞ εn = 0.
The following classical theorem of stability due to Ostrowski [6] comes from Corollary 4.1 with s = 1:
Corollary 4.2. Let (X, d) be a complete metric space and T : X → X a Banach contraction with contraction constant
k, i. e., d(T x, T y) ≤ kd(x, y) for all x, y ∈ X, where 0 ≤ k < 1. Let u ∈ X be a fixed point of T . Let x0 ∈ X and
xn+1 = T xn, n = 0, 1, 2, . . . , . Suppose that {yn} is a sequence in X, and εn = d(yn+1, T yn). Then
d(u, yn+1) ≤ d(u, xn+1)+ kn+1d(x0, y0)+
n∑
r=0
kn−rεr .
Moreover, limn→∞ yn = u iff limn→∞ εn = 0.
Corollary 4.3. Theorem 4.1 with s = 1.
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Theorem 4.2. Let (X, d) be a b-metric space and S, T maps on an arbitrary set Y with values in X such that
T (Y ) ⊆ S(Y ) and S(Y ) or T (Y ) is a complete subspace of X. Let z be a coincidence point of T and S, that is,
T z = Sz = u (say). For any x0 ∈ Y , let the sequence {Sxn}, generated by (1.2) converge to u. Let {Syn} ⊂ X and
define εn = d(Syn+1, T yn), n = 0, 1, 2, . . . . If the pair (S, T ) satisfies
d(T x, T y) ≤ qd(Sx, Sy)+ Ld(Sx, T x) (4.1)
for all x, y ∈ Y where 0 < q < 1, s2q < 1 and L ≥ 0, then
(III) d(u, Syn+1) ≤ sd(u, Sxn+1)+ s(sq)n+1d(Sx0, Sy0)+ s2L∑nr=0(sq)n−rd(Sxr , T xr )+ s2∑nr=0(sq)n−rεr .
Further
(IV) limn→∞ Syn = u if and only if limn→∞ εn = 0.
Proof. From (4.1), for any nonnegative integer n,
d(Sxn+1, Syn+1) = d(T xn, Syn+1) ≤ sd(T xn, T yn)+ sd(T yn, Syn+1)
≤ sqd(Sxn, Syn)+ sLd(Sxn, T xn)+ sεn
≤ (sq)2d(Sxn−1, Syn−1)+ s2qLd(Sxn−1, T xn−1)+ sLd(Sxn, T xn)+ s2qεn−1 + sεn .
After (n − 1) steps, we obtain
d(Sxn+1, Syn+1) ≤ (sq)n+1d(Sx0, Sy0)+ sL
n∑
r=0
(sq)n−rd(Sxr , T yr )+ s
n∑
r=0
(sq)n−rεr .
Therefore
d(u, Syn+1) ≤ sd(u, Sxn+1)+ sd(Sxn+1, Syn+1)
≤ sd(u, Sxn+1)+ s(sq)n+1d(Sx0, Sy0)+ s2L
n∑
r=0
(sq)n−rd(Sxr , T xr )+ s2
n∑
r=0
(sq)n−rεr .
This proves (III).
Now assume that limn→∞ Syn = u. Then
εn = d(Syn+1, T yn) ≤ sd(Syn+1, Sxn+1)+ sd(T xn, T yn)
≤ sd(Syn+1, Sxn+1)+ s[qd(Sxn, Syn)+ Ld(Sxn, T xn)].
Letting n →∞, we obtain εn → 0.
Suppose that limn→∞ εn = 0. Since 0 ≤ sq < 1 and limn→∞ Sxn = u. Applying Lemma 2.1 and passing (III) to
the limit, we obtain
lim
n→∞ d(u, Syn+1) ≤ limn→∞
{
s2L
n∑
r=0
(sq)n−rd(Sxr , T xr )+ s2
n∑
r=0
(sq)n−rεr
}
. (4.2)
Let A denote the lower triangular matrix with entries anr = (sq)n−r . Then, limn→∞ anr = 0 for each r and
limn→∞(
∑n
r=0 anr ) = 11−sq . Therefore, A is multiplicative, i.e. for any convergent sequence {sn}, limn→∞ A(sn) =
1
1−sq . Thus the right-hand side of (4.2) vanishes (cf. Rhoades [10, p. 692]). 
Corollary 4.4 (Rhoades [10]). Let (X, d) be a complete metric space and T a selfmap of X such that
d(T x, T y) ≤ q max
{
d(x, y),
[d(x, T x)+ d(y, T y)]
2
, d(x, T y), d(y, T x)
}
(4.3)
for all x, y ∈ X, where 0 < q < 1. Let u be a fixed point of T . For any x0 ∈ X, let the sequence {xn}, generated by
(1.2) with S identity map on X converge to u. Let {yn} ⊂ X and define εn = d(yn+1, T yn), n = 0, 1, 2, . . . . Then
(iv)
d(u, yn+1) ≤ d(u, xn+1)+
(
1
1− q
)
.
n∑
r=0
qn+1−rd(xr , xr+1)+ qn+1d(x0, y0)+
n∑
r=0
qn−rεr .
Further,
2518 S.L. Singh, B. Prasad / Computers and Mathematics with Applications 55 (2008) 2512–2520
(v)
lim
n→∞ yn = u if and only if limn→∞ εn = 0.
Proof. It closely follows from Theorem 4.2 since the condition (4.3) implies (4.1) with Y = X and S = id . 
Theorem 4.3. Let (X, d) be a b-metric space and S, T maps on an arbitrary set Y with values in X such that
T (Y ) ⊆ S(Y ), and S(Y ) or T (Y ) is a complete subspace of X. Let z be a coincidence point of T and S, that is,
T z = Sz = u (say). For any x0 ∈ Y , let the sequence {Sxn}, generated by Sxn+1 = T xn, n = 0, 1, 2, . . . converges
to u. Let {Syn} ⊂ X and define εn = d(Syn+1, T yn), n = 0, 1, 2, . . . . If the pair (S, T ) satisfies (2.3) for all x, y ∈ Y
and k = sq < 1, then
(V)
d(u, Syn+1) ≤ sd(u, Sxn+1)+ s(sα)nd(Sx1, Sy1)
+ s3α
n∑
r=0
(sα)n−rd(Sxr , T xr )+ s2
n∑
r=0
(sα)n−rεr ,where α = s
2q
1− s2q .
Further
(VI)
lim
n→∞ Syn = u, if and only if limn→∞ εn = 0.
Proof. From (2.3), for any x, y ∈ Y,one of the following is true:
d(T x, T y) ≤ qd(Sx, Sy),
d(T x, T y) ≤ qd(Sx, T x),
d(T x, T y) ≤ qd(Sy, T y) ≤ qs[d(Sy, Sx)+ d(Sx, T y)]
≤ k
1− sk d(Sx, Sy)+
ks
1− ks d(Sx, T x), and
d(T x, T y) ≤ q
2
[d(Sx, T y)+ d(Sy, T x)]
≤ k
2− k d(Sx, Sy)+
2k
2− k d(Sx, T x).
Therefore, in all the cases, we get
d(T x, T y) ≤ αd(Sx, Sy)+ sαd(Sx, T x).
For any nonnegative integer n,
d(Sxn+1, Syn+1) = d(T xn, Syn+1) ≤ sd(T xn, T yn)+ sd(T yn, Syn+1)
≤ sαd(Sxn, Syn)+ s2αd(Sxn, T xn)+ sεn
≤ (sα)2d(Sxn−1, Syn−1)+ (sα)2sd(Sxn−1, T xn−1)+ s2αd(Sxn, T xn)+ s(αsεn−1 + εn).
After (n − 1) steps, we obtain
d(Sxn+1, Syn+1) ≤ (sα)n+1d(Sx0, Sy0)+ s2α
n∑
r=0
(sα)n−rd(Sxr , T yr )+ s
n∑
r=0
(sα)n−rεr .
Therefore
d(u, Syn+1) ≤ sd(u, Sxn+1)+ sd(Sxn+1, Syn+1)
≤ d(u, Sxn+1)+ s(sα)n+1d(Sx0, Sy0)+ s3α
n∑
r=0
(sα)n−rd(Sxr , T xr )+ s2
n∑
r=0
(sα)n−rεr .
This proves (V).
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Now assume that limn→∞ Syn = u. Then
εn = d(Syn+1, T yn) ≤ sd(Syn+1, Sxn+1)+ sd(T xn, T yn)
≤ sd(Syn+1, Sxn+1)+ s[αd(Sxn, Syn)+ sαd(Sxn, T xn)].
Letting n →∞, we obtain εn → 0.
Suppose that limn→∞ εn = 0. Since 0 ≤ sα < 1 and limn→∞ Sxn = u, applying Lemma 2.1, the inequality (V)
of Theorem 4.3 yields
lim
n→∞ d(u, Syn+1) ≤ limn→∞ s
3α
n∑
r=0
(sα)n−rd(Sxr , T xr ). (4.4)
Let A denote the lower triangular matrix with entries anr = (sα)n−r . Then, limn→∞ anr = 0 for each r and
limn→∞(
∑n
r=0 anr ) = 11−sα . Therefore, A is multiplicative, i.e. for any convergent sequence {sn}, limn→∞ A(sn) =
1
1−sα . Thus right hand side of (4.4) vanishes (cf. Rhoades [10, p. 692]). 
We remark that Theorem 4.3 with s = 1, reduces to the following result of Singh et al. [2]:
Corollary 4.5 ([2]). Let (X, d) be a metric space and S, T be maps on an arbitrary set Y with values in X such that
T (Y ) ⊆ S(Y ), and S(Y ) or T (Y ) is a complete subspace of X. Let z be a coincidence point of T and S, that is,
T z = Sz = u (say). For any x0 ∈ Y , let the sequence {Sxn}, generated by Sxn+1 = T xn, n = 0, 1, 2, . . . converge to
u. Let {Syn} ⊂ X and define εn = d(Syn+1, T yn), n = 0, 1, 2, . . . . If the pair (S, T ) satisfies (4.1) for all x, y ∈ Y ,
then
(viii)
d(u, Syn+1) ≤ d(u, Sxn+1)+ qn+1d(Sx0, Sy0)+ L
n∑
r=0
qn−rd(Sxr , T xr )+
n∑
r=0
qn−rεr .
Further,
(ix)
lim
n→∞ Syn = u if and only if limn→∞ εn = 0.
When we put s = 1 and S = id , the identity map, in the Theorem 4.3 we obtain the following result of Osilike [13].
Corollary 4.6 ([13]). Let (X, d) be a complete metric space and T : X → X such that (4.1) holds with
S = id, the identity map. Let u be a fixed point of T . For any x0 ∈ X, let the sequence {xn}, generated by
xn+1 = T xn, n = 0, 1, 2, . . . converges to u. Let {yn} ⊂ X and define εn = d(yn+1, T yn), n = 0, 1, 2, . . . . Then
(x)
d(u, yn+1) ≤ d(u, xn+1)+ qn+1d(x0, y0)+ L
n∑
r=0
qn−rd(xr , T xr )+
n∑
r=0
qn−rεr .
(xi)
lim
n→∞ yn = u, if and only if limn→∞ εn = 0.
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