The process of text categorization involves some understanding of the content of the documents and/or some previous knowledge of the categories. For the content of the documents, we use a filtering measure for feature selection in our Chinese text categorization system. We modify the formula of Term Frequency-Inverse Document Frequency (TF-IDF) to strengthen important keywords' weights and weaken unimportant keywords' weights. For the knowledge of the categories, we use category priority to represent the relationship between two different categories. Consequently, the experimental results show that our method can effectively not only decrease noise text but also increase the accuracy rate and recall rate of text categorization.
I. INTRODUCTION
English is taken as the main language family in many recent text mining studies [1] [2] [3] . Chinese language family studies are not common. Therefore, we have a fact study of Chinese text categorization system. In Chinese text, there are no obvious spaces between Chinese words and English words, numbers, and symbols are often included, so the feature extraction needs punctuation. Chinese punctuation is to divide particular text into some words of uncertain lengths. Since a single Chinese character has different meanings when combined with different characters, Chinese punctuation has to rely on a large word library and context comparison in order to acquire the most appropriate words. As this system only categorizes Chinese articles, in the preprocess phase, we remove all characters except Chinese words and use the Chinese Punctuation System [4] , developed by Library Team of Central Research Academy, to make Chinese punctuation. We find that some features may be missed or divided into different features with different meanings; for example "大腸桿菌" (colon bacillus) is cut into "大腸"(colon) and "桿菌" (bacillus), though " 大腸桿菌"(colon bacillus) should be regarded as a single feature. Although some features may not be cut out from one feature, the correlation between these features exists. If this type of combining feature is regarded as a special feature, it will be helpful in classification processing. The association rule can be used to find terms which may have relations to each other. Therefore, we utilize the associative classification technique to deal with such subject in ref. [5] .
In this paper, we use feature terms longer than two characters to compute weights of these terms relative to categories. After being punctuated, the document can be represented by the bag of words [1] . The document D can be converted to d= ((f 1 ,w 1 ),(f 2 ,w 2 )…(f i ,w i )), where each f i is a document word, and w i denotes its frequency. Since the number of different words appearing in the collection may be very large and contain many irrelevant words for the classification, in addition to eliminating stop words and auxiliary words such as「的 」(of), 「而且」(but also), 「和」(and), 「因爲」(because), feature reduction is usually performed. As pointed out by ref. [3] , filtering and wrapping are two main approaches to feature reduction. Since wrapper approaches are time-consuming and sometimes unfeasible to use, in this paper, we use filtering measure, TF-IDF, for feature selection in our text categorization system. Although the TF-IDF is performed well in many situations [6] , this formula still has some problems. To solve these problems, we will modify this formula to improve the classification recall rate and accuracy rate. We introduce this improved formula in section 3.
The data sources of this study are from the thesis abstracts of universities in Taiwan. These thesis abstracts are extracted from "National Dissertations and Theses Information Web" [7] . Generally, documents are classified into different categories by the content of the document directly. However, documents are thesis abstracts in this research and some theses of a department may cross different fields. If we do not consider previous knowledge of the categories, theses should be categorized by departments which release the theses, and only consider the content of these theses, it may cause classification errors. For example, some theses of the chemistry department may apply related chemistry knowledge to the field of biology, thus in document classification, it may be wrongly classified into the "Biology" category because of many biological keywords in these abstracts. In this paper, we use category priority to solve this kind of classification mistake. The category priority will be introduced in section 3.
The rest of this paper is organized as follows: In Section 2, related work is summarized. In Section 3, improved TF-IDF method and category priorities are presented. Section 4 introduces experiment results. In section 5, conclusions and further research are described.
II. RELATIVE WORK

A. Document Classification Process
The different text categorization systems have been proposed recently [8] [9][10] [11] , in this paper, we refer Aas and Eikvil [12] and sum up the systemic process for document classification as shown in Fig. 2 Before document classification, we have to select and determine a document profile. Titles, abstracts or specified chapters can be taken as document profiles. If all document content is selected as the document profile, there would be a huge amount of text information and a lot of meaningless information. The document profile shall therefore be selected according to category feature and shall be the most representative content. The proper document profile can reduce redundant text information so as to enhance classification performance. For example, Maron [10] took Transaction on Electronic Computer periodicals as a document source, and selected abstracts as document profiles. Hamill [8] took Chemical Abstracts Titles as document profiles.
Feature extraction is further divided into pre-process, document representation and feature selection. In this part, most of the related literature are English documents as test data source. If Chinese documents are to be tested; in the feature extraction part, a Chinese punctuation treatment must be additionally done. After being punctuated, in addition to eliminating stop words and auxiliary words, we have to perform feature selection to reduce the affect of irrelevant words on classification.
B. Weight Computation
Feature extracted documents are often expressed as vector patterns (weight, keyword). The weight can be computed by different methods, such as information gain [10] [13], mutual information [10] , etc. As pointed out by ref. [14] , the TF-IDF method performs well in many situations. In this paper, we use this filtering measure method in our system and it is introduced as follows.
The TF-IDF method uses the term frequency and document frequency to compute the weight of a word in a document. The term frequency TF(t,d) is the frequency of a word t in the document d. The document frequency DF(t) is the number of documents that contain a word t. The inverse document frequency of a word t, IDF(t), can be computed by the following formula:
(1)
In the above formula, D is the number of documents and IDF(t) is the discretion degree of a word t over the integral document. Since the importance of a word t in a document d is proportional to the frequency of a word occurring in a document and inverse document frequency, the weight of a word t in a document d, W(t,d), can be computed by the following formula:
In the above formula, a larger value of W(t,d) indicates a higher frequency of a word t occurring in a document d, but a lower frequency of t occurring in all documents.
The problem with this formula is that it easily results in constant IDF(t) of term t at each category, or very similar weights of term t with respect to various categories. When this situation occurs, the weight of t in different document d totally depends on the term frequency TF(t,d). When the frequency of a noise term, TF(t,d), is higher, the weight W(t,d) with respect to each category will be bigger; therefore, the classification error probability will increase. To improve the classification accuracy, the discretion should take account of category distribution of each word. This article primarily adopted TF-IDF weight method and made some improvements. The modified TF-IDF will be introduced in the next section. 
Document Classification Process
C. Classification
Many document classification algorithms, such as Rocchio classification [15] [16] , decision tree classification [17] , SVM(support vector machine) [18] , KNN nearest neighbor rule [19] , and Naïve-Bayes [13] [20] , have seen proposed recently. Various classification algorithms have their own advantages and different classification models. In this paper, we use Naïve-Bayes classification method to classify documents; therefore, only this method is introduced in this section.
Naïve-Bayes classification method is designed on the basis of Bayesian analysis theory. Bayesian Analysis was proposed by Thomas Bayes in the early 18th century. Its basic principle is to modify (or improve) boundary probability of a certain incident according to some additional information. It predicts the probability of an object being the member of a certain category so as to complete classification. This study adopted Bayes probability [13] [20] as the classification criterion. For the Naïve-Bayes classifier, this paper calculates the weights of all characteristic terms according to TF-IDF formula. For test documents, Bayes performs as the basis of the classification rules. It makes the occurrence number of characteristic terms<f 1 ,f 2 ,f 3 …,f i > of a document(j) and multiplies its matched IDF. The obtained weight is the cumulative integral of that class provided that the number of the classes is known. And then it sums the cumulative integral of one class in the document to get the matched integral for that class. Based on the obtained matched integral, it can infer the class of this document through the following formula:
where Value(j) is the cumulative integral of each document. Based on this probability data, we classify this uncategorized data to the category with highest the probability.
III. SYSTEM
A. Process of the system
As shown in figure 3 .1, the proposed system firstly summarizes the occurrence of each term in training documents and uses improved TF-IDF to build weighting table. Thereby, the system computes the sum of the weight of each test document relative to each category. In addition, as the document has cross-field property, the highest weight or second highest weight will be selected as the final classification result, on the basis of category priority.
B. TF-IDF Improvement
The traditional TF-IDF method did not consider the distribution of feature terms over different categories; therefore, it may not only discriminate important words since they occur less times in the document, but may also be less useful in reducing noise terms because IDF(t) is close to zero. To differentiate meaningless noise terms and important feature terms, the category distribution of feature terms should be taken into consideration. Accordingly, the improved TF-IDF formulas are given as bellows:
where，TF(t)：frequency of term t TF(t,c)：frequency of term t at category c D：total number of documents DF(t)：document frequency of term t α：total number of categories β：number of category where term t appears
The improved IDF is composed of three items: the first item is to determine discretion of term t by its concentration at one category, that is, the higher the occurrence of term t is at the category, the smaller the denominator is (near 1). The lower the occurrence of term t at the category, the bigger the denominator (near numerator) so that IDF gets lower; the second item is traditional IDF; the third item is to determine the distribution of term t over categories by quantity of categories where term t is distributed. If term t appears at only a few categories, then IDF will rise; however, if term t appears at multiple categories, then IDF will fall.
For example, as shown in Table 3 .1, the traditional TF-IDF weighting method fails to filter the unimportant words "研究" (study) and "結果"(result). Unlike the traditional TF-IDF weighting method, the improved TF-IDF method is able to use category distribution parameter to reduce the influence of noise terms. As shown in Table 3 .1, weights of "研究" (study) and "結 果"(result) are reduced to zero. Another example shows that, according to distribution at various categories, the improved TF-IDF method can strengthen or weaken the importance of the same keyword with respect to different categories at the same time. For example, as shown in table 3.2, " 颱風" (typhoon) has weight at both "Civil" category and "Atmosphere" category. Comparing with the weights of "颱風" (typhoon) of the improved TF-IDF and that of the traditional TF-IDF weighting method, obviously, the weight of "颱風" (typhoon) at category "Civil" is weakened; and another example, "鋼琴" (piano) has weight at both "Music" and " Education" categories. After being improved, the weight at category "Music" was strengthened and at " Education" is reduced to zero. Therefore, the improved TF-IDF method can strengthen keyword differentiation at various categories, so as to increase classification accuracy.
C. Category Priority
As mentioned in the introduction, the data sources are thesis abstracts of universities in Taiwan and are classified by departments which release the theses in this study. Since some theses may cross two different departments, this situation may cause classification error. For example, a document originally belonging in the "Chemistry" category with an abstract that contains biological keywords, such as "bacteria", "infection", etc, will be classified in the "Biology" category because the weight relative to "Biology" is greater than to "Chemistry". In order to identify the major department of these theses, different priorities should be given to these two different categories. In this paper, we propose a simple approach, category priority, to solve this problem. Since we found that, the chemistry department often produces theses similar to biology, but the biology department seldom produces theses similar to chemistry, we can use category priority to describe the above relationship of this kind of cross-field theses. In this case, the priority of the "Chemistry" category is higher than that of the "Biology" category and this relationship can be represented as follow:
Chemistry Biology.
Moreover, since these theses are crossing biology and chemistry fields, weights of these theses relative to the "Chemistry" category and the "Biology" category should be higher than those to other departments. Accordingly, we can define the following algorithm, as shown in the following algorithm, to classify cross-field theses.
The Algorithm Classify Cross-Field Theses.
/* Let the document D be a thesis crossing "A" and "B" fields, and the category priority of "A" be higher than that of "B"*/ { If the weight of thesis to "A" is highest, Then this thesis belongs to "A" category, Else if the ratio of weight between "A" and "B" reaches a certain threshold, Then this thesis belongs to "A" category, Else this thesis belongs to "B" category. }
To classify these theses which are crossing biology and chemistry fields by the above algorithm, we can select the documents where the highest weight is the "Biology" category and second highest weight is the "Chemistry" category. If the ratio of weight between the "Chemistry" category and the "Biology" category reaches a certain threshold, we can classify this document to the "Chemistry" category according to its second highest weight. This study sets the threshold as 0.6 by the experimental experience. For example, comparing the experimental results of using the improved TF-IDF method without and with category priorities, as shown in Table 3 .
3, when category priority Chemistry
Biology is used, there are 15 theses are classified from "Biology" category into "Chemistry" category and 14 theses are classified correctly. Moreover, some theses of the chemistry department may also apply related chemistry knowledge to the field of the civil department, thus in document classification, it may be wrongly classified into the "Civil" category. For example, a document originally belonging in the "Chemistry" category which has an abstract that contains keywords of a "Civil engineering" nature, such as "concrete", "cement", etc, will be classified in the "Civil" category because the weight relative to "Civil" is greater than to "Chemistry". For the same reason between the "Chemistry" category and the "Biology" category, we define that the priority of the "Chemistry" category is higher than that of the "Civil" category. This relationship can be represented as follow:
Chemistry Civil.
As shown in Table 3 .4, when the traditional TF-IDF method and category priority Chemistry Civil are used, there are 65 theses which are classified from the "Civil" category into the "Chemistry" category and 52 theses are correctly classified. Moreover, as shown in Table 3 .3, when improved TF-IDF method and category priority Chemistry Civil are used, there are 10 theses classified from the "Civil" category into the "Chemistry" category and 8 theses are classified correctly. Clearly, the accuracy rate and recall rate are improved when category priorities are used. 
IV. EXPERIMENTAL RESULTS
This article selected 6065 thesis abstracts from the "National Dissertations and Theses Information Web" as the document profile, and categorized them on the basis of six departments [7] . The thesis distribution is shown in Table 4 .1. We select 10% of the documents as training data to build a classification model, and 30% of the documents as testing data. After analysis, it was found that Chinese and English words are mixed in thesis abstracts, documents of the chemistry department contain abbreviated chemistry formulae and compound names, and a minority of articles has no abstracts. Therefore, we have to remove characters except Chinese words and use the Chinese Punctuation System [4] to make Chinese punctuation. Moreover, since theses may cross two different fields, we have to define the category priorities before classification. The category priorities with respect to these six departments are: Chemistry Biology.
(8) Chemistry Civil.
(9) Civil Education.
After that, we use traditional TF-IDF method and improved TF-IDF method with and without category priority to classify documents. The effect of document classification can be evaluated by Recall rate and Accuracy rate, while Recall rate and Accuracy rate for a category "A" are defined as follows:
Accuracy rate= α / (γ+α)
Where α is the number of documents which belong to "A" category and they are also classified into "A" category, β is the number of documents which belong to "A" category, but they are not classified into "A" category, γ is the number of documents which do not belong to "A" category, but they are classified into "A" category.
Comparing the traditional TF-IDF method and improved TF-IDF method, as shown in Table 4 .2 and 4.3, we find that classification number, recall rate and accuracy rate are improved by our method. Without considering category priority, the recall rate and accuracy rate are increased from 85.95% in traditional TF-IDF to 91.03% in improved TF-IDF. When traditional TF-IDF is used, the recall rate and accuracy rate are increased from 85.95% without category priority to 89.12% with category priorities. When category priorities are used, the recall rate and accuracy rate are increased from 89.12% in traditional TF-IDF method to 92.56% in improved TF-IDF method.
Apart from improving TF-IDF weight algorithm, the biggest breakthrough of this study is to exploit the special relationship between categories to pay different priorities to different categories. It was found from the experiment result, as shown in Table 4.2 and Table 4 .3, when using category priority the performance of classification is better than when not using it. When improved TF-IDF and category priorities are used, the recall rate and accuracy rate of each category perform well; most of the data reach above 90%, except that recall of "Chemistry" category appears lower than other data. However, the "Chemistry" category has the biggest improvement. Its accurate classification number is increased from 158 in to 201. The recall is increased from 58.74% to 74.72%. Although the accuracy rate drops a little, on the whole, the "Chemistry" category classification is significantly improved. Also, the other categories have relative improvement. 
V. CONCLUSION
In this paper, we improve traditional TF-IDF to compute terms' weights. Besides, in order to cope with interdisciplinary research case, we introduce category priorities to solve cross fields problem. It does not select the highest weighted category, but chooses the second highest weighted category in some cases. The experiment results verified that it can get better classification results than when not using category priority.
This study is to categorize Chinese documents, and the results may also be achieved when applying it to process English documents. We also plan to use weighted classification method coupled with data mining approach to find some useful rules so as to increase classification accuracy. These shall serve as the direction of our further study.
