The detection and generation of single photons has seen an upsurge in interest in recent years as new scientific fields of research, for example quantum information processing, have been established. This review serves to provide an overview of progress in these areas, describing some of the main candidates for single-photon components for use in emerging fields of research.
Introduction
For many centuries, physicists have sought to understand the nature of light. From the early particulate theories, through wave models, to quantum theory, the understanding of light has been a vital area of scientific research. First proposed by Albert Einstein between 1905 and 1917, the photon is the elemental quantum of light [1, 2] (but also see [3] for additional important background). The fundamental boundaries on the precision with which certain properties of the single photon may be measured, as outlined by the Heisenberg Uncertainty Principle [4, 5] , can be employed in several emerging fields of academic research. Methods of generation, detection and manipulation of single photons act as the enabling technologies which underpin several exciting new areas in optical physics. One such area is quantum cryptography, or more correctly quantum key distribution (QKD) [6] , which is already on the fringes of commercial exploitation [7, 8] , and offers the prospect of verifiably secure sharing of cryptographic keys by two or more parties, guaranteed by the laws of quantum mechanics. One of the propositions of quantum theory is wave-particle duality: a particle may behave as a wave or a particle but never both simultaneously. In Young's double-slit experiment [9] it is possible to either know the path the particle travelled through the equipment or to observe the wave-like interference fringes at the output [10] , but not both. Any modification to the apparatus which allows the experimenter to know which slit the photon was transmitted through will prevent the interference pattern from being observed at the output. Demonstration of the non-classical wave-particle duality requires that only one photon is present in the experimental apparatus at any given time and, therefore, is an ideal candidate for the application of single-photon sources [11] . The field of quantum computing relies on the processing of qubits, which are a superposition of two or more quantum states. Quantum computing has the potential to provide vastly increased processing capabilities for certain important algorithms when compared to today's serial, semiconductor-based computer processors [12, 13] . Photons are potential candidates to form qubits in these systems, and Knill et al [14] proposed quantum computing using only single-photon sources, linear optical elements and singlephoton detectors.
Single-photon detection also has applications in many fields where very high sensitivity detection of light is necessary. For example, in biophotonics applications the photon emission rate is often low and the relative working time with samples frequently necessarily short so that reliable and efficient single-photon detectors are essential [15] . Timeresolved photoluminescence of semiconductor structures will also require the examination of very low photo-generated carrier densities which necessitates highly efficient, low-noise detectors [16] . In time-of-flight laser ranging, the aim is to measure the return time of laser pulses reflected from a target to determine range data. If the transmitted optical pulse energies can be reduced to energy levels which, on average, produce single-photon returns per optical pulse from a given target then the possibility of eye-safe and covert operation can be achieved utilizing time-correlated single-photon counting (TCSPC), typically in conjunction with low-jitter single-photon counting detectors [17] . In all these applications, a form of TCSPC detection is being used and, in at least some of these cases, the current spectral detection boundaries are proving to be a restriction.
This review aims to act as an introduction to the topics of single-photon generation and detection for the general scientific reader and to provide a broad introduction to the current technologies available. We will examine key candidates for single-photon generation including colour centres in diamond and emitters based on semiconductor quantum dots. The single-photon detector technologies described will include the rapid advances in semiconductor avalanche diode detectors, especially into the near-infrared region, and the emergence of superconducting single-photon detectors which offer a much wider spectral range of operation than currently available from semiconductor-based singlephoton detectors.
Single-photon generation

Weak coherent pulses
The generation of single photons on demand is currently less well developed than the detection of single photons. Consequently, many quantum key distribution experiments use pseudo-single-photon sources such as weak coherent pulses (see [18] [19] [20] [21] [22] [23] for examples). Weak coherent pulses (WCP) are laser pulses that have been attenuated so that the mean number of photons per pulse (μ) is smaller than 1. WCP sources are not true single-photon sources; the number of photons in each pulse follows Poissonian statistics [21] , that is to say the probability, p (n, μ) of a pulse attenuated to a particular value of μ containing n photons is given by [24] p(n, μ) = μ n e −μ n! .
A plot of percentage of pulses against number of photons, such as that shown in figure 1, shows that for different values of μ there is a certain probability of each pulse containing more than one photon or no photons. Deciding on a value for μ depends on the application and is a compromise between multi-photon pulses and empty pulses. A typical value for μ in quantum key distribution (QKD) experiments is 0.1 (see [18] [19] [20] [21] [22] [23] for examples) although this is not necessarily the optimal value to ensure the maximum secure bit rate [19, 25] . Substituting n = 0 into equation (1) leads to the following formula for the probability of a pulse containing no photons (a vacuum pulse): (2) while substituting n = 1 leads to the following formula for the probability of a pulse containing only one photon:
From equations (2) and (3), we can derive the probability of a pulse that is not empty (non-vacuum, i.e. a pulse containing some number of photons greater than zero) containing more than one photon:
On substituting in (3) and (4) we arrive at p(n > 1|n > 0, μ) = 1 − e −μ (1 + μ)
and this is plotted for a number of different values of μ in figure 2. From figure 2 it can be seen that if μ = 0.1, approximately 5% of the non-empty pulses contain more than one photon. Since a certain percentage of the pulses contain multiple photons an eavesdropper listening to the QKD transmission can potentially isolate a photon from each multi-photon pulse for analysis while allowing the remainder to continue to Bob [26] . In a multi-user QKD system (one Alice and multiple Bobs) there is an additional problem in that there is a possibility that two (or more) Bobs may share bits from the same key [20] . The electron is initially in the lower energy level (E 0 ) until it receives an input excitation pulse whereupon it is excited to the higher energy level (E 1 ). After a period of time T has elapsed, the electron will relax back to the lower energy level, emitting a photon as it does so. The energy of the photon, measured as Planck's constant (h) multiplied by the frequency (ν) is equal to the difference between the two energy levels ( E).
Single hydrogen-like atom
Despite the obvious limitations of the WCP approach, for convenience they are used in many experimental implementations of QKD. The limitations mean that there has been interest in developing single-photon sources with lower vacuum and multi-photon rates. A conceptually simple singlephoton source is the two level atom system, as covered in many textbooks (for example [27] [28] [29] ) and shown in figure 3 . In this case, the electron is excited to a higher energy level by an input energy pulse and then relaxes to a lower level by emitting a photon [1, 2, 29] . The wavelength of the emitted photon is dependent on the difference between the two energy levels and is given by
where is h Planck's constant (6.62607 × 10 −34 J s), c is the speed of light in a vacuum (299 792 000 m s −1 ), ν is the frequency and E is the difference in energy between the two levels.
An important issue with this approach to the generation of single photons lies in the isolating of a single atom. Atomic spacings are typically of the order of 0.1-0.5 nm [27] .
The excitation of adjacent atoms may result in the emission of multi-photon pulses which may have disadvantages for particular applications. Single atoms may be isolated using high-finesse cavities [30, 31] , off-resonance optical traps [32] , magneto-optical traps [33, 34] and ion traps [35] .
Placing the atom in an optical cavity formed by two highly reflective mirrors will change the energies available to the emitted photon. The most suitable mirrors are distributed Bragg reflectors (DBR); many pairs of alternating high and low index layers, each of thickness λ/4 leading to stack reflectivities of greater than 99% [36] . The top mirror is made fractionally less reflective than the bottom mirror to increase photon emission preferentially in the upward direction.
In 2000 Pinkse et al succeeded in trapping a single atom in an optical cavity [30] . In 2007, the same research group published work detailing a single-photon source consisting of a single rubidium-85 atom contained in an optical cavity [31] . For excitation pulses operating at a pulse repetition frequency of 100 kHz, the photon generation and detection probability (which also includes the detection efficiency of the APDs used to detect the photons) was 0.93%.
One measure of the quality of a single-photon source is the second-order autocorrelation function-a measure of the Figure 4 . A schematic of a possible setup for Hanbury-Brown Twiss experiment. The optical output of the single-photon source is directed onto a 50% transmission/50% reflection beamsplitter. Two single-photon detectors are positioned to capture the two photon streams from the beam splitter. The system is arranged so that the total electrical and optical delay for both arms is exactly the same. If the timing electronics register an event from both detectors simultaneously, the source is emitting multi-photons as single photons cannot be split at a beamsplitter. Inset (a) shows a simulation of histogram which would be obtained for a good single-photon source which was illuminated using continuous wave (CW) light. There is a dip in the otherwise uniform count level at a time corresponding to both detectors firing simultaneously. Inset (b) shows a simulation of a histogram which would be obtained for a good single-photon source which was excited using pulsed excitation. There are a series of peaks which are spaced in time by T, the pulse repetition period of the excitation. The peak corresponding to both detectors firing simultaneously is highly suppressed.
number of multi-photon pulses in relation to single-photon pulses. The second-order autocorrelation function (g (2) (τ )) is defined as g (2) 
where n(t) is the photocount probability at time t and the angular brackets denote ensemble averages. This can also be written in terms of the conditional probability of recording photodetections at times t and t + τ (which is denoted by p (t : t + τ )), normalized by the probability of recording a single detector event (which is denoted by p(t)):
Two detector events occurring simultaneously (i.e. at τ = 0) will have been have produced by a multi-photon pulse. The closer to zero the value of g (2) (0), the greater the ratio of single photons to multi-photons in the optical emission.
The value of g (2) (0) can be measured using a HanburyBrown and Twiss experiment, as shown in figure 4 [37] . The output of the single-photon source is directed onto a 50% transmission, 50% reflection beamsplitter and the resulting two beams from the beamsplitter are directed onto respective individual detectors through equal length paths. Clearly, if both detectors register a photo-generated event at the same time, the photons which created this situation must be coincident and the source is outputting multi-photons. For the 2007 results detailing a single rubidium atom in an optical cavity, the value of g (2) (0) was 0.054 and was entirely limited by dark counts and background illumination of the single atom.
In 2005, Darquié et al demonstrated a single rubidium-87 atom [38] trapped in a far-detuned optical trap. The singlephoton source was operated at a repetition rate of 5 MHz. The photon generation and detection probability (which also includes the detection efficiency of the APDs used to detect the photons) was 0.60% ± 0.04%. The probability of singlephoton emission was 98.1% and the probability of doublephoton emission was 1.9% [38] .
Colour centres in diamond
The technical challenges involved in using single atoms have led to research into other techniques to generate single photons. In 1957 Kaiser and Bond identified nitrogen as a common impurity in diamond [39] . It is possible to substitute a nitrogen atom for a vacancy in an adjacent lattice position to generate an optically pumped source of single photons at room temperature [40, 41] . Both the ground and optically excited levels are triplet states and the photon emission is broadband ( λ ∼ 100 nm) with wavelengths in the range 640-720 nm. Following this work, research has concentrated on identifying other potential impurities which may act as photon emitters, to the extent that over 500 optical centres have now been identified [42, 43] . Potential alternative optical centres include silicon [44] and nickel-nitrogen NE8 [45] . The high refractive index of diamond (2.4175 to 2.4178 [28] ) means that the number of photons which can be collected from microscopy on a flat interface is greatly reduced due to total internal reflection. To overcome this problem, it is possible to use nanocrystals with size of the order of 50-100 nm, ensuring that no total internal reflection takes place [46] .
Photonic emission from silicon vacancies in diamond was first demonstrated by Vavilov et al in 1980 [47] and verified by Clark et al in 1995 [48] . In 2005, Wang et al demonstrated a way to produce silicon vacancies in diamond by ion implantation [44] , a technology which may be applied to the formation of any required impurities in diamond. This technique allows precise control over the location and density of the introduced impurities.
Nickel nitrogen NE8 defects in diamond have narrow spectral bandwidth (∼1.5 nm) emissions around a wavelength of 800 nm [49] . These defects can be fabricated in thin diamond films by using chemical vapour deposition [50] . The first demonstration of stable, triggered, room temperature operation of a NE8 defect single-photon source was made by Wu et al in 2007 [45] . Under CW (continuous wave) excitation, this single-photon source demonstrated a g (2) (0) of 0.2 while under pulsed excitation the g (2) (0) was 0.16. The current highest single-photon emission rate from a colour centre in diamond is 1.6 MHz (before correction for detector efficiency) at a wavelength of 734 nm [51] . These results were obtained using an unknown impurity in diamond crystals of up to 2 μm in size. A g (2) (0) of 0.16 was observed for this single-photon source.
In 2002, Beveratos et al demonstrated a quantum key distribution system using a nitrogen vacancy in diamond as a single-photon source [52] . This system achieved an average of 77 secure bits in a 10 ms operation window, leading to an approximate average secure key exchange rate of 7700 bit s −1 using a polarization-based BB84 protocol [52] .
In common with single atoms, it is possible to couple the emission from colour centres in diamond into a cavity to improve the efficiency of the emission. In principle, it is possible to form the required cavity from the diamond itself [53, 54] . However, the first demonstrations exhibited high scattering losses as the diamond was composed of many crystalline structures (polycrystalline) [55, 56] . It is possible to use cavities formed from materials other than diamond, such as silica microspheres [57] but this technique has the potential disadvantage that it is often realized by the random deposition of diamond nanocrystals onto the surface of the microsphere. This can lead to large variations in the coupling between the diamond nanocrystal and the cavity.
In 2009, Barth et al demonstrated the controlled coupling of a single diamond nanocrystal to a polycrystalline cavity Figure 5 . The density of states for (from left to right, top to bottom) a 3D bulk semiconductor, a 2D quantum well, a 1D quantum wire and a 0D quantum dot [24] .
composed of silicon nitride (Si 3 N 4 ) [58] . This work was preliminary to the application to a single-photon source and used nanocrystals containing many nitrogen vacancy photon emitters.
Quantum dots
The challenges involved in overcoming the practical difficulties in isolating single atoms make their use as singlephoton sources very demanding. One alternative is to use larger structures which exhibit some of the characteristics of single atoms-in effect, artificial atoms. Such structures exist and are known as quantum dots. A quantum dot is a structure which confines electrons in three dimensions, leading to a quantization of the available energy transitions for carriers similar to that of a single atom. One common manifestation of a quantum dot is a nanometre dimensioned island of low band gap semiconductor material surrounded by higher band gap material (the band gap is a region of energies in which no electron states exist-an electron cannot take an energy level within the band gap) [59] . A quantum dot can exhibit single-photon emission if a single energy transition is selected [60] [61] [62] . A bulk semiconductor has a density of states, g (E) (a measure of the number of energy states per unit volume which have an energy in the range E to E + dE), which is given by
where E is the carrier energy,h = h 2π
, and m * is the effective mass [63] . As shown in the top left-hand graph in figure 5 the density of states for a 3D bulk semiconductor increases gradually for an increase in energy.
Quantum theory tells us that an electron can behave as both a wave and a particle. It has a mass (9.10938 × 10 −31 kg) but also has an associated de Broglie wavelength. The de Broglie wavelength is defined by
where m is the mass, v is the object's velocity and c is the speed of light in a vacuum [64] . If a macroscopic bulk semiconductor is reshaped so that in one dimension the size is close to the de Broglie wavelength of an electron, a quantum well will be formed. This quantum well confines the electron in one dimension while permitting free motion in the remaining two dimensions, leading to a quantization of the energy levels. The quantization can also be observed in the density of states shown in the top right-hand graph in figure 5 , which is now described as
where N is the number of the well sub-band [65] . It is more normal to grow quantum wells by using a thin layer of low band gap semiconductor sandwiched between two layers of a larger band gap semiconductor. The low band gap semiconductor acts as the quantum well while the larger band gap materials provide the confinement [66] . If the previously bulk semiconductor is reshaped again so that the size is comparable to the de Broglie wavelength in two dimensions, a quantum wire can be formed. In a quantum wire the electrons are confined in two dimensions but free to move in the third. The density of states for this is also shown in figure 5 in the bottom left-hand graph. If the semiconductor is now shaped so that it is smaller than the de Broglie wavelength in all three dimensions, we have a quantum dot [67, 68] .
The final graph in figure 5 shows the density of states for a quantum dot. A quantum dot confines the electrons in all three dimensions and this leads to a series of discrete Lorentzian shaped energies in the density of states. The wavefunctions of the electrons are fully constrained within the dot and the dot consequently behaves like a single atom, even though it is made up of many atoms.
Quantum dots can be fabricated using a number of different techniques, including colloidal synthesis [69] , viral assembly [70] , electrochemical processes [71] and selfassembly [72, 73] . By far the method which produces the best results is Stranski-Krastanow growth, otherwise known as self-assembly. Layers of different semiconductors (heterostructures) with the same crystal axes are grown using molecular beam epitaxy (MBE) or metallo-organic chemical vapour deposition (MOCVD) [74] [75] [76] . Self-assembly requires two successive layers of semiconductor, each with a slight mismatch in the lattice parameter, to be deposited on the sample semiconductor crystal surface. The slight mismatch in the lattice parameter leads to strain which, in turn, leads to the spontaneous formation of small islands in the semiconductor surface to relieve the strain, after a critical number of layers have been grown, as shown in figure 6 . It is these nanometre sized islands that are the quantum dots. The process of island formation reduces the strain energy but increases the surface energy and the process of dot growth involves the formation of equilibrium between these two competing energies [77] . [72, 73] . At the critical thickness of 1.5 monolayers the lattice mismatch between InAs and GaAs results in the formation of small 'islands' to relieve the strain. Further layers increase the density until dislocations form at more than 2.5 layers when the dots begin to merge. After [59] . An atomic force microscopy (AFM) image of a quantum dot sample, similar to those which were further processed to create the micropillar samples examined in this thesis. The light spots are the small 'islands' of semiconductor which are the quantum dots and the inherently random placing of the dots can be clearly observed. Image courtesy of Engineering and Physical Sciences Research Council (EPSRC) National III-V Facility, University of Sheffield, UK.
Self-assembly produces dots which are well defined and of a high quality with no free surfaces and associated defects. MBE allows for some control over the density of dots on the sample surface as the source-sample geometry within the growth chamber can lead to a density gradient across the sample surface. Although semiconductor wafers are typically rotated during MBE growth to alleviate this density gradient, in the case of quantum dot growth such variations may be desirable and so the process of rotation can be reduced or stopped as required [78] . Dot densities of up to 10 10 cm −2 are common [78] . Figure 7 shows an atomic force microscopy image of the surface of a quantum dot sample, where the light coloured spots are the quantum dots.
Due to the inherently random nature of the strain relief process, self-assembly does not allow any fine control over the positioning of the dots when using unpatterned semiconductor substrates. While this may not be an issue for experiments conducted on large planar samples of quantum dots, in the case of microcavities there is a small probability that a microcavitiy will contain no quantum dots. Use of lithographic etching does allow the formation of regions in which dot formation is more favourable but the optical properties of such dots can be affected, as well as the samples requiring extensive preparation, somewhat reducing their usefulness [79] .
Quantum dots are good candidates for single-photon sources as they do not exhibit photo-bleaching (whereby the photon flux decreases with time [80] ) or blinking (a discrete transition from an on, or high photon flux, state to an off, or low photon flux, state [81] ). Generally, they must be operated at cryogenic temperatures to ensure that the carriers remain in the dot and the system is dominated by quantization. As the temperature is increased the occupation of the energy levels in the quantum dot changes and, at room temperature, there is a significant probability that carriers will leave the dot via vibrations in the atomic lattice. The excitation may be optical or electrical.
In 2000, Michler et al first demonstrated emission of light from a quantum dot with sub-Poissonian statistics-that is a photon number distribution with a variance less than the mean. These experiments demonstrated a g (2) (0) of 0.47 ± 0.02 using a cadmium selenide (CdSe) dot at room temperature [60] . This technique was refined with the introduction of spectral filtering to select a single energy transition (corresponding to a single emitted wavelength) by Santori et al giving a g (2) (0) of 0.12 (before subtraction of the background) [61] .
Quantum dots emit photons isotropically so usually only a small fraction of the photons can be collected. Placing the quantum dot in a Fabry-Perot cavity, as shown in figure 8, will change the energies available to the emitted photon [62] . The thickness of the cavity will lead to the formation of a standing wave within the cavity, the cavity mode. At resonance, when the dot emits at the same wavelength as the cavity mode, the photon emission rate increases (leading to a decrease in the decay time, the Purcell effect [82] ) and the photons are emitted into the cavity modes [59] . The Purcell effect provides an increase in the photon flux relative to an off-resonance dot and leads to a greater efficiency of single-photon generation. When a quantum dot is in resonance with the cavity, a decrease is observed in the lifetime of the dot emission. The associated Purcell factor is calculated by dividing the off-resonance decay time by the on-resonance decay time.
This resonance is a low temperature effect as at high temperatures the spectral full-width-at-half-maximum (FWHM) of the quantum dot emission is broadened and a matching cavity has a low quality factor and hence a low Purcell effect [59] . The wavelength of emission of a dot will increase with an increase of temperature, as will the wavelength of the cavity mode. However, the cavity mode will increase in wavelength at a lower rate so it is possible to temperature tune a particular dot into resonance with the cavity.
As the temperature of the quantum dot microcavity is increased, the spectral emission of the dot will broaden in linewidth and decrease in intensity. Consequently, it is not possible to increase the temperature of a quantum dot microcavity enough to bring every dot into resonance in turn; the emissions from some dots will have become too broad (and therefore, too low in intensity) before they are temperature tuned into resonance. The cavity mode is responsible for the majority of the multi-photon emissions in the narrow spectrum centred on the peak of dot emission. This means that a particular dot which is to be used as a single-photon source in resonance with a cavity must have a sufficiently high photon flux so that it dominates the multi-photon emissions from the cavity mode. To date, the highest on-demand single photon rate demonstrated from a quantum dot microcavity single-photon source is 31 MHz (after correction for the efficiency of the detectors) with a g (2) (0) of 0.4 [83] . In 2007, Intallura et al published details of a BB84 protocol, phase-based QKD system operating at a wavelength near 1.3 μm using a 1 MHz clock [84] . The microcavities were formed from a low-density layer of InAs quantum dots within a microcavity pillar of 3 μm diameter formed from 11 pairs of alternating AlGaAs/GaAs mirrors at the top and 30 pairs at the bottom. The optical excitation wavelength used was 1064 nm pumping at the clock frequency of 1 MHz. At the resonant temperature, the g (2) (0) of this single-photon source was 0.166.
Quantum dot microcavities may also be applied to a diode structure to create an electrically excited single-photon source [85] . Electrical excitation has the potential advantage over optical excitation that it is no longer necessary to isolate emitted photons from the excitation [86] . Such isolation (whether by spectral or spatial filtering) can introduce loss which reduces the flux of single photons available for use in applications. In 2009, Bimberg et al demonstrated a gigahertz clocked electrically excited quantum dot diode structure emitting photons of wavelength ∼951 nm with a g (2) (0) of 0, limited by the 0.7 ns timing resolution of the system, at a temperature of 15 K [86] . Diodes will be discussed in more detail in a later section. This device was formed from a 5 × 10 8 cm −2 density layer of InAs/GaAs quantum dots embedded in a p-i-n diode structure. The dot layer was confined between GaAs/AlGaAs distributed Bragg reflectors (5 on the top and 12 on bottom) forming a resonant cavity. A micron scale diameter aluminium oxide aperture inside the cavity above the dot layer allowed a single quantum dot to be electrically addressed. Such a device has potential applications in gigahertz clocked quantum key distribution over metropolitan access networks where the wavelength is suitably spectrally separated from the upstream and downstream classical communications [20] .
Heralded photons
Perhaps one of the largest disadvantages of the single-photon sources described so far is that the emission is random. It is not possible to tell if a particular excitation pulse has generated a single-photon emission until that single photon is detected. It is possible to use parametric down-conversion to generate a 'heralded' source of single photons-'heralded' meaning that there is an indication of when a single photon was generated via detection of its pair photon [87, 88] . As shown in figure 9 a crystal with an optical nonlinearity (often of χ (2) type) has a pump laser of a short wavelength (and therefore, high frequency) passed through it [88] . A beam dump is used at the far side of the crystal to block any pump laser photons which are transmitted through the crystal. The photon may occasionally annihilate to produce a photon pair at well-defined wavelengths with a total energy (measured as the sum of the frequencies) which is the same as the pump laser photons. These photons are emitted in a cone centred on the pump laser with one photon at a particular wavelength known as the 'signal' and the other the 'idler' [87, 88] . The relationship between the parameters of the signal, idler and pump photons is given by energy and momentum conservation and can be expressed as
where E S is the energy of the signal photon, E I the energy of the idler photon and E P the energy of the pump photon. Similarly, ν denotes frequency and λ wavelength. Since the signal and idler photons are generated as pairs, if spatial and spectral filtering is used on each of the two generated photon streams it is possible to use detection of one (say the 'idler') to confirm, or herald, the existence of the other (the 'signal') [87, 88] . This approach has been used on a number of occasions to generate heralded single photons for several different applications. In 2004, Fasel et al reported the generation of 1550 nm wavelength photons (with a 6.9 nm spectral width) heralded by 810 nm photons from a 532 nm wavelength pump source in a type I KNbO 3 bulk non-linear crystal [89] . The Figure 9 . An example of a heralded photon source. After [88] .
1550 nm wavelength photons were heralded with in excess of 60% probability and the probability of multi-photon emission was reduced by a factor of up to 500 when compared to Poissonian light. Castelletto et al reported the highly efficient generation of heralded single photons at a wavelength of 1550 nm and the collection of these into single spatial and spectral modes [90] . In 2007, Soujaeff et al published details of a heralded single-photon source producing signal photons at a wavelength of 1550 nm and herald photons at 521 nm [91] . At an input laser pulse repetition frequency of 82 MHz, the experiment produced single photons at a mean rate of 216 kHz.
Single-photon detection
Characterization parameters
An important parameter in the choice of detector is the detection efficiency (η D ) which is the probability that an incident photon generates a measurable current pulse, assuming that the time between photon arrivals is greater than the dead-time of the detection system. The quantum efficiency (η q ) is the probability that an incident photon generates an electron-hole pair and is related to η D by a factor which depends on the detector. Figure 10 shows a comparison of the detection efficiency spectra for three detectors of types which will be described in more detail later.
In photon-counting detectors, events will occur in the absence of incident radiation, or 'dark events'. The origin of these dark counts will vary depending on the detector types and operating conditions, for example in a photomultiplier thermionic emission at the photocathode will give rise to a quantifiable dark count rate. In photon-counting photomultipliers and avalanche photodiodes, the phenomenon of afterpulsing also occurs to form a contribution to the dark count rate. This happens when a detector event generated at a time t generates a subsequent event at a time t + t, where t is a largely unpredictable unique time difference for each photo-generated pulse. In addition there are further 'dark' (not generated by a photon) events, the exact cause of which depends on the configuration of the detector used but are often triggered by thermal excitation.
In many single-photon experiments, there are advantages in maintaining a low dark count rate as non-photon generated events will contribute to the overall error rate in measurements. A useful quantity in the characterization of single-photon detectors is the noise equivalent power (NEP), which is defined as
where λ is the wavelength of the incident photon, N D is the dark count rate and η q is the quantum efficiency, as defined before. The NEP is defined as the signal power required to attain a unity signal-to-noise ratio within a one second integration time [92] and is shown in figure 11 for the same three detectors presented in figure 10 . For many applications, the timing jitter of the detector is an important characterization parameter. The timing jitter Figure 12 . Schematic of a 'focused dynode chain' photomultiplier tube (PMT); the process of electron multiplication from each dynode stage causes a measurable current to be detected [72] .
is a measure of the degree of variation in the delay between the arrival time of a photon at the detector and the output of an electrical pulse. It is common to take many different measurements of this delay and plot them in a histogram. The timing jitter is then quoted as being the full-width at halfmaximum of the peak in this histogram. In time-of-flight laser-ranging, the timing jitter of the detector will affect the depth resolution of the measurement [93] while in QKD, the timing jitter can lead to intersymbol interference and increase the error rate of the key exchange process [94] . Figure 12 shows a representational diagram of the operation of possibly the earliest form of single-photon detector to be used in a wide-range of applications; the photomultiplier tube (PMT) [95] [96] [97] [98] . The device is formed from a vacuum tube with a photocathode at the entrance and a series of following dynodes arranged prior to an anode at the far end. The photocathode absorbs the incident photons and emits up to one electron per incident photon as it does so. Depending on the material composition of the photocathode, PMTs can be effective for detection of light at varying wavelengths. Generally, the photocathode consists of a thin evaporated layer of alkali metal compounds and one or more group V elements. Once an electron is emitted from the photocathode, it is accelerated towards, and collides with, the first positively charged dynode. This collision releases further electrons which are then accelerated towards the second dynode. Each successive dynode in the PMT is charged to a higher positive potential than the preceding one resulting in amplification as the increasing number of electrons collide with later dynodes. When compared to the semiconductor detectors which will be described later, PMTs have a high internal gain. If N dynodes are used, each with secondary electron coefficient α, then the multiplication factor, M, is given by
Photomultiplier tubes
Typical values of α = 4 and N = 10 lead to a multiplication factor of 10 6 [99] . Typically, PMTs have multiplication factors which lie in the range 10 4 -10 7 . When compared to the smaller active areas of semiconductor single-photon detectors, the large photocathodes used in PMTs (which can be up to 1000 times larger) are an advantage-facilitating improved optical collection, especially from extended optical sources [100] . However, the requirement to have several dynodes means that PMTs are contained in relatively large physical packages (although there have been advances in miniaturization [100] ), have a poor mechanical stability and require high bias voltages, typically of the order of 1 kV. Although the single-photon detection efficiencies of PMTs are generally not greatly dependent on the wavelength of the incident photons, they typically exhibit low single-photon detection efficiencies [101, 102] and their timing jitter (which is mainly dependent on the fluctuations in transit times from the photocathode to the anode) is typically in the region of 1 ns [103] . The combination of these factors means that in applications where higher detection efficiencies and lower jitter are required, such as time-of-flight laser ranging [93, 104] , PMTs are less likely to be used. The afterpulsing in PMTs is most likely caused by ion feedback or by luminescence of the dynode material and the glass of the tube while the dark counts are typically induced by thermal excitation [80] . If the photocathode is fabricated from InGaAs, and the device cooled to 200 K, it is possible to extend the spectrum of operation for a PMT into the near-infrared wavelengths up to 1700 nm [105] . The cooling is required to reduce the dark count rate which is typically around 10 5 counts per second at this temperature. Figure 13 shows the quantum efficiency of three devices manufactured by Hamamatsu; at best their efficiency is ∼2%. The cathode radiant sensitivity curve shows the ratio of the current transmitted by the photocathode to the incident radiant power of a specific wavelength. The quantum efficiencies of the three detectors follow different gradients as they are related by
where S is the cathode radiant sensitivity, ν is the frequency of the light incident upon the detector and e is charge on an electron.
Microchannel plates
It is possible to consider microchannel plates (MCP) as an array of devices which operate along principles similar to those employed in the PMT. A schematic of the structure of a typical MCP is shown in figure 14 , along with the method of operation. An MCP is assembled from an array of multiple ∼10 μm diameter thin glass capillaries arranged into a disc. Unlike in the case of the PMT, where there were separate dynodes positioned along the length of the tube, in an MCP the inner wall of each capillary is coated with a photo-emissive material and biased at each end, so that it acts as a continuous dynode [106] . The single input electron is accelerated by the positive potential towards the inner wall of the channel where it collides, releasing secondary electrons which then initiate further collisions along the length of the channel resulting in an exponential multiplication of the electron flux. MCP detectors require a high voltage of the order of 1 to 3 kV to operate but do not show the same multiplication factors as PMT detectors. Experiments by Becker indicated that some MCP devices do not exhibit any afterpulsing effects at timescales of up to 150 ns [80] . Typically, MCPs will exhibit timing jitters of approximately 20 to 30 ps [107] . The large 2D arrayed input means that the MCPs are good candidates to be used as detectors in imaging systems such as image intensifiers or time-of-flight laser-ranging systems [108] .
Avalanche photodiodes
During the last 30 or so years, more rugged and efficient alternatives to dynode-based detectors have become more widely used: semiconductor detectors known as avalanche photodiodes. A diode is a device formed by a junction between a semiconductor with an excess of holes (p-type) and a semiconductor with an excess of carriers (n-type). These n-type and p-type regions are formed by the introduction of immobile dopant centres of opposite polarity within Figure 15 . A schematic diagram of the structure of a diode. At the junction between the n-type and p-type semiconductor the mobile charges diffuse and create an electric field which prevents further charge diffusion. After [27] . the material.
Because of the diffusion of carriers set up by the discontinuity between the two differently doped semiconductors, a region of electric field is formed which is depleted of all free carriers (as shown in figure 15 ) [100] . When a voltage is applied so that the n-type semiconductor is at a higher potential than the p-type, the junction is said to be reverse biased. When the electric field is sufficiently high, then a drifting electron can gain enough kinetic energy that, on collision with an atom in the lattice, it can knock an electron out of its bound state and promote it into the conduction band, releasing a hole in the valence band. This phenomenon is known as impact ionization, and a similar effect is seen for holes drifting in an electric field. These resulting carriers will then be accelerated in the high electric field and may undergo further impact ionization events, resulting in an avalanche of carriers-hence the term avalanche photodiode or APD. Figure 16 shows a schematic of an example of a silicon reach-through avalanche photodiode and the corresponding electric field. The absorption region (in which the energy of the photon is absorbed) is produced from a thick layer of an undoped or lightly doped (intrinsic) semiconductor which is introduced between the p and n layers. This thick layer is introduced to ensure a high level of absorptance Figure 17 . The process of impact ionization in an avalanche photodiode (APD). In the top schematic an electron-hole pair is generated by the absorption of a photon in the depletion region of a reverse biased APD-a process known as impact ionization. In the lower schematic the electron causes further impact ionizations, multiplying the number of electron-hole pairs and producing a self-sustaining avalanche of carriers.
of incident photons within the depleted region, as well as ensuring predominantly electron injection into the highfield multiplication region, the electron impact ionization coefficient in silicon being higher than the hole impact ionization coefficient. The use of this thick layer also helps reduce the capacitance of the device. In the gain region (also known as the multiplication region) the injected electron drifts from the point of absorption and undergoes impact ionization, initiating the avalanche process. This secondary electron-hole pair can lead to further impact ionization which will generate another electron-hole pair in a continuing process, as shown in figure 17 [100] .
If the electric field applied across the device is sufficiently high to be above the avalanche breakdown threshold, it is possible for a single photo-generated carrier to induce a self-sustaining avalanche where the positive feedback from hole and electron impact ionization means that the avalanche process cannot stop. The point at which this occurs can be easily seen from the current-voltage characteristics of the device, as shown in figure 18 . As the reverse bias voltage is increased, the current increases steadily until the voltage reaches the breakdown voltage where the current increases rapidly, indicating that the carriers are beginning to multiply; however, at such a bias level the photocurrent will be linearly proportional to the incident light level. Above avalanche breakdown, a single electron (or hole) can initiate a selfsustaining current, the onset of which will be readily detectable by external thresholding circuitry. Such a mode of operation can be regarded as purely digital: the output is the same whether one or more photons are incident at the same time, quite different to the linear multiplication region of operation. When operated in this photon-counting, or Geiger, mode, the device is termed a single-photon avalanche diode or SPAD [109] . In order to stop the self-sustaining avalanche, it is necessary to reset the detector so that it is ready to receive more photons, i.e. the process of 'quenching' the avalanche.
The single-photon detection efficiency increases with the increasing excess bias voltage above avalanche breakdown primarily due the increase in the avalanche triggering probability, and possibly also due to the increase in the thickness of the depletion region [110] . The dark count rate also increases with increasing excess bias voltage due to the increase of both the avalanche triggering probability and the field-enhanced dark count generation [111, 112] . The rate of increase of dark count rate is usually greater than the rate of increase in photon detection efficiency. In addition, as the excess bias voltage is increased, the FWHM timing jitter decreases [109] . Consequently, the choice of optimal excess bias depends on the application to which the detector is applied. If the contribution of counts from other light sources is likely to greatly exceed the dark count rate (such as the solar background in the time-of-flight ranging application) then it may be preferable to increase the photon detection efficiency at the cost of increasing the dark count rate. In the case of quantum key distribution, measurements over long distances (i.e. high transmission channel losses) will be dominated by the dark count rate and increased timing jitter can lead to intersymbol interference. It is therefore necessary to balance the choice of excess bias to ensure sufficient detection efficiency, low timing jitter in comparison to the clock period and a low dark count rate.
3.4.1.
Quenching. The process of quenching involves detecting the leading edge of the avalanche current, then generating a closely time-correlated electrical pulse, reducing Figure 19 . An example of a circuit used in passive quenching. When the avalanche photodiode (APD) is biased above the breakdown voltage by V A an electron-hole pair can generate a self-sustaining avalanche. The avalanche discharges through the high resistance of R L and the voltage V A decreases. This is sensed by a comparator which produces a signal for photon counting and timing [113] . the bias voltage below breakdown level and finally restoring the voltage to the original operating level. There are three main forms of quenching applied to detectors: passive, active and gated.
A passive quenching circuit is simply a high impedance load connected in series to the SPAD [109, 113] . As shown in figure 19 , the SPAD is reverse biased through a high ballast resistor R L , of the order of k . During a self-sustaining avalanche, the resistance of the SPAD drops to a few k and the most of the external bias is dropped across R 1 . Passive quenching circuits can have a slow recovery time in which no further photon detection events can be registered (a deadtime), reducing the maximum count rate possible. The recovery time depends on the product of the resistor R L and the internal capacitance of the diode. Although it is possible to reduce both values to minimize the recovery time, even at small values of R L (∼500 k ) and internal capacitance (∼1 pF), the recovery time can be up to ∼1 μs [109] .
Active quenching was first developed by a group at Politecnico di Milano [114] and the basic circuit is shown figure 20 [115] . The photodiode is biased from the low impedance (100 ) source. The avalanche current induced by a photon event triggers a fast comparator which switches the current in an emitter-coupled transistor pair. A negative pulse is then superimposed on the bias and rapidly quenches the avalanche. Due to the additional propagation delays caused by the path through the comparator, the emitter-coupled transistor pair and the leads of the feedback loop, the leading edge of this pulse is delayed with respect to the onset of the avalanche and the duration of the avalanche current pulse is set by this delay. The hold-off time after quenching is determined by the duration of the comparator output pulse and is equal to that of the avalanche pulse. The deadtime associated with this technique is the sum of the avalanche and hold-off durations (approximately twice the duration of the propagation delay in the feedback loop) and can be of the order of a few nanoseconds-permitting photon detection rates of the order of Mbit s −1 . It is important to note that the quenching voltage pulse induces a capacitive current flow in the diode which can be comparable to the avalanche current. This means that the comparator would be retriggered on the trailing edge of the pulse and the circuit would begin to oscillate. To alleviate this, the capacitive current peak is cancelled by a current pulse which has the same shape but opposite polarity, obtained by coupling the complementary output to the comparator unit via an adjustable compensating capacitor (C C in figure 20) . A transformer is used to equalize the shapes of the complementary pulses. This results in a slightly increased deadtime due to the degradation of the trailing edge of the pulse at the comparator input and the increased delay of the feedback loop.
In gated quenching, the bias voltage is only increased above the breakdown level for the duration of the period in Figure 21 . Left: a schematic of a thick junction silicon single-photon avalanche diode (Si-SPAD). Right: a schematic of a thin junction Si-SPAD with [118] .
which a photon is expected. A form of gated quenching is used for most InGaAs/InP SPADs. This approach is applicable to QKD as the arrival times of the photons at the detectors, corresponding to the individual binary digits (bits) sent by Alice, can be predicted with reasonably high accuracy. However, in other applications such as time-of-flight-ranging, this technique is less appropriate since the arrival time of the photons at the detector is dependent on the unknown distance to the target.
Silicon single-photon avalanche diodes.
Silicon single-photon avalanche diode detectors have been used for several decades [114, 115] , and have become widely used in a number of photon-counting application areas in the spectral region 400-1000 nm. There are two main types of design of Si-SPAD architecture: thick and thin junction. Both thick [116] and thin [117] junction Si-SPADs are now commercially available technologies. As may be guessed from the different terms, the main difference between the two designs is the thickness of the depleted region in which photon absorption takes place (see figure 21 ) [118] . In the case of a thick junction SPAD [119] this can be a few tens of μm whereas in the case of the thin junction it is typically only a few μm [118] .
Generally, the thin-junction devices have lower singlephoton detection efficiency (SPDE) than the thick junction, and the long interaction length of the latter leads to improved efficiency in the near-infrared. Figure 23 shows a comparison between the detection efficiencies of typical thick and thin junction Si-SPADs [109] . It can be seen from figure 22 that a typical thin junction Si-SPAD has a peak detection efficiency of ∼52% at a wavelength of ∼525 nm, falling to ∼3% at a wavelength of 1000 nm. A typical thick junction Si-SPAD has a peak detection efficiency of ∼70% at a wavelength of ∼800 nm, falling to ∼5% at 1000 nm.
In terms of timing jitter, there have been reports of thin junction devices having exhibited jitter responses of 20 ps FWHM, although these were in small area diameter devices (∼10 μm) [120] . Thick junction devices generally exhibit timing jitter of the order of 520 ps FWHM in a 200 μm diameter active area [121] . It should be noted that some authors have reported much improved timing jitter through adaptations of read-out electronics [121] . The reduction in the thickness of the junction leads to a reduction in the timing jitter but also a reduction in the detection efficiency. Early designs of thin junction SPAD exhibited long diffusion tails [122] [123] [124] whereby the instrumental response has a peak followed by a long, exponential tail caused by photogenerated carriers which are generated by absorption in the substrate of the device which then reach the depletion layer by diffusion and generate further avalanches. At 1 100 th of the maximum, the full-width (FW1/100M) of the detector response could be as great as 650 ps for comparatively short FWHM of ∼35 ps [125] . Later version of these devices improved the FW1/100M to 130 ps by reducing the thickness of the neutral layer beneath the active junction [125] .
Generally, the dark count rate of a thin junction Si-SPAD depends on the diameter of the active area [125] . Typical values at 20
• C are ∼700 count s −1 for 50 μm, diameter ∼3000 count s −1 for 100 μm diameter and ∼ 40 000 count s −1 for 200 μm diameter [125] . As the device is cooled, the probability of thermally generated carriers falls and the dark count rate falls. At a temperature of −25
• C the dark count rates become 5 count s −1 , 50 count s −1 and 1500 count s
respectively [125] . At a wavelength of 850 nm a typical commercial thick junction Si-SPAD at a temperature of ∼ −25 • C will exhibit an NEP of ∼8 × 10 −18 W Hz −1/2 while a 200 μm diameter active area thin junction at the same wavelength and a temperature of −25
• C will exhibit an NEP of ∼7 × 10 −17 W Hz −1/2 [125] , and at room temperature the higher NEP of ∼7 × 10 −16 W Hz −1/2 . However, it should be noted that reduced NEP is readily observed with smaller diameter devices, for example an NEP of 1.5 × 10 −17 W Hz −1/2 was measured using a 50 μm diameter shallowjunction Si-SPAD at −15
• C at a wavelength of 850 nm [126] . At room temperature a 50 μm diameter shallow junction Si-SPAD has demonstrated an NEP of 4.7 × 10 −17 W Hz
[127] at a wavelength of 850 nm.
Just as in the case of some single-photon sources, it is possible to use a resonant cavity to increase the efficiency of SPAD detectors [128] . It is possible to form a cavity of this type by using a reflector buried in the device and the air/semiconductor interface at the top [128, 129] , leading to a higher detection efficiency for the same depletion region thickness. This can be used with thin junction SPADs to increase the detection efficiency while avoiding an increase in timing jitter [118] . The introduction of a cavity into a thin junction Si-SPAD using silicon-on-insulator (SOI) in the lower mirror was shown by Ghioni et al [125] to increase the detection efficiency from 10% to 34% at a wavelength of 850 nm. This prototype device has a high room temperature dark count rate of 100 000 count s −1 for a 50 μm diameter active area, due to dislocations induced by the SOI layers by temperature-induced strain relaxation.
As was discussed previously, the main advantage of PMT detectors is the large active area when compared to SiSPADs. One possible solution is to produce a 'large area' detector which is a series of interconnected Si-SPADs in a grid formation. Each element in the grid (or pixel) is a SPAD. The SPADs are joined together on a common substrate and output across a common load resistor so that the electrical outputs of each pixel are summed [130] . Consequently, it is possible to use these interconnected Si-SPADs in photon number resolving experiments as, provided the photons are incident on different pixels, coincident photon events will generate an electrical output pulse which is correspondingly higher by a factor depending on the number of pixels which were illuminated. All of the electrical outputs from the individual pixels are combined, adding dark count contributions from each pixel to the total dark count rate. A typical fill factor for a 1 mm 2 SiPM is about 25% [130] . The single-photon detection efficiencies of interconnected Si-SPADs are, as would be expected, similar to those of single silicon SPADs. An example interconnected Si-SPAD matrix, . Recent advances in arrayed silicon SPADs [134] [135] [136] also provide possible options as highly sensitive focal plane arrays, and, in some cases, these arrays permit individual timing information from each pixel. Arrayed Si-SPADs consist of a 2D matrix of independently electrically addressed SPAD detectors covering a large area, typically several mm 2 . The addressing and read-out electronics tend to take a high proportion of the area between pixels, leading to low fill factors. Arrayed silicon SPADs have found applications in fields such as 3D imaging [135] and astronomy [134] where they have the potential to reduce measurement durations. Niclass et al used a 32 × 32 array of SPADs to demonstrate a 3D imager based on time-of-flight [135] , with each pixel exhibiting 115 ps timing jitter (FWHM). A separate depth measurement was performed for each pixel in the array and the 1024 independent measurements combined to produce a 3D image of the target. The NEP of a typical pixel was ∼6 × 10 −17 W Hz −1/2 at a temperature of 0 • C. Zappa et al presented a 60 pixel array for use in astronomical applications where the photon numbers involved in measurements can be extremely low but there is a desire to undertake measurements for only a short time period due to the rapid nature of the phenomena under examination [134] . The maximum saturated count rate of this detector was 30 Mcount s −1 while the minimum was at the single-photon level. The NEP of a single pixel in this array was ∼3 × 10 −17 W Hz −1/2 at a temperature of −10 • C.
Germanium single-photon avalanche diodes.
In the mid-1990s, commercially available linear multiplication germanium APDs were characterized in Geiger mode [136, 137] , as potential photon-counting detectors in the infrared. Their quantum efficiency performance compared to that of other SPADs and two PMTs is displayed in figure 23 . The main problem with Ge SPADs was the high DCR which was reduced by cryogenic cooling. At room temperature, Ge would absorb at wavelengths beyond 1550 nm, but at the temperatures the devices were tested (77 K), the cut-off was a little under 1500 nm. The SPDE of a Ge SPAD was measured in gated mode to be a modest ∼10% and sub-100 ps timing jitter. Ge devices also suffered from a high level of afterpulsing, a phenomenon also apparent in the InGaAs/InP devices which will be discussed later.
Silicon germanium single-photon avalanche diodes.
One step towards low-noise linear multiplication APDs was the use of separate absorption and multiplication hetero-structures. Whilst most progress was made in III-V structures, e.g. InGaAs/InP as described below, some progress was made in the use of Ge-containing absorbing layers on Si multiplication layers. The 1980s saw progress towards the development of strained layer silicon/silicon germanium (Si/SiGe) absorbing avalanche diodes grown on Si [138, 139] and used in linear multiplication mode. The devices were fabricated with the absorption in the Si/Si 1−x Ge x alloy layers and multiplication in the Si layers. In 2002, the first attempt at a SPAD grown using a similar approach was made by Loudon et al [140] , where clear improvements in quantum efficiency were found in the near infrared over otherwise identical all-Si control samples. However, such devices used strained SiGe/Si layers with Si/Si 0.7 Ge 0.3 multiple quantum well material as an absorber, where the thickness of the Ge-containing layer was kept low-a total of only 300 nm including the all-Si layersin order to keep below the critical thickness of the layer and inhibit relaxation. Such thin layers meant that the overall absorptance in the infrared was low. In later work by Carroll et al [141] , a 400 nm thick Ge absorber was grown on Si to demonstrate linear multiplication and dark counting above avalanche breakdown.
3.4.5.
Indium-phosphide-based single-photon avalanche diodes. Currently, the most promising candidates for nearroom temperature single-photon counting at a wavelength of 1550 nm are indium-phosphide (InP)-based separate absorption and multiplication avalanche diodes, particularly InGaAs/InP devices [142, 143] . These devices have been used as linear multiplication devices [144] for many years and have been more recently used above avalanche breakdown, in Geiger mode. In the last few years, specific growth and fabrication programmes aimed at designs for single-photon operation have yielded devices with improved performance [145, 146] . Figure 24 illustrates a schematic of a planar geometry InGaAs/InP SPAD detector, where incident infrared photons are absorbed in the narrow-gap InGaAs and, the photogenerated holes drift to the high-field InP, where multiplication takes place. One potentially important issue in such devices is a large valence band discontinuity in these devices which can result in the delay or recombination of devices at the interface. To combat this, a thin layer (typically 100 nm) of at the same temperature with an Epitaxx linear multiplication avalanche photodiode. At all temperatures, sub-nanosecond jitter measurements were reported by a number of groups.
Aside from the practicality of low temperature operation, serious performance issues also occur as a result of the longer trap lifetimes. Afterpulsing in such a SPAD occurs where an avalanche current fills mid-band gap trap states in the material which then emit carriers at a later time causing further 'dark' (i.e. not directly induced by a photon) events. The resulting higher afterpulsing rates can only be reduced by having a bias below the breakdown threshold after each event, in order that the traps can be emptied without resulting in an avalanche pulse. Consequently, only low gating rates are possible to avoid afterpulsing, where the maximum rate depends on the temperature, the gate duration as well as the constituent material properties, but will generally be prohibitively low, typically in the 1-100 kHz range. Most successful approaches for the reduction of this phenomenon have relied on improved quenching methods to reduce the charge flow per event.
Improved quenching approaches, such as very rapid gating at near 1 GHz or greater [147, 148] have been used to reduce the effect of afterpulsing at 223 K temperature operation. Yuan et al [149] used a self-differencing circuit to reduce the charge required for the recording of each photon event resulting in reduced afterpulsing and operation at gigahertz clock rates. These gigahertz gating approaches can work well at near room temperature operation for the application of quantum key distribution where the photon events occur in predefined time windows. However, some applications, such as photon-counting time-of-flight ranging [17] or time-resolved luminescence ideally require an ungated detection technique for more efficient data acquisition. Ungated operation has been realized using rapid active quenching, to permit freerunning operation at 210 K [150] . Recent results with low-bias passive quenching have shown room temperature operation with no electrical gating, in a completely free-running mode, although the sensitivity was ∼1 × 10 −14 W Hz −1/2 [151] . Greater understanding of the principal dark count mechanisms, eg field-assisted tunnelling in the InP, has led to further improvements in sensitivity via the introduction of longer InP multiplication region [152, 153] . Use of these devices in the low-bias regime have led to room temperature operation with no electrical gating with NEP of ∼1 × Other methods of reducing the single-photon induced avalanche pulse have been used where the feedback layers have been incorporated within the device structure. An early example of this uses InGaAs absorber layers and InAlAs multiplication grown on InP [155] , and feedback provided by the avalanche pulse altering a hetero-barrier height within the structure, permitting self-quenching and self-recovery.
Despite a number of issues regarding afterpulsing and dark count rates, InP-based SPADs remain the outstanding candidate for practical single-photon detection at 1550 nm wavelength. Although significant improvements have been reported in terms of quenching approach and structure design, the major issue of the origin of afterpulsing phenomenon remains. Although several groups have reported evidence that the traps responsible for afterpulsing are found in the InP layers [156, 157] , serious attempts at the removal of the defect complexes have yet to begin. A concentration of research in this area is likely to yield further improvements, leading to reduced dark count rates and higher photon counting rates.
Hybrid photodetector
It is possible to combine avalanche diodes with photomultiplier tubes to produce hybrid photodetectors (HPDs) [158] . In a hybrid photodetector, an avalanche diode is placed in a vacuum tube with a photocathode at the optical input. Photoelectrons generated at the photocathode are focused onto the smaller area avalanche diode and undergo avalanche gain to produce a detectable current pulse. This technique has the advantage over the PMT that there is a lower spread of transit times for the electrons and, hence, a lower timing jitter [159] . These detectors exhibit good sensitivity, and would be particularly suitable for applications requiring a large detection area.
In 2009 Zhang et al employed an up-conversion assisted (see later) hybrid photodetector to QKD [160] . The NEP of the HPD alone was ∼5.9 × 10 −17 W Hz −1/2 when illuminated with photons with a wavelength of 600 nm. The FWHM timing jitter of the combined up-conversion and hybrid photodetector was ∼70 ps at a photon count rate of 200 kcount s −1 , rising to ∼120 ps at 10 Mcount s −1 when measured with a 10 ps input pulse. The FW1/10M were ∼130 ps and ∼190 ps respectively. The addition of the periodically-poled lithium niobate waveguide used for up-conversion increased the dark count rate and reduced the overall quantum efficiency so Figure 25 . Schematic of the cross section of the quantum dot (QD) single-photon detector. Different layers grown by molecular beam epitaxy (MBE) are represented by varying shades of grey and 'active' dots in the device are shown in black [163] .
that the NEP of the combined up-conversion and hybrid photodetector system was ∼7.8 × 10 −16 W Hz −1/2 . This system operated with a clock frequency of 2 GHz and was able to generate secure key at a rate of 1.3 MBit s −1 over 10 km of dispersion-shifted optical fibre.
Quantum dot-based detectors
As we have already seen in a previous section, it is possible to use the nanometre scale semiconductor structures known as quantum dots to generate single photons. It is also possible to use quantum dots to detect single photons. A field effect transistor (FET) uses an electric field to control the shape, and hence the conductivity, of a channel of one type of charge carrier in a semiconductor material. Following on from the work of Shields et al [161] , in 2002, Kardynal et al [162] demonstrated a quantum dot FET which was capable of singlephoton detection-a schematic of which is shown in figure 25 . This particular device was based around a GaAs/Al 0.33 Ga 0. 67 As FET with the gating provided by the layer of quantum dots. A single-photon incident on the device generates a photoelectron which is subsequently captured by a quantum dot. This capture changes the shape of the electric field in the FET and produces a measurable change in the source-drain current of the FET.
When cooled to an operating temperature of 77 K this device demonstrated a single-photon detection efficiency of approximately 0.9% for photons at a wavelength of 650 nm, resulting in an NEP of approximately 2 ×10 −16 W Hz −1/2 . It was suggested that the operational wavelength could be shifted to the low loss optical fibre window wavelength of 1550 nm by translating the layer structure to InGaAs/InAlAs although, to the best of the authors' knowledge, this has not yet been demonstrated. In 2007, the same group demonstrated photon number resolving capability using the same structure of quantum dot FET [163] and in 2006, Rowe et al reported an internal quantum efficiency of up to 68 ± 18% at 800 nm operating at 4 K with the device shown in figure 26 , which used a GaAs/Al 0.20 Ga 0.80 As FET [164] . The overall SPDE of this device was limited to between 2% and 3% by the [165] . In figure 27 , the black solid lines show the band structure of the device under forward bias, close to resonance. A sharp resonance is observed in the tunnel current at voltages where the energy of the electrons behind the emitter side barrier is aligned with a confined level in the quantum well between the barriers. Under these conditions, the electrons trapped within the quantum dot induce a potential which affects the tunnelling characteristics. The current flowing between the emitter and collector is restricted by tunnelling through the double barrier. After a photo-excited hole is generated, it is captured by a quantum dot lowering the potential of the dot and thereby changing the resonant tunnelling condition, as shown by the grey dashed lines in figure 27 , producing a measurable signal. Although the timing jitter of these detectors at an operating temperature of 4 K was 150 ns, the detection efficiency was greatly improved to a maximum of 12.5% with a dark count rate of 2 × 10
when illuminated with a laser of 550 nm wavelength [165] , leading to an approximate NEP of 2 × 10 −19 W Hz −1/2 . In these devices, dark counts are generated by electrons escaping from a quantum dot. This is one of the reasons that the devices are operated at such low temperatures-it is highly improbable that an electron escape will be triggered by thermal energy. Consequently, it has been proposed that tunnelling is responsible, dependent on the confinement energy and the electric field over the barrier layer. To increase the confinement, a material with higher barriers for electron and holes could be used.
For applications such as long distance quantum key distribution it is preferable to have detectors which are capable of operating at wavelengths around 1300 nm or 1550 nm, the low-loss windows of telecommunications fibre [166] . Consequently, in 2007 Li et al published details of work on an InP-based AlAs/In 0.53 Ga 0.47 As/AlAs quantum dot resonant tunnelling diode capable of detecting photons with a wavelength of 1.3 μm with a detection efficiency of 0.35% at a certain discriminator level and a temperature of 4.5 K [167] . The authors suggested that this detection efficiency could be increased by using a thicker absorption layer. [170] . Following this discovery, in 1913 it was found that lead (Pb) superconducts at 7.2 K and niobium (Nb) at 9.2 K, the highest transition temperature of all elemental metals [170, 171] .
Work progressed throughout the twentieth century and into the early years of the 21st century on research into further superconducting materials and potential applications. One field of research has focused on potential uses for superconductors and is from this work that the transition edge sensor has been developed. Transition edge sensors are a form of extremely sensitive calorimeter [172, 173] , a device which allows the measurement of the heat generated during a physical process, such as a chemical reaction. Ideal materials for use in transition edge sensors, such as tungsten, are characterized by a sharp transition between the temperatures at which they superconduct and the temperatures at which they behave as normal conductors [174] .
Typically a calorimeter has an absorber which is designed to increase in temperature, a thermometer and a weak link to a thermal heat sink [175] . The device is cooled below the superconducting transition temperature and a bias voltage is applied to increase the temperature of the absorber above that of the substrate to a point where a small increase in temperature will result in a large transition in the resistance [175] . A photon is absorbed in the absorber producing a photoelectron which heats up the absorber. An increase in the temperature of the absorber results in an increase in the resistance of the device and an increase in resistance leads to increase in temperature [174] . This change in resistance can then be measured by external circuitry to provide the detection of single photons.
In some transition edge sensors, tungsten acts as both absorber and thermometer [175] and is patterned onto silicon substrates [174] . The additional heat caused by photon absorption, which is above that present in normal operation, is removed by negative electrothermal feedback (ETF) operating on the tungsten transition edge sensor-the increase in the tungsten's electron temperature increases the resistance and results in a drop in the Joule power dissipated. Due to the relatively weak coupling between the electron and phonon systems at these temperatures when the electron system of the tungsten heats up, and is cooled by the ETF, very little of the excess heat is lost through thermal conduction to the phonon system and substrate [173] . The change in current caused by the change in resistance is measured with a superconducting quantum-interference device (SQUID) array [176] . These detectors offer excellent single-photon detection efficiency at near infrared wavelengths (88% at 1550 nm [175] ) and a very low dark count rate of approximately ten counts per second, leading to an NEP of ∼ 6 × 10 −19 W Hz −1/2 . In addition, these detectors are capable of photon number resolving [175] . However, they have poor timing attributes with a 90 ns FWHM timing jitter and a reset time of 4 ns [177] . The operating temperature of around 100 mK necessitates cooling through an adiabatic de-magnetization refrigerator [178] . Tungstenbased transition edge sensors can detect a wide spectrum of wavelengths from at least 480-780 nm [174] . They also have low dark count rates [175] .
Niobium-nitride superconducting nanowires.
In 1957, researchers at the Johns Hopkins University developed a bolometer based on thick superconducting NbN [179] . A bolometer is a type of detector originally developed in 1878 by Samuel Pierpont Langley and used for measuring the incident energy of photons via thermal effects, and typically used in astronomical measurements [180] . Building on the work of Andrews and Strandberg [181] and von Gutfield et al [182] with thin-film superconductors, a thin-film NbN bolometer was developed by Bertin and Rose in 1968 [183] . The leap from bolometer to single-photon detector was made by Gol'tsman et al in 1991 when they realized that the resistive hotspot formed by the heating effect on an incident photon could lead to single-photon detection [184] .
The operation of a superconducting wire detector is outlined in figure 28 . Each superconducting wire is biased close to its critical current with a current I bias . An incident photon locally increases the temperature above the critical temperature necessary for superconductivity, forming a resistive hot spot. As the hot spot develops, it leads to the supercurrent becoming concentrated in the peripheral regions around the hot-spot near the edges of the nanowire. If I bias is close to the critical current (I c ) and the current density in the edges of the stripe exceeds the critical current density a nonsuperconducting barrier is created across the entire width of the stripe. The resulting voltage signal across the contacts of the device can then be amplified for use with conventional timecorrelated single-photon (TCSPC) electronics. As the stripe cools, the electrons lose energy through electron-phonon scattering and the hot spot rapidly shrinks, breaking the barrier and restoring the superconductivity. The entire reset process takes 30 ps [185, 186] -far more rapidly than the reset of a The current density in these regions exceeds the critical value leading to the formation of a resistive barrier across the width of the stripe. The resulting voltage can then be amplified for use with conventional time correlated single-photon counting (TCSPC) electronics. As the stripe cools, the electrons relax and the hot spot shrinks, breaking the barrier and restoring the superconductivity [186] . After [185] .
semiconductor avalanche diode single-photon detector, by any known quenching process. Early designs suffered from low detection efficiencies as they were based on long, straight wires meaning that the incident photon had to strike the relatively thin 100 nm width of the wire to be detected [185] . The obvious way of increasing the detection efficiency is to increase the area of wire. However, the actual width of the wire cannot be Figure 29 . Left: a scanning electron microscope (SEM) image of a superconducting single-photon detector (SSPD). The device consists of a 10 μm × 10 μm meander line with 100 nm wires at a 100 nm pitch [197] . Right: a schematic representation of a smaller detector clearly showing the meander line.
increased indefinitely due to the small width of the hot spot formed, hence the thin wire was arranged in a meander line as shown in figure 29 [187] , in order to present an effective area more consistent with the focusing of visible and infrared light.
The left-hand image in figure 29 shows a typical 100 nm wide superconducting NbN meander wire detector covering a 10 μm × 10 μm area with a fill factor of 50% [187] . Meander type detectors are now available with areas up to 20 μm × 20 μm [188] . These detectors can be coupled to 9 μm core diameter optical fibre with low loss and installed in a GiffordMcMahon type cryogen-free refrigerator systems [178, 189] . A recent version of such a detector system (constructed at Heriot-Watt University, UK) is shown in figure 30 , with an operating temperature of 3 K, well below the T C of 11.5 K.
The process of fabricating an NbN nanowire detector requires several processing steps. First, dc reactive magnetron sputtering in an Ar (argon) and N 2 (molecular nitrogen) environment deposits the NbN film onto the bulk substrate [190] . Next, electron-beam lithography patterns the image of the meander wire onto the surface of the NbN film before a titanium (Ti) mask layer is used with a lift-off process. Finally, the unprotected NbN film is ion milled.
An examination of the effects on detection efficiency of the thickness of the NbN film by Verevkin et al [187] indicated that thinner films led to higher detection efficiencies. This is because the diameter of the hot spot generated by an incident photon has an inverse dependency of the thickness so that limitations on the uniformity of the film are eased. A typical thickness is 4 nm [187] .
The energy gap in the superconductor is up to three orders of magnitude smaller than in a semiconductor [185] and hence the detector's response extends well into the infrared. Typical detectors have been demonstrated with photons with wavelengths from 405 nm to 3 μm [187] . These results demonstrated an NEP of ∼3 × 10 −16 W Hz −1/2 at a wavelength of 1.55 μm and ∼3 × 10 −18 W Hz −1/2 at a wavelength of 400 nm.
Superconducting NbN detectors offer low timing jitter with an almost Gaussian temporal profile (68 ps FWHM [191] ), fast recovery times (taking less than 10 ns to recover to 90% of the original detection efficiency [192] ) and are sensitive to a wide range of wavelengths [193] [194] [195] . However, the detection efficiency of these devices is comparatively low [187] . Figure 31 shows a comparison between typical instrumental response functions (IRFs) for the SSPD and a Si-SPAD taken using a diode laser with a timing jitter of ∼90 ps.
The IRF of the Si-SPAD clearly shows a long tail after the initial peak of detection. The dark count rate of the detectors is typically very low at ∼10 counts per second. There is a trade-off between detection efficiency and dark count rate and, typically, the bias current which gives higher detection efficiency will also give a higher dark count rate.
The low timing jitter and dark count rate and wide spectrum of detectable wavelengths of SSPDs makes them interesting candidates for use in many applications. In 2006, Stevens et al used an SSPD to examine the lifetime of an infrared emitting quantum well sample optically pumped at 82 MHz with a 1 ps pulse duration mode-locked Ti:sapphire laser at a wavelength of 780 nm [194] . These quantum wells emitted at wavelengths of 935 nm and 1245 nm where the detection efficiencies of thick junction Si-SPADs are reduced (≈20%), and <0.1% respectively [109] . The lifetimes measured were 150 ps without iterative reconvolution analysis and 58 ps after iterative reconvolution analysis at an emission wavelength of 935 nm and 400 ps and 333 ps respectively at 1245 nm.
SSPDs can also be used for time-of-flight laser ranging. In 2007, Warburton et al published work detailing the use of an NbN nanowire SSPD to perform photon-counting time-of-flight ranging at a wavelength of 1550 nm. This wavelength was particularly interesting, where there is a reduced contribution to the overall signal from the solar background [196] , improved atmospheric transmission and eye safe operation. In these measurements, the authors resolved a 4 mm surface-to surface separation at a range of 330 metres [93] compared to a previous best result by the same researchers of 1.7 cm using thick junction Si-SPADs with a timing jitter of less than 400 ps [104] .
SSPDs have been used for quantum key distribution by Hadfield et al [195] , Collins et al [193] and Takesue et al [197] . In 2006, Hadfield et al demonstrated a system operated with photons of a wavelength of 1550 nm in a phase-basis-set BB84 protocol. A clock rate of 3.3 MHz was used in conjunction with a quantum channel composed of 42.5 km (equivalent to 8.8 dB loss) to produce a secure key at a net bit-rate of 10 bit s −1 and a QBER of 6%. In the same system, an InGaAs SPAD could achieve a secure key at a distance of 25 km (equivalent to 6 dB) at a rate of 8 bit s −1 with a QBER of 9.3%.
In 2007, Collins et al demonstrated a polarization-basisset B92 protocol system operating at a wavelength of 850 nm in standard telecommunications fibre, of the type currently deployed in the global telecommunications network [193] . This system was able to transmit secure key over a channel loss of 55 dB (equivalent to 25 km of fibre at this wavelength)-the highest channel loss achieved to that date. Also in 2007, Takesue et al demonstrated the highest clock-rate quantum key distribution system at that time, using SSPDs [197] . The master clock operated at 10 GHz and the system used photons with a wavelength of 1557.40 nm in dispersion shifted fibre. These NbN SSPDs had an NEP of 8.1 × 10 −17 W Hz −1/2 at a wavelength of 1557 nm.
One field of research has focused on identifying compounds with higher transition temperatures [171] . At the time of writing, the highest transition temperature is 138 K for a ceramic material composed of mercury, thallium, barium, calcium, strontium, copper and oxygen (Hg 1−x Tl x Ba 2 (Ca 1−y Sr y ) 2 Cu 3 O 8+δ ) [198, 199] . The prospect of single-photon detectors based on high temperature superconductors remains distant. It is extremely challenging to grow ultrathin films and fabricate nanostructures in such materials. Any small imperfections in the superconductor will lead to variations in the grain boundaries which limit the upper value of the current density which will, in turn, prevent the formation of the non-superconducting barrier across the stripe which is responsible for the measurable current pulse [185, [199] [200] [201] [202] . Also, at a higher operating temperature, the signal-to-noise may be too poor for single-photon detection.
As with SPADs it is possible to use cavities to increase the detection efficiency of SSPDs [203] . The physical design of an SSPD means that it is not possible to form the cavity within the detector and so an external cavity must be formed from a mirror and the surface of the substrate which the detector was grown on [203] . Using this technique it is possible to increase the detection efficiency up to 57% at a wavelength of 1550 nm and 67% at a wavelength of 1064 nm [203] .
In 2009, Marsili et al demonstrated a parallel array of interconnected superconducting nanowire detectors [204] . As with the grid of interconnected SPADs, this parallel detector array could be used to resolve the number of photons in a pulse if the photons were incident on different detectors. The voltage of the output pulse was dependent on the number of detectors which had registered an event. The number of photons which may be resolved is limited by the number of detectors in the grid.
Up-conversion
Up-conversion is a technique for the measurement of single photons at longer wavelengths in conjunction with a detector suitable for short wavelengths. For example, this approach has been used to detect single photons of wavelength 1.55 μm using silicon SPADs. This process is the reverse of the parametric down-conversion process described earlier, and is the up-conversion of weak infrared light due to the sum frequency generation under a strong pump or escort beam in a quadratic nonlinear medium. Due to the conservation of energy, the energy of the output photon (expressed as the frequency) must be the sum of both inputs [205, 206] , in a similar manner to that expressed in (12) . Such an approach has been demonstrated by several authors for the detection of single photons [207] [208] [209] . An example is Albota and Wong, with incident photons at a wavelength of 1548 nm where a 980 nm pump beam was used to up-convert to a wavelength of 631 nm and the resulting single photons with this wavelength were detected by a Si-SPAD [208] . By altering the pump power, a range of conversion efficiencies could be achieved, with up to 90% typically being demonstrated. In these experiments, the quasi-phase matched sum frequency generation process was performed in a periodically poled lithium niobate (PPLN) bulk crystal which led to relatively high pump powers of greater than 10 W. The phase matching conditions lead to a relatively small range of spectral bandwidth of ∼10.3 nm for the weak beam. Further experiments have utilized other geometries, such a ring lasers [210] . These approaches have yielded high conversion efficiencies, but the dark count rates have been high. Up-conversion has issues of dark counts associated with the escort beam. It is possible for photons from the escort beam to be transmitted through the crystal to the detector or for unconverted photons from the transmission medium to pass through to the detectors [211] These photons can be spectrally separated by use of narrow wavelength bandpass filters although these will also reduce the transmission of photons of the correct wavelength due to physical imperfections [211] . One approach is to increase the wavelength of the pump [209] , however that necessarily reduces the wavelength of the incident single photons due to energy conservation. PPLN waveguide geometries have been used effectively [211] and more recently with shallow-junction Si-SPADs [212] for improved jitter single-photon detection. To improve the usable bandwidth of this approach, Thew et al [213] used a spectrally tuneable pump laser to increase the spectral range of single-photon detection at wavelengths around 1550 nm.
An example of the up-conversion approach to singlephoton detection has been used in an optical fibre-based quantum key distribution at a transmission wavelength of 1550 nm, in order to utilize fast Si-SPAD detectors [211] . This system used a differential phase shift quantum key distribution system at 1 GHz clock frequency. The up-conversion process was used to convert the 1550 nm wavelength light to 713 nm using an escort beam at a wavelength of 1.32 μm. This permitted secure bit rates of 166 bit s −1 at a distance of 100 km, which at the time was a record for bit rate at such a range. 
Summary of detectors
Conclusions
This review has provided a brief overview of the evolution and current status of the two interlinked research areas of single-photon detection and single-photon generation. A brief summary has been given of the main technologies in each area and some notable examples of applications have been highlighted. The field has certainly shown many new advances in recent years, particularly in the development of genuine single-photon generation and in new approaches for infrared single-photon counting. While Si-based avalanche diode detectors and photomultiplier approaches continue to improve the 400-1000 nm wavelength region, the stimulus of applications at longer wavelengths means that there is a strong interest in detector development in the nearinfrared. The wavelength region at 1.55 μm remains critical for applications requiring compatibility with the existing telecommunications optical fibre infrastructure, as well as providing a low-loss and low solar background window for free-space optical communication. In terms of nearroom temperature operation, InGaAs/InP SPADs remain a strong candidate for single-photon detection operation at this wavelength, although developments with low-temperature superconducting detectors, particularly NbN nanowires, show exciting potential for numerous application areas. The emergence of new application areas is strongly married to many of these new detector and source developments.
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