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Mémoire présenté en vue de l'option du grade de Maître en informatique
Résumé
A l'heure atuelle, leWorld Wide Web regroupe de plus en plus d'informations. Celles-i
sont traitées automatiquement par des agents intelligents an de rendre possible sa om-
muniation et ses éhanges ave d'autres appliations. Cependant l'information dérite sur
la Toile est struturée dans le but d'être onsultée par les humains et non pas par des
agents automatiques. Le onsortium du World Wide Web s'est penhé sur e problème et
a proposé, il y a quelques années, les langages OWL et SWRL failitant le traitement au-
tomatique de l'information. Ces langages font parties des tehnologies du Web sémantique
et augmentent l'expressivité du Web en ajoutant la sémantique des données.
Dans e mémoire, le langage de règles SWRL est étudié an de omprendre omment il
permet le traitement des onnaissanes. L'évaluation des règles SWRL permet la déouverte
de nouvelles informations impliitement exprimées. Cette évaluation peut être eetuée
soit en haînage avant, soit en haînage arrière. L'objetif de e mémoire est d'analyser
l'évaluation en haînage avant et de montrer omment l'appliquer au langage de règles
SWRL. Ensuite, une méthode d'évaluation en haînage avant de es règles est présentée.
Pour terminer, les diérents proédés publiés dans la littérature informatique sont dérits
et servent de base pour ritiquer la méthode proposée.
Abstrat
The urrentWorld Wide Web aggregates more and more information. These are treated
automatially by intelligent agents in order to be ommuniated to and to be shared with
other appliations. However, the information desribed on the web is strutured to be seen
by humans. Therefore the intelligents agents an't understand it. To takle this problem,
the World Wide Consortium proposed the OWL and SWRL languages. These languages
failiate the automati treatment of information and they are a part of the Semanti Web
tehnologies. The OWL and SWRL languages add semanti information to the data.
In this thesis, the SWRL rule language is studied in order to understand how it allows
to treat knowledge. Thanks to the evaluation of the SWRL rules, new fats are disovered.
This evaluation an be done either by bakward haining or by forward haining. The goal
of this thesis is to analyse the evaluation by forward haining and to show how it an be
applied to the SWRL rule language. Later, a methodology to evaluate rules by forward
haining is explained. At the end of this thesis, dierent proesses found in the ompu-
ter siene literature are desribed and they serve of basis to ritiise the methodology
proposed.
keywords : OWL, SWRL, forward haining, Magi sets transformation, Rete algorithm
Remeriements
Au terme de et ouvrage, je tiens à remerier tous eux sans qui e travail n'aurait pu
être mené à bien.
Je tiens d'abord à exprimer ma gratitude envers le promoteur de e mémoire, Wim
Vanhoof pour le suivi et les nombreux onseils dont il m'a gratiés.
J'adresse une pensée toute partiulière à Mihel Vanden Bosshe an de le remerier
de l'aueil qu'il m'a réservé au sein de son entreprise Mission Critial. Il ne m'a pas seule-
ment ouvert les portes de son entreprise, il m'a fait déouvrir une vision de l'informatique
hors du ommun. Je remerie aussi Vinianne Capelle qui a veillé à mon intégration et à
mon bien-être tout au long de mon séjour dans l'entreprise.
Je tiens à remerier Ludovi Lagevine dont les idées lumineuses et les onnaissanes
sientiques ont guidé mon travail tout au long de ette année ainsi que Nikolay Pelov pour
ses nombreuses expliations onernant les tehnologies utilisées à l'entreprise. Je remerie
également le reste de l'équipe de Mission Critial pour leur aueil et leurs onseils avisés.
La réalisation de e mémoire n'aurait pas été possible sans le soutient moral de ma
famille. Un meri tout partiulier à mon frère Simon et à mon papa pour leurs nombreuses
reletures de e mémoire et pour les onseils dont ils m'ont faits part.





1 La dénition du adre de e travail 7
1.1 L'entreprise Mission Critial . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.1 Les tehnologies et les projets de l'entreprise . . . . . . . . . . . . . 8
1.2 L'objetif de e mémoire . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2 Une nouvelle vision du W.W.W 11
2.1 Resoure Desription Framework (RDF ) . . . . . . . . . . . . . . . . . . . 14
2.1.1 Les limitations de XML . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.2 Desription du langage RDF . . . . . . . . . . . . . . . . . . . . . . 15
2.1.3 Vers l'harmonisation des ressoures . . . . . . . . . . . . . . . . . . 18
2.2 Ontology Web Language (OWL) . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1 Les limitations de RDF et de RDF Shéma . . . . . . . . . . . . . 20
2.2.2 Les ontologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.3 Le langage OWL . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.4 Un langage adapté à la réalité . . . . . . . . . . . . . . . . . . . . . 22
2.3 Semanti Web Rule Language (SWRL) . . . . . . . . . . . . . . . . . . . . 23
2.3.1 La desription du langage . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 La sémantique du modèle théorique . . . . . . . . . . . . . . . . . . 25
2.3.3 L'apport de SWRL . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4 Le Web sémantique : le bilan . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3 Les tehnologies d'évaluation de règles 29
3.1 La logique de desription . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.1 La desription du langage . . . . . . . . . . . . . . . . . . . . . . . 30
3.1.2 La représentation des onnaissanes . . . . . . . . . . . . . . . . . . 31
3.1.3 L'inférene sur les onnaissanes . . . . . . . . . . . . . . . . . . . . 32
3.2 Le haînage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 Le haînage avant . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.2 Le haînage arrière . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 Les ensembles magiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.1 Les diérents onepts . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.2 La transformation de base en ensembles magiques . . . . . . . . . . 42
3.4 L'algorithme Rete . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4.1 Le stokage de l'information . . . . . . . . . . . . . . . . . . . . . . 44
3.4.2 Le réseau alpha . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3
TABLE DES MATIÈRES
3.4.3 Le réseau beta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.4 L'algorithme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.5 L'apport de l'algorithme Rete . . . . . . . . . . . . . . . . . . . . . 48
4 L'évaluation en haînage avant d'un ensemble de règles SWRL 51
4.1 Première étape : L'analyse des relations entre les règles . . . . . . . . . . . 52
4.1.1 Le graphe des dépendanes des règles . . . . . . . . . . . . . . . . . 53
4.1.2 L'algorithme de Tarjan . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.1.3 L'agrégation des noeuds qui dénissent un iruit . . . . . . . . . . 55
4.1.4 Le tri topologique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1.5 L'évaluation ordonnée : gestion des iruits . . . . . . . . . . . . . . 57
4.1.6 L'évaluation des noeuds simples . . . . . . . . . . . . . . . . . . . . 58
4.2 Deuxième étape : L'évaluation d'une règle SWRL . . . . . . . . . . . . . . 59
4.2.1 Les atomes sameAs . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.2 La onstrution des omposantes d'atomes liés . . . . . . . . . . . . 61
4.2.3 La onstrution du graphe des dépendanes entre les omposantes
d'une règle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2.4 La détermination de l'ordre d'évaluation . . . . . . . . . . . . . . . 62
4.2.5 L'évaluation des omposantes . . . . . . . . . . . . . . . . . . . . . 63
4.2.6 L'évaluation du onséquent . . . . . . . . . . . . . . . . . . . . . . 67
4.2.7 La mise à jour de la base des faits . . . . . . . . . . . . . . . . . . . 68
4.3 Les ritiques de la méthodologie . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3.1 Les atouts de la méthode . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3.2 Les inonvénients et les limitations de la méthode . . . . . . . . . . 69
4.3.3 La omparaison ave les autres méthodes . . . . . . . . . . . . . . . 70
5 Le onlusion et les perspetives 73
4
Table des gures
2.1 Le modèle en ouhes proposé par le W3C . . . . . . . . . . . . . . . . . . 13
2.2 Alie a un enfant dont le prénom est Bob . . . . . . . . . . . . . . . . . . . 16
2.3 La représentation graphique de la modélisation de la famille ave RDF Shéma 18
3.1 L'arbre de reherhe vériant que Chris est bien l'onle de Bob . . . . . . . 39
3.2 Le réseau alpha . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3 Le réseau beta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 Le réseau de noeuds onstruit par l'algorithme Rete . . . . . . . . . . . . . 48
4.1 Le graphe des dépendanes entre les règles . . . . . . . . . . . . . . . . . . 54
4.2 Le graphe des noeuds agrégés . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3 Le graphe de dépendanes entre les omposantes de la règle 4.2.2 . . . . . 63
4.4 Le graphe des noeuds agrégés des dépendanes entre les règles transformées
en ensembles magiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5
Liste des tableaux
2.1 Les axiomes OWL modélisant la famille et leurs signiations . . . . . . . . 22
2.2 Les types d'atomes du langage SWRL . . . . . . . . . . . . . . . . . . . . . 24
2.3 Les types d'atomes d'une règle et les onditions d'interprétation . . . . . . 25
3.1 La desription du langage ALCN . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Les onnaissanes relatives à la famille . . . . . . . . . . . . . . . . . . . . 32
3.3 Les onditions de prodution et la mémoire de travail assoiés à l'exemple . 45
4.1 Les onnaissanes relatives à la règle 4.2.2 . . . . . . . . . . . . . . . . . . 65
6
Chapitre 1
La dénition du adre de e travail
Le point de départ de e mémoire est le travail réalisé au ours d'un stage à l'entre-
prise Mission Critial. Cette entreprise développe, depuis une dizaine d'années, des outils
informatiques indispensables à la réalisation de l'ativité de ses lients.
La première partie de e hapître présente l'entreprise Mission Critial avant de dérire
les objetifs et la struture de e mémoire.
1.1 L'entreprise Mission Critial
Les idées à la base de la rédation de ette partie du mémoire sont tirées de l'ar-
tile [Bos01℄.
L'entreprise Misson Critial rée des solutions informatiques de bonne qualité en te-
nant ompte des diultés dues à la omplexité et à la diversité des domaines à modéliser
ainsi qu'à la pression exerée par les hangements. Cette entreprise évolue dans un monde
informatique en pleine rise. En eet, les études eetuées dans e domaine montrent que
80% des oûts d'un projet sont destinés à la maintenane. An de pallier e problème, il
existe diérentes approhes. Il est possible de modéliser le domaine du lient au moyen de
méthodes formelles telles que VDM [Jon90℄, SDL [GGP03℄, Z [ASM80℄ ou B [Sh01℄. Ces
méthodes sont oûteuses ar il faut ombler l'éart entre les formalismes mathématiques
et leur implémentation basée sur des langages traditionnels de programmation impéra-
tive. Une autre approhe, utilisée par l'entreprise Mission Critial, onsiste à reourir aux
langages délaratifs tels que ML [MTH90℄, Haskell [Bir98℄, Merury [HCS
+
08℄, et. Ces
langages sont basés sur les mathématiques pures. Mission Critial reste une des rares
entreprises au monde à utiliser de tels langages an d'implémenter des programmes infor-
matiques dans les entreprises.
La présentation des ritères se rapportant aux langages délaratifs reprise i-dessous,
aide à omprendre omment es langages peuvent répondre à la rise du logiiel.
Le ritère de onformité : La diérene entre la spéiation du domaine et son im-
plémentation dans un langage délaratif est minime ;
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Le ritère de performane : De bonnes performanes sont atteintes en réant d'abord
un programme orret (onforme) et en le transformant ensuite en un programme
performant. Cette transformation est néessaire ar il est très diile de produire un
programme onforme et performant à la fois ;
Le ritère de réutilisation : Ces langages réutilisent des moreaux de programmes (li-
brairies, strutures de données, et.) failement paramétrisés ;
Le ritère d'adaptabilité : Ces langages supportent les hangements ;
Le ritère de mise à l'éhelle : Ces langages permettent la mise à l'éhelle sans aug-
menter les oûts du système.
Pour les raisons itées i-dessus, à l'entreprise Mission Critial, les solutions informa-
tiques sont développées dans le langage délaratif Merury.
1.1.1 Les tehnologies et les projets de l'entreprise
Malgré l'utilisation d'un langage délaratif, l'entreprise Mission Critial s'est rendue
ompte que ertains problèmes subsistaient lors du développement de projets informa-
tiques. L'entreprise a identié que es problèmes étaient liés au fait qu'il existe un éart
trop important entre les besoins exprimés par les utilisateurs et la solution fournie au lient.
Le lient possède des onnaissanes reprises dans diérentes strutures de données regrou-
pant tous les savoirs de son entreprise. Bien souvent, es onnaissanes sont informelles.
Cependant, les tehnologies de traitement de l'information néessitent des onnaissanes
formalisées. An de pallier e problème, l'entreprise Mission Critial utilise les ontologies
pour dérire formellement les domaines de onnaissanes. L'avantage de es desriptions
réside dans le fait qu'elles sont ompréhensibles par les humains (et même par les non
informatiiens) et par les ordinateurs. Dès lors, le lient peut ontribuer à la modélisa-
tion de son domaine de onnaissanes. Une fois ette opération réalisée, la desription est
ommuniquée aux experts en informatique an qu'ils l'analysent et réent le logiiel ré-
pondant aux besoins du lient. Il faut préiser que les desriptions des onnaissanes sont
indépendantes du projet informatique onsidéré. De e fait, l'entreprise Mission Critial a
mis sur pied une plateforme appelée ODASE (Ontology Driven Arhiteture for Software
Engineering) apable de générer automatiquement le ode d'une desription donnée. Lors
de l'exéution de e ode, de nouveaux faits peuvent être déouverts en utilisant les outils
de raisonnement.
Les ontologies fournissent les onepts pour modéliser un domaine de onnaissanes. En
pratique, elles sont exprimées à l'entreprise Mission Critial au moyen du langage OWL.
Le langage des règles SWRL est utilisé pour augmenter l'expressivité limitée du langage
OWL. Ces langages, proposés par le Web sémantique, seront dérits dans la suite de e
mémoire. Les langages OWL et SWRL sont des sous-langages de la logique de premier ordre
tout omme le langage Merury qui implémente la plateforme ODASE. L'appartenane de
es langages à un sous ensemble de la logique du premier ordre failite le traitement des
desriptions.
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1.2 L'objetif de e mémoire
La plateforme ODASE est apable de déouvrir de nouvelles onnaissanes. Pour e
faire, ette plateforme dispose d'un raisonneur onçu pour évaluer les règles et inférer en
haînage arrière de nouvelles informations onernant le domaine modélisé. Toutefois, il
existe une autre tehnique d'évaluation des règles appelé haînage avant. L'objetif de e
mémoire est de proposer une méthode d'évaluation en haînage avant d'un ensemble de
règles SWRL. Dans e mémoire, le travail du raisonneur sur le langage de règles SRWL est
analysé avant de développer un algorithme permettant d'évaluer eaement un ensemble
de règles en haînage avant.
Dans le hapître 2, les tehnologies du Web sémantique utiles à la modélisation d'un
domaine seront présentées de manière préise. Le hapître 3 dérira le proessus de rai-
sonnement qu'il est possible d'appliquer aux règles SWRL ainsi que les prinipes guidant
l'évaluation des règles en haînage avant. A la n de ette partie, deux méthodes d'op-
timisation du proessus de haînage avant seront exposées. Le hapître 4 présentera la
méthodologie mise au point ayant servi de base à l'implémentation de l'engin développé
durant le stage à l'entreprise Mission Critial. A la n de e mémoire, dans le hapître 5,




Une nouvelle vision du W.W.W
Depuis la nuit des temps, les êtres humains tentent de se omprendre par l'intermé-
diaire de divers langages. Au début de leur histoire, ils ommuniquaient par des gestes et
des ris puis au l du temps, ils ont mis au point des proédés struturés an de failiter
l'éhange d'information.
A l'époque atuelle, grâe au développement de es langages, les êtres humains sont
apables d'exprimer et de transmettre la plus grande partie de leurs idées. La grande dif-
ulté à laquelle doivent faire fae les personnes qui ommuniquent réside dans le fait que
l'éhange d'information est sujet à l'interprétation. Le réepteur doit saisir le sens initié par
la personne qui a formulé l'information sous peine de mal omprendre les idées transmises.
Ce problème est probablement dû au fait que la plupart des mots ont plusieurs si-
gniations de telle sorte que la ompréhension d'un groupe de mots repose très souvent
sur l'interprétation du ontexte. An de pallier à ette diulté de ommuniation, les
Hommes ont très souvent reours à des shémas plus ou moins formels. Grâe à eux-i,
l'interprétation est fortement limitée ar la signiation des omposants est admise préa-
lablement par les intervenants de l'éhange.
Il n'est don pas faile pour les êtres humains de se omprendre et il en est de même
pour les ordinateurs qui, ontrairement à eux, ne sont pas doués d'intelligene et ne peuvent
interpréter l'information. L'ordinateur doit don lui aussi, avoir reours à des représenta-
tions formelles admises par tous an de failiter la ompréhension de l'information qu'il
éhange sur le Web ave les autres mahines.
Dans son état atuel, le World Wide Web ne permet pas l'éhange automatique de
l'information. Pour omprendre pourquoi il en est ainsi, il faut revenir à ses débuts.
En 1989, Tim Berners Lee, invente le World Wide Web en réant le premier serveur
Web et un programme lient apable de se onneter à e serveur. En 1990, il propose le
Hypertext Markup Language (HTML), un langage dérivant le format de douments web
ontenant des liens hypertextes. HTML dérit omment l'information doit être ahée à
l'utilisateur qui onsulte une page Web. Ce format devient le langage le plus utilisé sur la
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Toile mais reste entré sur l'utilisateur. En eet, il ne permet pas la transmission de la
signiation des éléments mais seulement de la mise en page des douments [Ja08℄.
En 1998, apparait Extensible Markup Language (XML) qui permet l'éhange de don-
nées entre des mahines distantes. Les avantages de e langage sont sa simpliité et qu'il
permet de donner une struture aux données dont le format est très exible. Par ontre,
il ne dit rien à propos de la signiation des données et il n'y a pas de onvention pour
dérire les éléments. Pour les même onepts à modéliser, deux utilisateurs peuvent fournir
des hiers XML omplètement diérents. Avant de pouvoir interpréter un hier de e
langage, il faut en onnaitre sa struture. Dès lors, il est impossible d'automatiser l'analyse
de e hier ar sa struture est propre à la personne qui l'a érit [Ja08℄.
Il est aisé de se rendre ompte que les langages HTML et XML omme ils ont été dénis
à la base, ne fournissent pas le moyen automatique d'interpréter les éléments présents sur
le Web.
Comme il est dérit dans l'artile de Nigel Shadbolt, Wendy Hall et de Tim Berners-Lee
[SHBL06℄ sur le Web sémantique, l'objetif de la nouvelle vision est de orriger les défauts
du Web atuel trop entré sur l'utilisateur en augmentant son expressivité an d'améliorer
l'éhange des données. Pour le moment, les programmes qui s'éhangent de l'information
sur la Toile sont des agents et des robots intelligents qui exéutent des tâhes automatiques.
Ceux-i sont inapables d'opérer sur des données hétérogènes ar ils sont dédiés à un type
de tâhe partiulier dont ils onnaissent la struture des données à traiter. L'amélioration
du Web doit augmenter l'interopérabilité des systèmes agents et des robots intelligents an
qu'ils soient apables de omprendre les tâhes qui leur sont assignées.
Pour atteindre et objetif, des nouveaux standards sont dénis dans le but de dérire
les données de manière uniforme. Dès lors, il est possible de développer des agents auto-
matiques apables de travailler ave n'importe quel objet issus du W.W.W.. De plus, il
est possible de partager, d'intégrer et de dériver des données issues de diérentes soures
réées par des ommunautés diérentes [Ja08℄.
LeWorld Wide Web Consortium (W3C) et d'autres partenaires ont développé des teh-
nologies regroupées sous le nom de Web sémantique dénissant des strutures de données
ommunes en vue d'éhanger, de réutiliser es données au sein de diérentes appliations.
Ces tehnologies visent à obtenir unWeb orienté vers les données an que n'importe quelles
appliations puissent traiter n'importe quelles données. Le Web sémantique se base sur le
Web atuel auquel il augmente la formalisation an d'obtenir un nouveau Web [Her07℄.
LeWeb sémantique regroupe un bon nombre de tehnologies mais seulement le Resoure
Desription Framework, l'Ontology Web Language et le Semanti Web Rule Language se-
ront abordés dans le adre de e travail. En outre, les idées du Consortium sont plus
ambitieuses que de simplement éhanger des données sur le World Wide Web ar le Se-
manti Web Rule Language onsiste à adapter une partie de la logique mathématique au
nouveau Web [Her07℄.
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Pour atteindre son objetif, leWeb sémantique propose un modèle en ouhes où haque
ouhe représente une tehnologie qui apporte un degré d'expressivité supérieur à la teh-
nologie de la ouhe inférieure. Ce modèle est représenté par le shéma 2.1, page 13 .
Dans e modèle, la ouhe reprenant Uniode et Uniform Resoure Identier (URI)
garantit que les aratères utilisés par es tehnologies sont bien les aratères internatio-
naux. En outre, une URI est attribuée à haque objet an de l'identier sur le réseau. Les
informations sont dérites ave le langage XML, des Name Spae et des Shémas XML
an d'intégrer le Web sémantique ave les autres standards XML déjà en vigueur. RDF
et ses shémas dérivent les assertions onernant les objets présents sur le Web. Cette
tehnologie dénit un voabulaire ommun pour représenter les éléments du monde réel.
La ouhe Ontolog voabulary permet d'exprimer les relations entre les diérents onepts.
Vient ensuite la ouhe Logi permettant d'érire des règles onernant les onepts. Ces
deux dernières ouhes sont exprimées de manière théorique et e sont respetivement On-
tology Web Language et Semanti Web Rule Language qui implémentent es prinipes. La
ouhe Proof exéute les règles et les évalue en oopération ave la ouhe Trust. Celle-i
identie les règles orretes et elles qui ne le sont pas. Certaines ouhes possèdent un mé-
anisme de signature digitale (Digital Signature) détetant les altérations des douments
éhangés [KM01℄.
Fig. 2.1  Le modèle en ouhes proposé par le W3C
Dans la suite de e rapport, ertaines tehnologies du shéma i-dessus vont être dé-
taillées an de montrer omment elles ontribuent à l'éhange automatique de données
entre les diérents agents du web.
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2.1 Resoure Desription Framework (RDF )
Cette partie du travail présente le langage RDF et montre omment elui-i intervient
dans le modèle en ouhes (voir gure 2.1 page 13).
Comme il a été vu préédemment, RDF ore la possibilité de dérire les entités (aussi
appelées ressoures) du monde réel ainsi que d'eetuer des assertions sur es dernières.
Ce langage exprime un ensemble de faits propres à un domaine partiulier. Cependant, il
ne s'éhange diretement entre les mahines ar ette tehnologie ne s'intègre pas au Web
atuel. Les faits RDF sont don transformés en une struture XML ommune. La mise sur
pieds d'une telle struture de données permet de développer des analyseurs syntaxiques
et des outils indépendants d'une tehnologie et d'un organisme de développement. Grâe
à eux, l'information ontenue dans la struture peut être utilisée dans un adre diérent
pour lequel elle a été dénie. Cette vision ore de nouvelles possibilités d'exploitation des
éléments dérits sur le Web et rend l'aès aisé aux données à n'importe quel utilisateur.
Cette partie de e mémoire justie le reours au langage RDF en montrant les limites du
langage XML. Ensuite, les spéiités du Resoure Desription Framework sont présentées
et pour terminer, ses limites sont exposées. L'ensemble des idées reprises dans ette partie
sont très largement inspirées du doument du W3C [MM04℄.
2.1.1 Les limitations de XML
La reommandation du W3C onernant le langage XML exprimée n des années 90
ne permet pas l'éhange automatique des ressoures sur le Web. En eet, e métalangage
donne une représentation des onnaissanes et non un format ommun des messages. La
représentation est propre à haque appliation qui éhange es hiers sur Internet. Avant
de réer un hier XML en vue d'être lu par des agents web, une dénition de type de
doument (Doument Type Denition (DTD)) doit être spéiée an de donner un sens
aux balises présentes dans le hier. Lors de l'élaboration d'un agent web, si le développeur
a pris en ompte ette dénition, alors le programme sera apable d'interpréter les balises
et de e fait, il pourra omprendre la signiation des données. Dans le as ontraire, XML
ne fournissant pas la sémantique des éléments qu'il dérit, l'agent web sera inapable de
traiter le hier. L'éhange automatique des données sur le web n'est possible que si toutes
les strutures de données de haque hier XML réé respetent un formalisme.
Le langage RDF permet une plus grande génériité que le méta-langage XML en propo-
sant une struture ommune de desriptions des données. De e fait, il n'est plus néessaire
de onnaître au préalable la struture spéique des hiers ar elle-i est la même pour
tous appartenant à e type.
14
Une nouvelle vision du W.W.W
2.1.2 Desription du langage RDF
Présentation
Le langage RDF est un modèle de données dérivant des objets, des entités et leurs
relations. Il fournit le moyen d'ajouter des faits et des données dénissant l'état de es
entités par le biais d'assertions. Par exemple, le fait qu'Alie a un enfant dont le prénom
est Bob peut être modélisé en RDF.
Les diérents états des entités peuvent être représentés par plusieurs formes. La plus
visuelle est un graphe omposé d'ars et de noeuds mais les états peuvent aussi être vus
sous la forme de triples RDF omposés d'un Sujet, d'un Prédiat et d'un Objet. Et pour
terminer, la sérialisation du hier RDF se fait via une extension du langage XML appelée
RDF/XML qui permet l'éhange des onepts à travers le Web. Ces diérentes formes de
représentation seront détaillées dans les parties suivantes.
La desription des ressoures
La desription des ressoures se fait au moyen d'assertions. Chaune d'elles dérit une
hose, une propriété de l'objet sur lequel elle porte ou dénit une valeur de propriété pour
et objet. Selon le formalisme, dans toutes les assertions apparaissent un Sujet, un Prédi-
at et un Objet. Le Sujet est la partie qui identie l'objet sur lequel porte l'assertion, le
Prédiat identie la propriété portant sur le Sujet. Et pour nir, l'Objet est la valeur de la
propriété pour e Sujet.
Dans l'assertion itée en exemple préédemment, des noms ont été utilisés pour ré-
férener les ressoures. Comment distinguer deux Sujet ayant le même nom mais mais
dénissant des ressoures diérentes ?
Pour ela, il est néessaire d'avoir reours à un identiant pour diérenier haque Su-
jet, haque Prédiat et haque Objet quand ela est possible. Le Web dispose déjà d'un
tel système ave les Uniform Resoure Loator (URL) qui sont onstituées de haînes de
aratères. Celles-i identient une page Web mais onstituent aussi le méanisme d'a-
ès à ette page. Cette dernière partiularité n'étant pas néessaire au langage RDF, une
Uniform Resoure Identier (URI) est assoiée à haune des ressoures du modèle an
de l'identier. Les URL sont un as partiulier des URI par le fait que es dernières ne
onstituent pas impérativement son méanisme d'aès. Pourtant l'utilisation d'URI peut
sembler renvoyer à l'adresse d'un site web mais il n'en est rien. Dans le langage RDF,
son rle est simplement de distinguer un Sujet, un Prédiat ou un Objet parmi d'autres
indépendamment du fait que la ressoure dérite se trouve sur le W.W.W.. L'utilisation
de e méanisme onstitue le moyen d'éviter toute ambiguïté de sens intrinsèque aux mots
employés. Chaque URI orrespond à un terme partiulier pour lequel la sémantique est
aeptée par ses utilisateurs. De ette façon toutes les inertitudes dues au langage sont
levées.
Dans le langage RDF, une URI référene (URIref), onstituée d'une URI et d'un
fragment optionnel à la n, est utilisée pour distinguer les éléments. Le Prédiat d'une
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assertion est identié par une URIref tandis que e n'est pas néessairement vrai pour le
Sujet et l'Objet. Il est bon de noter qu'il est onseillé d'utiliser un maximum d'URIref à la
plae des mots dans une assertion. N'importe qui peut xer une URIref faisant référene à
des termes déjà dénis mais dans e as, l'harmonisation des desriptions des ressoures ne
peut-être atteinte. Faire appel au voabulaire déjà dénit, permet au programme traitant
es données de faire des reoupements entre les diérents onepts et déduire de nouvelles
informations.
Le modèle RDF
Il a été spéié dans une partie antérieure de e travail que des faits RDF pouvaient
être vus omme un graphe de noeuds et d'ars. Pour l'assertion d'un fait, un premier noeud
est réé ontenant le Sujet et un seond ontenant l'Objet. Le premier noeud est relié au
seond par un ar dont l'étiquette est le Prédiat de l'assertion. Lorsque le Sujet et l'Objet
ne sont pas dénis par une URIref, ils sont représentés par une onstante, 'est-à-dire par
une haîne de aratères. La valeur est dès lors appelée un littéral.
Pour illustrer es propos, le fait que Alie a un enfant dont le prénom est Bob est pris
en exemple. La représentation de e fait en RDF peut être dérite par le graphe de la
gure 2.2.
Fig. 2.2  Alie a un enfant dont le prénom est Bob
L'expression sous la forme d'un triple onstitue une autre représentation d'une as-
sertion. Chaque triple reprend dans l'ordre le Sujet, Prédiat et l'Objet. Le triple [Alie,
hasChild, Bob℄ orrespond aux deux noeuds et à l'ar de la représentation préédente. Le
graphe et les triples représentent la même information.
Dans l'exemple expliité préédemment, la propriété hasChild pourrait être identiée
par l'URIref http://exemple.om/#has_hild. Cette URIref dénit l'espae de nom-
mage des exemples de e travail au préxe hasChild
Des organismes internationaux ont déni des onepts lefs dans des domaines partiu-
liers an de proposer des desriptions standardisées des ressoures. L'aès à es onepts
se fait par les espaes de nommage xés par les organismes. Deux de es organismes seront
présentés dans la suite de e mémoire.
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RDF Shéma
Le leteur retrouvera les idées ayant permis la rédation de ette partie onernant
RDF Shéma sur le site internet du W3C [BV04℄.
L'expressivité du langage RDF est limitée ar les propriétés ne présentent que des re-
lations entre des ressoures. Il est impossible de dérire es propriétés ni même de spéier
des relations entre des propriétés et d'autres ressoures. Le langage de desription du voa-
bulaire RDF, RDF Shéma est une extension du langage RDF. Celle-i ore la possibilité
de dénir des lasses et des propriétés pouvant être utilisées pour dérire des lasses, des
propriétés et d'autres ressoures.
Il existe une diérene majeure entre les lasses de RDF Shéma et l'approhe tradi-
tionnelle Orientée Objet telles qu'elles sont exprimées en Java par exemple. En Java, une
lasse est une olletion de propriétés que possèdent les instanes de ette lasse tandis
que RDF Shéma dérit un ensemble de propriétés s'appliquant aux lasses.
Le langage de desription du voabulaire RDF fournit la possibilité de dérire des
entités via des sous-lasses et des superlasses. Toute propriété dénie pour une super-
lasse est aussi valable pour toutes ses sous-lasses. Comme il a été expliqué antérieure-
ment, les propriétés spéient une relation entre un Sujet et un Objet, mais il existe aussi
des sous propriétés et des super propriétés telles que le domaine et l'ensemble de résul-
tats. Tout le voabulaire est détaillé dans les spéiations de RDF Shéma sur le site
du W3C [BV04℄ et il est regroupé dans l'espae de noms appelé rdfs dont l'URIref est
http://www.w3.org/2000/01/rdf-shema#.
La gure 2.3 représente graphiquement la modélisation de la famille ave RDF Shéma.
Les noeuds de e graphe sont les ressoures RDF et les ars les relations entre eux-i. Les
étiquettes des ars référenent quant à elles les propriétés entre les ressoures.
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Fig. 2.3  La représentation graphique de la modélisation de la famille ave RDF Shéma
RDF Shéma ne permet pas la généralisation des données sur leWeb ar son voabulaire
n'est pas susant. D'autres formes plus rihes de desription de données seront développées
dans la suite de e mémoire.
2.1.3 Vers l'harmonisation des ressoures
Depuis l'apparition des tehnologies du Web sémantique, ertains organismes ont pris
l'initiative de proposer des standards de desription d'éléments dérivant des domaines
partiuliers. L'objetif de ette initiative est de fournir le moyen d'harmoniser la desrip-
tion des ressoures présentes sur Internet. Le leteur trouvera i-dessous, plus de détails
onernant deux de es organismes : Dublin Core Metadata Initiative (DCMI) et Publishing
Requirements for Industry Standard Metadata (PRISM).
Dublin Core Metadata Initiative
Dublin Core Metadata Initiative (DCMI) est une organisation qui promeut l'adoption
de standards de méta données et qui dénit des méta données pour dérire des ressoures
an d'avoir plus de systèmes intelligents de déouverte de l'information [CMI08℄. Cet
organisme explique sur son site internet [CMI08℄, que la mise sur pieds de tels standards
permet de trouver, d'éhanger et de gérer l'information. Ce modèle de données omprend
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des éléments de desriptions formelles, intelletuels et relatifs à la propriété intelletuelle.
L'ensemble des standards est simple et doumenté an de favoriser son utilisation par un
grand nombre de personnes.
Publishing Requirements for Industry Standard Metadata
PRISM est un ensemble de spéiations de méta données failitant la gestion et l'agré-
gation du ontenu de diérents magazines, de journaux, de atalogues, de livres, et. Dif-
férentes ompagnies proposant des éditoriaux sur le Web se sont rendues ompte de la
néessité de formaliser les onepts dans le domaine de l'édition et ont proposé es stan-
dards. Le leteur trouvera plus d'informations onernant PRISM sur le site internet du
groupe de travail [fISM08℄.
Un grand pas en avant
RDF, RDF Shéma et le travail de standardisation des onepts des diérents orga-
nismes onstituent un grand pas en avant dans la démarhe visant à normaliser la desrip-
tion des ressoures. Ave es tehnologies, un bon nombre de besoins ont été identiés et
satisfaits. Cependant, le manque d'expressivité du langage RDF et RDF Shéma onstitue
enore un obstale important à la généralisation des desriptions et rend diile l'auto-
matisation de l'éhange des données entre les agents Web. L'introdution des ontologies et
plus partiulièrement de Ontology Web Language vient pallier e problème en permettant
d'aner la desription des entités.
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2.2 Ontology Web Language (OWL)
Cette partie de e mémoire porte sur le langage OWL qui implémente la ouhe Onto-
logy voabulary (voir shéma 2.1 page 13). Le terme "ontologie" est utilisé en philosophie
pour désigner l'étude de tout e qui existe. En informatique, il spéie une oneptualisa-
tion en fournissant une desription des onepts et leurs relations [Gru93℄.
Les ontologies sont représentées par des langages d'ontologie. Le Web sémantique pro-
pose OWL, un langage utilisant et enrihissant les notions de RDF et de RDF Shéma.
De nouveaux onepts leur sont ajoutés an d'augmenter leurs expressivités. Dès lors, les
entités peuvent être dérites omme dans le monde réel et leur éhange automatique sur
le Web devient possible.
Dans la littérature, les onepts de RDF et de RDF Shéma utilisés pour modéliser
les ontologies sont onsidérés omme faisant partie du langage OWL. Dans la suite de e
travail, le reours à ette simpliation failitera la ompréhension du leteur.
Dans ette setion, les limitations de RDF et de RDF Shéma sont abordées. Ensuite,
les ontologies sont dénies et dérites avant de s'attarder à l'Ontology Web Language.
Les idées exposées sont prinipalement tirées du doument du W3C [vHM04℄ exepté
lorsqu'une autre soure est itée.
2.2.1 Les limitations de RDF et de RDF Shéma
Les limitations de RDF et de RDF Shéma viennent du fait que es tehnologies ne
permettent pas d'exprimer ertains onepts. L'utilisateur qui dérit des ressoures du
monde réel a très souvent besoin de relations entre les lasses et entre les propriétés mais
elles-i ne sont pas toujours dénies dans es deux langages. Les insusanes de RDF et
de RDF Shéma ont été identiées par Jorge Cardoso [Car06℄ et sont reprises i-dessous.
1. Les prédiats n'expriment que des relations binaires
2. Certaines relations entre les lasses et les propriétés ne peuvent être énonées. Il est
intéressant de dénir des propriétés telles que l'inverse, la transitivité, le symétrique,
la disjontion, l'union et l'intersetion. D'ailleurs, l'équivalene entre des desriptions
onstruites par diérents groupes de travail doit pouvoir être spéiée.
3. Ave RDF et RDF Shéma, il est possible d'exprimer diérentes valeurs d'une pro-
priété mais pas de spéier l'inexistene d'autres valeurs pour ette lasse. Par
exemple, l'énumération d'un lasse Genre spéiant le sexe d'un être humain n'est
onstituée que de 2 valeurs : Homme et Femme.
4. La ardinalité des propriétés ne peut pas être xée. Pour ertaines propriétés ou pour
ertaines lasses, le nombre de valeurs d'instanes doit être limité. Par exemple, la
ardinalité de la propriété liant une lasse Enfant à une lasse Père est de 1.
Les insusanes des représentations fournies par RDF et RDF Shéma peuvent être
omblées par les ontologies. Celles-i mettent à disposition une vaste gamme de onepts
pour la desription des lasses et des propriétés d'un domaine.
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2.2.2 Les ontologies
Selon les idées [LÖ08℄ reprises par Tom Gruber [Gru08℄, une ontologie dénit un en-
semble de primitives représentatives qui modélisent un domaine de onnaissanes. Les pri-
mitives dont il parle sont des lasses (ou des ensembles), des attributs (ou des propriétés)
et des relations (ou des relations entre les membres des lasses). Entre ertaines de es
primitives représentatives, des onepts de restritions de valeurs, d'états disjoints, de ar-
dinalités de lasses et de propriétés, et. peuvent être dénis.
Les ontologies sont implémentées dans des langages permettant l'abstration des stru-
tures de données. De e fait, elles sont utilisées pour modéliser de nombreux domaines,
sans tenir ompte de la manière dont les données sont stokées. Il existe des langages stan-
dards (OWL, Cyl, Gellish et.) ainsi que des outils ommeriaux et open soures (Protégé,
Gene, KaOn, et.) pour réer et gérer les ontologies.
A partir d'une ontologie, il est possible d'appliquer des tehniques mathématiques an
de trouver de nouvelles relations entre les éléments. Ces tehniques ombinent les relations
de lasses, de sous-lasses et de superlasses ave les restritions et les ontraintes sur
elles-i pour produire de nouvelles onnaissanes. Les règles d'inférenes utilisées sont
génériques et se basent sur la logique des desriptions abordée ultérieurement dans e
travail. La génériité de raisonnement permet le reours à n'importe quel outil automatique
pour traiter une ontologie. Parmi es outils, se retrouvent FaCt (Fast Classiation of
Terminologies), RACER (Renamed A-box and Conept Expression Reasoner) et Pellet.
Il est important de noter que l'utilisation d'un outil se fait à ondition que elui-i soit
ompatible ave le langage d'implémentation de l'ontologie.
2.2.3 Le langage OWL
Le langage OWL est l'implémentation des prinipes spéiés par les ontologies. Il se
base sur RDF et RDF Shéma auxquels il ajoute du voabulaire dont la signiation
est formalisée. Par la rihesse de son expressivité, OWL n'étend pas seulement RDF et
RDF Shéma, mais il ajoute un support de raisonnement apable d'inférer de nouvelles
onnaissanes. L'inférene respete les prinipes énonés par la logique des desriptions.
Tout omme les tehnologies qu'il omplète, le langage OWL se transmet sur le Web via
une extension du langage XML.
OWL est omposé de 3 sous langages se diéreniant par leur degré d'expressivité ;
1. OWL Lite : Ce sous langage supporte des lassiations se basant sur les dépen-
danes hiérarhiques entre les onepts. De plus, des ontraintes simples sont expri-
mables. Il est non ambigü et le raisonnement sur les relations est déidable ; e qui
signie que tout raisonnement sur une desription se termine dans un intervalle de
temps ni. Cependant,OWL Lite est peu expressif.
2. OWL DL : L'expressivité des desriptions est augmentée sans devoir sarier la
déidabilité du raisonnement. Dès lors, toutes les inférenes possibles sont prises en
ompte. Ce langage se base sur la logique des desriptions qui est la partie déidable
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de la logique du premier ordre. L'utilisation d'outils adaptés au langage permet le
raisonnement automatique sur les éléments dérits.
3. OWL Full : Ave e sous langage, il est possible de tout exprimer au détriment de
la garantie de alul. Le raisonnement automatique ne prend pas en ompte toutes
les aratéristiques de e sous langage an d'éviter les situations d'indéidabilité.
Grâe à OWL, l'expressivité du shéma de la famille modélisé ave RDF Shéma (voir
la gure 2.3 page 18) peut être augmentée an d'améliorer la orrespondane ave le monde
réel. Les onepts ajoutés font partie de la tehnologie de OWL Lite et sont exprimés dans
le tableau 2.1 sous la forme de formules logiques.
Axiome OWL
Father ≡ Parent ⊓ Man




≡ est l'équivalene entre les lasses.
⊓ est l'intersetion entre les lasses.
minCardinality est le nombre minimum d'instanes
liant les deux lasses de la relation
Tab. 2.1  Les axiomes OWL modélisant la famille et leurs signiations
Toutes les onstrutions fournies par le langage OWL sont dérites en détails sur le site
du W3C [vHM04℄.
2.2.4 Un langage adapté à la réalité
La oneptualisation à l'aide des ontologies et plus partiulièrement au moyen du lan-
gage OWL rend la desription des ressoures Web de plus en plus prohe de la réalité.
Grâe aux nombreux onepts de e langage, il est possible de fournir une desription des
entités très omplètes. En outre, le raisonnement automatique sur les lasses et les proprié-
tés par le biais de tehniques mathématiques permet l'ajout de nouvelles onnaissanes. Le
raisonnement peut être poussé plus loin et ne pas seulement être exéuté sur des lasses
et des propriétés. Dès lors, il opère sur des valeurs des variables de relations dénies entre
les lasses. L'inférene est eetuée sur des règles SWRL qui enrihissent la sémantique de
OWL en travaillant sur des instanes des lasses.
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2.3 Semanti Web Rule Language (SWRL)
Le langage SWRL implémente la ouhe Logi du modèle proposé par le Web séman-
tique (voir shéma 2.1 page 13). Cette tehnologie est basée sur la ombinaison des sous
langages OWL DL et OWL Lite ave Unary/Binary Datalog RuleML, un sous langage
de Rule Markup Language [HPSB
+
04℄. Rule Markup Language est un langage de règles
exprimé à l'aide de XML et onçu pour les appliations de E-ommere [Rul08℄. SWRL
n'est pas un onurrent de RuleML, 'est un de ses sous-ensembles reprenant les relations
unaires et binaires onstruites à partir des lasses OWL. Il faut noter que le raisonnement
sur les ontologies OWL augmentées par les règles devient indéidable.
Les règles SWRL ne réent pas de nouveaux onepts mais elles onstruisent des rela-
tions entre les lasses OWL. L'interprétation d'une règle infére de nouveaux faits à ajouter
à la base des onnaissanes assoiée au domaine modélisé.
Cette setion reprend les grands prinipes de SWRL et dérit la struture des règles du
langage. Ensuite, la sémantique du modèle théorique et l'interprétation qu'il est possible de
faire à partir de es règles sont abordées. Pour terminer, diérentes appliations et l'apport
de SWRL sont spéiés.
La plupart des idées reprises dans ette partie sont tirées du doument proposé par le
W3C [HPSB
+
04℄ exepté lorsqu'une soure diérente est annonée.
2.3.1 La desription du langage
Le langage SWRL augmente l'expressivité de OWL en onstruisant des règles ave les
onepts dénis dans l'ontologie. Chaque règle ressemble à une lause de Horn et prend la
forme d'une impliation entre un antéédent (le orps) et un onséquent (la tête).
Règle : onséquent ← antéédent
Le onséquent et l'antéédent sont onstitués d'une onjontion d'atomes omposée de
zéro, d'un ou de plusieurs atomes. Chaun des atomes de la règle est un onept déni en
OWL ou en SWRL.
Dans la règle 2.3.1 les deux atomes hasChild( ?Parent, ?Child) et hasBrother( ?Parent, ?Unle)
forment l'antéédent. hasUnle( ?Child, ?Unle) onstitue le onséquent. Child, Parent et
Unle sont les variables de la règle.
Règle 2.3.1 Def-hasUnle
hasUncle(?Child, ?Uncle) ← hasChild(?Parent, ?Child)∧hasBrother(?Parent, ?Uncle)
Les diérents types d'atomes pouvant faire partie d'une règle sont repris dans le ta-
bleau 2.2 page 24.
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Type d'atome Signiation
C(x) C fait référene à une desription OWL.
P(x,y) P est une propriété OWL. La valeur de x par la propriété P est y.
sameAs(x, y) sameAs est une propriété dénie en SWRL imposant à x d'être
identique à y.
dierentFrom(x,y) dierentFrom est une propriété dénie en SWRL imposant à x
d'être diérent de y.
built-in(r, x, ...) built-in est une propriété prédénie en SWRL dans laquelle la re-
lation r est appliquée à ses arguments.
x et y sont des variables, des individus OWL ou des valeurs de données OWL.
r est la relation prédénie entre la variable x et elles qui suivent dans la
relation.
Tab. 2.2  Les types d'atomes du langage SWRL
Dans la règle 2.3.2, Adult(?Person) et Person(?Person) sont des desriptions OWL,
hasAge(?Person, ?Age) est une propriété OWL indiquant qu'une personne a un âge et
swrlb : greaterThanOrEqual(?Age, 18) est un built_in SWRL imposant à un âge d'être
plus grand ou égal à 18.
Règle 2.3.2 Def-Adult
Adult(?Person) ← swrlb : greaterThanOrEqual(?Age, 18)
∧ hasAge(?Person, ?Age)
∧ Person(?Person)
Les variables présentes dans es atomes sont quantiées universellement et leur portée
est limitée à la règle. En outre, seules les variables apparaissant dans l'antéédent peuvent
se retrouver dans le onséquent.
Les règles dont le onséquent est omposé d'une onjontion d'atomes sont transfor-
mables en règles distintes dans lesquelles le onséquent est atomique. Cette transformation
doit suivre les prinipes énonés par J. W. Lloyd [Llo87℄.
Chaque règle SWRL peut être identiée par une URIref. Pour que ette règle soit onsi-
dérée omme vraie, si les onditions spéiées dans l'antéédent sont respetées, alors les
onditions du onséquent doivent l'être aussi. Lorsque l'antéédent d'une règle est vide,
il satisfait toutes les interprétations possibles (il est onsidéré omme vrai). Dès lors, le
onséquent est toujours satisfait. Au ontraire, un onséquent vide est traité omme faux
et il ne peut être satisfait par auune interprétation. Les onditions de satisfation des
éléments d'une règle sont abordées dans la partie onernant la sémantique du modèle
théorique.
La syntaxe abstraite présentant les règles sous la forme d'une impliation et dans la-
quelle les variables sont préxées par un point d'interrogation (voir les règles 2.3.1 et 2.3.2)
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est destinée aux utilisateurs de SWRL. Cependant la syntaxe onrète est basée sur la syn-
taxe XML de OWL et de RuleML.
2.3.2 La sémantique du modèle théorique
Analyser la sémantique du modèle théorique d'un langage, 'est omprendre la signi-
ation des éléments omposant e langage. La sémantique de SWRL est une extension de
la sémantique du modèle de OWL qui fait orrespondre des variables à des éléments du
domaine.
Les règles dérites par le langage SWRL sont interprétables. Une règle est satisfaite par
une interprétation si et seulement si haque assoiation satisfaisant l'antéédent satisfait
aussi le onséquent. Une assoiation est une orrespondane entre les variables des atomes
de la règle et une de leurs instaniations possibles. Pour un atome dénissant un onept
OWL les variables représentent des individus des lasses, des types de données ou des va-
leurs littérales. Les atomes dénis dans le langage SWRL sont des ontraintes portant sur
l'instaniation des variables.
Pour haun des atomes omposant l'antéédent et le onséquent d'une règle SWRL, le
tableau des onditions d'interprétation (voir table 2.3 page 25) donne les onditions selon
lesquelles l'interprétation de l'assoiation peut être satisfaite.
Atome Condition d'interprétation
C(x) x est une instane de la lasse C.
D(z) d est une valeur de la donnée D.
P(x,y) x est lié à y par la propriété P.
Q(x,z) x est lié à z par la propriété Q.
sameAs(x, y) x et y représentent le même individu.
dierentFrom(x,y) x et y représentent des individus diérents.
built-in(r, z1,..., zn) la relation r est évaluée à true ave les arguments z1,..,zn.
C est une desription OWL DL, D est l'ensemble image déni en OWL DL,
P est une propriété d'individu, Q est une propriété de type de données , f est
une relation prédénie, x ,y sont des variables ou des identiants référençant
des individus OWL, et z est une variable ou une variable OWL évaluée (un
littéral).
Tab. 2.3  Les types d'atomes d'une règle et les onditions d'interprétation
L'interprétation de la règle 2.3.1 (voir page 23) se fait omme suit. Si l'enfant d'Alie
est Bob et si elle-i à un frère prénommé Chris alors Chris est l'onle de Bob.
2.3.3 L'apport de SWRL
L'intégration de la logique et d'un système de règles augmente onsidérablement les
possibilités de raisonner sur les ressoures dérites sur le W.W.W.
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A l'heure atuelle, SWRL est utilisé sur le Web pour implémenter des appliations
inluant des règles onernant les aaires. Ce langage permet de prendre en ompte les
préférenes des utilisateurs et de les ombiner ave les besoins des lients. Sur le Web, de
nombreuses appliations développées dérivent des règles utilisées par des agents intelli-
gents an de ompléter la base des onnaissanes. A partir de es règles, es agents sont
apables de raisonner dans le but de ommuniquer, de négoier, d'exéuter des ontrats.
Le langage SWRL sert aussi à xer des prix en fontion de diérents fateurs tels que le
prol du lient (régularité d'ahat, solvabilité, et.), les onditions de vente, les délais de
réapprovisionnement du produit, et. Il existe beauoup d'autres appliations de SWRL
dans le monde de l'E-Business qui ne seront pas détaillées dans e travail.
Toutefois, les utilisateurs de SWRL sont onfrontés à ertains problèmes xant les li-
mites de e langage. Certaines propriétés sont inexprimables et le raisonnement sur le
langage SWRL, tout omme sur la logique du premier ordre est indéidable.
Dans le hapître suivant, la logique de desription est abordée an de mieux omprendre
les limites de SWRL ainsi que le proessus d'inférene s'exéutant à partir des règles
dérites dans e langage et permettant la déouverte de nouveaux faits.
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2.4 Le Web sémantique : le bilan
Les idées reprises dans ette partie sont inspirées du livre [AS06℄ de H. P. Alesso et C.
F. Smith.
Les appliations supportant les tehnologies du Web sémantique sont non seulement
apables de omprendre l'information mais surtout de raisonner sur les données an de dé-
ouvrir automatiquement de nouvelles onnaissanes. Les tehnologies du Web sémantique
ne visent pas seulement les pages Web. Elles améliorent aussi les éhanges entre des bases
de données modélisées selon des shémas diérents ou enore entre des programmes érits
dans des langages distints. L'apport prinipal de es tehnologies vient du fait qu'elles
peuvent exprimer n'importe quelle relation entre les onepts d'un domaine modélisé. De
nombreux organismes ont mis sur pieds des outils apables de manipuler es diérentes
tehnologies ar le nombre d'appliations développées à partir de elles-i ne esse d'aug-
menter.
Ave es tehnologies, la nouvelle vision du Web proposée par leWeb sémantique visant
à rendre l'éhange des données automatique devient possible. Ces tehnologies sont utilisées
dans des domaines partiuliers dont ertains sont détaillés i-dessous :
Les servies du Web sémantique : Les Servies Web sont des programmes informa-
tiques apables de ommuniquer et d'éhanger des données entre des appliations
et des systèmes hétérogènes dans des environnements distribués. L'interation ave
les appliations développées par d'autres est souvent diile. Les tehnologies du
Web sémantique rendent es servies interopérables en fournissant un langage om-
mun, ompatible et éhangeable de desription des servies. En outre, le ontenu
du Web pourrait être ombiné ave es servies an que des agents Web intelligents
raisonnant sur des règles business automatisent la déouverte, l'invoation et la om-
position d'information. Semanti Markup for Web Servies (OWL-S), onstruit à
partir de OWL, fournit les onepts pour dérire les servies.
La reherhe sémantique : Le nombre de pages référenées sur le Web ne fait qu'aug-
menter rendant le travail des moteurs de reherhes de plus en plus diile. En
outre, les moteurs de reherhes atuels ne peuvent répondre à ertaines requêtes.
Par exemple, il leur est impossible de trouver le moyen de transport le moins her
pour aller de Namur à Bruxelles. An d'être performants, les moteurs de reherhe
doivent interpréter l'information, ltrer le résultat de la reherhe et ne garder que
les pages répondant réellement à la requête de l'utilisateur. Les moteurs de reherhe
réalisés sur base des idées proposées par le Web sémantique peuvent interpréter les
onepts et faire des reoupements logiques sur bases des relations entre es onepts.
Leur fontionnement n'est plus seulement basé sur la reherhe d'un mot-lef mais
la sémantique des mots est prise en ompte et les résultats non pertinents sont mis
de té.
L'apprentissage en ligne : L'apprentissage en ligne à grande éhelle néessite le déploie-
ment d'un environnement ollaboratif par les organismes éduatifs. Ceux-i doivent
mettre à disposition des élèves une appliation supportant l'interopérabilité des dié-
rents systèmes. Le Web sémantique fournit le moyen de oneptualiser la sémantique
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des éléments du domaine via les ontologies, d'exprimer une syntaxe de ommunia-
tion ommune standardisée et d'intégrer le ontenu éduatif à grande éhelle. Ave es
tehnologies, l'apprentissage à distane devient possible ar les organismes éduatifs
peuvent travailler ensemble même s'ils sont loalisés dans des endroits éloignés.
La sémantique de la bio-informatique : La bio-informatique désigne le travail olla-
boratif de reherhe impliquant des informatiiens, des mathématiiens, des physi-
iens et des biologistes. Ceux-i s'interrogent sur les grands problèmes de la biologie
et tentent d'apporter des solutions en ombinant leurs savoirs. Aux Etats-Unis, il
existe une initiative visant à appliquer les standards du Web sémantique aux soins
de santé dans l'intention de failiter l'aès à es données aux diérentes institu-
tions. La mission du groupe HCLSIG (The Semanti Web for Health Care and Life
Sienes Interest Group) est d'améliorer la ollaboration, la reherhe et le dévelop-
pement entre le monde sientique et les organismes s'oupant des soins de santé.
Le suès de e dé néessite la dénition d'un voabulaire ommun et une modélisa-
tion via les ontologies an de déployer un système interopérable intégrant les données
issues des diérents domaines. Le leteur intéressé peut trouver de l'information om-
plémentaire sur le site du groupe http://www.w3.org/2001/sw/hls/.
L'intégration d'appliations d'entreprise : Les tehnologies duWeb sémantique four-
nissent des outils pour intégrer les appliations dans les entreprises. Les ontologies
aident les développeurs et les administrateurs dans les tâhes d'analyse, de dévelop-
pement, de déploiement et d'exéution de l'appliation. Les ontologies permettent
d'harmoniser les modèles oneptuels et la desription des servies. Elles permettent
aussi de dérire les omposants d'un domaine hétérogène et de formaliser les onepts
ainsi que les relations entre eux-i. A l'exéution, les ontologies sont ouplées ave
un moteur d'inférene s'intégrant à toutes les appliations et permettant d'en déduire
de nouvelles onnaissanes.
La base de onnaissanes : Les tehnologies du Web sémantique peuvent être utili-
sées an de réer des systèmes de onnaissanes apables d'aquérir, d'organiser,
de traiter, de partager et d'utiliser les onnaissanes. L'entreprise Cyorp http:
//www.y.om) rassemble dans des ontologies et des bases de données les onnais-
sanes du sens ommun (normes, valeurs symboliques, et.). Elle fournit également
un programme apable de raisonner sur es données an de venir en aide aux appli-
ations d'intelligene artiielle.
Après e bilan, le leteur se rend ompte que les tehnologies proposées par le Web sé-
mantique sont belle et bien d'atualité. Ce phénomène est marqué aux Etats-Unis par le
lanement de jeunes entreprises (Hakia, Powerset, et.) dont l'ativité prinipale est de
mettre au point un moteur de reherhe se basant sur la sémantique des mots-lefs.
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Chapitre 3
Les tehnologies d'évaluation de règles
Alors que la partie préédente présentait ertains langages proposés par le Web sé-
mantique, e hapître se penhe sur l'ativité de raisonnement qu'il est possible de faire à
partir de es langages ainsi que sur le proessus d'évaluation des règles. Dans la première
partie, la logique de desription est présentée. Elle fournit les expliations néessaires à
la ompréhension de la logique se ahant derrière les tehnologies RDF, OWL et SWRL.
La logique de desription détaille le proessus d'inférene permettant de déouvrir de nou-
velles onnaissanes à partir des faits modélisés par es langages. Ensuite, la partie sur le
haînage présente le haînage avant et le haînage arrière qui sont deux méthodes permet-
tant d'évaluer un ensemble de règles et de vérier la réalisation d'un but partiulier. Et
pour terminer, la transformation en ensembles magiques et l'algorithme Rete sont dérits.
Ces deux méthodes sont des optimisations de l'algorithme "naïf" de haînage avant.
3.1 La logique de desription
La plupart des idées reprises dans ette partie sont tirées de [Wal07℄ sauf lorsqu'une
autre soure est itée.
La logique de desription dérit une famille de langages qui sont des sous-ensembles de
la logique du premier ordre adaptés à la représentation des réseaux sémantiques. RDF est
un réseau sémantique ar ette tehnologie permet la modélisation du domaine de onnais-
sanes sous la forme d'un graphe.
La logique de desription est utile pour représenter les onnaissanes formellement et
pour raisonner à partir de elles-i an de déouvrir de nouveaux faits. Les onnaissanes
sont exprimées par l'intermédiaire d'une variante du alul des prédiats et il est possible
de raisonner sur elles-i en appliquant les règles de la logique. Le langage OWL est basé
sur la logique de desription. Elle fournit les formalismes néessaires à l'expression des
onepts de OWL et surtout de OWL-DL. En outre, la logique de desription sert de base
au raisonnement eetué sur les onepts dénis ave le langage OWL.
La logique de desription se aratérise par trois niveaux de desription des onepts :
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1. Les onepts sont struturables en hiérarhie de superlasses et de sous-lasses ap-
pelées relations de subsomptions. Les sous-lasses héritent des relations de la super-
lasse.
2. Les individus sont lassiables et il est possible de déterminer quels onepts sont les
instanes d'une lasse spéique.
3. Entre les onepts, des relations spéiques sont dénies.
Ces trois niveaux de desription des onepts rendent possible la modélisation de domaine
de onnaissanes très variés.
3.1.1 La desription du langage
Dans ette setion la représentation syntaxique de la logique de desription est abordée.
Les strutures dénies dans la logique de desription sont très similaires à elles des
formules de la logique du premier ordre. La desription des onepts du domaine se font
via des assertions logiques. Celles-i ne ontiennent pas de variables mais seulement des
symboles de base dénis dans deux alphabets disjoints repris i-dessous.
1. Les onepts atomiques sont les symboles représentant des prédiats unaires qui
expriment les onepts.
2. Les rles atomiques sont les symboles représentant des prédiats binaires qui ex-
priment les relations entre les onepts.
Tous les langages de desription reprennent es onepts et es rles atomiques an de for-
mer la desription des onepts. La ombinaison des deux alphabets permet la onstrution
de deux types de desription : la desription élémentaire et la desription omplexe. La
première reprend les onepts et les rles atomiques tandis que la seonde est obtenue en
ombinant les onepts et les rles atomiques au moyen de onstruteurs fournis par le
langage. Les onstruteurs varient en fontion de la dénition du langage de desription.
Au plus il y a de onstruteurs, au plus le langage est expressif mais au plus le raisonne-
ment est diile et risque d'être indéidable. Les onstruteurs disponibles dans un langage
en dénissent son nom. Le langage ALCN reprend les onepts lefs dérits dans beau-
oup de langages de desription. AL fait référene au fait que e langage omprend des
onepts et des relations atomiques. C désigne le omplément pour exprimer la négation et
N les restritions de ardinalité. La desription et la sémantique des diérents onstru-
teurs ompris dans le langage de desription ALCN sont repris dans le tableau 3.1 (voir
page 31).
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⊤ Le onept universel. C'est l'ensemble
de tous les onepts du domaine.
∆
⊥ Le onept "ground". Cet ensemble ne
ontient pas de onept.
∅
¬C La négation. ∆− C
C ⊓D L'intersetion. Ce onept est équi-
valent à C(x) ∧ D(x) exprimé par la
logique du premier ordre.
C ∩D
C ⊔D L'union. Ce onept est équivalent à
C(x) ∨ D(x) exprimé ave la logique
du premier ordre.
C ∪D
∀R.C La restrition de valeur. Tous les indi-
vidus qui ont une relation de R vers R
sont inlus dans C.
a ∈ ∆ | ∀b.(a, b) ∈ R→ b ∈ C
∃R.C La quantiation existentielle identie
ertains individus de la relation R qui
ontiennent le onept C.
a ∈ ∆ | ∃b.(a, b) ∈ R ∧ b ∈ C
≤ nR Le nombre d'individus maximum qui
partiipent à la relation R.
a ∈ ∆ | ||{(a, b) ∈ R}|| ≤ n
≥ nR Le nombre d'individus minimum qui
partiipent à la relation R.
a ∈ ∆ | ||{(a, b) ∈ R}|| ≥ n
Tab. 3.1  La desription du langage ALCN
OWL-DL est fondé sur SHOIN (D) DL. S est l'abréviation de ALCR+. Dans e lan-
gage, la transitivité entre les rles est ajoutée à ALC. H reprend les rles hiérarhiques, O
les nominaux, I les rles inverses, N les restritions de quantiation et D fait référene
au type de données. Les langages ALCN et SHOIN (D) sont très similaires, et de e fait,
ALCN va servir de base à l'expliation des diérents onepts dérits dans la suite de e
mémoire.
3.1.2 La représentation des onnaissanes
En plus de fournir la syntaxe dérivant les onepts d'un domaine, la logique de des-
ription onstruit des bases de onnaissanes ave lesquelles il est possible d'interagir.
Dans la logique de desription, la représentation des onnaissanes se fait à deux ni-
veaux. Le premier est le niveau terminologique, appelé le niveau TBox, dérivant les
onepts du domaine ainsi que leurs rles. De nouveaux onepts peuvent être établis
par la ombinaison de onepts existants. Les TBox oneptualisent un domaine et ne
risquent pas de hanger. Par ontre, le niveau ABox est dynamique ar il exprime des faits
propres à une situation partiulière. Les assertions ABox dérivent les onepts du niveau
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générale, le niveau TBox orrespond aux ontologies et le niveau ABox aux assertions RDF.
Les tableaux 3.2 (voir page 32) illustrent la représentation des onnaissanes de la
modélisation d'une famille.
TBox
Woman ≡ Person ⊓ Female
Man ≡ Person ⊓¬ Woman
Mother ≡ Woman ⊓ ∃hasChild.Person
Father ≡ Man ⊓ ∃hasChild.Person
Grandmother ≡ Mother ⊓ ∃hasChild.Parent








Tab. 3.2  Les onnaissanes relatives à la famille
Les interations ave la base de onnaissanes sont de deux types : soit l'utilisateur
exéute des opérations d'ajout, soit il demande de l'information. Les requêtes de l'utilisa-
teur sont onstruites selon la représentation des informations dans la base de onnaissanes.
Le leteur intéressé par de plus amples expliations onernant les spéiités de la
logique de desription peut onsulter [BCM
+
03℄
3.1.3 L'inférene sur les onnaissanes
Il a été vu préédemment que les onnaissanes sont représentées aux niveaux TBox et
Abox. Une base de onnaissanes est plus qu'un onteneur, 'est un système expert apable
de répondre à des questions onernant les onnaissanes qu'il ontient. L'ativité de rai-
sonnement est réalisée par les méanismes de l'inférene logique. Une base de onnaissanes
est similaire à un ensemble d'axiomes de la logique des prédiats. Ces axiomes ontiennent
des onnaissanes rendues expliites par l'inférene. Les onnaissanes représentées par les
ABox et les Tbox sont diérentes. Le raisonnement sur es onnaissanes doit don être
eetué diéremment.
Pour les TBox, il y a quatre types d'inférenes à prendre en ompte [Wal07℄.
1. La subsomption : T ⊢ C ⊑ D exprime le fait que le onept D est plus général que C
dans la TBox T. Cela signie que l'ensemble C est un sous-ensemble de D. L'inférene
permet la déouverte de nouvelles relations entre les onepts qui n'avaient pas été
dénies à la base.
2. La satisfaisabilité : Lorsqu'un nouveau onept est déni dans la base des onnais-
sanes, est-il onsistant ? Un onept est onsistant s'il est possible de onstruire un
individu orrespondant à e onept. Un onept onsistant est un onept satisfai-
sable. Dans le as ontraire il est insatisfait et T ⊢ C ⊑ ⊥.
32
Les tehnologies d'évaluation de règles
3. L'équivalene : L'inférene teste si deux onepts sont équivalents. Cela permet de
supprimer ertaines redondanes et des ambiguïtés dans la base de onnaissanes.
T ⊢ C ≡ D exprime que C et D sont équivalents dans la TBox T.
4. La disjontion : L'inférene vérie que deux onepts sont disjoints 'est-à-dire qu'il
n'y a pas de relation à inférer entre eux. T ⊢ C ⊓D ⊑ ⊥.
Les onnaissanes ABox portent sur les individus. Il y a quatre types d'inférenes
réalisables sur es onnaissanes [Wal07℄.
1. La vériation d'instane : L'inférene vérie qu'un individu orrespond à un onept
spéique déni dans une TBox. A ⊢ C(a) signie que l'instane a appartient au
onept C.
2. L'extration de données : Il s'agit de trouver toutes les instanes d'un onept dans
la base de onnaissanes. a ∈ A|A ⊢ C(a).
3. La réalisation : Le onept le plus spéique doit être trouvé pour haque instane.
A ⊢ C(a) et T ⊢ ⊥ ⊑ C.
4. La ohérene : Chaque onept de la base de onnaissanes TBox admet au moins
un individu dans les onnaissanes ABox. ∀C ∈ T∃a ∈ A|A ⊢ C(a).
Le moteur d'inférene interprétant le domaine modélisé par les ontologies utilise les huit
types d'inférenes dénis i-dessus.
33
Les tehnologies d'évaluation de règles
3.2 Le haînage
Les idées et les terminologies à la base de la rédation de la partie onernant le haî-
nage avant et arrière sont tirées de [RN03℄.
Le haînage est l'ativité de dédution logique appliquée à des onnaissanes exprimées
sous la forme de lauses de Horn. Cette ativité néessite une base de onnaissanes des
faits onsidérés omme vrais, une base de règles modélisant les savoirs du domaine et la
spéiation d'une solution à vérier. L'objetif du haînage est de traiter les données pour
vérier la réalisation d'un but représentant un fait partiulier. Pour exploiter les règles,
l'inférene peut être réalisée soit en haînage avant, soit en haînage arrière.
Avant de présenter les deux types de haînage plus en détails, il est intéressant de pré-
iser quelques onepts permettant de mieux omprendre le proessus d'inférene.
L'Instaniation Universelle est une règle d'inférene utilisée lors de l'évaluation d'un
atome quantié universellement. Il est possible d'inférer n'importe quel fait obtenu en sub-
stituant la variable d'un atome universellement quantié par un terme ground (un terme
sans variable) [RN03℄.
La substitution SUBST (θ, α) montre le résultat de l'appliation de la substitution θ à
la lause α.
∀ v de α
SUBST ({v/g}, α)
v est une variable et g est le symbole ground.
L'atome Man(X) est pris en exemple. Si Man(john) est le fait assoié à et atome, la
substitution vaut SUBST ({X/john},Man(X)).
Les substitutions sont xées en uniant les atomes. A partir de deux atomes, l'unia-
tion retourne l'uniateur s'il existe.
UNIFIER(p, q) = θ tel que SUBST (θ, p) = SUBST (θ, q)
Par exemple,
UNIFIER(hasBrother(Brian, x), hasBrother(Brian,Mary)) = {x/Mary}
UNIFIER(hasBrother(Brian, x), hasBrother(y,Mary)) = {x/Mary, y/Brian}
UNIFIER(hasBrother(Brian, x), hasBrother(x,Mary)) = fail
L'inférene sur les règles est guidée par la règle du Generalized Modus Ponens. Cette
règle s'applique sur des atomes ave des variables universellement quantiées. Elle est dé-
nie dans [RN03℄ omme suit.
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Soit les lauses pi, p
′
i et q, pour lesquelles il existe une substitution θ telle que





n, (p1 ∧2 ∧... ∧ pn → q)
SUBST (θ, q)
Dans SUBST (θ, q), θ est une substitution onstituée d'une liste de substitution de haque
variable obtenue par les Instaniation Universelle.
La règle suivante est prise en exemple :
∀X Father(X)←Man(X) ∧ Parent(X)
Les diérents faits sont Man(john) et Parent(john).
La subsitution θ vaut SUBST ({X/john}, Father(X)).
3.2.1 Le haînage avant
Le haînage avant est la proédure naturelle d'inférene logique. Elle se fait à partir
des prémisses qui onstituent les orps des règles. Les faits de la base de onnaissanes
servent de base à l'évaluation des prémisses. Lorsque les lauses de la prémisse d'une règle
sont respetées, les faits de la onlusion de l'impliation (la tête de la règle) peuvent être
ajoutés à la base de onnaissanes. A haque fois que l'évaluation d'une règle est eetuée,
le proessus d'évaluation des règles est reommené. En eet, les nouveaux faits ajoutés
peuvent onstituer une nouvelle entrée pour une règle déjà évaluée. L'itération est répé-
tée jusqu'à e qu'une solution au but soit trouvée (en supposant qu'une seule réponse est
souhaitée) ou alors si auun nouveau fait ne peut plus être déouvert. Lorsqu'il n'est plus
possible d'inférer de nouveaux faits en exéutant à nouveau le proessus de haînage, ela
signie que tous les faits sont déjà ontenus expliitement dans la base de onnaissanes.
Dans e as, il est dit que le point xe du proessus d'inférene est atteint.
A partir de la base de onnaissanes, l'algorithme 1 de haînage avant (voir page 36)
proposé analyse les règles pour trouver la réponse à la requête exprimée sous la forme
d'une lause atomique. Cet algorithme est la simpliation de l'algorithme proposé dans
le livre [RN03℄.
L'algorithme 1 évalue haque règle à partir des faits onnus de la base des onnaissanes.
Lorsque les prémisses de ette règles sont satisfaites, l'algorithme évalue la onlusion de
la règle et de nouveaux faits peuvent être ajoutés aux faits onnus. Ce proessus est répété
jusqu'à e que le but assoié à l'évaluation de es règles soit atteint ou lorsque plus auun
nouveau fait ne peut être déouvert. S'il existe une solution à la requête (l'algorithme ne
renvoie pas false), elle est de la forme d'une substitution fournissant les substitutions des
variables. Cet algorithme est présenté an de omprendre le onept de haînage avant
mais il est bon de noter qu'il n'est pas eae.
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Algorithm 1 : funtion Fol-FC(BC , α)
Require: BC est la base de onnaissanes et α la requête sous la forme d'une lause
atomique
Ensure: returns une substitution ou false
{nouveau représente les nouveaux faits inférés}
repeat
nouveau ← {}
for haque règle r dans BC do
q ← p1 ∧ ... ∧ pn un renommage de r
for haque ensemble de faits p′1, ... ∧ p
′
n
tel que θ = UNIFIER(p1 ∧ ... ∧ pn, p
′
1 ∧ ... ∧ p
′
n) existe
{pour des p′1, ... ∧ p
′
n de BC } do
q′ ← SUBST (θ, q) où q est la onlusion de la règle ourante
if q' n'est pas déjà dans BC ou dans nouveau then
ajouter q' à nouveau
φ← UNIFIER(q',α)





ajouter nouveau à BC
end for
until nouveau est vide
return false
36
Les tehnologies d'évaluation de règles
An d'illustrer l'algorithme du haînage avant, les règles suivantes sont utilisées.
Règle 3.2.1 Def-hasUnle
hasUncle(x, y) ← hasChild(z, x) ∧ hasBrother(z, y)
Règle 3.2.2 Def-hasBrother
hasBrother(x, y) ← hasSibling(x, y) ∧Man(y)




Il ne reste qu'à dénir la requête à laquelle le proessus de haînage avant doit répondre.
Dans 'est exemple, il faut vérier que Chris est bien l'onle de Bob (hasUncle(Chris, Bob)).
L'algorithme évalue les règles l'une après. Dans la règle 3.2.2, la substitution des lauses
de la prémisse ave les faits hasSibling(Alice, Chris) et Man(Chris) permet d'inférer le
fait que Chris est le frère d'Alie. hasBrother(Alice, Chris) est don ajouté à la base de
onnaissanes. Dès lors, l'algorithme doit être réexéuté ar le nouveau fait n'est pas la
solution au but à atteindre. L'ajout de e fait permet l'évaluation de la règle 3.2.1. Dans
ette règle la substitution des lauses de la prémisse ave les faits de la base de onnais-
sanes permet d'inférer le fait que Chris est l'onle de Bob. L'algorithme est arrêté ar e
nouveau fait est la solution à la requête initiale.
L'algorithme 1 du haînage avant (voir page 36) n'est pas optimal. Les diérents défauts
identiés dans le livre [RN03℄ sont détaillés i-dessous :
Des orrespondanes inutiles ave la base de faits sont trouvées : Cet algorithme
n'est pas très performant ar il trouve toutes les substitutions possibles pour haque
lause de la prémisse des règles ave la base de onnaissanes. De e fait, un bon
nombre de es substitutions lorsqu'elles sont ombinées entre elles sont éartées ar
elles ne respetent pas toutes les autres lauses de la prémisse. Une amélioration
possible à apporter à et algorithme est de déterminer un ordre d'évaluation des
lauses de la prémisse an de minimiser le nombre de substitutions inutiles. Ainsi,
les oûts d'évaluation sont diminués. Par exemple, si les atomes Unle(x) et hasBro-
ther(x, john) onstituent les lauses de la prémisse d'une règle, il est plus judiieux
de d'abord extraire tous les frères de john et puis de regarder lequel de es frères est
un onle.
Le haînage avant est inrémental : Lors de la déouverte de nouveaux faits, l'algo-
rithme est réexéuté. Une nouvelle évaluation des règles est réalisée à partir de tous
les faits même si peu de onnaissanes ont été ajoutées. Ainsi toutes les substitutions
possibles sont trouvées alors qu'un bon nombre de elles-i ont déjà été identiées lors
des itérations préédentes. Pour éviter e travail inutile, haque nouveau fait inféré
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dans une itération doit être dérivé au moins d'un nouveau fait inféré à l'itération
préédente. En eet, toutes les inférenes qui ne néessitaient pas de nouveaux faits
ont déjà été eetuées lors de la dernière itération. Dès lors, pour une itération t, une
règle est évaluée seulement si la prémisse inlut une lause pi uniée ave un fait p
′
i
inféré à l'itération t-1.
L'algorithme Rete, présenté dans une des setions suivantes, tient ompte de ette
optimisation.
L'inférene de onlusions non pertinentes : Le haînage avant produit des onlu-
sions inutiles ar toutes les règles sont évaluées. Toutes les inférenes sont don ef-
fetuées et de nouvelles onlusions sont tirées même si elles n'apportent pas d'in-
formation permettant d'atteindre l'objetif de l'évaluation. La solution est d'utiliser
le haînage arrière ou de séletionner un sous-ensemble pertinent des règles. L'idée
est de réérire les règles en utilisant les informations liées à l'objetif à atteindre.
Ce proessus est dérit dans la théorie sur les ensembles magiques se basant sur le
haînage avant.
3.2.2 Le haînage arrière
L'algorithme d'inférene par haînage avant se base sur les faits onnus tandis que le mé-
anisme de haînage arrière s'exéute à partir du but à établir. Celui-i enhaîne les règles
an de trouver les faits supportant e but. Cet algorithme est utilisé en programmation lo-
gique, notamment dans les systèmes Prolog, pour exéuter les raisonnements automatiques.
L'algorithme de haînage arrière s'eetue à partir de la requête initiale qui est le
but à prouver. Pour e faire, un arbre de reherhe est onstruit dans lequel e but est
plaé à la raine. L'algorithme séletionne ensuite une règle dans la base des règles dont
la onlusion s'unie ave le but reherhé. Pour haque lause de la prémisse de ette
règle, une branhe de type et est ajoutée à l'arbre de reherhe la reliant à la raine. Ces
lauses deviennent les nouveaux buts à prouver et le proessus est appelé réursivement
sur haune d'elles. La déomposition en sous buts ontinue et l'arbre de reherhe grandit.
S'il y a dans la base de règles plusieurs règles dont la onlusion s'unie ave le but
reherhé, haune d'elles doit être reliée au but onerné par une branhe ou avant d'être
déomposée en sous buts. Chaque branhe ou de l'arbre de reherhe donne lieu à la re-
herhe d'un solution indépendante. Cela rend l'algorithme non-déterministe.
Lorsqu'un but peut être unié ave un fait de la base de onnaissanes, le proessus de
déomposition en sous buts s'arrête et e sous but est prouvé. La substitution qui a permis
l'uniation est appliquée aux autres sous buts de l'arbre faisant partie de la solution in-
dépendante. Si un noeud du graphe est partagé en plusieurs branhes ou, les substitutions
trouvées pour une branhe ne sont pas propagées à travers les autres branhes ou reliées à
e noeud.
L'objetif de départ est prouvé lorsque tous les buts d'une solution indépendante de
l'arbre sont satisfaits. L'algorithme de haînage arrière parourt l'arbre de reherhe en
38
Les tehnologies d'évaluation de règles
profondeur d'abord.
La solution à la requête initiale est la omposition des substitutions de tous les sous
buts de la solution indépendante. La ompositition des substitutions est identique à l'eet
d'appliquer toutes les substitutions tour à tour.
SUBST (COMPOSE(θ1, θ2), p) = SUBST (θ2, SUBST (θ1, p))
L'exemple ayant servi à illustrer l'algorithme du haînage avant peut aussi être résolu
par l'algorithme d'inférene en haînage arrière. Les règles, la requête et les faits onsidérés
restent les mêmes. L'arbre de reherhe de la gure 3.1 (voir page 39) montre omment le
haînage arrière peut être réalisé. Dans et arbre, il n'y a que des branhes et ar haque
but à satisfaire ne s'unie qu'ave la onlusion d'une seule règle de la base de règles.
Fig. 3.1  L'arbre de reherhe vériant que Chris est bien l'onle de Bob
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An de justier l'existene des deux tehniques d'évaluation d'un ensemble de règles,
il est intéressant de dérire les défauts majeurs de la méthode d'évaluation en haînage
arrière. Tout d'abord, il faut se rendre ompte que ertaines situations mettent en péril le
bon déroulement de et algorithme. L'évaluation de règles réursives peut être innie et
dans e as, la vériation de la requête formulée ne pourra jamais se terminer. De plus,
dans l'arbre de reherhe, un sous but peut être dérivé plusieurs fois et son évaluation est
don répétée [Ull89℄.
Les autres problèmes liés à l'inférene par haînage arrière sont disutés dans le livre [RN03℄
et ne sont pas plus développés dans e travail.
40
Les tehnologies d'évaluation de règles
3.3 Les ensembles magiques
Comme il a été expliqué préédemment, l'évaluation des règles selon l'algorithme 1 du
haînage avant (voir page 36) omporte des défauts. Cet algorithme est fortement ralenti
par la déouverte de faits ne partiipant pas à la vériation de la réalisation du but.
Pour ette raison, les programmes de règles sont souvent évalués en haînage arrière. Cette
deuxième méthode fournit une réponse plus rapide à une requête et minimise le nombre
d'évaluations répétées d'un même fait. Lors de l'exéution, la diérene prinipale de e
proessus par rapport au haînage avant réside dans le fait qu'elle tient ompte du but
à reherher. Cependant, la tehnique des ensembles magiques ("magi sets") transforme
des règles de la forme de lauses de Horn pour les évaluer ensuite en haînage avant.
Mais pourquoi vouloir à tout prix utiliser une telle méthode alors que elle du haînage
arrière est plus performante ? Simplement ar ertaines règles peuvent bloquer le proessus
d'évaluation en haînage arrière. Les défauts de ette méthode sont brièvement abordés
dans la setion préédente.
La tehnique des ensembles magiques onserve les avantages du haînage arrière en
transformant les règles du programme. Celles-i sont réérites an de fournir un nouvel
ensemble de règles dans lesquelles le but à réaliser est intégré. Lors de l'exéution de l'al-
gorithme de haînage avant, le nombre de faits inférés est moins important ar seuls les
faits pertinents sont alulés.
Dans ette partie du travail, les diérents onepts utiles à la ompréhension de la
méthode des ensembles magiques sont expliqués. Ensuite, le proessus de transformation
des règles est détaillé.
3.3.1 Les diérents onepts
La déoration des prédiats
La desription de la déoration ("adornment") des prédiats est tirée du livre [Ull89℄.
Soit le prédiat p(t1, t2, ..., tk). La déoration de e prédiat onsiste à lui attribuer une
haîne de aratères de longueur k ontenant les symboles de déoration en tenant ompte
des faits de la base de onnaissanes. Ces symboles sont dérits ave l'alphabet {b, f}. Si le
iime symbole de déoration de p est b (pour "bound") alors le iime argument de p est donné.
Dans le as ontraire, le symbole assoié au prédiat est f (pour "free") et il représente
une variable libre. Cela signie que et argument sera instanié lors de l'évaluation de la
règle dont le prédiat p fait partie.
La règle réursive permettant de trouver les anêtres d'une personne illustre les propos
tenus i-dessus.
hasAncestor(X, Y )← hasParent(X,Z) ∧ hasAncestor(Z, Y )
Soit hasAncestor(john, Y ), le but à xer. L'information ontenue dans e but permet
de spéier la déoration du prédiat hasAncestor. Dans e prédiat, la variable X est
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donnée tandis que la variable Y doit enore être évaluée. De e fait, le prédiat déoré
est hasAncestorbf (X, Y ). Les variables du prédiat hasParent seront instaniées après
l'évaluation de ette règle. La déoration de elui-i est hasParentff (X,Z).
Les prédiats magiques
La transformation du prédiat p en un prédiat magique se fait en deux étapes. Tout
d'abord, e prédiat est déoré. Ensuite, il est renommé enm_p ("m" ommemagique). Dès
lors, il désigne un prédiat magique. Les arguments de m_p sont les arguments donnés du
prédiat déoré p (les arguments auxquels le symbole b est assoié). Les arguments spéiés
libres dans le prédiat de déoration sont ignorés.
En onsidérant le but hasAncestor(john, Y ), la transformation du prédiat
hasAncestor(X, Y ) en un prédiat magique donne m_hasAncestor(X). Ce nouveau pré-
diat est vrai si et seulement s'il est évalué à m_hasAncestor(john). Les autres arguments
du prédiat hasAncestor sont mis de té ar ils ne servent pas à la vériation du but.
3.3.2 La transformation de base en ensembles magiques
La méthode présentée dans ette partie du mémoire est la simpliation de transfor-
mation en ensembles magiques dérite dans [BR91℄.
L'objetif de ette méthode est de dénir des prédiats additionnels alulant la valeur
passée d'un prédiat vers les autres dans les règles. Les règles originales sont modiées an
d'être délenhées seulement quand les valeurs sont disponibles pour les prédiats addition-
nels. Ces prédiats sont les prédiats magiques et les valeurs qu'ils alulent forment les
ensembles magiques. La transformation des règles a pour onséquene de réduire l'espae
de reherhe lors de l'évaluation du but onerné.
La tehnique des ensembles magiques est une méthode automatique de transformation
des règles et d'une requête. La réériture de es règles est orrete ar leur évaluation en
haînage avant produit les mêmes réponses qu'ave l'ensemble de règles non transformées
pour le but onerné. Ce proessus de transformation prend en entrée les règles du pro-
gramme et une requête de la forme q(s1, s2, ..., sn)
1
. A la sortie, un nouvel ensemble de
règles optimisé est proposé.
Le proessus général de transformation est dérit i-dessous.
1. Les règles du programme sont transformées en un ensemble de règles déorées. Pour
haune des règles originales, les prédiats sont remplaés par les prédiats déorés.
Seules les règles partiipant à la réalisation du but sont transformées.
2. Pour haque règle r faisant partie des règles déorées, et pour haque ourrene d'un
prédiat déoré pa dans son orps, une règle magique est générée. Le prédiat de tête
de ette nouvelle règle est le prédiat magique m_pa assoié au prédiat déoré pa.
Si le prédiat déoré de la tête de la règle r a au moins une variable donnée, alors
le prédiat magique orrespondant à e prédiat est ajouté au orps de la nouvelle
1
Dans le as du langage SWRL, la requête est soit une desription soit une propriété SWRL
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règle. Les prédiats du orps de la règle r sont aussi ajoutés au orps de la règle
magique.
3. Les règles ave les prédiats déorés sont modiées. Pour haune d'elles, le prédiat
magique orrespondant au prédiat déoré de la tête est ajouté au orps de elle-i.
4. La soure des prédiats magiques est réée à partir du but à réaliser. Celui-i fournit
la valeur initiale pour le prédiat magique orrespondant à la requête.
Les règles magiques alulent toutes les assoiations atteignables à partir de la soure (qui
reète l'objetif de base). Ces ensembles d'assoiations sont appelés les ensembles magiques.
Les règles et le but onsidérés servant d'exemples pour illustrer la transformation en
ensembles magiques sont reprises i-dessous.
Le but à réaliser est hasAncestor(john, Y ).
Les règles utilisées sont détaillées i-dessous.
hasAncestor(X, Y )← hasParent(X, Y )
hasAncestor(X, Y )← hasParent(X,Z) ∧ hasAncestor(Z, Y )
La transformation de es règles en règles déorées est :
hasAncestorbf (X, Y )← hasParent(X, Y )
hasAncestorbf (X, Y )← hasParent(X,Z) ∧ hasPncestorbf(Z, Y )
Dans la deuxième règle déorée, il y a un prédiat déoré hasAncestorbf (Z, Y ). De e
fait, la règle magique reprise i-dessous est réée.
m_hasAncestorbf (Z)← m_hasAncestorbf (X) ∧ hasParent(X,Z) (3.1)
La troisième étape du proessus onstiste à modier les règles déorées.
hasAncestorbf (X, Y )← m_hasAncestorbf (X) ∧ hasParent(X,Z) (3.2)
hasAncestorbf (X, Y ) ← m_hasAncestorbf (X)
∧hasParent(X,Z)
∧hasAncestorbf (Z, Y ) (3.3)
Et pour terminer e proessus, la soure m_hasAncestorbf (john) est générée.
Le leteur désirant plus d'informations onernant la transformations en ensembles
magiques peut onsulter [BR91℄
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3.4 L'algorithme Rete
Les idées à la base de ette partie de e mémoire sont tirées de [Doo95℄ exepté lors-
qu'une autre soure est itée.
Il a été vu préédemment que l'exéution de l'algorithme 1 de haînage avant (voir
page 36) sur un programme de règles n'est pas optimal ar ertains faits sont évalués plu-
sieurs fois. L'algorithme Rete, publié dans [For82℄ en 1982, permet d'éviter ette évaluation
répétée en onstruisant un réseau de noeuds. Ce réseau a pour but de struturer l'infor-
mation ontenue dans le programme à traiter. Lors de l'ajout, de la suppression ou de la
modiation de faits, toutes les règles ne doivent pas être réexaminées. L'analyse du réseau
permet d'identier les éléments à réévaluer. L'algorithme Rete diminue don le temps né-
essaire à l'évaluation du programme. Cependant, ette optimisation est faite au détriment
de la quantité de mémoire utilisée ar toutes orrespondanes entre les onditions et les
faits sont mémorisés.
Dans ette partie du mémoire, les deux parties du réseau néessaires à l'exéution de
l'algorithme Rete sont dérites avant de s'attarder sur le fontionnement de l'algorithme.
3.4.1 Le stokage de l'information
Pour éviter l'évaluation répétée des lauses d'une règle, l'algorithme Rete mémorise
l'information qu'il utilise et qu'il déouvre. Elle est stokée soit dans la mémoire de travail
("working memory"), soit dans la mémoire de prodution ("prodution memory"). La mé-
moire de travail ontient les faits dérivant le domaine à un moment partiulier. Ces faits
sont en fait des triples
2
omposés d'un identiant, d'un attribut et d'une valeur. Ces triples
ont la même struture que les triples RDF et ne ontiennent que des onstantes. A haque
fois qu'un nouveau fait est déouvert, il est ajouté à la mémoire de travail. Chaque élément
de la mémoire de travail est appellé WME (l'abréviation de "working memory element").
La prodution memory regroupe l'ensemble des règles du programme. Les lauses du orps
de la règle sont les onditions tandis que les lauses de la tête sont les ations. La mémoire
de travail et la mémoire de prodution servent de base à l'algorithme Rete. A haque fois
qu'elles hangent, l'algorithme est réexéuté.
An d'illustrer les onepts dérits dans ette partie du travail, les règles suivantes sont
prises en exemple :
P1 : hasDaughter(X, Y )← hasChild(X, Y ) ∧Woman(Y )
P2 : fatherOfAlice(X)← hasParent(X, alice) ∧Man(X)
P3 : hasAunt(X, Y )← hasParent(X, alice) ∧ hasSister(Z, Y )
Les tableaux 3.3 (voir page 45) dérivent les onditions de prodution et la mémoire de
travail du début de l'exéution assoiés à et exemple.
2
En réalité, l'algorithme Rete est exéuté à partir de tuples. Dans e mémoire, les onepts sont sim-
pliés. Les tuples sont onsidérés omme étant des triples
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C3 hasSister(X, Y )
C4 hasChild(X, Y )
C5 Woman(Y)








Tab. 3.3  Les onditions de prodution et la mémoire de travail assoiés à l'exemple
3.4.2 Le réseau alpha
Le réseau alpha est, omme la gure 3.4 (voir 48) le montre, la partie droite du réseau
onstruit par l'algorithme Rete. Celle-i permet de trier les faits de la mémoire de travail
en les ltrant par motif. Le réseau alpha peut être représenté par un arbre dont haun des
noeuds est une partie d'une ondition reprise dans le orps d'une règle de la mémoire de
prodution. L'arbre omporte autant de feuilles qu'il n'y a de onditions diérentes dans
les orps des règles. Les feuilles de l'arbre onstituent les zones de mémoire alpha. Chaune
d'elles ontient l'ensemble des faits s'uniant ave les onditions présentées par les noeuds
parourus dans le réseau alpha. Le hemin de la raine de l'arbre à ette mémoire reprend
tous les éléments d'une ondition donnée. La raine de et arbre est neutre ar elle n'est
pas testée (elle s'unie ave tous les faits de la mémoire de travail) [Alb89℄.
Chaque élément de la mémoire de travail passe à travers et arbre et est plaé dans
la mémoire alpha adéquate. Les formalismes de représentation utilisés pour illustrer et
exemples sont tirés de [Doo95℄.
Le réseau alpha assoié à la mémoire de travail présentée préédemment, est repris
dans la gure 3.2 (voir page 46).
1
Les onditions de prodution
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Fig. 3.2  Le réseau alpha
Il est possible de représenter le réseau alpha sous diérentes strutures. Le leteur
intéressé peut trouver plus d'informations dans [Doo95℄.
3.4.3 Le réseau beta
Le réseau beta est omposé des noeuds de jontion, des noeuds de prodution et des
noeuds ontenant les zones de mémoire beta.
Le réseau beta gère les orrespondanes entre les éléments du réseau alpha et la mé-
moire de prodution. Chaque ondition apparaissant dans le orps d'une règle forme un
noeud dans le réseau beta. Le suesseur de e noeud ontient la ondition suivante dans le
orps de ette règle. Si un noeud à plusieurs suesseurs, ela signie que la ondition de
e noeud fait partie de plusieurs orps de règles distintes. Un noeud terminal de e réseau
est un noeud de prodution (un p-node).
Chaque noeud de jontion est le point de renontre entre un élément de la mémoire
alpha et une zone mémoire beta. Ce noeud détermine les éléments de la mémoire alpha
qui respetent les onditions reprises dans la mémoire beta. Soit un noeud de jontion
partiulier dont les entrées sont une zone mémoire alpha et une zone mémoire beta. Certains
WME de la mémoire alpha satisfont les ondition du noeud beta. Dès lors, la ombinaison
de es WME ave les WME des noeuds beta préédant le noeud de jontion forment les
instaniations partielles des produtions. Celles-i sont appelées des jetons et sont stokées
dans la mémoire beta. Chaque jeton réé est passé au noeud beta suivant dans le réseau.
46
Les tehnologies d'évaluation de règles
Lorsque un jeton atteint un p-node, ela signie que les instaniations qu'il représente
satisfont toutes les onditions du orps d'une règle équivalent au diérents noeuds traversé
par e jeton dans le réseau beta.
Le réseau beta assoié à la mémoire de prodution présentée préédemment, est repris
dans la gure 3.3 (voir page 47). Les formalismes de représentation utilisés pour illustrer
et exemples sont tirés de [Doo95℄.
Fig. 3.3  Le réseau beta
3.4.4 L'algorithme
Lorsqu'un fait est ajouté à la mémoire de travail, il est plaé à l'entrée du réseau alpha
qui est ativé. L'ativation de e réseau a pour objetif de plaer e nouveau fait dans
la zone mémoire alpha orrespondant à son motif. A haque noeud de l'arbre, le fait est
redirigé vers le suesseur respetant sa omposition. Lorsque le fait est enregistré dans
la mémoire alpha, le noeud de jontion analyse la situation et détermine si le fait ajouté
satisfait la ondition du noeud beta. Si 'est le as, un nouveau jeton est réé et le réseau
beta est ativé. Ce jeton est passé au noeud beta suivant et l'ativation du réseau beta
se fait de prohe en prohe. Quand le jeton atteint le fond du réseau, ela signie que
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l'instaniation satisfait toutes les onditions d'une règle. Dans e as, l'ation de la tête de
ette règle est évaluée.
Il est utile de remarquer que l'algorithme Rete gère l'ajout et la suppression d'éléments
de la mémoire de travail ainsi que l'ajout et la suppression de prodution (voir [Doo95℄).
Le réseau de la gure 3.4 reprend les réseaux alpha et beta identiés préédemment
(gures 3.2 et 3.3 respetivement). L'état de e réseau est obtenu après avoir délenhé
toutes les ativations possibles dans le réseau alpha et dans le réseau beta. Les p-nodes p2 et
p3 sont atteints et les faits hasDaughter(bob, ema), fatherOfAlice(bob). Les formalismes
de représentation utilisés pour illustrer et exemple sont tirés de [Doo95℄.
Fig. 3.4  Le réseau de noeuds onstruit par l'algorithme Rete
3.4.5 L'apport de l'algorithme Rete
L'algorithme Rete rend l'évaluation d'un programme de règles plus rapide grâe à deux
optimisations :
Le partage des noeuds : le partage des noeuds entre les diérentes produtions possé-
dant les mêmes onditions évite les évaluations répétées.
L'enregistrement des états : Chaque hangement réalisé soit dans la mémoire de tra-
vail ou soit dans la mémoire de prodution est propagé à travers le réseau alpha et le
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réseau beta. Toute l'information déouverte durant les exéutions préédentes de l'al-
gorithme sont toujours disponibles dans haun de es réseaux. De e fait, il n'est pas
néessaire de réévaluer toutes les onnaissanes. Seuls les noeuds ayant été modiés
doivent être réévalués. Cependant, toutes les modiations doivent être propagées à




L'évaluation en haînage avant d'un
ensemble de règles SWRL
Comme il a été spéié dans l'introdution, l'objetif de e mémoire est de présenter
le moteur d'inférenes réé à l'entreprise Mission Critial. Celui-i est apable d'évaluer
un ensemble de règles de type SWRL en haînage avant. Le langage SWRL et l'inférene
qu'il est possible de faire sur les règles dérites par e langage ont été exposés dans les
parties 2.3 et 3.1 de e travail.
L'implémentation du moteur d'inférenes en haînage avant détaillé dans e hapître,
s'inspire de l'algorithme 1 (voir page 36) dit "naïf". Le problème de et algorithme est qu'il
ne tient pas ompte du fait que les règles SWRL font référene à des onepts dénis dans
des ontologies. Une méthode orrete se doit d'évaluer es règles en appelant le raisonneur
de la logique de desription. Le moteur d'inférenes proposé dans e mémoire va plus loin
que l'algorithme "naïf" ar il évalue les règles en onsidérant les spéiités du langage
SWRL. De plus, il eetue des optimisations lors de l'évaluation de es règles. L'implé-
mentation du moteur d'inférenes n'est pas donnée dans et ouvrage ar l'aent est mis sur
la méthodologie et non pas sur un ode érit dans un langage de programmation partiulier.
A travers e hapître, le leteur est en mesure de omprendre omment un ensemble
de règles SWRL est évalué en haînage avant. Cette évaluation se fait en deux étapes. La
première onsiste à déterminer un ordre de traitement eae de es règles avant de s'at-
tarder à l'évaluation des éléments qui omposent es règles. Ensuite, la ritique du moteur
de règles, mettant en avant ses avantages et ses défauts, est réalisée. Et pour terminer ette
partie, des améliorations possibles visant à atteindre une méthode plus eae sont expli-
quées. Celles-i s'inspirent des points théoriques onernant la transformation en ensembles
magiques et l'algorithme Rete an de fournir une méthode d'évaluation plus eae.
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4.1 Première étape : L'analyse des relations entre les
règles
L'algorithme 1 de haînage avant (voir page 36) s'exéute sur un ensemble de règles.
Toutes les règles de et ensemble sont évaluées l'une après l'autre en fontion de leur
ordre d'apparition dans le hier SWRL. Mais ave ette tehnique, l'évaluation de er-
taines règles peut être inomplète ar elle néessite l'inférene préalable d'autres faits issus
d'autres règles. Il existe une dépendane entre quelques une de es règles dont il faut te-
nir ompte lors de l'évaluation de l'ensemble de règles. Le langage SWRL n'imposant pas
d'ordre de délaration des règles, il y a peu de hane que elles-i aient été plaées dans
un ordre respetant es dépendanes. De e fait, ette tehnique risque fort d'être ineae
et le nombre d'inférenes réalisées sur l'ensemble des règles non optimal. Ce nombre peut
être augmenté à ondition d'examiner les règles selon un ordre déterminé.
L'ordre d'évaluation des règles doit don faire l'objet d'une étude an de déterminer
quelles sont les règles à traiter avant les autres. Une règle ne sera évaluée que lorsque toutes
les règles dont elle dépend auront déjà été traitées. L'analyse des dépendanes fait partie
d'un proessus visant à mener à bien l'évaluation de l'ensemble des règles apparaissant dans
le programme SWRL. Ce proessus omprend les étapes reprises i-dessous qui doivent être
exéutées en suivant l'ordre d'énoniation.
1. La onstrution d'un graphe de dépendanes entre les règles ;
2. L'exéution de l'algorithme de Tarjan identiant les omposantes fortement onnexes
d'un graphe ;
3. L'agrégation des noeuds qui dénissent un iruit ;
4. L'exéution du tri topologique entre les noeuds du graphe ;
5. L'évaluation ordonnée des règles selon le tri.
L'ensemble des règles reprises i-dessous est utilisé an d'illustrer les propos tenus dans
ette partie de e travail.
Règle 4.1.1 Def-hasParent
hasParent(?Child, ?Parent) ← hasChild(?Parent, ?Child)
Règle 4.1.2 Def-hasChild
hasChild(?Parent, ?Child) ← hasParent(?Child, ?Parent)
Règle 4.1.3 Def-hasUnle
hasUncle(?Child, ?Uncle) ← hasChild(?Parent, ?Child)∧hasBrother(?Parent, ?Uncle)
Règle 4.1.4 Def-hasDiretAnestor
hasAncestor(?Parent, ?Ancestor)← hasParent(?Parent, ?Ancestor)
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Règle 4.1.5 Def-hasAnestors
hasAncestor(?Child, ?Ancestor) ← hasParent(?Child, ?Parent)
∧hasAncestor(?Parent, ?Ancestor)
Règle 4.1.6 Def-hasGrandChild





swrlb : lessThan(?AgeChild, ?AgeParent)1 ← hasParent(?Child, ?Parent))
∧hasAge(?Father, ?AgeFather)
∧hasAge(?AgeChild)
L'évaluation de la règle 4.1.7 ne permet pas d'ajouter de nouveaux faits à la base de
onnaissanes. Son rle est de vérier la ohérene du modèle. En eet, tout parent doit
être plus âgé que son enfant.
4.1.1 Le graphe des dépendanes des règles
La onstrution de ette struture de données est utile an d'analyser les dépendanes
entre les règles SWRL. Le graphe de dépendanes des règles est onstitué d'ars et de
noeuds. La notation mathématique de e graphe orienté est G=(X,U) où X est l'ensemble
des noeuds et U est l'ensemble des ars.
Un noeud ontient l'identiant d'une règle. Un ar relie deux noeuds si un des prédiats
du onséquent de la règle représentée par le noeud de départ apparait dans l'antéédent
de la règle dont l'identiant est dans le noeud d'arrivée. Le nom de l'ar est le prédiat
ommun aux deux règles des noeuds. Un ar est onstruit entre deux noeuds pour exprimer
le fait que l'évaluation de la règle reprise dans le noeud d'arrivé pointé par et ar néessite
la déouverte de nouveaux faits obtenus par l'évaluation de la règle reprise dans le noeud
de départ de et ar. Les dépendanes entre les règles sont générées par les prédiats se
rapportant aux onepts d'une ontologie (un prédiat orrespondant à une des deux pre-
mières lignes du tableau 2.2 (voir page 24)). Les atomes prédénis par le langage SWRL
(représentés par les autres lignes du tableau 2.2) ne peuvent pas générer de dépendanes
ave d'autres règles ar leur évaluation ne permet pas de déouvrir de nouveaux faits à
ajouter à la base de onnaissanes.
La struture de graphe permet d'analyser les dépendanes entre les règles en appliquant
systématiquement des algorithmes de le théorie des graphes.
1
Ce built_in impose que l'âge d'un enfant soit inférieur à elui de son parent
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Après l'analyse des deux règles 4.1.2 et 4.1.3 énonées préédemment, deux noeuds sont
rées. Le premier ontient Def-hasChild et le seond Def-hasUnle. Il existe une dépendane
entre es noeuds qui sont dès lors reliés par un ar dont le nom est hasChild. En eet, le
prédiat hasChild présent dans le onséquent de la règle 4.1.2 se retrouve dans l'antéédent
de la règle 4.1.3. Cette dépendane signie qu'avant de pouvoir évaluer la règle 4.1.3 il est
néessaire d'évaluer la règle 4.1.2.
L'analyse des dépendanes de toutes les règles délarées à la page 52 produit un graphe
illustré par la gure 4.1, page 54.
Fig. 4.1  Le graphe des dépendanes entre les règles
4.1.2 L'algorithme de Tarjan
L'algorithme de Tarjan permet d'identier les omposantes fortement onnexes d'un
graphe. Ces omposantes sont utiles an d'identier les noeuds faisant partie d'un iruit
dans e graphe.
Avant de ontinuer l'expliation de ette setion, il est utile de rappeler quelques dé-
nitions propres à la théorie des graphes.
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Dénition 4.1.1 Un hemin est une suite d'ars
µ = (u1, u2, , ui, ui+1, , uq)
telle que l'extrémité terminale d'un ar ui(i = 1, ..., q− 1) oïnide ave l'extrémité initiale
de l'ar suivant ui+1.
Dénition 4.1.2 Une omposante fortement onnexe est un sous-ensemble de sommets
X du graphe G=(X,U) tel qu'il existe un hemin entre deux sommets quelonques de la
omposante.
Cette algorithme fait une reherhe en profondeur d'abord des omposantes fortement
onnexes du graphe orienté. Il s'exéute au départ d'un noeud et permet d'identier les
omposantes fortement onnexes dans le sous-graphe atteignable à partir de e noeud.
Après la visite d'un noeud, la méthode évalue ses noeuds suivants. Si l'évaluation des
suivants onduit au noeud de départ, 'est que l'ensemble de es noeuds onstitue une
omposante fortement onnexe. L'idéal est d'exéuter e alul sur tous les noeuds du
graphe an de trouver toutes les omposantes fortement onnexes ar il est impossible
d'identier les omposantes faisant partie des autres sous-graphe inatteignables à partir
de e noeud. Le défaut de ette méthode est qu'elle est loin d'être optimale ar ertains
noeuds vont être visités plusieurs fois. Il serait don intéressant de retenir les noeuds déjà
traités.
Après la visite de tous les noeuds du graphe, les résultats sont ombinées an de dé-
terminer les omposantes onnexes les plus grandes possibles.
L'algorithme de Tarjan appliqué au graphe de la gure 4.1, page 54 détete les om-
posantes fortement onnexes suivantes :
 Def-hasAnestors
 L'ensemble omposé de Def-hasParent et Def-hasChild
4.1.3 L'agrégation des noeuds qui dénissent un iruit
L'étape suivante du proessus onsiste à agréger les noeuds du graphe de dépendanes
qui forment un iruit an d'être en mesure de déterminer l'ordre d'évaluation des règles.
Ces iruits sont les omposantes fortement onnexes identiées à l'étape préédente de
e proessus. Sans l'agrégation des noeuds dénissant un iruit, l'algorithme de tri topo-
logique ne peut pas déterminer d'ordonnanement basé sur la préédenes pour es noeuds.
Un nouveau graphe de noeuds agrégés est don onstruit. Dans ette struture, un
noeud est soit un noeud simple représentant une règle soit un noeud agrégé qui est l'union
de plusieurs règles. Les noeuds identiés par l'algorithme de Tarjan omme des noeuds
faisant partie d'un iruit deviennent des noeuds agrégés et les autres noeuds sont trans-
formés en noeuds simples.
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Les relations entre les noeuds du graphe de noeuds agrégés sont onstruites en fontion
de la transformation opérée sur haque paire de noeuds reliés par un ar dans le graphe de
départ. Si es noeuds sont devenus :
Deux noeuds simples : Un nouvel ar ave le même nom que l'ar de départ est ajouté
entre es noeuds du nouveau graphe ;
Un noeud simple et une partie d'un noeud agrégé : Un ar est réé dont le nom
est le prédiat ommun à la règle représentée par le noeud simple et une des règles
de l'agrégation.
Deux parties de deux agrégations diérentes : Le nom de l'ar ajouté qui relie es
deux omposantes est le prédiat ommun aux deux règles présentes dans les deux
parties de l'agrégation ;
Deux parties de la même agrégation : Il n'y a plus d'ar à réer ar es deux noeuds
n'en forment désormais plus qu'un seul.
Un noeud qui boulait sur lui-même empêhe la onstrution de l'ordre non strite ar il
fait partie de ses suivants. Il devient lui aussi un noeud agrégé.
La transformation du graphe de la gure 4.1 page 54 en graphe de noeuds agrégés, est
représentée à la gure 4.2 page 56.
Fig. 4.2  Le graphe des noeuds agrégés
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4.1.4 Le tri topologique
Le tri topologique d'un graphe sans iruit est la détermination d'un ordre partiel de
l'ensemble de ses noeuds en fontion du nombre de leurs suivants. Cette ordonnanement
revient à attribuer un rang à haque noeud du graphe.
Dans et ordonnanement,
1. Un noeud a un rang inférieur à tous ses suivants ;
2. Un noeud a un rang inférieur à un autre si le nombre de noeuds suivants e noeud
est plus important que l'autre noeud ;
3. Il n'existe pas de hemin reliant des noeuds de même rang ;
4. Les noeuds de rang 1 n'ont pas de préédents tandis que les noeuds de rang le plus
élevé ne possèdent pas de suivant.
Cet algorithme parourt les noeuds en profondeur d'abord et ne peut s'exéuter sur un
graphe ontenant des iruits. A partir d'un noeud, la méthode visite tous les suivants an
de leur attribuer un rang supérieur. Si un noeud fait partie d'un iruit, il est impossible
de lui attribuer un rang inférieur à ses noeuds suivants ar il est aussi leur suivant. C'est
pourquoi et algorithme est exéuté sur le graphe ontenant les noeuds agrégés obtenus
à l'étape préédente de e proessus. Cette tehnique garantit le respet des dépendanes
entre les règles lors de l'évaluation de elles-i.
La omplexité de ette algorithme est de θ(n + m) où n est le nombre de noeuds du
graphe et m le nombre d'ars.







Toutes les permutations des règles 2, 3, 4, 5 sont possibles ar es noeuds ont le même
rang.
4.1.5 L'évaluation ordonnée : gestion des iruits
L'évaluation des règles qui forment un iruit se fait par la méthode du point xe.
Le langage SWRL est un langage monotone e qui signie qu'il est seulement possible
d'ajouter des faits à la base des onnaissanes et non pas d'en retirer. Lorsqu'un ensemble
de règles est évaluée plusieurs fois, le nombre de faits inférés est soit supérieur ou reste
onstant par rapport à l'évaluation préédente. Un point xe est atteint si le nombre d'in-
férenes pour un ensemble de règles est onstant d'une évaluation à l'autre de elles-i.
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Lors de l'évaluation d'un ensemble de règles onstituant un iruit, le nombre d'infé-
renes réalisées à haque évaluation est retenu. Si e nombre est identique lors de deux
évaluations suessives, ela signie que le point xe est atteint et qu'auun nouveau fait
ne peut être déduit. Sinon l'évaluation est poursuivie ar de nouveaux faits peuvent enore
être inférés
Toutes les règles du iruit sont évaluées séparément par la méthode d'évaluation des
noeuds simples dérite i-après.
4.1.6 L'évaluation des noeuds simples
Les noeuds simples représentent une seule règle SWRL. Celle-i est traitée de manière
isolée selon le prinipe d'évaluation dérit dans la setion suivante.
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4.2 Deuxième étape : L'évaluation d'une règle SWRL
Comme il a été vu préédemment, une règle SWRL est omposée d'un antéédent
(un orps) et d'un onséquent (la tête) ontenant tous deux une onjontion d'atomes.
L'évaluation d'une règle SWRL est un proessus permettant de déterminer les diérentes
instaniations possibles des atomes du onséquent en fontion des substitutions des va-
riables déouvertes lors de l'évaluation des atomes de l'antéédent. Les diérents types
d'atomes apparaissant dans une règle SWRL sont repris dans le tableau 2.2 (voir page 24).
Dans la suite de e mémoire, le terme dl_prediate est utilisé pour désigner des atomes
dénissant des onepts OWL.
Avant de présenter le proessus d'évaluation d'une règle SWRL, il est utile de préiser
que le traitement des dl_prediate, des built_in et des dierentFrom se fait par l'inter-
médiaire de raisonneurs diérents. Les dl_prediate sont évalués par le raisonneur de la
logique de desription (le dl_reasoner) tandis que les autres types d'atomes sont traités
par le raisonneur SWRL.
L'évaluation d'une règle se fait en 7 étapes dérites plus en détails dans la suite du
rapport.
1. L'élimination des prédiats de type sameAs
2. La onstrution des omposantes d'atomes liés sur base des variables
3. La onstrution du graphe de dépendanes entre les omposantes d'une règle
4. La détermination de l'ordre d'évaluation des omposantes
5. L'évaluation des omposantes selon leur ordre
6. L'évaluation du onséquent
7. La mise à jour de la base des faits
Les points 3 et 4 de e proessus ont pour but de réer une struture de données
failitant l'ordonnanement des atomes de l'antéédent et la séletion des substitutions des
variables de es atomes indispensable à l'évaluation du onséquent.
Lors de l'évaluation d'une règle, il est néessaire de déterminer un ordre de traitement
des atomes du onséquent sans quoi, le raisonneur risque d'eetuer du travail inutile. En
eet, il détermine toutes les substitutions possibles des variables omposant les atomes.
Certaines d'entre elles ne sont pas pertinentes et sont éliminées lors de l'évaluation des
autres atomes de la règle. Si l'ordre d'évaluation des atomes avait été inversé, es substitu-
tions superues n'auraient sans doute pas été trouvées. Pour illustrer es propos, la règle
i-dessous est prise en exemple.
Règle 4.2.1 Def-Adult
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L'approhe naïve onsiste à traiter les atomes dans leur ordre d'apparition dans l'an-
téédent de la règle. Cette méthode évalue d'abord le built-in greaterThanOrEqual. Le
résultat obtenu est l'ensemble de tous les entiers plus grands que 18. Cette énumération
apporte très peu d'informations pertinentes ar l'important dans ette règle est de trouver
les individus de l'ontologie dont l'âge est supérieur à 18 ans. Lorsque le dl_reasoner évalue
les autres prédiats de ette règle, il élimine toutes les substitutions de la variable Age ne
se rapportant pas à l'âge d'une personne de l'ontologie. Si par ontre, les dl_prediate de
ette règle avaient d'abord été évalués, les substitutions de la variable Age orrespondraient
à l'âge des personnes de la base de onnaissanes. Ensuite, l'évaluation du built_in aurait
pour onséquene d'éliminer les personnes n'ayant pas 18 ans.
Il faut don déterminer un ordre de traitement des atomes omposant l'antéédent des
règles. Il y a plusieurs possibilités d'ordonnanement. L'ordre hoisi est sans onséquene
sur le résultat obtenu ar le langage SWRL fait partie des langages dits délaratifs. Ce-
pendant, et ordre minimise le nombre de substitutions non-pertinentes trouvées lors de
l'évaluation des atomes de l'antéédent. Les prédiats de type built_in et dierentFrom
sont évalués le plus tard possible dans le proessus pour les raisons itées préédemment.
Les dl_prediate quant à eux sont traités en premier lieu.
L'exemple i-dessus laisse aussi pressentir que les substitutions de ertaines variables
présentes dans l'antéédent d'une règle SWRL ne doivent pas être retenues. En eet, les
substitutions de la variable Age ne doivent pas être prises en ompte pour déterminer les
instaniations de l'atome Adult de la tête. Ces substitutions ont une portée loale à l'an-
téédent.
Dans une règle, ertaines substitutions n'apportent pas d'informations utilisées pour
l'évaluation d'autres atomes et ne doivent don pas être gardées. Il est intéressant de pou-
voir identier es substitutions an d'optimiser la méthode d'évaluation. Ne pas en tenir
ompte évite les aluls d'uniation de es substitutions ave les substitutions trouvées
lors de l'évaluation des autres atomes de la règle.
Les points du proessus permettant d'atteindre es objetifs sont dérits plus en détails
dans les setions suivantes de e mémoire.
4.2.1 Les atomes sameAs
Les prédiats de type sameAs représentent des uniations entre deux termes. Il est
possible de les eetuer statiquement au début du proessus. Pour haun des atomes de
type sameAs d'une règle, les ourrenes d'une des variables de l'équivalene est remplaée
par l'autre dans tous les autres atomes. Après ette manipulation, les atomes de type
sameAs peuvent être supprimés du orps de la règle ar leur sémantique est impliquée par
la version modiée de la règle. La transitivité de la relation sameAs justie la simpliation
énonée i-dessous. Si plusieurs atomes de type sameAs ont des variables ommunes dans
leurs arguments, une de es variables est hoisie an de remplaer toutes les ourrenes
des variables de es atomes dans tous les autres atomes de la règle, y ompris dans la tête.
La présene d'un atome de type sameAs dans la tête de la règle est traitée dans le
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point onernant l'évaluation du onséquent de e proessus.
La règle 4.1.6 (voir page 53), reprise i-dessous, est utilisée an d'illustrer la transfor-
mation éliminant les atomes de type sameAs.




Après l'élimination de l'atome de type sameAs, la règle obtenue est dérite omme suit :
hasGrandChild(?Parent, ?GrandChild) ← hasChild(?Parent, ?GrandChild)
∧hasParent(?Parent, ?GrandFather)
∧Male(?Parent)
4.2.2 La onstrution des omposantes d'atomes liés
L'objetif de ette étape est de déouper l'antéédent de la règle en sous-ensembles
d'atomes liés pouvant être traités omme un tout par un des raisonneurs. Ces ensembles
regroupent les atomes du même type partageant ertaines variables.
Il est préférable que le raisonneur évalue plusieurs atomes en même temps pour plusieurs
raisons.
Premièrement, lorsqu'il traite des atomes représentant des onepts OWL liés, le rai-
sonneur est plus performant. Pour évaluer ette omposante, le raisonneur onsulte la base
de onnaissanes et retourne un ensemble de substitutions possibles pour es atomes. L'in-
formation néessaire à la onstrution de es substitutions est stokée soit dans un hier,
soit dans une base de données. A haque requête, le raisonneur aède à la struture de
données. Les atomes liés ont des variables en ommun ar ils permettent l'extration d'in-
formations onernant un individu partiulier. Bien souvent es informations sont stokées
en un blo dans la struture de données. A la plae de onstruire une requête pour haun
des atomes, d'interroger plusieurs fois la struture de données puis d'unier les substitu-
tions trouvées, le raisonneur onstruit une seule requête et réduit ainsi le nombre d'aès
à ette struture de données.
La seonde raison n'est pas simple. Lorsque le raisonneur traite plusieurs atomes OWL
liés, il est apable d'eetuer des reoupements logiques. Le raisonneur utilise les relations
dénies dans l'ontologies an d'optimiser la déouverte de l'information. Par exemple, lors-
qu'une omposante ontient les atomes Man(X) et Parent(X), le dl_reasoner optimise
ette requête en ne reherhant que les pères dans la base de onnaissanes.
Pour illustrer la onstrution des omposantes d'atomes liés, la règle suivante est prise
en exemple.
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Règle 4.2.2 Def-hastenyearsmore




∧ swrlb : add(?Age1, ?Age2, 10)
L'analyse de ette règle identie les 3 omposantes suivantes :
 hasAge(?Person2, ?Age2) ∧ Person(?Person2)
 swrlb : add(?Age1, ?Age2, 10)
 hasAge(?Person1, ?Age1) ∧ Person(?Person1)
4.2.3 La onstrution du graphe des dépendanes entre les om-
posantes d'une règle
La onstrution de e graphe est utile an de xer l'ordre d'évaluation des omposantes
identiées lors de l'étape préédente. Elle permet aussi de déterminer les substitutions des
variables néessaires à l'évaluation des autres atomes de la règle.
A l'instar du graphe de dépendanes des règles onstruit pour l'évaluation de l'ensemble
des règles, le graphe de dépendanes entre les omposantes de règles est onstitué d'un
ensemble de noeuds et d'ars. Chaque omposante est plaée dans un noeud. Les ars xent
les liens entres les noeuds. Un ar relie un noeud d'une omposante de dl_prediate et un
noeud ontenant une omposante ave des atomes de type built_in ou dierentFrom si les
atomes de leur omposante ont des variables ommunes. Les ars ont toujours un noeud
de départ ontenant une omposante d'atomes de dl_prediate et un noeud d'arrivée ave
une omposante de type built_in ou dierentFrom. Le nom de l'ar est la (les) variable(s)
ommune(s) aux deux omposantes. Cet ar exprime le fait que d'une part les atomes
de type buil_in et dierentFrom sont à évaluer en dernier lieu et d'autre part que les
substitutions obtenues lors de l'évaluation de la omposante du noeud de départ de et ar
portant sur les variables ontenues dans le nom de et ar sont néessaires à l'évaluation de
la omposante du noeud d'arrivée. Dans e graphe, les noeuds ontenant des omposantes
dont les variables des atomes n'ont pas de lien ave d'autres omposantes ne font pas partie
d'un ar.
La gure 4.3 (voir 63) est le graphe de dépendanes onstruit à partir de la règle 4.2.2.
Le nom de haque ar fait référene aux substitutions de la variable à onserver lors de
l'évaluation de la omposante du noeud de départ de et ar.
4.2.4 La détermination de l'ordre d'évaluation
A partir du graphe des dépendanes des omposantes, il est aisé de déterminer un ordre
d'évaluation. La détermination de et ordre garantit l'eaité du raisonnement omme
expliqué dans l'exemple page 59. Une omposante est don évaluée si les omposantes dont
elle dépend l'ont déjà été. Il a été hoisi de traiter en premier lieu les omposantes reprises
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Fig. 4.3  Le graphe de dépendanes entre les omposantes de la règle 4.2.2
dans les noeuds isolés ar les substitutions obtenues lors de l'évaluation des atomes de
es omposantes ne sont pas utiles au traitement d'autres omposantes. Vient ensuite le
traitement des omposantes des noeuds de début des ars ontenant les atomes de type
dl_prediate. Lors de l'évaluation d'une telle omposante, il est utile de garder en mémoire
les substitutions dont les variables gurent dans le nom de l'ar joignant e noeud. Elles
vont eetivement servir pour le traitement de la omposante du noeud d'arrivée de l'ar.
Finalement, e sont les omposantes de type built_in et dierentFrom des noeuds restants
qui doivent être évaluées. Cet ordre respete bien les dépendanes entre les omposantes
ainsi que le fait que les atomes de type built_in et dierentFrom liés à des omposantes
de dl_prediate sont évalués en dernier lieu.
La onstrution du graphe des dépendanes entre les omposantes d'une règle et la
détermination de l'ordre d'évaluation de es omposantes sont à eetuer une fois pour
toutes les évaluations d'une règle. Dès lors, il est intéressant de retenir le résultat de es
deux opérations an de ne les exéuter qu'une seule fois, avant le traitement de l'ensemble
des règles.
L'ordre d'évaluation xé à partir de la gure 4.3 (voir page 63) détermine l'ordre
d'évaluation suivant :
1. hasAge(?Person1, ?Age1) ∧ Person(?Person1)
2. hasAge(?Person2, ?Age2) ∧ Person(?Person2)
3. swrlb : add(?Age1, ?Age2, 10)
La permutation des omposantes 1 et 2 est possible ar elles sont toutes les deux onstituées
de dl_prediate.
4.2.5 L'évaluation des omposantes
Chaque omposante ontient des atomes d'un même type à évaluer via un raisonneur
partiulier. Pour haun de es types, le proédé d'évaluation des atomes dière et doit
don être détaillé.
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L'évaluation des atomes de type dl_prediate
A ette étape du proessus, les omposantes ontenant des atomes de type dl_prediate
sont évaluées. Pour haune d'elles, une requête (une abox_query)
1
est onstruite an
d'interroger la base des faits abox (voir page 31). Le dl_reasoner herhe dans ette base
de faits abox toutes les instaniations possibles des atomes omposant la requête. Si le
dl_reasoner dispose de l'information susante pour évaluer haque atome, le résultat
de la requête est un ensemble de substitutions. Chaune de es substitutions détermine
une valeur possible de toutes les variables présentes dans les atomes de la requête. Les
substitutions de toutes les variables ne doivent pas être retenues. Seules elles qui portent
sur des variables utilisées dans d'autres atomes sont mémorisées. Deux as sont possibles ;
 Les substitutions portent sur des variables présentes dans une autre omposante
de type built_in ou dierentFrom. Cette information est fournie par le graphe de
dépendanes des omposantes. En eet, si une omposante est le noeud de départ
d'un ar de e graphe, les substitutions des variables ontenues dans le nom de et
ar obtenues lors de l'évaluation de ette omposante doivent être sauvées.
 Les substitutions des variables apparaissent dans un atome de la tête de la règle
doivent également être enregistrées.
Ces substitutions sont ressorties lors de l'évaluation de et autre omposante ou de et
autre atome. Les autres substitutions ne sont plus d'auune utilité et peuvent don être
mises de té. Si le dl_reasoner ne dispose pas de l'information susante pour déterminer
les substitutions de haque atome de la requête, l'évaluation de la règle est stoppée et
auun nouveau fait n'est déouvert.
An d'illustrer l'évaluation des atomes de type dl_prediate, la base de faits abox reprise
dans le tableau 4.1 (voir page 65) est assoiée à la règle 4.2.2 rappelée i-dessous.




∧ swrlb : add(?Age1, ?Age2, 10)
L'évaluation des omposantes des deux noeuds de départ des deux ars du graphe 4.3
(voir page 63) fournit les substitutions suivantes :
{?Person1/Paul, ?Age1/20; ?Person1/Bob, ?Age1/30; ?Person1/Alice, ?Age1/30}
pour la première omposante
{?Person2/Paul, ?Age2/20; ?Person2/Bob, ?Age2/30; ?Person2/Alice, ?Age2/30}
pour la seonde omposante
1
Cette transformation garantit que tous les atomes de la omposante sont bien du type dl_prediate.
Si e n'est pas le as, ette transformation éhoue.
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Tab. 4.1  Les onnaissanes relatives à la règle 4.2.2
Les substitutions des variables Age1 et Age2 sont retenues ar elles vont être utilisées
lors de l'évaluation de l'atome built_in de la règle. Dans le graphe de la gure 4.3, es
variables sont reprises dans le nom des ars les reliant au noeud ontenant l'atome built_in.
L'évaluation des atomes de type built_in et dierentFrom
Les atomes built_in et DierentFrom dans les omposantes sont traités un à un via un
raisonneur. Le travail de e raisonneur est quelque peu diérent de elui du dl_reasoner.
L'évaluation d'un atome ne onsiste pas à le omparer à d'autres atomes gurant dans une
base de onnaissanes. Pour haque substitution, les variables des arguments de l'atome à
évaluer doivent être remplaées par leurs valeurs dans la substitution. Ensuite, et atome
est passé au raisonneur qui déide si es valeurs sont orretes en fontion de la relation
built_in ou dierentFrom onsiderée.
Le raisonneur développé à l'entrepriseMission Critial prend un atome de type built_in
ou dierentFrom en entrée, il l'évalue et peut renvoyer inq résultats diérents pouvant
être interprétés omme suit :
Substitutions : Ce résultat est renvoyé lorsque le raisonneur doit évaluer un atome de
type built_in ontenant une inonnue. L'argument Substitutions est l'ensemble des
substitutions possibles pour ette inonnue ;
Rien : Auune solution ne peut être trouvée, ni maintenant ni après d'autres évaluations.
La substitution des variables de l'atome ne respete pas la signiation du prédiat
de l'atome ;
La substitution vide : Cela signie que tout s'est passé orretement et que le raison-
neur a évalué l'atome. La substitution des variables de l'atome respete le prédiat ;
unbound : Le raisonneur est inapable de résoudre e problème pour l'instant ar l'infor-
mation dont il dispose est insusante. Il se peut qu'une solution réside mais d'autres
atomes doivent d'abord être évalués. Aprés avoir exéuté d'autres substitutions et
atome doit être repassé au raisonneur ;
Not Supported : signie que le type de l'atome ne gure pas dans les opérations réali-
sables dans le langage SWRL.
Plusieurs omportements sont possibles en fontion du résultat renvoyé par le raison-
neur.
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S'il renvoie Not Supported, l'évaluation de toutes les règles doit être stoppée ar le
format de l'atome n'est pas reonnu pas le raisonneur.
Le résultat unbound est une limitation du raisonneur survenant lors de l'évaluation
d'un atome de type dierentFrom ou d'un atome de type built_in. Ce résultat est renvoyé
lorsque les arguments d'un atome dierentFrom n'ont pas tous une valeur dans la sub-
stitution. Pour les atomes de type built_in, ses arguments doivent tous avoir une valeur
dans les substitutions, à l'exeption d'un des arguments dont la valeur est déterminée par
l'évaluation de et atome. S'il y a plus d'une variable sans valeur, le raisonneur retourne
unbound. Dans le as où il ne reste en entrée que des atomes pour lesquels le raisonneur
renvoie unbound, auune solution ne pourra être trouvée et la règle ne peut pas être éva-
luée. Cette limitation du raisonneur est développée plus en détails dans la setion réservée
à la ritique de l'engin.
La réeption de Rien signie que la substitution des variables ne respete pas la signi-
ation de l'atome. Cette substitution doit être mise de té et les autres substitutions
doivent être évaluées. Si après le traitement de es dernières, le résultat ne hange pas,
ela signie qu'auune substitution ne onvient pour et atome. L'évaluation de ette règle
n'a don pas de solution et peut être interrompue. Par exemple, l'évaluation de l'atome
swrlb : add(35, 22, 10) retourne Rien ar 22 plus 25 est diérent de 35.
Si le raisonneur renvoie la Substitution vide ou des Substitutions, ela signie que la
substitution des variables respete la dénition de l'atome évalué. Lorsque de nouvelles
Substitutions sont trouvées, elles apportent de l'information supplémentaire. Elles doivent
don être uniées ave les substitutions trouvées lors de l'évaluation des autres ompo-
santes.
An d'illustrer es propos, l'atome swrlb : add(?Age1, ?Age2, 10) ontenu dans la om-
posante du graphe 4.3 (voir page 63) est évalué. Avant de pouvoir traiter et atome, il
faut remplaer les ourrenes des variables Age1 et Age2 par leurs valeurs données par
les substitutions. Ces valeurs sont extraites de l'uniation des substitutions trouvées lors
de l'évaluation des omposantes ontenant des atomes de type dl_prediate. Le résultat de
l'uniation des substitutions déouvertes page 64 est repris i-dessous.
{?Person1/Paul, ?Age1/20, ?Person2/Paul, ?Age2/20;
?Person1/Paul, ?Age1/20, ?Person2/Bob, ?Age2/30;
?Person1/Paul, ?Age1/20, ?Person2/Alice, ?Age2/30;
?Person1/Bob, ?Age1/30, ?Person2/Paul, ?Age2/20;
?Person1/Bob, ?Age1/30, ?Person2/Bob, ?Age2/30;
?Person1/Bob, ?Age1/30, ?Person2/Alice, ?Age2/30;
?Person1/Alice, ?Age1/30, ?Person2/Paul, ?Age2/20;
?Person1/Alice, ?Age1/30, ?Person2/Bob, ?Age2/30;
?Person1/Alice, ?Age1/30, ?Person2/Alice, ?Age2/30}
Le remplaement des ourrenes des variables Age1 et Age2 dans l'atome
swrlb : add(?Age1, ?Age2, 10) donne le résultat suivant :
1. swrlb : add(20, 20, 10)
2. swrlb : add(20, 30, 10)
3. swrlb : add(20, 30, 10)
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4. swrlb : add(30, 20, 10)
5. swrlb : add(30, 30, 10)
6. swrlb : add(30, 30, 10)
7. swrlb : add(30, 20, 10)
8. swrlb : add(30, 30, 10)
9. swrlb : add(30, 30, 10)
Seules les atomes 4 et 7 respetent la dénition de l'addition. Dès lors, les seules substitu-
tions onservées sont {?Person1/Bob, ?Age1/30, ?Person2/Paul, ?Age2/20} et
{?Person1/Alice, ?Age1/30, ?Person2/Paul, ?Age2/20}.
Après l'évaluation de tous les atomes built_in et dierentFrom des omposantes, seules
les substitutions onernant des variables apparaissant dans les atomes du onséquent
doivent être retenues. Les autres ne servent à rien. Dans l'exemple dérit i-dessus, seules
les substitutions des variables Person1 et Person2 sont retenues ar elles sont utilisées
pour évaluer le onséquent de la règle 4.2.2 (voir page 62). Les substitutions des variables
Age1 et Age2 peuvent être éartées.
4.2.6 L'évaluation du onséquent
L'évaluation du onséquent se fait à partir des substitutions des variables obtenues
par l'évaluation de l'antéédent. Toutes les variables ontenues dans les atomes de la tête
sont substituées par leurs valeurs dans haque substitution. L'interprétation des atomes
présents dans le onséquent d'une règle se fait en fontion de leur type. Les prédiats de
type built_in, sameAs et les diérentFrom sont des ontraintes d'intégrité posées sur la
règle tandis que les dl_prediates sont les faits à ajouter à la base de onnaissanes. Si
pour une variable d'un atome du onséquent il n'existe auune valeur dans les substitutions,
l'évaluation de la règle est interrompue. En eet, la sémantique de SWRL impose que le
orps de la règle xe les valeurs des variables. Si une variable n'apparaît pas dans un
atome du orps, ela signie que ette règle est valable pour toutes les valeurs possibles de
ette variable. L'implémentation atuelle de SWRL à Mission Critial ne permet pas de
représenter une telle ontrainte. Cei onstitue dès lors une limitation de l'implémentation
du langage abordée dans une partie ultérieure de e mémoire.
Les ontraintes d'intégrité
Les atomes de type built_in, sameAs et les diérentFrom présent dans la tête d'une
règle sont des ontraintes sur les substitutions des variables obtenues lors de l'évaluation
du orps de ette règle. Ces ontraintes imposent à ertaines variables d'être identiques,
diérentes, égales à une onstante près et. Si elles ne sont pas respetées, l'évaluation de
la règle éhoue.
Les atomes de type sameAs Si les deux variables n'ont pas les mêmes valeurs dans
toutes les substitutions, alors une ontrainte d'intégrité est violée.
Les atomes de type built_in ou dierentFrom L'évaluation de tous les atomes doit
réussir pour haque substitution sans quoi la ontrainte d'intégrité est violée. Si de
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nouvelles substitutions sont trouvées, une erreur doit être renvoyée ar toutes les
variables doivent être xées dans le orps.
La règle i-dessous est orretement évaluée à ondition que tous les frères aient le même
père. Sinon l'évaluation éhoue.
Règle 4.2.3





L'inférene de nouveaux faits
L'évaluation des atomes de type dl_prediate du onséquent enrihit la base de onnais-
sanes de nouveaux faits. Comme il a été vu préédemment, toutes les variables du prédiat
doivent avoir une valeur dans les substitutions. Si 'est le as, pour haune de es sub-
stitutions, un nouveau fait est déouvert en remplaçant les variables de e prédiat par
leur valeur dans la substitution. Chaun de es nouveaux faits sont ajoutés à la base de
onnaissanes.
An d'illustrer es propos, la règle 4.2.2 (voir page 62) est prise en exemple. Il a est
utile de d'abord rappeler ette règle.




∧ swrlb : add(?Age1, ?Age2, 10)
Les substitutions des variables obtenues lors de l'évaluation de l'antéédent de ette
règle sont {?Person1/Bob, ?Age1/30, ?Person2/Paul, ?Age2/20} et
{?Person1/Alice, ?Age1/30, ?Person2/Paul, ?Age2/20}.
L'évaluation du onséquent de ette règle déouvre les faits
hasTenY earsMore(Bob, Paul) et hasTenY earsMore(Alice, Paul). Ces nouveaux faits
sont ajoutés aux faits abox de la base de onnaissanes.
4.2.7 La mise à jour de la base des faits
Le résultat de l'évaluation du onséquent permet de mettre à jour la base des faits. Les
atomes obtenus sont transformés en triples rdf avant d'être ajoutés à la base de onnais-
sanes abox.
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4.3 Les ritiques de la méthodologie
La méthodologie présentée préédemment détaille les étapes à suivre pour évaluer un
ensemble de règles SWRL dans le adre d'une ontologie OWL. Dans ette partie du travail,
les atouts, les inonvénients et les limitations de ette méthodologie sont abordés.
4.3.1 Les atouts de la méthode
L'étude des dépendanes entre les règles
La onstrution du graphe des dépendanes entre les règles et la détermination d'un
ordre partiel garantissent qu'une règle n'est évaluée que lorsque toutes les règles pouvant
générer de nouvelles onnaissanes utiles à l'évaluation de l'antéédent de ette règle ont
déjà été évaluées (Ce raisonnement ne s'applique pas à l'évaluation des règles dénissant
un iruit). Sans l'étude du graphe de dépendanes, les règles seraient traitées selon un
ordre quelonque et des faits faisant référene à des onepts OWL utiles à l'évaluation de
ertaines règles seraient déouverts trop tard pour être pris en ompte. Ce graphe détermine
un ordre de traitement de es règles en respetant les dépendanes entre elles-i an que
l'information générée par leur évaluation soit maximale.
L'évaluation d'une règle
En suivant la méthode proposée, les atomes liés sont regroupés an d'être évalués en-
semble par les diérents raisonneurs. Cette opération réduit le nombre d'aès aux stru-
tures de données et tire pleinement partie des reoupements logiques dont sont apables
les raisonneurs sous-jaents.
La onstrution du graphe de dépendanes entre les omposantes d'une règle permet
de déterminer un ordre d'évaluation des omposantes et d'identier les substitutions à mé-
moriser utilisées lors de l'évaluation d'autres atomes.
L'opération de séletion des substitutions néessaires à l'évaluation d'autres atomes est
en fait une projetion sur les variables d'intérêt. Cette optimisation a pour but de minimiser
le travail d'uniation des substitutions issues des diérents types de omposantes évaluées.
La méthode détermine les substitutions respetant l'ensemble des atomes de l'antéédent
d'une règle qui sont utiles à l'évaluation du onséquent.
4.3.2 Les inonvénients et les limitations de la méthode
L'étude des dépendanes entre les règles
Comme il a été vu dans le hapître 3, l'évaluation d'un ensemble de règles selon l'al-
gorithme 1 en haînage avant (voir page 36) a pour objetif de vérier la satisfation d'un
but. Ce but est un atome ou bien l'instaniation partielle d'un atome à vérier. L'algo-
rithme d'évaluation des règles s'arrête lorsque et objetif est atteint.
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La méthodologie proposée dans e mémoire eetue toutes les inférenes possibles même
si elles n'aident pas à atteindre le but xé. La méthode n'est pas orientée vers la véri-
ation d'un but ar ela n'avait pas été demandé lors de son élaboration. L'objetif du
stage réalisé à Mission Critial était d'implémenter un raisonneur apable d'évaluer un
ensemble de règles SWRL en haînage avant et d'inférer tous les faits possibles. Il faut pré-
iser que ette partiularité du raisonneur ne garantit pas la terminaison de l'évaluation
de l'ensemble des règles. Tant que le point xe du proessus d'inférene n'est pas atteint,
le raisonneur ontinue l'évaluation des règles.
La méthode dérite dans e mémoire peut être modiée an qu'elle s'arrête lorsqu'un
but partiulier est vérié. Pour l'adapter, il ne sut pas de omparer les motifs des nou-
veaux faits inférés lors de l'évaluation des règles ave le but à satisfaire ar es faits font
partie d'une ontologie. Pour vérier la satisfation d'un but, il faut utiliser le raisonneur de
la logique de desription (à savoir le dl_reasoner) ar elui-i fait des reoupements logiques
entre les diérentes lasses de l'ontologie. Par exemple, pour vérier le but Father(bob),
il ne faut pas néessairement que et atome soit déouvert par le moteur d'inférene. Il
sut que lors de l'évaluation des règles, les faits Parent(bob) et Man(bob) soit inférés.
Le dl_reasoner utilise la relation entre les lasses Parent et Man de l'ontologie an de
déduire que bob est bien père.
L'évaluation d'une règle
L'ordre d'évaluation des omposantes alulé permet de minimiser le nombre de sub-
stitutions d'une variable omme il a été expliqué dans l'exemple page 59. Le raisonneur
implémenté à Mission Critial ne sait évaluer les atomes de type built_in et de
dierentFrom que sous ertaines onditions relatives à l'instaniation des arguments. Cette
limitation oblige à instanier au maximum les atomes de type built_in et dierentFrom
avant de faire appel au raisonneur.
4.3.3 La omparaison ave les autres méthodes
Les deux prinipales méthodes d'évaluation de règles en haînage avant dominant la
littérature sont la transformation en ensembles magiques (voir setion 3.3 page 41) et
l'algorithme Rete (voir setion 3.4 page 44). Après les avoir analysées, il est intéressant de
se demander si elles peuvent être intégrées à la méthodologie proposée dans e mémoire.
La transformation en ensembles magiques
La transformation en ensembles magiques semble pouvoir être intégrée à la méthode
d'évaluation en haînage avant présentée au début de e hapître. En eet, les auteurs de
l'artile [MVM03℄ expliquent qu'ils voient la transformation en ensembles magiques omme
une tehnique prometteuse optimisant la reherhe de la réponse à une requête onernant
les onepts d'une ontologie.
L'intégration de e proessus à la méthode proposée pourrait se faire de manière ai-
sée. Avant de onstruire le graphe de dépendanes entre les règles, il surait de générer
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les nouvelles règles en suivant la transformation en ensembles magiques omme expliquée
dans la setion 3.3.2 (voir page 42) de e mémoire. Lorsque les règles seraient transformées,
la méthode proposée dans le début de e hapître serait appliquée au nouvel ensemble de
règles. Les onséquene de ette transformation sont expliquées dans la partie 3.3 (voir
page 41).
Ces propos peuvent être illustrés à partir des règles énonées dans la setion 4.1 (voir
page 52). Il est supposé que l'objetif de l'évaluation de es règles est de trouver tous les
anêtres de john (hasAncestor(john, Y )). La transformation en ensembles magiques de
es règles onerne uniquement les règles 4.1.6 et 4.1.5 ar elles sont les seules à partiiper
à la vériation du but. Leur transformation est dérite dans la setion 3.3.2. Les autres
règles restent telles quelles. Le graphe des dépendanes entre les nouvelles règles et les
règles inhangées est présenté dans la gure 4.4 (voir page 71).
Fig. 4.4  Le graphe des noeuds agrégés des dépendanes entre les règles transformées en
ensembles magiques
Dans la gure 4.4, la orrespondane entre les noeuds du graphe et les nouvelles règles
énonées page 43 est la suivante :
 Def −magic− ancestor orrespond à la règle (3.1) ;
 Def −modif − hasDirectAncestor orrespond à la règle (3.2) ;
 Def −modif − hasAncestors orrespond à la règle (3.3).
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Les autres noeuds du graphe ontiennent les noms des règles n'ayant pas été modiées.
L'évaluation des règles présentes dans les noeuds se fait omme expliqué préédemment
dans la méthode d'évaluation d'un ensemble de règles (voir page 52).
Toutefois, il serait intéressant d'analyser plus en détails la possibilité d'intégrer la trans-
formation en ensembles magiques à la méthode d'évaluation des règles SWRL an de s'as-
surer qu'elle onserve bien les spéiités propres aux raisonnements sur les ontologies.
L'algorithme Rete
Comme il a été expliqué auparavant, l'algorithme Rete onstruit un réseau de noeuds
à partir des règles et des faits onnus. Cette struture sert de base à l'évaluation de ses
omposants eetuée en omparant les motifs. Cette méthode paraît diile et moins per-
formante à appliquer au langage de règles SWRL ar elui-i fait référene à des onepts
dénis dans des ontologies. Lors de l'évaluation d'une règle, la méthode proposée préédem-
ment analyse les liens entre les atomes présents dans ette règle. Lorsque plusieurs atomes
de type dl_prediate sont liés, ils sont passés ensemble au dl_reasoner ar elui-i fait des
reoupements logiques entre les onepts OWL. L'algorithme Rete quant à lui ne tient pas
ompte des liens existant entre les atomes ar il les évalue en omparant les motifs. Par
onséquent, lors de l'évaluation d'une règle, l'information déouverte par et algorithme
peut ne pas être maximale. L'algorithme Rete ne semble don pas adapté à l'évaluation
d'un ensemble de règles SWRL.
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Le onlusion et les perspetives
Ce travail a permis d'exposer une méthode apable d'évaluer un ensemble de règles
SWRL et de déouvrir toutes les nouvelles onnaissanes inférables à partir de es règles.
Cette méthode a été implémentée dans le langage délaratif Merury lors du stage à l'en-
treprise Mission Critial. Il a été vu dans le partie 4.3 (voir page 69) que ertaines amé-
liorations pouvaient être intégrées à ette méthode an d'optimiser le traitement des règles.
Un point important de la méthode d'évaluation en haînage avant d'un ensemble de
règles n'a pas été abordé dans e mémoire. Il s'agit des performanes. Celles-i n'ont pas
été testées pendant le stage à l'entreprise Mission Critial. Toutefois, il serait judiieux de
omparer le temps de traitement néessaire à ette méthode pour évaluer un ensemble de
règles ave le temps mis par d'autres moteurs d'inférenes implémentés. Les plus onnus
sont RACER [Ra08℄ et Pellet [Pel08℄.
L'analyse de l'algorithme Rete a mis en évidene un point important : les algorithmes
de haînage avant évaluant les règles en omparant les motifs ne sont pas adaptés à SWRL.
Les spéiités de e langage, et plus partiulièrement du langage OWL, néessitent un
traitement plus élaboré. Plus préisément, les raisonneurs évaluant les atomes d'une règles
en omparant les motifs sont inapables de faire les reoupements logiques entre les lasses
dénies par les relations OWL an de trouver tous les faits orrespondant à es atomes.
Il a aussi été expliqué que la transformation en ensembles magiques semble pouvoir
améliorer la méthode détaillée préédemment. Cette tehnique transformerait les règles
SWRL an d'intégrer le but à satisfaire. Dès lors, de nombreux faits inutiles ne seraient pas
inférés. Dans la littérature informatique, il existe d'autres méthodes permettant d'optimiser
l'évaluation d'un ensemble de règles. La méthode d'évaluation partielle [JGS99℄ est adaptée
au traitement des langages de la logique du premier ordre. Cette méthode analyse les règles
d'un programme statiquement dans le but de les transformer en un ensemble de règles
plus eaes. Dans la méthode dérite dans e mémoire, il a été expliité que lorsque le
dl_reasoner évalue un ensemble d'atomes liés de type dl_prediate, il optimise la requête
qu'il adresse à la base des onnaissanes en tenant ompte des relations entres les lasses
OWL. Lors de l'analyse des règles, la méthode d'évaluation partielle est apable d'identier
es relations et de transformer les règles statiquement. Il serait intéressant de se penher
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