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BAB 3 
METODOLOGI PENELITIAN 
3.1 Metode Penelitian 
 Menurut Malhotra (2012) desain penelitian adalah kerangka yang 
digunakan untuk melakukan sebuah riset pemasaran. Desain penelitian menjelaskan 
detail prosedur yang diperlukan untuk memperoleh informasi untuk memecahkan 
masalah penelitian. 
 Penelitian ini menggunakan penelitian konklusif-deskriptif. Malhotra 
(2012) menyebutkan bahwa penelitian deskriptif merupakan penelitian yang 
dirancang untuk membantu pembuat keputusan dalam menentukan, mengevaluasi, 
dan memilih alternatif terbaik dalam memecahkan masalah. Di sisi lain, penelitian 
deskriptif adalah penelitian yang bertujuan untuk menggambarkan sesuatu, 
biasanya mengenai karakteristik atau fungsi pasar (Malhotra, 2012). Hasil 
penelitian ini akan digunakan sebagai pertimbangan pengambilan keputusan. 
 Penelitian ini dilakukan sebanyak satu kali dalam satu periode atau biasa 
disebut cross-sectional design. Pengumpulan data dilakukan melalui teknik survey 
dengan menggunakan kuesioner, kemudian data diolah dengan menggunakan 
metode statistik Structural Equations Modeling (SEM) dengan menggunakan 
perangkat lunak IBM SPSS Statistics V 25 dan IBM SPSS AMOS V 22. 
 Sebagai langkah awal, peneliti melakukang pre-test terlebih dahulu untuk 
memastikan bahwa tidak ada ambiguitas atau pun kalimat yang tidak dimengerti 
oleh responden. Selanjutnya peneliti melakukan pre-test kepada 50 responden 
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sebelum mengambil data primer. Pre-test bertujuan untuk melihat apakah 
responden mengerti setiap pertanyaan yang diajukan, adakah kesalahan penulisan, 
adakah pertanyaan-pertanyaan yang memiliki makna ganda dan sebagainya 
(Malhotra, 2012). 
3.2 Tempat dan Waktu Penelitian 
 Lokasi yang dipilih untuk menjadi tempat penelitian ini adalah beberapa 
museum di Kota Bandung karena penulis ingin mengetahui bagaimana kondisi 
wisatawan terhadap kunjungan wisata ke museum. Museum-museum yang 
dimaksud yakni Museum Sri Baduga, Museum KAA, Museum Geologi, dan 
Museum Pos Indonesia. Ada pun waktu yang dilakukan dalam penelitian ini adalah 
dari Februari 2019 – Juli 2019. 
3.3 Populasi dan Sampel 
3.3.1 Populasi 
 Populasi merupakan seluruh elemen yang memiliki karakteristik yang sama 
yang dapat digunakan untuk tujuan tertentu dalam penelitian pemasaran (Malhotra, 
2012). Populasi pada penelitian ini adalah pengunjung museum yang diteliti yakni 
Museum Sri Baduga, Museum KAA, Museum Geologi, dan Museum Pos Indonesia 
di Bandung. 
3.3.2 Sampel 
 Metode pemilihan responden menggunakan non-probability sampling yakni 
setiap unsur dalam populasi tidak memiliki peluang yang sama untuk dipilih 
sebagai sampel. Teknik non-probability sampling yang digunakan peneliti adalah 
purposive sampling. Menurut Malhotra (2012), teknik purposive sampling adalah 
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teknik penentuan sampel berdasarkan pertimbangan tertentu bertujuan agar cocok 
dengan kriteria sesuai dengan sampel pada penelitian ini. 
 Hair et al. (2010) mengatakan bahwa ada lima pertimbangan yang 
dibutuhkan dalam menentukan jumlah sampel pada Structural Equation Model 
(SEM): 
1. Normalitas multivariate dari data 
2. Teknik estimasi 
3. Kompleksitas model 
4. Jumlah dari data yang hilang 
5. Rata-rataa eror variansi antarindikator 
 Selain itu Hair et al. (2010) mengemukakan ada empat masukan yang 
dijadikan sebagai pedoman dalam menentukan ukuran sampel pada analisis SEM: 
1. Ukuran sampel 100-200 untuk teknik Maximum Likelihood Estimation 
(MLE). 
2. Bergantung pada jumlah parameter r yang diestimasi. Pedomannya adalah 
5-10 kali jumlah parameter yang diestimasi. 
3. Bergantung pada jumlah indikator yang digunakan dalam seluruh variabel 
bentukan. Jumlah sampel adalah jumlah indicator variabel bentukan yang 
dikali 5-10. Apabila terdapat 20 indikator, besar sampel antara 100-200. 
4. Jika sampelnya sangat besar, peneliti dapat memilih teknik estimasi tertentu. 
 Dengan demikian wisatawan yang pernah mengunjungi Museum Sri 
Baduga, Museum KAA, Museum Geologi, dan Museum Pos Indonesia adalah 
batasan dalam penelitian ini. 
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 Sebagai kesimpulan, penulis memutuskan sampel pada penelitian ini 
menggunakan teori dari Hair et al. di atas yaitu pada poin pertama, ukuran sampel 
100-200 untuk teknik Maximum Likelihood Estimation (MLE). Namun, pada 
praktiknya penulis melebihkan jumlah sampel menjadi 250 untuk mengantisipasi 
jawaban-jawaban yang tidak sesuai. 
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Tabel 3. 1 Jumlah Responden Penelitian Terdahulu 
No Judul 
Jumlah 
Responden 
Tempat 
Penelitian 
Teknik 
Pengambilan 
Sampel 
Teknik 
Analisis 
Data 
1 Herstanti, Suhud, Wibowo (2014) 227 Jakarta  SEM 
2  Huang, Sehn, and Choi (2015) 69,093 Ontario 
Random 
Sampling 
SEM 
3 
Pratminingsih, Rudatin, dan Rimenta 
(2014) 
268 Bandung 
Convenience 
Sampling 
SEM 
4 Astini dan Sulistiyowati (2015) 150 Banten 
Convenience 
Sampling 
SEM 
5 Martaleni (2012) 200 Malang 
Purpossive 
Sampling 
CBSEM 
6 Chen dan Chen (2010) 447 Taiwan 
Convenience 
Sampling 
SEM 
7 Chandra (2014) 296 
Trengganu 
danKedah 
Purpossive 
Sampling 
SEM 
8 
Suhartanto, Brien, Wibisono, and 
Triyuni (2019) 
369 Bandung 
Purpossive 
Sampling 
SEM dan 
PLS 
9 Radder dan Han (2015) 212 South Africa 
Quota and 
Convenienve 
Sampling 
SEM 
10 
Assaker, Vinzi, Peter, and O’Connor 
(2011) 
634 
France, 
German, 
England 
Random 
Sampling 
SEM 
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11 Nafisah dan Suhud 200 Yogyakarta 
Convenience 
Sampling 
SEM 
12 Kim dan Kim (2015) 194 Ohio 
Random 
Sampling- 
Regression 
dan SEM- 
13 Cheng, Chang, and Dai (2015) 302 Taiwan 
Convenience 
Sampling 
SEM 
14 Chang, Backman, and Huang (2014) 417 Taiwan - SEM 
15 Chang and Tsai (2016) 295 Taiwan - SEM 
16 Toyama dan Yamada (2012) 545 Japan 
Equal-Interval 
Sampling 
SEM 
Sumber: Diolah oleh peneliti (2019) 
 
 
 65 
3.4 Teknik Pengumpulan Data 
 Pada penelitian ini, peneliti menggunakan data primer yang diperoleh secara langsung 
dari lapangan. Selain itu peneliti juga menggunakan data sekunder berupa data penunjang yang 
diperoleh dari studi literatur, buku, jurnal, artikel, situs, dan studi kepustakaan lainnya. Data 
sekunder ini dapat membantu membangun landasan teori yang sesuai dengan model penelitian. 
 Penelitian ini peneliti menggunakan data kuantitatif. Data kuantitatif didapatkan 
melalui penelitian lapangan (survei) dengan menggunakan kuesioner yang diisi oleh 
responden. Peneliti mendapatkan data kuantitatif ini melalui penyebaran kuesioner secara 
online dan offline. Penyebaran secara online dilakukan dengan pemanfaatan layanan Google 
Docs, kemudian disebarkan ke media sosial seperti LINE dan Whatsapp. Sedangkan untuk 
penyebaran kuesioner secara offline dilakukan di beberapa museum di Bandung yang 
merupakan objek penelitian. 
 Data yang digunakan dalam penelitian ini yaitu menggunakan data primer. Data primer 
menurut Malhotra adalah data yang berasal dari sumber data langsung atau khusus memberikan 
data kepada pengumpul data untuk mengatasi masalah dalam penelitian (Malhotra, 2012). 
Sedangkan sampel adalah bagian dari elemen populasi yang dipilih untuk dijadikan objek 
penelitian (Malhotra, 2012). Kuesioner berisi pertanyaan-pertanyaan yang telah peneliti susun 
untuk keperluan penelitian, yaitu seputar pengaruh variabel kualitas pengalaman, motivasi, 
pencarian hal-hal baru, terhadap kepuasan wisata dan niat kunjung ulang pada objek wisata 
Museum di Bandung. 
3.5 Operasionalisasi Variabel 
3.5.1 Variabel Eksogen 
 Variabel Independen atau bisa juga disebut variabel eksogen dalam penelitian dengan 
metode SEM (Structural Equation Method) dan dalam bahasa Indonesia disebut dengan 
variabel bebas merupakan variabel yang mempengaruhi atau variabel yang menjadi sebab 
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timbulnya atau penyebab berubahnya variabel dependen/terikat (Sugiyono, 2013). Dalam 
penelitian ini variabel eksogen terdiri dari kualitas pengalaman, motivasi, dan pencarian hal-
hal baru. 
3.5.2 Variabel Endogen  
 Variabel dependen atau dalam penelitian metode SEM disebut juga variabel endogen 
dan dalam bahasa Indonesianya disebut juga variabel terikat, merupakan variabel yang 
dipengaruhi atau yang menjadi akibat dari adanya variabel independen/bebas (Sugiyono, 
2013). Dalam penelitian ini variabel endogen yaitu Niat Kunjung Ulang. 
3.5.3 Variabel Intervening 
 Menurut Tuckman, variabel intervening adalah variabel yang secara teoritis 
memengaruhi hubungan antara variabel eksogen dengan variabel endogen menjadi hubungan 
yang tidak langsung dan tidak dapat diamati dan diukur. Variabel ini merupakan variabel 
penyela atau di antara variabel independen dan dependen, sehingga variabel independen tidak 
langsung memengaruhi berubah atau timbulanya variabel dependen (Sugiyono, 2013). 
Variabel intervening dalam penelitian ini adalah kepuasan wisatawan 
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Tabel 3. 2 Operasionalisasi Variabel 
Variabel Definisi Indikator Asli 
Indikator 
Adaptasi 
Sumber 
Kualitas 
Pengalaman 
Pengalaman 
pelanggan berasal 
dari serangkaian 
interaksi antara 
pelanggan dan 
produk, 
perusahaan, atau 
bagian mana pun 
dari organisasinya, 
yang 
memprovokasi 
suatu reaksi 
(Schmitt, 1999). 
Meyer dan 
Schwager (2007) 
mendefinisikannya 
sebagai respons 
pribadi dan 
subyektif dari 
pelanggan untuk 
setiap kontak 
langsung dan tidak 
langsung dengan 
perusahaan atau 
produk 
Get a new 
experience 
  
Saya mendapatkan 
pengalaman baru 
saat berwisata di 
museum yang 
pernah saya 
kunjungi 
Ali, Ryu, 
dan Hussain 
(2015) 
I did something 
unique and 
memorable 
Saya melakukan 
sesuatu yang unik 
dan berkesan di 
museum yang 
pernah saya 
kunjungi 
I learned a lot 
through these 
activities  
Saya belajar 
banyak dari 
kegiatan di 
museum yang 
pernah saya 
kunjungi 
I feel escaped from 
my daily routine 
activity 
Saya merasa 
wisata museum 
yang pernah saya 
kunjungi membuat 
saya lepas dari 
kegiatan sehari-
hari 
SuhartantoB
rien, 
Primiana, 
Wibisono, 
dan Triyuni 
(2019) 
The 
staff/instructors 
were friendly and 
interacted 
Pemandu di 
museum yang 
pernah saya 
kunjungi ramah 
dan interaktif 
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Tabel 3.2 Operasionalisasi Variabel (Lanjutan) 
Variabel Definisi Indikator Asli 
Indikator 
Adaptasi 
Sumber 
Motivasi 
Motivasi perjalanan 
dapat didefinisikan 
sebagai sekumpulan 
atribut yang 
menyebabkan 
seseorang 
berpartisipasi di 
dalam kegiatan 
perjalanan untuk 
mencapai tujuan 
dan mengharapkan 
kepuasan (Fodness, 
1994)  
To learn something 
new and interesting 
Berwisata ke 
museum ini untuk 
belajar sesuatu 
yang baru dan 
menarik 
Khuong dan 
Ha (2014) 
To visit a place that 
I have not visited 
before 
Berwisata ke 
museum ini untuk 
mengunjungi 
tempat yang 
belum pernah 
saya kunjungi 
sebelumnya. 
Good physical 
amenities: 
accommodation, 
transportation, and 
recreation facilities 
Museum ini 
terdapat fasilitas 
fisik yang baik: 
akomodasi, 
transportasi, dan 
rekreasi 
Historical, cultural, 
art, and religious 
attractions 
 
Terdapat daya 
tarik dari segi 
historis, 
kebudayaan, seni, 
dan kepercayaan 
di museum ini. 
 
Festival/special 
events and activities 
Adanya acara dan 
aktivitas special 
di museum ini 
Tabel 3.2 Operasionalisasi Variabel (Lanjutan) 
Variabel Definisi Indikator Asli Indikator Adaptasi Sumber 
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Pencarian 
Hal-hal 
Baru 
Kebaruan 
didefinisikan 
sebagai tingkat 
kontras antara 
persepsi 
sekarang dan 
pengalaman 
masa lalu 
(Pearson, 1970). 
This destination 
offers an unsual 
experience 
Museum yang pernah 
saya kunjungi 
menawarkan 
pengalaman wisata 
yang belum pernah 
ada selama ini 
Toyada 
dan 
Yamada 
(2012) 
This destination 
offers new 
experience 
Museum yang pernah 
saya kunjungi 
menawarkan 
pengalaman baru 
This destination 
offers new 
discoveries 
Museum yang pernah 
saya kunjungi 
menawarkan temuan-
temuan baru, contoh: 
budaya baru 
Oppoprtunity to 
increase your 
knowledge 
Museum yang pernah 
saya kunjungi 
memberikan 
kesempatan untuk 
meningkatkan 
pengetahuan bagi 
wisatawan 
Experiencing a 
different culture 
Museum yang pernah 
saya kunjungi 
memberikan 
pengalaman 
kebudayaan yang 
berbeda 
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Tabel 3.2 Operasionalisasi Variabel (Lanjutan) 
Variabel Definisi Indikator Asli Indikator Adaptasi Sumber 
Kepuasan 
Wisatawan 
Kepuasan 
adalah masalah 
penting dalam 
riset pemasaran. 
Kepuasan 
adalah dimana 
penyedia 
layanan 
memenuhi 
harapan dan 
norma 
pelanggan 
(Kotler, 2009) 
Dalam konteks 
pariwisata, 
kepuasan 
wisatawan 
didefinisikan 
sebagai tingkat 
perasaan positif 
yang diaktifkan 
dari pengalaman 
di tujuan (Meng 
dan Uysal, 
2008) 
I think I made the 
correct decision to 
attend this 
restaurant 
Saya rasa saya 
membuat keputusan 
yang benar untuk 
berkunjung ke 
museum yang pernah 
saya kunjungi 
Suhud 
dan 
Wibowo 
(2016) 
I was pleased to 
dine in at this 
restaurant 
Saya merasa senang 
berkunjung ke 
museum yang pernah 
saya kunjungi 
The overall 
feeling I got from 
this restaurant 
was satisfying 
Secara keseluruhan 
perasaan yang saya 
dapatkan dari 
museum yang pernah 
saya kunjungi 
memuaskan 
The overall 
feeling I got from 
this restaurant put 
me in a good 
mood 
Secara keseluruhan 
perasaan yang saya 
dapatkan dari 
kunjungan museum 
yang pernah saya 
kunjungi 
mengarahkan ke 
suasan hati yang baik 
I really enjoyed 
myself at this 
restaurant 
Saya sangat 
menikmati wisata ke 
museum yang pernah 
saya kunjungi 
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Tabel 3.2 Operasionalisasi Variabel (Lanjutan) 
Variabel Definisi Indikator Asli Indikator Adaptasi Sumber 
Niat 
Kunjung 
Ulang 
Niat perilaku 
dapat 
didefinisikan 
sebagai niat 
untuk 
perencanaan 
untuk melakukan 
perilaku tertentu 
(Oliver, 1997; 
Ryan dan 
Glendon, 1998). 
Dikatakan bahwa 
ketika orang 
memiliki niat 
yang lebih kuat 
untuk terlibat 
dalam perilaku, 
mereka lebih 
cenderung 
melakukan 
perilaku tersebut 
(Ajzen, 2002 
I would 
recommend this 
restaurant to my 
friends or others  
Saya akan 
merekomendasikan 
museum yang pernah 
saya kunjungi ke 
teman-teman atau 
yang lainnya 
Suhud 
dan 
Wibowo 
(2016) 
I would like to 
come back to 
this restaurant in 
the future 
Saya akan kembali ke 
museum yang pernah 
saya kunjungi 
dikemudian hari 
 I would say 
positive things 
about this 
restaurant to 
others  
Saya akan mengatakan 
hal-hal positif tentang 
wisata  di museum 
yang pernah saya 
kunjungi 
I would more 
frequently visit 
this restaurant  
Saya akan berwisata 
ke museum yang 
pernah saya kunjungi 
secara berkala 
I would consider 
dining in this 
restaurant  
Saya akan 
mempertimbangkan 
berwisata ke museum 
yang pernah saya 
kunjungi 
Sumber: Diolah oleh peneliti (2019) 
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3.6 Skala Pengukuran 
 Menurut Malhotra (2012), umumnya, tiap item scale memiliki lima kategori yang 
berkisar antara “sangat tidak setuju” sampai dengan “sangat setuju.” Penelitian ini 
menggunakan kuesioner dengan skala likert genap dengan menggunakan kategori genap, 
misalnya 4 pilihan, 6 piliham, atau 8 pilihan (Sukardi, 2015). Peneliti mengambil skala likert 
pilihan enam bertujuan agar responden tidak memberikan pada kategori tengah atau netral yang 
dapat membuat peneliti tidak memperoleh informasi. Sehingga penggunaan skala likert genap 
dianjurkan untuk digunakan dalam penelitian. Bisa dilihat pada tabel 3.3 di bawah ini: 
Tabel 3. 3  Skala Pengukuran 
Pilihan 
Jawaban 
Bobot 
Skor 
Sangat Tidak Setuju STS 1 
Tidak Setuju TS 2 
Agak Tidak Setuju ATS 3 
Agak Setuju AS 4 
Setuju S 5 
Sangat Setuju SS 6 
Sumber: (Malhotra, 2012) 
 
3.7 Teknik Analisis Data 
3.7.1 Uji Validitas  
 Menurut Malhotra (2012) validitas adalah instrumen dalam kuesioner yang dapat 
digunakan dalam mengukur perbedaan karakterstik objek, bukan kesalahan sistematik, 
sehingga indikator tersebut memiliki karakteristik dari variabel yang digunakan. Tujuan dari 
uji validitas yaitu untuk mengukur valid atau tidaknya butir pertanyaan dari kuesioner 
penelitian. Untuk menentukan validitas kuesioner, peneliti melakukan pengecekan pada factor 
loading yang diperoleh melalui analisis factor, yang mana nilai factor loading setiap pernyataan 
kuesioner harus sama dengan atau lebih besar dari 0,5 agar data dapat dikatakan valid 
(Malhotra, 2012). Adapun salah satu syarat analisis faktor adalah indikator Kaiser Meyer Olkin 
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Measure of Sampling Adequacy (KMO) yang nilainya harus sama dengan atau lebih besar dari 
0,5 serta Barlett’s test yang nilainya harus dibawah 0,05 agar tergolong valid (Hair et al, 2010). 
 Penelitian ini menggunakan Exploratory Factor Analysis (EFA) dan Confirmatory 
Factor Analysis (CFA). Menurut Hair et al (2010), bisa sangat berguna dan kuat untuk teknik 
statistika multivariate, yang secara efektif mendapatkan informasi dari data yang benar dan 
saling terkait. Tujuan utama dari EFA adalah untuk menetukan struktur dasar antara variabel 
dalam analisis. EFA berfungsi sebagai penunjuk faktor yang dapat menjelaskan kolerasi antara 
variabel. Dari setiap variabel memiliki nilai factor loading yang mewakilinya. Confirmatory 
Factor Analysis (CFA) pada SEM yang digunakan untuk mengkonfirmasi indikator-indikator 
yang paling dominan dalam suatu konstruk (Sugiyono, 2013). 
 Nilai factor loading dalam EFA dapat ditentukan berdasarkan jumlah sample dalam 
penelitian. Validitas konvergen di dalam EFA tercapai apabila indikator-indikator dari sebuah 
variabel tertentu mengelompokam pada satu komponen dengan nilai factor loading sebesar 
batasan yang telah ditentukan berdasarkan jumlah sample di dalam penelitian (Hair, et al., 
2010). 
 Peneliti mensajikan nilai factor loading pada EFA berdasarkan jumlah sampel dalam 
penelitian pada tabel  3.4 
Tabel 3. 4  Nilai Loading Significant EFA Berdasarkan Jumlah Sampel 
Factor Loading Jumlah Sampel 
0,30 350 
0,35 250 
0,40 200 
0,45 150 
0,50 120 
0,55 100 
0,60 85 
0,65 70 
0,70 60 
0,75 50 
Sumber: Hair et al. 
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3.7.2 Uji Reliabilitas 
 Setelah uji validitas, peneliti harus mempertimbangkan kendala pengukuran dengan 
melakukan uji realibilitas. Menurut Hair, et al (2010), uji reliabilitas adalah uji untuk 
mengetahui sejauh mana variabel yang diamati mengukur nilai “benar” dan “bebas dari 
kesalahan”, uji reliabilitas adalah kebaikan dari measurement error. Untuk pengujian biasanya 
menggunakan batasan tertentu seperti 0,6. Reliabilitas kurang dari 0,6 dapat dikatakan kurang 
baik, sedangkan 0,7 dapat diterima dan 0,8 dapat dikatakan baik (Sekaran dan Bougie, 2010). 
 Priyanto (2010) mengatakan bahwa reliabilitas suatu konstruk variabel dikatakan baik 
jika memiliki nilai Cronbach’s Alpha lebih besar dari sama dengan 0,6. Pada penelitian ini, 
perhitungam reliabilitas dalam menggunakan rumus alpha: 
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Yang mana: 
r11 = reliabilitas instrumen 
 = jumlah varians butir 
 K = banyaknya butir pertanyaan 
 = jumlah varian total 
3.7.3 Pengujian Hipotesis 
 Di dalam teknik analisis data yaitu mendeskripsikan analisis yang akan dilakukan oleh 
peneliti untuk menganalisis data-data yang sudah dikumpulkan. Penelitian ini menggunakan 
perangkat lunak atau software SEM (Structural Equation Model) dari paket statistik SPSS dan 
AMOS untuk mengolah dan menganalisis data hasil dari penelitian. SEM merupakan suatu 
analisis yang menggabungkan pendekatan analisis faktor (factor analysis), model structural 
(structural model), dan analisis jalur (path analysis) (Sugiyono, 2013). 
 Menurut Sanusi (2011) terdapat tiga bagian untuk menentukan sebuah model SEM 
dapat dikatakan sesuai atau tidak:  
1. Absolute Fit Indices 
2. Incremental Fit Indices 
3. Parsimony Fit Indices 
 Absolute Fit Indices merupakan pengujian yang paling mendasar pada SEM dengan 
mengukur model fit secara keseluruhan baik model struktural maupun model pengukuran 
secara bersamaan. Hal ini lebih spesifik untuk ukuran perbandingam dalam model yang 
diajukan dengan model lainnya disebut denganan Incremental fit indeces. Untuk melakukan 
adjustment terhadap pengukuran fit dapat diperbandingkan antar model penelitian yaitu disebut 
dengan Parsimony fit indices. 
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 Indeks-indeks alat uji model pada SEM: 
1) Chi –square 
 Chi-square merupakan alat ukur yang paling mendasar untuk mengukur overall 
fit. Model yang diuji akan dipandang baik atau memuaskan bila nilai chi-square 
diharapkan menerima hipotesis nol dengan probabilitas signifikan  ≥0,05. 
2) GFI (Goodness of fit index) 
 Indeks ini menghitung proporsi dari varians dalam matriks konvarians sample. 
Nilai yang tinggi dalam indeks ini menunjukan fit yang lebih baik, terestimasikan 
dengan rentang nilai antara nol hingga satu. Semakin mendekati satu nilai 
GFI(≥0,90) maka semakin baik model tersebut. 
3) CMIN/DF 
 CMIN/DF dihasilkan dari statistic chi-square (CMIN) dibagi dengan Degree of 
Freedom (DF) yang merupakan salah satu indikator untuk mengukur tingkat fit 
sebuah model. Nilai CMIN/DF yang diharapkan adalah ≤ 2,00 yang menunjukan 
model fit. 
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4) TLI (Truck Lewis Index) 
 Nilai yang diharapkan sebagai acuan untuk diterimanya sebuah model adalah 
sebesar ≥ 0,95 dan nilai yang mendekati 0,1 menunjukan very good fit. 
5) CFI (Comrative Fit Index) 
 Indeks ini tidak dipengaruhi oleh ukuran sampel karena itu sangat baik untuk 
mengukur tingkat penerimaan sebuah model. Besaran CFI berada pada rentang 0-
1, dimana nilai CFI yang diharapkan adalah sebesar ≥0,95, semakin mendekati satu 
menunjukan a very good fit.  
6) RMSEA (The Root Mean Square Error of Approximation) 
 Indeks ini  dapat digunakan untuk mengkompetensi statistic chi-square dalam 
sample yang besar. Nilai RMSEA ≤ 0,08 merupakan indeks untuk menyatakan 
model dapat diterima. 
7) AGFI (Adjusted Goodness-of-fit-Index) 
 Kriteria AGFI merupakain penyesuaian dari GFI terhadap degree of freedom, 
nilai AGFI ≥ 0,90 direkomendasi bagi di terimannya model. 
 Indeks-indeks di atas merupakan untuk menguji kelayakan sebuah model, seperti yang 
peneliti sajikan dalam rangkuman di dalam tabel sebagai berikut: 
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Tabel 3. 5 Goodness Of Fit Indeces 
Goodness of Fit Indices Cut-off Value 
Chi square Diharapkan kecil  
Significan probabilitas ≥ 0,05 
CMIN/DF ≤ 2,00 
RMSEA ≤ 0,08 
GFI ≥ 0,90 
TLI ≥ 0,90 
CFI ≥ 0,90 
AGFI ≥ 0,90 
Sumber: (Sanusi, 2011) 
 
 Setelah membentuk sebuah fit model, maka akan dianalisis apakah model tersebut 
memiliki kriteria tertentu yang dapat memberikan hasil sesuai hipotesis penelitian ini yaitu t-
value pada kolom C.R. (Critical Ratio) dan p-value pada kolom P menunjukan perhitungan 
signifikan (P= *** yang berarti p-value mendekati angka 0) C.R >1,96 (dikatakan 2) atau p-
value <0,05 mengindikasikan perhitungan signifikan pada level 0,05. Smith (2012) 
mengintepretasi standardize total effect: 
a. Effects < 0,2 : Lemah 
b. Effects 0,2-0,3 : Efek ringan 
c. Effects 0,3-0,5 : Cukup kuat 
d. Effects 0,5-0,8  : Kuat 
e. Effects >0,80 : Sangat kuat 
 
 
