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TORSION AND TENSOR PRODUCTS OVER DOMAINS AND
SPECIALIZATIONS TO SEMIGROUP RINGS
MICAH J. LEAMER
Abstract. Let R be a commutative Noetherian domain, and let M and N
be finitely generated R-modules. We give new criteria for determining when
M ⊗R N has torsion. We also give constructive formulas for producing a
module in the isomorphism class of T(M ⊗RN), where T(−) gives the torsion
submodule of a module. In some cases we determine bounds on the length
and minimal number of generators of T(M ⊗R N). We focus on the case
where R is a numerical semigroup ring with the goal of making progress on
the Huneke-Wiegand Conjecture.
ThroughoutR will be a commutative domain. AdditionallyM andN will denote
non-zero finitely generated R-modules. The torsion submodule of M is the set
T(M) = {x ∈M | rx = 0 for some non-zero r ∈ R}. We say that M is torsion-free
provided that T(M) = 0. Otherwise we say that M has torsion. In this paper we
will use the convention that local rings are Noetherian.
It is often the case that the tensor product of two modules has torsion. Over
some classes of rings it has been shown that the only cases where M ⊗R N is
torsion free are trivial. In particular, when R is either a regular local ring or a one-
dimensional local hypersurface domain, then M ⊗R N is torsion-free if and only if
one of M or N is free and the other is torsion-free; see [Au], [L] and [HW]. On the
other hand simple examples show that this property does not in general extend to
complete intersection domains of codimension greater than one. For instance when
R = k[t4, t5, t6] the module (t4R + t5R)⊗R (t4R+ t6R) is torsion-free.
We determine criteria on M , N and R that often allow one to predict whether
M ⊗R N has torsion. In some special cases we give an explicit formula for con-
structing T(M ⊗R N) up to isomorphism, and we determine bounds on the length
and minimal number of generators of T(M ⊗R N). In other cases we show how to
reduce determining the length of T(M ⊗R N) to an equivalent number-theoretic
problem involving numerical semigroups.
When R is local and integrally closed and M is a torsion-free R-module, we
have that M ⊗R M∗ is reflexive if and only if M is free [Au, 3.3], where M∗ :=
HomR(M,R). C. Huneke and R. Wiegand have conjectured [HW, 473–474] that
if R is a local domain such that M and M ⊗R M∗ are Maximal Cohen-Macaulay
(MCM), thenM is free. Furthermore O. Celikbas and R. Takahashi have shown that
if the Huneke-Wiegand conjecture holds when R is one-dimensional and Gorenstein,
then it would hold for all Gorentein domains, and the Auslander-Reiten conjecture
would also hold over Gorenstein domains [CT, Proposition 5.6]. The Auslander-
Reiten Conjecture claims that, if ExtiR(M,R ⊕M) = 0 for all i > 0, then M is
projective. Over a one-dimensional Gorenstein domain a module is reflexive if and
only if it is torsion-free, and also if and only if it is MCM. In particular we would
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like to show that if R is a one-dimensional local Gorenstein domain, and M is
torsion-free but not free, then M ⊗RM∗ has torsion.
Trying to make progress on the Huneke-Wiegand conjecture was the original
motivation for this research. When R is any commutative domain and I is a two
generated ideal of R, we obtain the isomorphism T(I⊗ I∗) ∼= (I2)−1/(I−1)2, where
I−1 := (R :K I) and K is the field of fractions; see Lemma 1.9 for details. In
particular given a numerical semigroup S and a field k the following statements are
equivalent; see Proposition 4.4 for details.
(1) The Huneke-Wiegand Conjecture holds for two-generated monomial ideals
over k[S].
(2) For every n in N \ S there exists a set of the form {x, x+ n, x+ 2n} ⊂ S,
which does not factor as the sum of two sets of the form {y, y+n} ⊂ S and
{z, z + n} ⊂ S.
In [SL] P. Garc´ıa-Sa´nchez and the author use this equivalence to show that two-
generated monomial ideals over complete intersection numerical semigroup rings
satisfy the Huneke-Wiegand Conjecture.
Much of the previous work related to torsion and tensor products has been
focused on trying to determine when T(M ⊗ N) 6= 0. However, we develop tools
that allow us to produce bounds on the size of T(M ⊗R N) in some special cases.
For instance when R is a hypersurface numerical semigroup ring with non-principal
monomial ideals I and J , we show that λR(T(I ⊗R J)) >
1
2µ(I)µ(J). Here λR(−)
gives the length of a module. Lastly, when R is a hypersurface numerical semigroup
ring with monomial ideal J , we show that J ⊗R J∗ has a minimal generating set
such that 2µ(J) − 2 of the generators are torsion elements. Here µ(−) gives the
minimal number of generators of a module.
1. Torsion over domains
Let I be an ideal of R, let M be a finitely generated torsion-free R-module
and let πIM : I ⊗R M → IM be the R-module homomorphism defined by setting
πIM (r ⊗ x) = rx for all r in I and x in M . When I and M are unambiguous
we will simply write π for πIM . In general ker(πIM ) = T(I ⊗R M). Since IM is
torsion-free it follows that T(I ⊗R M) ⊆ ker(πIM ). Conversely, given x in I and
f =
∑
i xi ⊗ yi in ker(πIM ) we have xf =
∑
i xxi ⊗ yi = x⊗
∑
i xiyi = 0.
A local ring is said to be analytically irreducible if its completion is a domain.
An analytically irreducible local ring is said to be residually rational if it has the
same residue field as its integral closure. Note that in this case the integral closure
would necessarily be local by [Ka, 6].
Remark 1.1. Let R be a one-dimensional Noetherian local domain. Then R is
analytically irreducible if and only if its integral closure R is finitely generated as
an R-module and is a discrete valuation ring (DVR).
If R is analytically irreducible then R̂ is reduced; hence by [Kr], R is a finite
R-module. By [Ka, 6] the number of minimal primes in R̂ equals the number
of maximal ideals in R. Thus if R is analytically irreducible, then R is a one-
dimensional local integrally closed domain; hence by [AM, Proposition 9.2], R is
a DVR. Conversely if R is not analytically irreducible, then R is not local and
therefore not a DVR.
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Lemma 1.2. Let R be a domain. Let M be a finitely generated torsion-free R-
module. Let I, P and Q be finitely generated ideals such that P +Q = I. Then the
sequence
T(P ⊗R M)⊕ T(Q⊗R M)
[a,b] 7→a+b
// T(I ⊗R M)
δ // (PM)∩(QM)
(P∩Q)M
// 0 .
is exact. In particular, if I = (f, g), then T(I ⊗RM) ∼=
(fM) ∩ (gM)
(fR ∩ gR)M
.
Proof. We have the following exact sequence:
0 // P ∩Q
f 7→[f,−f ]
// P ⊕Q
[p,q] 7→p+q
// I // 0
Applying (−) ⊗R M we get the second row of the following commutative exact
diagram:
T(P ⊗R M)⊕ T(Q ⊗RM) _

T(I ⊗RM) _

(P ∩Q)⊗RM

// (P ⊗R M)⊕ (Q ⊗RM)
πP,M⊕πQ,M

// I ⊗RM
πIM

// 0
0 // (PM) ∩ (QM)
f 7→[f,−f ]
//

PM ⊕QM

[p,q] 7→p+q
// IM //

0
(PM)∩(QM)
(P∩Q)M 0 0
Thus by the Snake Lemma we get the desired exact sequence. Note that the map
δ in the lemma is the connecting map from the Snake Lemma. 
Let R be a local domain with maximal ideal m. Suppose there exists a fixed t
in R such that m = (tn1 , . . . , tne). Then I is said to be a fractional monomial ideal
whenever I = (tz1 , . . . , tzh) for some integers z1, . . . , zh.
Theorem 1.3. Suppose that R is either a Zn standard graded k-subalgebra of
k[x1, . . . , xn] or a one-dimensional analytically irreducible residually rational do-
main with maximal ideal m = (tn1 , . . . , tne), for some t in R. Let I = (a1, . . . , am)
and J be finitely generated monomial fractional ideals, where each ai is a monomial.
Let e1, . . . , em be a basis for R
m. Then T(I ⊗R J) ∼=
∑
i<j(aiJ ∩ ajJ)(ei − ej)∑
i<j(aiR ∩ ajR)J(ei − ej)
.
Proof. We claim that the sequence
0 //
∑
i<j(aiR ∩ ajR)(ei − ej)
⊆
//∑m
i=1 aiRei
γ
// I // 0
is exact, where γ is the map that replaces direct sums with addition. It suffices to
show that ker(γ) ⊆
∑
i<j(aiR ∩ ajR)(ei − ej).
Case 1: Let R be a Zn standard graded k-subalgebra of k[x1, . . . , xn]. Let f be a
non-zero homogeneous element of ker(γ) of degree w = [w1, . . . , wn] in Z
n. Let xw
denote
∏n
i=1 x
wi
i . Since f is homogeneous and in
∑m
i=1 aiRei there exist αi in k such
that f = xw
∑m
i=1 αiei where x
w in aiR whenever αi 6= 0. Also since f is in ker(γ)
it follows that
∑m
i=1 αi = 0. Choose h such that αh 6= 0. Let S = {i| αi 6= 0, i 6= h}.
Then f =
∑
i∈S αix
v(ei − eh) is in
∑
i<j(aiR ∩ ajR)(ei − ej).
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Case 2: Let R be a one-dimensional analytically irreducible residually rational
domain with maximal ideal (tn1 , . . . , tne). Let f be a non-zero element of ker(γ).
Then f =
∑m
i=1 fiei for some fi in aiR with
∑m
i=1 fi = 0. Let v be the valuation
associated to the valuation ring R and let n be the maximal ideal for R. There
exists N ≫ 0 such that nN ⊂ aiR for all i. When v(fi) > N for all i, it follows that
f is in
∑
i<j(aiR ∩ ajR)(ei − ej). Let d = min{v(fi)| i = 1, . . . ,m}. By induction
it suffices to show that there exists f ′ =
∑
f ′iei, such that v(f
′
i) > d for all i and
such that we can write f ′ as f − g for some g in
∑
i<j(aiR ∩ ajR)(ei − ej). Let
S = {i| v(fi) = d}. Choose h in S. For all j in S \ {h} there exists a unit uj in
R such that v(fj − ujtd) > d. We claim that f ′ = f −
∑
j∈S\{h} ujt
d(eh − ej) has
the desired properties. By construction v(f ′j) > d for all j 6= h. As
∑m
i=1 f
′
i = 0,
we have v(f ′h) > min{v(f
′
j)| j 6= h} > d, and the claim follows.
Applying (−) ⊗R J to the exact sequence above we get the second row of the
following commutative exact diagram:
0

T(I ⊗R J) _
∑
i<j(aiR ∩ ajR)⊗R J(ei − ej)

//⊕m
i=1 aiR ⊗R J

// I ⊗R J

// 0
0 //
∑m
i=1(aiJ ∩ ajJ)(ei − ej)
//

⊕m
i=1 aiJ

// IJ //

0
∑
i<j(aiJ∩ajJ)(ei−ej)∑
i<j(aiR∩ajR)J(ei−ej)
0 0
The desired isomorphism follows from the Snake Lemma. 
Theorem 1.4. Suppose either that R is a Zn standard graded k-subalgebra of
k[x1, . . . , xn] or that (R,m) is an analytically irreducible residually rational ring
with maximal ideal m = (tn1 , . . . , tne) for some t in R. Let I and J be finitely
generated monomial fractional ideals of R and let I = (a1, . . . , ah) such that each
ai is a monomial. Then the following conditions are equivalent:
(1) T(I ⊗R J) = 0;
(2) (P ∩ Q)J = PJ ∩ QJ for all ideals P and Q (not necessarily monomial)
such that P +Q = I; and
(3) ((ai| i ∈ S) ∩ (aj | j /∈ S))J = (ai| i ∈ S)J ∩ (aj | j /∈ S)J
for all S ⊂ {1, . . . , h}.
Proof. (1) =⇒ (2): This follows from Lemma 1.2.
(2) =⇒ (3): This is clear, since (3) is a special case of (2).
(3) =⇒ (1): Let R be a Zn standard graded k-subalgebra of k[x1, . . . , xn]. Fix
w in Zn and let V = {i| xw ∈ aiJ}. Let G be the graph with vertex set V that
contains the edge ij if and only if xw is in (aiR∩ajR)J . Let {S,S ′} be a partition of
{1, . . . , h}. Assume that ((ai| i ∈ S)∩ (aj | j ∈ S ′))J = (ai| i ∈ S)J ∩ (aj | j ∈ S ′)J .
If (ai| i ∈ S)J ∩ (aj | j ∈ S ′)J does not contain xw, then either S ∩ V = ∅ or
S ′ ∩ V = ∅. If ((ai| i ∈ S) ∩ (aj | j ∈ S ′))J contains xw, then G contains an edge
between a vertex in S and a vertex in S ′. Since this occurs for all S ⊂ {1, . . . , h},
it follows that G is path connected.
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Suppose that xw(ey−ez) is in
∑
i<j(aiJ∩ajJ)(ei−ej) for some y, z in {1, . . . , h}.
It follows that y and z are in V . Since G is path connected, there is a path i1i2 . . . ih
from y to z where ij is in V , i1 = y and ih = z. By our definition of G, for each
edge ijij+1, we have that x
w(eij − eij+1) is in
∑
i<j(aiR ∩ ajR)J(ei − ej). Thus
xw(ey − ez) =
∑h−1
j=1 x
w(eij − eij+1) ∈
∑
i<j(aiR ∩ ajR)J(ei − ej).
Since this condition holds for all w in Zn it follows that∑
i<j(aiJ ∩ ajJ)(ei − ej) =
∑
i<j(aiR ∩ ajR)J(ei − ej).
Thus by Theorem 1.3 we have T(I ⊗R J) = 0.
The case where R is a one-dimensional analytically irreducible residually rational
ring with maximal ideal m = (tn1 , . . . , tne) is analogous. Pick w in Z and use tw
instead of xw in the argument above. 
Question 1.5. From Lemma 1.2 it follows that the implication (1) =⇒ (2) in
Theorem 1.4 remains true for general ideals over any commutative domain. For
which ideals and which classes of rings is the reverse implication also true?
Definition 1.6. Let R be a domain with field of fractions K. A fractional ideal
I is a finitely generated submodule of K. Let M be a finitely generated rank n
submodule of Kn. The inverse of M is M−1 := {v ∈ Kn| v ·w ∈ R for all w ∈M},
where · is the dot product. In particular I−1 := (R :K I).
Remark 1.7. Let R be a domain with field of fractions K. Let M and N be rank
n submodules of Kn. Then (M +N)−1 =M−1 ∩N−1.
Let x be an element of (M +N)−1. Then x ·M ⊆ R and x · N ⊆ R, so x is in
M−1∩N−1. Let y be an element ofM−1∩N−1. Then y·(M+N) = y·M+y·N ⊆ R,
so y is in (M +N)−1.
Lemma 1.8. Let R be a domain with field of fractions K. Let M be a finitely gen-
erated submodule of Kn. Then there is a natural isomorphism M−1 ∼= HomR(M,R)
defined by sending v in M−1 to the map [w 7→ v · w].
Proof. The lemma will follow if we can show that the map [w 7→ v ·w] is invertible.
Let e1, . . . en be standard basis vectors in K
n. Since M has rank n there exist
α1, . . . , αn in K \{0} such that α1e1, . . . , αnen are in M . By clearing denominators
we may choose the αi to be in R. Our candidate for the inverse map will map f in
HomR(M,R) to the vector
∑n
i=1
f(αiei)ei
αi
in Kn.
Any element of x in M can be written in the form x =
∑n
i=1 βiαiei for some βi
in K. Since f is R-linear it must also be K-linear. This explains the last step in
the next display.
x ·
∑n
i=1
f(αiei)ei
αi
= (
∑n
i=1 βiαiei) ·
(∑n
i=1
f(αiei)ei
αi
)
=
∑
βif(αiei)
= f (
∑n
i=1 βiαiei)
= f(x)
Therefore, [w 7→ v · w] maps the vector
∑n
i=1
f(αiei)ei
αi
back to f . Since f is in
HomR(M,R) it follows that f(
∑n
i=1 βiαiei) is in R. Thus x ·
∑n
i=1
f(αiei)ei
αi
is in R
and
∑n
i=1
f(αiei)ei
αi
is in M−1. Let v be a vector in M−1. Then v =
∑n
i=1
(v·αiei)ei
αi
,
proving that composition in the other direction is also the identity. 
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Lemma 1.9. Let R be a domain with field of fractions K. Let I = (f, g) be a
two-generated fractional ideal of R and let M be a rank n submodule of Kn. Then
T(I ⊗R M
∗) ∼=
(IM)−1
I−1M−1
. Specifically T(I ⊗R I
∗) ∼=
(I2)−1
(I−1)2
.
Proof. By Lemma 1.2 and the isomorphismM∗ ∼=M−1 we get the first step below.
T(I ⊗R M
∗) ∼=
fM−1 ∩ gM−1
(fR ∩ gR)M−1
∼=
fM−1 ∩ gM−1
fgI−1M−1
∼=
fg(IM)−1
fgI−1M−1
∼=
(IM)−1
I−1M−1
(1)
The equivalence fR ∩ gR = fg(g−1R ∩ f−1R) = fg(gR+ fR)−1 = fgI−1 justifies
the second step in (1). The equivalence fM−1∩gM−1 = fg(g−1M−1∩f−1M−1) =
fg(gM+fM)−1 = fg(IM)−1 gives the third step in (1), and the result follows. 
2. Correspondence between rings and numerical semigroups
Let N0 denote the non-negative integers. A numerical semigroup S is a sub-
monoid of (N0,+) with finite complement in N0. We use the notation 〈n1, . . . , ne〉
for the numerical semigroup n1N0 + . . . + neN0. The Frobenius number of a nu-
merical semigroup S is the largest integer not in S and is denoted by FS or simply
F , when the underlying semigroup is unambiguous. For a detailed introduction to
numerical semigroups see [RS].
Let S be a submonoid of Nn0 . Then a relative ideal A of S is a set of the form
(a1, . . . , am) :=
⋃h
i=1(ai + S) for some a1, . . . , ah in Z
n.
Let R be a one-dimensional analytically irreducible residually rational domain
with field of fractions K. Let (R, n) denote the integral closure of R with maximal
ideal n. In this case R is a DVR. Fix a generator t for n and let v : K× → Z be the
valuation given by v(f) := sup{i ∈ Z| f ∈ tiR}. Let I be a fractional ideal of R.
We define v(R) := v(R − {0}) and v(I) := v(I − {0}). Then v(R) is a numerical
semigroup, and v(I) is a relative ideal of v(R).
Definition 2.1. Choose a monomial ordering on R = k[x1, . . . , xn]. Let f be a
non-zero element of R. Then deg(f) := d = [d1, . . . , dn] in N
n
0 where x
d :=
∏
xdii
is the leading monomial of f . For any non-zero elements f and g in R we define
deg(f/g) := deg(f) − deg(g) in Zn. Let X be a subset of the quotient field K.
Then
deg(X) := {d ∈ Zn| deg(f) = d for some f ∈ X \ {0}}.
Note that we will often be consideringR as a graded k-subalgebra of k[x1, . . . , xn].
In such cases there may be many monomial orderings on the monomials of R, which
are not simply restriction of monomial orderings from k[x1, . . . , xn]. However, we
will only be considering monomial orderings from k[x1, . . . , xn].
Let R be a k-subalgebra of k[x1, . . . , xn] and let I be a fractional ideal of R.
Then deg(R) is a submonoid of Nn0 and deg(I) is a relative ideal of deg(R).
Remark 2.2. Let R be a one-dimensional analytically irreducible residually ratio-
nal ring with maximal ideal m. Then we have the following:
(1) The conductor (R :K R) equals n
F+1, where F = Fv(R);
(2) If f and g are non-zero elements of K such that v(f) = v(g), then there
exists a unit u in R such that v(f − ug) > v(f).
(3) If m = (tn1 , . . . , tne) for some t in R, then v(R) = 〈n1, . . . , ne〉.
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(1): This is shown in the proof of [Ku, Theorem].
(2): Consider the natural map γ : n(f)→ nv(f)/nv(f)+1. There exists an element
c in k\{0} such that v(f) = cv(g). Since k = R/m we may choose a unit u in R that
maps to c under the natural mapR→ k. It follows that v(f−ug) = v(f)−cv(g) = 0.
Thus f − ug is in nv(f)+1 and the result follows.
(3): The inclusion 〈n1, . . . , ne〉 ⊆ v(R) is straightforward. Let r be a non-zero
element of R. Since R is local, r =
∑h
i=1 uit
n·wi where each ui is a unit in R,
n = [n1, . . . , ne], each wi is in N
e
0 and n ·wi 6 n ·wi+1. Let ℓ be maximal such that
n ·wℓ = n ·w1. Since n ·w1 6 v(r), we may assume that n ·w1 is maximal among all
possible choices for w1. In this case v(
∑ℓ
i=1 uit
n·wi) = v((
∑ℓ
i=1 ui)t
n·w1) = n · w1;
hence v(r) = n · w1 is in 〈n1, . . . , ne〉.
Remark 2.3. [BDF, Proposition II.1.4] Let R be a one-dimensional analytically
irreducible residually rational ring. If I and J are fractional ideals of R with I ⊆ J ,
then λR(J/I) = |v(J) \ v(I)|, where λR denotes length as an R-module.
Remark 2.4. Let R be a k-subalgebra of k[x1, . . . , xn]. Given fractional ideals
I ⊆ J of R we have λR(J/I) = | deg(J) \ deg(I)|.
Since R is a k-algebra, J/I is a k-vector space. By choosing a monomial order,
modulo I each element of J is equivalent to a unique reduced polynomial such that
none of its terms are divisible by a leading monomial in I. These polynomials form
a | deg(J) \ deg(I)|-dimensional k-vector space, which is isomorphic to J/I.
Definition 2.5. Let S be a submonoid of Nn0 , and let A and B be relative ideals
of S. Then the semigroup tensor product A ⊗S B is the set A × B modulo the
equivalence relation generated by (s+ a, b) ∼ (a, s+ b) for all a in A, b in B and s
in S. Elements of A⊗S B will be written in the form a⊗ b with a in A and b in B.
We fix a map χ : A ⊗S B → Zn defined by χ(a ⊗ b) = a + b. For each z in Zn
let τz(A,B) := max{0, |χ−1(z)| − 1}. Finally, let τ(A,B) =
∑
z∈Zn τz(A,B) be the
torsion number of A and B.
Remark 2.6. Let I and J be monomial ideals of a numerical semigroup ring R.
Then τz(deg(I), deg(J)) = H(T(I ⊗R J), z), where H(−, z) is the Hilbert function.
To see this consider the exact sequence 0 → T(I ⊗R J) → I ⊗R J → IJ → 0.
From the additivity of the Hilbert function, we have
H(T(I ⊗R J), z) = H(I ⊗R J, z)−H(IJ, z).
Now H(I ⊗R J, z) is the same as the number of elements of deg(I) ⊗deg(R) deg(J)
which map to z under the natural map χ : deg(I) ⊗deg(R) deg(J) → Z. In other
words H(I ⊗R J, z) = |χ−1(z)|. Also H(IJ, z) only has two possible values 0 and 1,
and it is 0 if and only if H(I⊗RJ, z) = 0. Therefore H(IJ, z) = 0 if H(I⊗RJ, z) = 0
and H(IJ, z) = 1 otherwise. Thus
H(I ⊗R J, z)−H(IJ, z) = max{0, |χ
−1(z)| − 1} := τz(deg(I), deg(J)).
Definition 2.7. Let S be a numerical semigroup with relative ideals A and B min-
imally generated by a1, a2, . . . , am and b1, b2, . . . , bn respectively. Given an integer
z, we define a bipartite graph Γz(A,B) with respective vertex and edge sets
Vz(A,B) = {vi| z−ai ∈ B}∪{wj | z−bj ∈ A} and Ez(A,B) = {viwj | z−ai−bj ∈ S}.
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Example 2.8. Let S = 〈5, 11〉, A = (20, 21, 22) and B = (0, 23, 24). Let a1 = 20,
a2 = 21, a3 = 22, b1 = 0, b2 = 23 and b4 = 24. Then
Γ44(A,B) =
•v1 •w3
•v2 •w2
The easiest way to see this is that 44 − a1 − b3 = 0 is in S and 44 − a2 − b2 = 0
is in S. However, none of the other edges appear because there are no other cases
where 44− ai − bj is in S. Similarly we have
Γ45(A,B) =
•v1 •w1
•v2 •w3
•v3 •w2
Γ55(A,B) =
•v1
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷
•w1
•v2
❉❉
❉❉
❉❉
❉❉
•w2
•v3
☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞
③③③③③③③③
•w3
Proposition 2.9. Let S be a numerical semigroup with relative ideals A and B.
There is a one to one correspondence between connected components of Γz(A,B)
and elements a⊗ b in A⊗S B such that a+ b = z. The correspondence is given by
identifying the connected component containing vi with ai ⊗S (z − ai) in A⊗S B.
Proof. It follows from the definition of Γz(A,B) that viwj is in Ez(A,B) if and
only if there exists ai ⊗ (bj + g) in A⊗S B with g in S.
Suppose that ai ⊗ (bj + g) and as ⊗ (bt + g′) are elements of A ⊗S B with
ai+bj+g = as+bt+g
′ = z. Then it suffices to show that ai⊗(bj+g) = as⊗(bt+g′)
if and only if viwj and vswt are in the same connected component of Γz(A,B).
Suppose that viwj and vswt are in the same connected component of Γz(A,B).
Then there exists a finite sequence of edges {vihwjh}
ℓ
h=0 such that viwj = vi0wj0 ,
vswt = viℓwjℓ and vihwjh is adjacent to vih+1wjh+1 for all h. Since vihwjh and
vih+1wjh+1 are adjacent either vih = vih+1 or wjh = wjh+1 . Suppose that for a given
value of h we have vih = vih+1 . Then aih = aih+1 , so
aih ⊗ (bjh + gh) = aih ⊗ (z − aih) = aih+1 ⊗ (z − aih+1) = aih+1 ⊗ (bjh+1 + gh+1).
Suppose that for a given value of h we have wjh = wjh+1 . Then bjh = bjh+1 , so
(aih + gh)⊗ bjh = (z − bjh)⊗ bjh = (z − bjh+1)⊗ bjh+1 = (aih+1 + gh+1)⊗ bjh+1 .
It follows by induction on h that ai ⊗ (bj + g) = as ⊗ (bt + g′).
Now suppose that ai ⊗ (bj + g′) = as ⊗ (bt + g′). Then there exists a sequence
of ways to write that element
ai0 ⊗ (bj0 + g0), ai0 ⊗ (bj1 + g
′
0), (ai0 + g
′
0)⊗ bj1 , (ai1 + g1)⊗ bj1 , . . . , aiℓ ⊗ (bjℓ + gℓ)
such that ai = ai0 , bj = bj0 , as = aiℓ and bt = bjℓ . It follows that the edges viwj
and vsbt are connected by the adjacent edges vi0wj0 , vi0wj1 , vi1wj1 , vi1wj2 , . . . , viℓwjℓ
and the result follows. 
Corollary 2.10. Let S be a numerical semigroup with relative ideals A and B and
let z be an integer. Then τz(A,B) is equal to maximum of 0 and one less than the
number of connected components of Γz(A,B).
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For the next proposition note that if R is a k-subalgebra of k[x], then the con-
dition that deg(IJ) \ (deg(I) + deg(J)) is a always a finite set.
Proposition 2.11. Let R be a k-subalgebra of k[x1, . . . , xn]. Let I and J be finitely
generated fractional ideals of R. Choose a monomial ordering for k[x1, . . . , xn] and
suppose that deg(IJ) \ (deg(I) + deg(J)) is a finite set. Then
λR(T(I ⊗R J)) 6 τ(deg(I), deg(J)) − | deg(IJ) \ (deg(I) + deg(J))|.
Proof. Since replacing I with fI and J with gJ for any f, g in R does not affect
the values on either side of the inequality, we may assume that I and J are ideals.
Let A = deg(I), B = deg(J) and S = deg(R). Let < denote the ordering on Nn0
which is associated to the ordering on the monomials of k[x1, . . . , xn]. Note that
< extends naturally to an ordering on Zn. Choose k-bases of monic polynomials
{fz| z ∈ A}, {gz| z ∈ B} and {rz| z ∈ S} for I, J and R respectively, and write
fa = x
a +
∑
i<a∈Zn
αix
i, gb = x
b +
∑
i<b∈Zn
βix
i and rs = x
s +
∑
i<s∈Zn
ǫix
i
with αi, βi and ǫi in k. For each s in S we have fa+s = rsfa +
∑
x<a+s δxfx for
some δx in k. Therefore
fa+s ⊗ gb = rsfa ⊗ gb +
∑
x<a+s δxfx ⊗ gb
= fa ⊗ rsgb +
∑
x<a+s δxfx ⊗ gb
= fa ⊗ gb+s +
∑
y<b+s γyfa ⊗ gy +
∑
x<a+s δxfx ⊗ gb
for some δx and γy in k. It follows that for any a, c in A and b, d in B such that
a⊗ b = c⊗ d we have
fa ⊗ gb = fc ⊗ gd +
∑
x+y<a+b αxyfx ⊗ gy with αxy ∈ k.
For each z in A+B let cz = τz(A,B), and fix az0, az1, . . . , azcz in A such that
χ−1A,B(z) = {az0 ⊗ (z − az0), . . . , azcz ⊗ (z − azcz)}.
Let γ be an element of I ⊗R J . Then γ =
∑
a∈A,b∈B αabfa ⊗ gb for some αab in k.
Starting with z = a+ b maximal such that αab 6= 0 and proceeding inductively as
z decreases, we may replace each term αabfa ⊗ gb with a sum of the form
αabfazi ⊗ gz−azi +
∑
x+y<z βxyfx ⊗ gy,
so that γ =
∑
z∈A+B
∑cz
i=0 αzifazi ⊗ gz−azi for some αzi in k.
We may assume that there are only finitely many z in Zn such that τz(A,B) 6= 0;
otherwise τ(A,B) =∞ in which case the inequality in the proposition holds.
Let S0 = {z ∈ A + B| τz(A,B) 6= 0}. For each i > 0 let Mj be the k-vector
space generated by elements of the form fazi ⊗ gz−azi with z in Sj and let Sj+1 =
deg(π(Mj)). Then Sj ⊆ Sj+1 and Mj ⊆ Mj+1 for all j in N0. Note that S0
is a finite set. Choose j in N0 such that Sh is a finite set for all h 6 j. Since
fazigz−azi is a finite sum of scalars times monomials for each i and z, it follows that
the set Sj+1 = deg{
∑
z,i αzifazigz−azi| z ∈ Sj} is also finite; hence Mj is a finite
dimensional k-vector space for all j in N0. Fix j in N0 and choose zj+1 in Sj+1 \Sj .
Then zj+1 = deg(
∑
z∈Sj,i
βzifazigz−azi) for some βzi in k. Since zj+1 is not in Sj ,
it follows that there exists zj ∈ Sj \ Sj−1 such that for some i we have βzji 6= 0
and zj > zj+1 (set S−1 = ∅ for the case j = 0). It follows that an increasing
sequence S0 ( S1 ( S2 ( . . . yields a decreasing sequence z0 > z1 > z2 > . . .
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in v(IJ). The reason that we must get a decreasing sequence is that for every
element of Sj \ Sj−1 we have a finite decreasing sequence of the form z0, . . . , zj
and at least one of these must extend to a finite decreasing sequence of the form
z0, . . . , zj+1. Since < satisfies the descending chain condition on v(IJ), it follows
that z0, . . . , zj cannot extend to an infinite decreasing sequence; hence the sequence
S0 ( S1 ( S2 ( . . . stabilizes. Choose N in N0 such that SN = SN+1.
Let γ =
∑
z∈A+B
∑cz
i=0 αzifazi ⊗ gz−azi and suppose that there exists y in (A+
B)\SN such that αy0 6= 0. For all z ∈ (A+B)\SN we have cz := τz(A,B) = 0, as
{z ∈ A+B| τz(A,B) 6= 0} ⊆ SN . Let y be maximal among all such choices. Then
we claim γ is not in ker(π). Otherwise
deg(
∑
z∈A+B,z>y
∑cz
i=0 αzifazigz−azi) = y ∈ SN ,
which would be a contradiction. Thus ker(π) ⊆MN .
Let y be an element of deg(IJ) \ (deg(I) + deg(J)). Choose
δ =
∑
z∈A+B
∑cz
i=0 αzifazi ⊗ gz−azi
such that deg(π(δ)) = y. Assume that y is not in SN . Then there exists w
in (A + B) \ SN such that αw0 6= 0 with w > y. We may choose w to be
maximal. However, since the coefficient of xw in π(δ) is zero, we have w =
deg(
∑
z∈A+B,z>x
∑cz
i=0 αzifazigz−azi). Since w was chosen to be maximal this im-
plies w is in SN , which is a contradiction. Thus deg(IJ) \ (deg(I) + deg(J)) ⊂ SN .
We have the following:
λR(T(I ⊗R J))
(1)
= λR(ker(π))
(2)
= λR(MN )− λR(π(MN ))
(3)
= λR(MN )− |SN |
(4)
6 (
∑
z∈SN
|χ−1A,B(z)|)− |SN |
(5)
= (
∑
z∈SN∩(A+B)
|χ−1A,B(z)|)− |SN |
(6)
= (
∑
z∈SN∩(A+B)
(|χ−1A,B(z)| − 1)) + |SN ∩ (A+B)| − |SN |
(7)
= (
∑
z∈SN∩(A+B)
τz(A,B)) + |SN ∩ (A+B)| − |SN |
(8)
= τ(A,B) + |SN ∩ (A+B)| − |SN |
(9)
= τ(deg(I), deg(J)) + |SN ∩ (deg(I) + deg(J))| − |SN |
(10)
= τ(deg(I), deg(J))− |SN \ (deg(I) + deg(J))|
(11)
6 τ(deg(I), deg(J))− | deg(IJ) \ (deg(I) + deg(J))|.
The first and sixth steps above are clear. The second step above follows from
the inclusion ker(π) ⊂MN . Since π(MN ) is a k-vector space, its length is just the
cardinality of deg(π(MN )), which is |SN |, and the third step follows. By construc-
tion the generators ofMN (possibly non-minimal) are in one to one correspondence
with χ−1A,B(SN ), and the fourth step follows. Since |χ
−1
A,B(z)| is non-zero if and only
if z is in A+B, we get the fifth and seventh steps. Since {z ∈ Z| τz(A,B) 6= 0} ⊆
SN ∩ (A+B), we have the eighth step. The ninth step simply applies the identities
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A = deg(I) and B = deg(J). Since SN is a finite set the tenth step follows from
basic set theory. The inclusion deg(IJ) \ (deg(I) + deg(J)) ⊂ SN implies the last
step and the result follows. 
Lemma 2.12. Let R be a one-dimensional analytically irreducible residually ra-
tional ring. Let I and J be fractional ideals of R with f, f ′ in I and g, g′ in J .
Suppose that v(f)⊗ v(g) = v(f ′)⊗ v(g′) in v(I)⊗v(R) v(J). Then
f ⊗ g = uf ′ ⊗ g′ +
∑n
i=1 ai ⊗ bi ∈ I ⊗R J
where u is a unit, each ai is in I and each bi is in J such that v(aibi) > v(fg).
Proof. Suppose that v(f) = v(f ′) + s for some s in v(R). Let r be in R such that
v(r) = s. By Remark 2.2 (2) there are units u and u′ such that v(f − urf ′) > v(f)
and v(rg − u′g′) > v(g′). Since
f ⊗R g = uu
′f ′ ⊗ g′ + (f − urf ′)⊗R g + uf ⊗ (rg − u
′g′),
it follows that the result holds in this special case. Similarly the result holds when
v(f) + s = v(f ′).
In general we may choose sequences f1, . . . , fn and g1, . . . , gn with f = f1, g = g1,
f ′ = fn and g
′ = gn such that for all i, v(figi) = v(fg) and there exists an element
si in v(R) where either v(fi) = v(fi+1)+si or v(fi)+si = v(fi+1). Now the general
result follows by induction from the elementary case. 
Lemma 2.13. Let R be a one-dimensional analytically irreducible residually ra-
tional ring. Let I and J be fractional ideals of R and let γ =
∑n
i=1 fi ⊗ gi be an
element of T(I ⊗R J). If
v(figi) > 2F + 2 +min(v(I)) + min(v(J))
for all i, then γ = 0.
Proof. Let x be in I and y be in J such that v(x) and v(y) are minimal. If
v(fi) < F + 1 + v(y), then v(gi) > F + 1 + v(y) and gi = riy for some ri in n
F+1.
By Remark 2.2 (1) we have that ri is in R, so fi ⊗ gi = fi ⊗ riy = rifi ⊗ y. Since
v(rifi) > F +1+ v(x), we may write γ as
∑n
i=1 f
′
i ⊗ g
′
i where v(f
′
i) > F +1+ v(x)
for all i. For each i there exists r′i in n
F+1 such that f ′i = r
′
ix. Thus
γ =
∑n
i=1 f
′
i ⊗ g
′
i =
∑n
i=1 r
′
ix⊗ g
′
i = x⊗
∑n
i=1 r
′
ig
′
i.
Thus 0 = π(γ) = x
∑n
i=1 r
′
ig
′
i; hence γ = x⊗
∑n
i=1 r
′
ig
′
i = 0. 
Proposition 2.14. Let R be a one-dimensional analytically irreducible residually
rational ring. Let I and J be fractional ideals of R. Then
λR(T(I ⊗R J)) 6 τ(v(I), v(J)) − |v(IJ)(v(I) + v(J))|.
Proof. For any integer c let
Mc := {
∑n
i=1 ai ⊗R bi ∈ I ⊗R J | v(aibi) > c} and Nc := {x ∈ IJ | v(x) > c}.
Let z = 2F + 2 + min(v(I)) + min(v(J)). Let M := Mz and N := Nz. Clearly
π(M) ⊆ N . Lemma 2.13 implies that M ∩ T(I ⊗ J) = 0. Therefore, π|M is
injective. Let x be an element of N . Then x = fg with f in nF+1+v(I) ⊆ I and g in
n
F+1+v(J) ⊆ J . Since f ⊗ g is in M and π(f ⊗ g) = x, it follows that π|M :M → N
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is an isomorphism. Let π : (I ⊗R J)/M → (IJ)/N be the map induced from
π : I ⊗R J → IJ . The next inequality follows from Lemma 2.12.
λR(Mc/Mc+1) 6 |{a⊗ b ∈ v(I) ⊗v(R) v(J) : a+ b = c}|
=
{
τc(v(I), v(J)) + 1 if c ∈ v(I) + v(J)
0 if c /∈ v(I) + v(J)
Note that τc(v(I), v(J)) = 0 if c is not in v(I) + v(J) or c > z. Therefore
λR((I ⊗R J)/M) =
∑
c<z λR(Mc/Mc+1)
6
∑
c<z
c∈v(I)+v(J)
τc(v(I), v(J)) + 1
= τ(v(I), v(J)) + |(v(I) + v(J))v(N)|.
This explains the fourth step in the next sequence.
λR(T(I ⊗ J))
(1)
= λR(ker(π))
(2)
= λR(ker(π))
(3)
= λR((I ⊗R J)/M)− λR((IJ)/N)
(4)
6 τ(v(I), v(J)) + |(v(I) + v(J))v(N)| − λR((IJ)/N)
(5)
= τ(v(I), v(J)) + |(v(I) + v(J))v(N)| − |v(IJ)v(N)|
(6)
= τ(v(I), v(J)) − |v(IJ)(v(I) + v(J))|.
The first step comes from the discussion at the beginning of Section 1. The second
step follows from the fact that π maps M isomorphically onto N . The third step
follows from surjectivity of π. The fifth step is given by the equality λR((IJ)/N) =
|v(IJ)v(N)| from Remark 2.3. The last step is straightforward, and the result
follows. 
The next example shows that the inequality in Proposition 2.14 can be strict.
Example 2.15. Let R = k[t4, t5, t6](t4,t5,t6). Let I = (t
4, t5) and J = (t4, t5 + t7)
be fractional ideals of R. Notice that v(I) = v(J) = {4, 5, 8,→}. When z 6= 9, 16
we have τz(v(I), v(J)) = 0. Also v(I) ⊗v(R) v(J) has exactly two elements in
degree 9 and in degree 16. Thus τ(v(I), v(J)) = 2. Specifically 5 ⊗ 4 6= 4 ⊗ 5 in
v(I)⊗v(R) v(J) and 12⊗ 4 = 8⊗ 8 = 4⊗ 12 6= 11⊗ 5 = 5 ⊗ 11 in v(I) ⊗v(R) v(J).
We have v(IJ) = {8,→} and v(I) + v(J) = {8, 9, 10, 12,→}. Therefore
|v(IJ)(v(I) + v(J))| = |{11}| = 1.
It follows from Proposition 2.14 that
λ(T(I ⊗R J)) 6 τ(v(I), v(J)) − |v(IJ)(v(I) + v(J))| = 2− 1 = 1.
In this case it turns out that the inequality is strict and λ(T(I ⊗R J)) = 0. The
difference can be accounted for by the relation t4 ⊗ t12 − t5 ⊗ t11 = 0. Specifically
t4 ⊗ t12 = t4 ⊗ (t10 + t12)− t4 ⊗ t10 = t9 ⊗ (t5 + t7)− t10 ⊗ t4
= t5 ⊗ (t9 + t11)− t5 ⊗ t9 = t5 ⊗ t11.
Proposition 2.16. Let R be a one-dimensional analytically irreducible residually
rational ring with maximal ideal m = (tn1 , . . . , tne) and let R′ be a Zn standard
graded k-subalgebra of k[x1, . . . , xn]. Let I and J be monomial fractional ideals
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of R. Let I ′ and J ′ be finitely generated monomial fractional ideals of R′. Then
λR(T(I ⊗R J)) = τ(v(I), v(J)) and λR(T(I ′ ⊗R′ J ′) = τ(deg(I ′), deg(J ′)).
Proof. Let I = (ta1 , . . . , tam). By Propositions 2.11 and 2.14 we have the inequali-
ties λR(T(I ⊗R J)) 6 τ(deg(I), deg(J)) and λR(T(I ′⊗R′ J ′)) 6 τ(v(I ′), v(J ′)). By
Theorem 1.3 we have
M :=
∑
i<j(t
aiJ ∩ tajJ)(ei − ej)∑
i<j(t
aiR ∩ tajR)J(ei − ej)
∼= T(I ⊗R J).
For each z in deg(IJ) choose hz such that z− ahz is an element of deg(J). Then t
z
is an element of tahz J . If we take the quotient of M by all of the distinct non-zero
elements of the form tz(ei − ehz) starting with z as large as possible and letting z
decrease, then at each stage the length of the quotient decreases. Thus λR(M) is
at least the number of elements of this type. Consider the following equivalences.
tz(er − es) ∈
∑
i<j(t
aiJ ∩ tajJ)(ei − ej) ⇐⇒ z ∈ (ar + v(J)) and z ∈ (as + v(J))
⇐⇒ ar ⊗ (z − ar), as ⊗ (z − as) ∈ v(I)⊗ v(J)
Suppose that tz(er − es) is an element of
∑
i<j(t
aiR ∩ tajR)J(ei − ej). Then
there exists a sequence r = i1, i2 . . . , ih = s such that t
z is in (taijR ∩ taij+1R)J
for j = 1, . . . , h− 1; hence there exist b1, . . . , bh−1 in deg(J) such that z − bj is an
element of (aij + deg(R)) ∩ (aij+1 + deg(R)). Thus
aij ⊗ (z − aij ) = (z − bj)⊗ bj = aij+1 ⊗ (z − aij+1 ) for j = 1, . . . , h− 1.
Thus ar⊗ (z− ar) and as⊗ (z− as) represent the same element in v(I)⊗v(R) v(J).
It follows that for a given z in v(IJ) the number of distinct non-zero elements in
M of the form tz(ei − ehz) is at least
|{ai ⊗ (z − ai) ∈ v(I) ⊗ v(J)}| − 1 = τz(v(I), v(J)).
Thus
λR(T(I ⊗R J)) = λR(M) >
∑
z∈Z τz(v(I), v(J)) = τ(v(I), v(J)).
A similar argument shows that λR(T(I
′ ⊗R′ J ′)) > τ(deg(I ′), deg(J ′)). 
3. Hypersurfaces
In this section we fix relatively prime integers a and b such that b > a > 1.
Let Z := Z2/(b,−a)Z be the quotient group of Z2. For any point (x, y) in Z2 let
(x, y) in Z denote the coset containing the point (x, y). Let ψ : Z → Z be the
group isomorphism defined by ψ((x, y)) := ax + by. Since ψ is an isomorphism,
it establishes an equivalence between sub-semigroups of Z and sub-semigroups of
Z. Let S = 〈a, b〉. Then SZ := ψ−1(S) is the sub-semigroup of Z generated by
ψ−1(0) = (0, 0), ψ−1(a) = (1, 0) and ψ−1(b) = (0, 1). Given a relative ideal A of S
we denote the relative ideal ψ−1(A) of SZ by AZ .
The set
B(AZ) := {(x, y) ∈ AZ | (x− 1, y − 1) /∈ AZ}
will be referred to as the boundary of AZ . The Apery set of A for some n in S is
the set Ap(A, n) := {a ∈ A| a− n /∈ A}. Note that B(AZ) = ψ
−1(Ap(A, a+ b)).
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Example 3.1. Let S = 〈5, 7〉 and A = (17, 21, 25). The generators of AZ are
ψ−1(17) = (2, 1), ψ−1(21) = (0, 3) and ψ−1(25) = (5, 0). We represent Z on a
section of the lattice in the plain which depicts Z2. The region depicted below
extends infinitely between the parallel lines. Two points in Z2 are equivalent when
they differ by an integer multiple of the vector v = (7,−5). Every point in Z2 is
uniquely equivalent to one of the points in the region below. We represent each
element of AZ with a •, each element of SZAZ with a ◦ and each element of
ZSZ with a ” · ”.
• •
• • • •
• • • • • • •
• • • • • • • •
• • • • • • • • • •
• • • • • • • • • • •
•
✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟
✟
DD✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟
• • • • • • • • • •
• • • • • • • • • •
· • • • • • • • • • •
· · ◦ ◦ • • • • • • •
❊
v
❊❊
❊❊
❊❊
❊❊
""❊
❊❊
❊❊
❊❊
❊❊
· · ◦ ◦ • • • • • •
· · · ◦

◦ ◦ ◦ ◦ • • •
✟
✟
✟
✟
✟
✟
✟
✟
DD✟
✟
✟
✟
✟
✟
✟
✟
· · · · · · · · · · ·
· · · · · · · · · ·
· · · · · · · ·
· · · · · · ·
· · · ·
· ·
Notation 3.2. Given a relative ideal A of S. The unique minimal generating
sets for AZ and A are Gen(AZ) = {(x, y) ∈ AZ | (x− 1, y), (x, y − 1) /∈ AZ} and
Gen(A) = {z ∈ A| z − a, z − b /∈ A} respectively.
Definition 3.3. A path γ : [0, 1]→ R/Z is positively oriented if there is a strictly
increasing continuous map γ′ : [0, 1]→ R such that γ is the composition of γ′ with
the natural surjection R→ R/Z. We define a negatively oriented path analogously.
Let v = (b,−a) be a vector and let ϕ : Z → R/Z be the map given by
ϕ((x, y)) :=
bx− ay
a2 + b2
+ Z =
(x, y) · v
|v|2
+ Z.
In particular ϕ sends the elements of B(AZ) (resp. Gen(AZ)) to distinct elements
of R/Z. Therefore, the elements of B(AZ) are cyclically ordered by the order that
their images occur when traversing R/Z in the positively oriented direction.
Let p and q be generators of AZ . We say that q follows p and that p precedes
q in Gen(AZ) (resp. B(AZ)) if ϕ(p) is the next element of ϕ(Gen(AZ)) to occur
after ϕ(q) when traversing R/Z in the positively oriented direction.
Definition 3.4. The closed interval [p, q]A ⊆ B(AZ) is the set of all elements in
B(AZ) that successively follow one another in B(AZ) starting with p up to and
including q. Similarly we define the open interval (p, q)A := [p, q]A{p, q}, and the
half open intervals (p, q]A := [p, q]A{p} and [p, q)A := [p, q]A{q}.
Definition 3.5. Let MaxB(AZ) = {(x, y) ∈ B(AZ)| (x − 1, y), (x, y − 1) ∈ AZ}.
In the next example one should reference the diagram in Example 3.1 for clarity.
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Example 3.6. Let S = 〈5, 7〉 and A = (17, 21, 25) be the same as in Example 3.1.
Then the cyclically ordered elements of Gen(AZ) are (0, 3), (2, 1) and (5, 0). The
set of maximal elements of the boundary is MaxB(AZ) = {(0, 5), (2, 3), (5, 1)}. The
cyclically ordered elements of the boundary B(AZ) are
(0, 5), (0, 4), (0, 3), (1, 3), (2, 3), (2, 2), (2, 1), (3, 1), (4, 1), (5, 1), (5, 0) and (6, 0).
Notice that we do not mention (7, 0), since (7, 0) = (0, 5). Also we could have chosen
to begin this list with any of the elements since the ordering is cyclic. Lastly the
interval [(5, 1), (1, 3)]A = {(5, 1), (5, 0), (6, 0), (0, 5), (0, 4), (0, 3), (1, 3)}.
Lemma 3.7. Let A be a relative ideal of S = 〈a, b〉. Let Gen(AZ) = {p1, . . . , pn}
such that pi+1 follows pi in Gen(AZ) for all i in Z/nZ. Then we may choose
ordered integers x1 < x2 < . . . < xn < x1 + b and y1 > . . . > yn > y1 − a such that
pi = (xi, yi).
Proof. Choose integers x1 and y1 such that p1 = (x1, y1). For each generator pi of
AZ choose integers x
′
i and y
′
i such that pi = (x
′
i, y
′
i). Then pi = (x
′
i + nb, y
′
i − na)
for any integer n. There exists a unique integer ni such that x1 6 x
′
i+nib < x1+ b.
Let xi = x
′
i + nib and yi = y
′
i − nia. For some pair i, j if xi = xj , then it follows
that either pi is in pj + SZ or pj is in pi + SZ . Since the pi are distinct generators,
it follows that in this case i = j; hence the xi are unique. Now permute the labels
x2, x3, . . . , xn and apply the same permutation to the labels y2, y3, . . . , yn so that
x1 < x2 < . . . < xn < x1 + b.
For i = 2, . . . , n we have xi > xi−1 and (xi, yi) is not in (xi−1, yi−1) + AZ .
Therefore yi < yi−1. Assume that yn 6 y1−a. Then there exists a positive integer ℓ
such that y1−a < yn+ℓa 6 y1. It follows that (x1, y1) is in (xn − ℓb, yn + ℓa)+SZ =
(xn, yn) + SZ . This contradicts the minimality of the generators; hence
y1 > y2 > . . . > yn > y1 − a.
It follows from the ordering on the elements xi and the yi that
x1b− y1a
a2 + b2
< · · · <
xnb− yna
a2 + b2
<
(x1 + a)b− (y1 − b)a
a2 + b2
=
x1b− y1a
a2 + b2
+ 1.
Therefore, (x1, y1), . . . , (xn, yn) occur one after another in the cyclic ordering on
Gen(AZ). Thus the permutation we applied to the labels x2, . . . , xn was the trivial
permutation, and the result follows. 
Theorem 3.8. Let A and B be non-principal relative ideals of S = 〈a, b〉. Then,
τ(A,B) + |{z ∈ Z| τz(A,B) 6= 0}| > µ(A)µ(B),
and it follows that τ(A,B) > 12µ(A)µ(B).
We will postpone the proof of Theorem 3.8 until the end of the paper.
Corollary 3.9. Suppose that R = k[xa, xb] and that R′ is a one-dimensional ana-
lytically irreducible residually rational ring with maximal ideal m = (ta, tb) for some
t in R. Let I and J be monomial ideals of R. Let I ′ and J ′ be monomial ideals of
R′. Then λR(T(I ⊗R J)) >
1
2µ(I)µ(J) and λR(T(I
′ ⊗R′ J ′)) >
1
2µ(I
′)µ(J ′).
Proof. Apply Proposition 2.16 and Theorem 3.8. 
16 MICAH J. LEAMER
4. The inverse of an ideal
Definition 4.1. Let S be a numerical semigroup with relative ideal A. The inverse
of A is the relative ideal A∗ := {z ∈ Z| z +A ⊆ S}.
Remark 4.2. Let R be a one-dimensional analytically irreducible residually ratio-
nal ring and let R′ be a k subalgebra of k[x]. Let I and J be fractional deals of R
and R′ respectively. If f is in I−1, then fI ⊆ R implies v(f)+v(I) = v(fI) ⊆ v(R).
Therefore v(f) is in v(I)∗ and v(I−1) ⊆ v(I)∗. Similarly deg(J−1) ⊆ deg(J)∗.
If (ta1 , . . . , tan) is the maximal ideal of R for some t in R and R′ is a standard
graded k-subalgebra of k[x], then v(I−1) = v(I)∗ and deg(J−1) = deg(J)∗.
However, equality does not necessarily hold in the general setting. For instance
if R = k[[t5, t7, t9]] and I = (t5, t7 + t8), then 5 is in v(I)∗ and 5 is not in v(I−1).
Remark 4.3. Let R be an analytically irreducible residually rational ring with
maximal ideal m = (tn1 , . . . , tne). If I is a monomial fractional ideal, then so is
I−1. If J is a reflexive fractional ideal, then J is monomial if and only if J−1 is
monomial.
By Remark 2.2 (1) we have that z is in v(R) if and only if tz is in R. Therefore
fI ⊆ R implies tv(f)I ⊆ R; hence if z is in v(I−1), then tz is in I−1. Let I ′ =
(tz| z ∈ v(I−1)). By Remark 2.3 we have λR(I−1/I ′) = |v(I−1) \ v(I ′)| = 0. Thus
I−1 = I ′ is monomial. When J is reflexive we get the other implication, since
(J−1)−1 = J .
Let s be an integer and let Γ be a numerical semigroup. An arithmetic-sequence
over Γ is a sequence of the form (x, x + s, x + 2s, . . . , x + ns) such that x + is is
in Γ for i = 0, . . . , n with n > 0. In this case we say that the arithmetic sequence
has n steps. Arithmetic-sequences over Γ with step size s form a semigroup. Given
arithmetic-sequences (y, y + s, . . . , y + as) and (z, z + s, . . . , z + bs) over Γ, their
sum (y, . . . , y+ as) + (z, . . . , z+ bs) := (y+ z, y+ z + s, . . . , y+ (a+ b)s) is also an
arithmetic-sequence over Γ. We will say that an arithmetic-sequence is irreducible
when it does not factor as the sum of two arithmetic-sequences. The following result
is stated for semigroup rings but an almost identical proof yields a similar result for
two-generated monomial ideals over analytically irreducible residually rational rings
and also for two-generated monomial ideals over a standard graded k-subalgebra of
k[x1, . . . , xn].
Proposition 4.4. Let Γ be a numerical semigroup. Let I ∼= (1, xs) be a fractional
ideal of k[Γ], for some field k and s in N. Then the length of T(I ⊗k[Γ] I
∗)) is equal
to the number of irreducible arithmetic-sequences in Γ of the form (x, x+s, x+2s).
Proof. By Lemma 1.9, T(I ⊗k[Γ] I
∗) ∼=
(I2)−1
(I−1)2 . Therefore by Remark 2.4 we have
λR(T(I ⊗k[Γ] I
∗)) = | deg((I2)−1) \ deg(I−1)2)|. Note that deg(I−1) = (0, s)∗ is
the set of z such that (z, z+ s) is an arithmetic-sequence in Γ. Also deg((I2)−1) =
(0, s, 2s)∗ is the set of z such that (z, z+s, z+2s) is an arithmetic sequence in Γ. We
have that deg((I−1)2) = (0, s)∗+(0, s)∗ is the set of sums y+ z such that (y, y+ s)
and (z, z + s) are arithmetic- sequence in Γ. Thus deg((I2)−1) \ deg((I−1)2) is the
set of x such that (x, x + s, x + 2s) is an irreducible sequence in Γ, and the result
follows. 
Lemma 4.5. Let R be a one-dimensional Gorenstein domain. Let I and J be
fractional ideals of R with I ⊆ J . Then λR(I
−1/J−1) = λR(J/I).
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Proof. Applying HomR(−, R) to the sequence 0 → I → J → J/I → 0 we get the
exact sequence (J/I)∗ → J∗ → I∗ → Ext1R(J/I,R) → 0. Since J/I is torsion
and R is torsion-free, (J/I)∗ = 0; hence I−1/J−1 ∼= I∗/J∗ ∼= Ext1R(J/I,R). Let
E =
⊕
m∈m-spec(R) ER(R/m) where ER(R/m) is the injective hull of R/m. Then
R → K → E → 0 is a minimal injective resolution of R. Applying HomR(R/I,−)
we get the exact sequence
HomR(J/I,K)→ HomR(J/I, E)→ Ext
1
R(J/I,R)→ Ext
1
R(J/I,K).
Since K is injective, Ext1R(J/I,K) = 0. Since J/I is torsion, HomR(J/I,K) = 0.
Thus HomR(J/I, E) ∼= Ext
1
R(J/I,R)
∼= I−1/J−1. Since Matlis duality preserves
length, the result follows. 
Definition 4.6. A numerical semigroup S is symmetric when S = {z| F − z /∈ S}.
In [Ku] E. Kunz showed that a one-dimensional analytically irreducible residually
rational ring R is Gorenstein if and only if the semigroup v(R) is symmetric. The
following result enriches this theory by extending the result to ideals.
Proposition 4.7. Let R be a one-dimensional analytically irreducible residually
rational Gorenstein ring. Let I be a fractional ideal of R. Then
v(I)∗ = v(I−1) = {z| F − z /∈ v(I)}.
Proof. Let x be an element of I−1{0}. Then J := xI ⊂ R. Let z be in v(J−1).
Then there exists f in J−1 such that v(f) = z. Let g be an element of K such
that v(g) = F − z. Since v(fg) = F , it follows that fg is not in R. Since g
is not in J whenever v(g) = F − z we have that F − z is not in v(J). Thus
v(J−1) ⊆ {z| F − z /∈ v(J)}.
This implies the inclusion {F − z ∈ v(R)| z ∈ v(J−1)} ⊆ v(R)v(J), which
explains the fifth step below.
λR(R/J)
(1)
= λR(J
−1/R)
(2)
= |v(J−1)v(R)|
(3)
= |{F − z ∈ Z| z ∈ v(J−1) and z /∈ v(R)}|
(4)
= |{F − z ∈ v(R)| z ∈ v(J−1)}|
(5)
6 |v(R)v(J)|
(6)
= λR(R/J)
The first step is given by Lemma 4.5. The second and last equalities are from
Remark 2.3. The third step is elementary, and the fourth equality is from [Ku,
Theorem].
It follows that v(R) \ v(J) = {F − z ∈ v(R)| z ∈ v(J−1)}. If F − z is not
an element of v(R), then F − z is not in v(J) and z is in v(R) ⊆ v(J−1). Thus
Z\v(J) = {F −z ∈ Z| z ∈ v(J−1)}, and it follows that v(J−1) = {z| F −z /∈ v(J)}.
As v(I) = v(J)− v(x) and v(I−1) = v(J−1) + v(x), we have
v(I−1) = {z| F − z /∈ v(I)}.
There exists a monomial ideal I ′ over a one-dimensional analytically irreducible
residually rational ring R′ ⊆ R such that v(R) = v(R′) and v(I) = v(I ′). Thus
v(I)∗ = v(I ′)∗ = v(I ′−1) = {z| F − z /∈ v(I ′)} = {z| F − z /∈ v(I)} = v(I−1). 
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Theorem 4.8. Let S = 〈a, b〉 be a hypersurface numerical semigroup and let A
be a relative ideal of S. Let Gen(AZ) = {p1, . . . , pn} such that pi+1 follows pi in
Gen(AZ) for all i in Z/nZ. Choose integers x1 < x2 < . . . < xn < x1 + b and
y1 > y2 > . . . > yn > y1 − a such that pi = (xi, yi). Then A∗ = (−ax1 − byn, ab −
axi+1 − byi| i = 1, . . . , n− 1).
Proof. The diagram below illustrates points in Z2 that represent elements of AZ .
r r
mn
r
...
...
r r
··
·
r
p1
r · · ·
· · ·
r r
m1
r
...
...
r r
··
·
r
p2
r · · ·
· · ·
r r
m2
r
. . . . . .
r r
mn−1
r
...
...
r r
··
·
r
pn
r · · ·
· · ·
r r
mn
r
...
...
r r
··
·
r
p1
r · · ·
· · ·
r r
m1
r
The coset representatives of pi are labeled by pi. Similarly the elements of Z
2
labeled by m1, . . . ,mn correspond to the elements of MaxB(AZ).
Let (x1, y1) be a point in Z
2 such that p1 = (x1, y1). Consider the rectangle whose
corners are (x1, y1) and (x1+ b, y1− a), which are adjacent coset representatives of
p1. Then for each i in {2, . . . , n} there is a unique point (xi, yi) inside the rectangle
that is a coset representative pi. The ordering on the integers xi and yi follows from
Lemma 3.7. For all i in Z/nZ any point labeled mi has the same x-position as the
point labeled pi+1 below it and the same y-position as the point labeled pi to its
left. It follows that mi = (xi+1, yi) for i = 1, . . . , n− 1 and that mn = (x1 + b, yn).
Note that F = ab − a− b and ψ−1(F ) = (b− 1,−1). By Proposition 4.7, A∗ =
{F − z ∈ Z| z /∈ A}; hence A∗Z = {(b− 1,−1)− p ∈ Z| p /∈ AZ}. The generators of
A∗Z are the elements (b− 1,−1)−p such that p is not in AZ and p+(0, 1) and p+(1, 0)
are in AZ . These are elements of the form (b− 1,−1)−p such that p = mi− (1, 1).
Thus Gen(A∗Z) consists of the elements (b − 1,−1) − (mi − (1, 1)) = (b, 0) − mi
for i = 1, . . . , n. For i = 1, . . . , n − 1 we have ψ((b, 0) −mi) = ψ(b − xi+1,−yi) =
ab− axi+1 − byi and ψ((b, 0)−mn) = ψ(−x1,−yn) = −ax1 − byn. 
Proposition 4.9. Suppose that R = k[xa, xb] or that R is a one-dimensional an-
alytically irreducible residually rational ring with maximal ideal m = (ta, tb). Let I
be monomial ideal of R. Then I ⊗R I∗ has a minimal generating set such that at
least 2µ(I)− 2 of the generators are torsion elements.
Proof. Let A equal v(I) or deg(I) depending on our choice of R. By Theorem
4.8 we have A∗ = (−ax1 − byn, ab − axi − byi−1| i = 2, . . . , n) for some integers
x1 < . . . < xn < x1 + b and y1 > . . . > yn > y1 − a. Notice that (−ax1 − byn) +
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(ax1+by1) = b(y1−yn) and (ab−axi−byi−1)+(axi+byi) = b(a−(yi−1−yi)). The
fractional ideal (b(y1 − yn), b(a − (yi−1 − yi))| i = 2, . . . , n) is principal. Similarly
(−ax1 − byn) + (axn + byn) = a(xn − x1), (ab − axi − byi−1) + (axi−1 + byi−1) =
a(b− (xi − xi−1)) and (a(xn − x1), a(b− (xi − xi−1))| i = 2, . . . , n) is principal. It
follows that there exist at least 2n − 2 elements of Gen(A) + Gen(A∗), which are
not in Gen(A + A∗). Consequently, at least 2n − 2 of the generators of I ⊗R I−1
are in the kernel of the map π : I ⊗R I−1 → II−1. Since ker(π) = T(I ⊗R I−1), the
result follows. 
Question 4.10. Suppose that R is a one-dimensional hypersurface domain and
that M is rank r torsion-free R-module. Considering Propostion 4.9 and the fact
that T(M ⊗R M∗) 6= 0 when M is not free, we are led to the following question.
Does the inequality µ(T(M ⊗R M∗) > 2(µ(M) − r) hold in general? A positive
answer in the case where M is graded or simply an ideal would also be interesting.
Proof of Theorem 3.8. Fix generating sets Gen(A) = {a1, . . . , am} and Gen(AZ) =
{p1, . . . , pm} such that ψ(pi) = ai and pi+1 follows pi in Gen(AZ) for all i in Z/mZ.
Also let Gen(B) = {b1, . . . , bn} and Gen(BZ) = {q1, . . . , qn} such that ψ(qj) = bj
and qj+1 follows qj in Gen(BZ) for all j in Z/nZ.
We define a function δ : Z/mZ× Z/nZ→ A⊗S B and show that it is injective.
Since δ is injective, we have
|δ−1(χ−1(z))| 6 |χ−1(z)| 6 τz(A,B) + 1.
Furthermore we show that for all c⊗ d in Im(δ) there exist distinct elements e⊗ f
and c ⊗ d in A ⊗S B with c + d = e + f . Therefore for all z ∈ Im(δ) we have
τz(A,B) 6= 0. Let H = {z ∈ Z| τz(A,B) 6= 0}. From this we deduce the statement
of the Theorem:
τ(A,B) + |H | =
∑
z∈H τz(A,B) + 1 >
∑
z∈H |δ
−1(χ−1(z))| = µ(A)µ(B).
Since τ(A,B) > |H |, it follows that τ(A,B) > 12µ(A)µ(B).
In each of the following six cases we assume conditions on elements (i, j) in
Z/mZ× Z/nZ. In each case we assume that none of the previous cases occurs.
Case 1: Suppose ai + bj is not an element of Gen(A + B). Then there exists
u 6= i and v 6= j such that ai + bj = au + bv + s for some s in S. Since ai and bj
are minimal generators, it follows that δ(i, j) := ai ⊗ bj 6= au ⊗ (bv + s) in A⊗S B.
For the remainder of the proof suppose that ai+ bj is an element of Gen(A+B).
Let C be the relative ideal generated by Gen(A+B){ai + bj}.
Case 2: Suppose there exists (u, v) 6= (i, j) such that au + bv is not in C. In
this case au + bv = ai + bj + s for some s in S. Let δ(i, j) = ai ⊗ (bj + s). Since au
and bv are minimal generators, we have that au ⊗ bv 6= ai ⊗ (bj + s) in A⊗S B.
Fix g and h such that pg + qh precedes pi + qj in Gen(AZ +BZ).
Case 3: Suppose g 6= i and h 6= j. Choose integers x1, x2, y1 and y2 with
x1 < x2 < x1 + b and y1 > y2 > y1 − a, such that pg + qh = (x1, y1) and
pi + qj = (x2, y2). Then m := (x2, y1) is in MaxB(AZ +BZ). Let c = x2 − x1 and
d = y1 − y2. Then ψ(m) = ag + bh + ca = ai + bj + db.
The following graph illustrates the relative positions of the elements (x1, y1) and
(x2, y2) in the plain. Each point is labeled both by its coordinates and by the
element of Z that it represents.
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r
(x1, y1)
pg + qh
r
(x2, y1)
m
r
(x2, y2)
pi + qj
We wish to show that ag ⊗ (bh + ca) 6= ai ⊗ (bj + db) in A⊗S B. We claim that
none of the elements of the form pu + qh with u 6= g or pg + qv with v 6= h are on
the interval [pg + qh, pi + qj ]A+B; see Definition 3.4. None of these elements are
on the interval (m, pi + qj ]A+B because otherwise we would be in Case 2. By the
minimality of the generating sets, it follows that pu is not in pg + SZ and qv is not
in qh + SZ . Therefore, pu + qh and pg + qv are not in pg + qh + SZ . It follows that
none of the elements in question are on the interval [pg + qh,m]A+B. From this we
conclude that ag ⊗ (bh + ca) 6= au ⊗ (bh + s) and ag ⊗ (bh + ca) 6= ag ⊗ (bv + s) for
any u 6= g, v 6= h and s in S. Consequently,
δ(i, j) := ai ⊗ (bj + db) 6= ag ⊗ (bh + ca) ∈ A⊗S B.
Fix ℓ and r such that pℓ + qr follows pi + qj in Gen(AZ +BZ).
Case 4: Suppose that ℓ 6= i and r 6= j. Then there exist positive integers c and
d simultaneously minimal such that ai + bj + ca = aℓ + br + db. The proof that
δ(i, j) := ai ⊗ (bj + ca) 6= aℓ ⊗ (br + db) ∈ A⊗S B
mirrors the argument in Case 3.
Case 5: Suppose g = i. Since A+B is not principle, it follows that h 6= j. We
will show that h = j − 1. The elements pi + qh, pi + qj−1 and pi + qj are minimal
generators of pi +BZ . Since qj−1 precedes qj in Gen(AZ), it follows that pi + qj−1
precedes pi+qj in Gen(pi+BZ). Applying Lemma 3.7 to the generators of pi+BZ
we may choose integers xh 6 xj−1 < xj < xh+ b and yh > yj−1 > yj > yh− a such
that pi + qh = (xh, yh), pi + qj−1 = (xj−1, yj−1) and pi + qj = (xj , yj). However,
since pi+ qh precedes pi+ qj in Gen(AZ +BZ), Lemma 3.7 implies that pi+ qj−1 is
not in α+ S for any α in Gen(AZ +BZ) \ {pi + qh}; hence pi + qj−1 is an element
of pi + qh + S and h = j − 1.
Case 5.1: Suppose that pi+1 + qj−1 is an element of pi + qj + SZ . Then there
exists s in S such that ai + bj + s = ai+1 + bj−1. Since ai+1 and bj−1 are both
minimal generators, it follows that
δ(i, j) := ai ⊗ (bj + s) 6= ai+1 ⊗ bj−1 ∈ A⊗S B.
The graph below indicates the relative positions of the points involved in this
case. In general a coset representative of pi+1 + qj−1 will occur at some point in
the enclosed region below, which excludes the dashed line.
r
pi + qj−1 . . .
r
pi + qj . . .
rpi+1 + qj−1
Case 5.2: Suppose pi+1+ qj−1 is not in pi+ qj+SZ . Consider the relative ideal
DZ := (pi + qj−1, pi + qj , pi+1 + qv| v ∈ Z/nZ )
of SZ . We have that pi+qj−1, pi+qj and pi+1+qj−1 are elements of Gen(DZ) such
that pi + qj is in [pi + qj−1, pi+1 + qj−1]D. Choose z in Z/nZ such that pi+1 + qz
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is the first element of the form pi+1 + qv with v in Z/nZ to occur after pi + qj in
B(DZ). Then pi + qj is an element of [pi + qj−1, pi+1 + qz]D. Let
EZ := (pi + qj , pu + qz | u ∈ Z/mZ )
be a relative ideal of SZ . Now it follows that pi+ qj is in [pi+ qz , pi+1+ qz]E , since
the shift from ϕ(pi+1 + qz) to ϕ(pi+1 + qj−1) in R/Z is the same as the shift from
ϕ(pi + qz) to ϕ(pi + qj−1); see Definition 3.3.
We may choose integers x0 < x1 < x2 < x0 + b, and y0 > y1 > y2 > y0 − a such
that pi+ qz = (x0, y0), pi+ qj = (x1, y1) and pi+1+ qz = (x2, y2). Let m = (x2, y1),
c = x2 − x1 and d = y1 − y2. Then we define δ(i, j) = ai ⊗ (bj + ca). By our choice
of z we have pi+1 + qv is not in [pi + qj , pi+1 + qz]E for all v 6= z; hence m is not in
pi+1+qv+SZ for v 6= z. We claim thatm is not in pu+qz+SZ for u 6= i+1 consider
the following diagrams, which encompass the possible relationships between (x0, y0),
(x1, y1) and (x2, y2). The dashed line corresponds to the preimage of B(EZ) in Z2.
r
(x0, y0)
pi + qz
r
(x1, y1)
pi + qj
r
(x2, y2)
pi+1 + qz
r
m
(x2, y1)
r
(x0, y0)
pi + qz
r
(x1, y1)
pi + qj
r
m = pi+1 + qz
(x2, y1) = (x2, y2)
Since all points of the form pu+ qz with u 6= i, i+1 occur outside of the interval
[pi+qz, pi+1+qz]E , it follows that m is not in pu+qz+SZ for u 6= i+1. Therefore,
δ(i, j) = ai ⊗ (bj + ca) 6= ai+1 ⊗ (bz + db) ∈ A⊗S B.
Case 6: Suppose h = j. The construction for this case is similar to Case 5. We
get that pi−1+qj is the generator of AZ+BZ which precedes pi+qj in Gen(A+B).
Case 6.1: Suppose that pi−1 + qj+1 is an element of pi + qj + SZ . Then there
exists s in S such that ai + bj + s = ai−1 + bj+1. Also,
δ(i, j) := ai ⊗ (bj + s) 6= ai−1 ⊗ bj+1 ∈ A⊗S B.
Case 6.2: Suppose pi−1 + qj+1 is not in pi + qj + SZ . Given the relative ideal
DZ = (pi−1 + qj , pi + qj , pu + qj+1| u ∈ Z/mZ ),
choose z in Z/mZ such that pz + qj+1 is the first element of the form pv + qj+1
with v in Z/mZ to occur after pi + qj in B(DZ). Choose integers x1, x2, y1 and
y2 with x1 < x2 < x1 + b and y1 > y2 > y1 − a, such that pi + qj = (x1, y1) and
pz + qj+1 = (x2, y2). Let c = x2 − x1 and d = y1 − y2. Then
δ(i, j) := ai ⊗ (bj + ca) 6= az ⊗ (bj+1 + db) ∈ A⊗S B.
Injectivity of δ: It remains to show that δ is injective. In Case 1 we have
δ(i, j) = ai ⊗ bj 6= au ⊗ bv + s for all (u, v) in Z/mZ × Z/nZ with (u, v) 6= (i, j)
and s in S. Therefore, δ−1(ai ⊗ bj) = {(i, j)}. In Cases 2, 4, 5 and 6 we have
shown that δ(i, j) = ai ⊗ (bj + s) such that there are integers x1 < x3 6 x2 and
y1 > y2 > y3 > y1 − a where pg + qh = (x1, y1), ψ−1(ai + bj + s) = (x2, y2) and
pi + qj = (x3, y3). The following graph illustrates the relationship of these points.
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r
pg + qh
(x1, y1)
r
pi + qj
(x3, y3)
r
ψ−1(ai + bj + s)
(x2, y2)
Since the rectangular regions represented above containing are non-overlapping as
(i, j) varies, it follows that if (i, j) and (i′, j′) are distinct and each fit the criteria
for either Case 2, 4, 5 or 6, then
ψ−1 ◦ χ ◦ δ(i, j) 6= ψ−1 ◦ χ ◦ δ(i′, j′);
hence δ(i, j) 6= δ(i′, j′). When (i, j) is in Case 3 and (i′, j′) is not in Case 1, if
ψ−1 ◦ χ ◦ δ(i, j) = ψ−1 ◦ χ ◦ δ(i′, j′),
then (i′, j′) is in Case 4 and (i′, j′) = (g, h), where pg + qh precedes pi + qj in
B(AZ +BZ). In this case we have shown that
δ(i, j) = ai ⊗ (bj + db) 6= ag ⊗ (bh + ca) = δ(g, h).
Therefore, δ is injective and the result follows. 
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