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============
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The importance and the usefulness of these inequalities could never have been overestimated. Connected with Hardy's inequality, the following two inequalities frequently appeared in the literature. See \[[@CR2], [@CR3]\], and \[[@CR4]\].

Theorem 1.1 {#FPar1}
-----------

(Polya--Knopp inequality)
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Theorem 1.2 {#FPar2}
-----------

(Carleson's inequality)
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As we shall see in Sect. [3.2](#Sec7){ref-type="sec"}, the following can be derived from ([1.4](#Equ4){ref-type=""}) for any measurable $\documentclass[12pt]{minimal}
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The discrete version of inequality ([1.3](#Equ3){ref-type=""}) is known as Carleman's inequality \[[@CR5]\]. Equation ([1.3](#Equ3){ref-type=""}) is a special case of ([1.5](#Equ5){ref-type=""}), and ([1.5](#Equ5){ref-type=""}) can be regarded as a special case of ([1.4](#Equ4){ref-type=""}).

The goal of this note is to complete the following diagram by finding "([2.1](#Equ6){ref-type=""})", which gives ([1.2](#Equ2){ref-type=""}) in the same manner as ([1.4](#Equ4){ref-type=""}) gives ([1.5](#Equ5){ref-type=""}) as a special case. This will be done in Sect. [2.1](#Sec3){ref-type="sec"}.

An inequality of Carleson type {#Sec2}
==============================

There are a lot of different ideas in the literature for the proof of Hardy's inequality. With the special property of the mean $\documentclass[12pt]{minimal}
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The following theorem is a straightforward consequence of Minkowski's inequality which comes from the convexity. It verifies Hardy's inequality ([1.2](#Equ2){ref-type=""}) as we shall see in Sect. [3.1](#Sec6){ref-type="sec"}.

### Theorem 2.1 {#FPar3}
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### Proof {#FPar4}
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Remarks {#Sec4}
-------
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Relations between inequalities {#Sec5}
==============================

In this section, we explain the relationship between inequalities ([1.1](#Equ1){ref-type=""})--([1.5](#Equ5){ref-type=""}) and ([2.1](#Equ6){ref-type=""}).

Hardy's inequality ([1.2](#Equ2){ref-type=""}) follows from ([2.1](#Equ6){ref-type=""}) {#Sec6}
---------------------------------------------------------------------------------------

It is simple to see that Hardy's inequality ([1.2](#Equ2){ref-type=""}) follows immediately from our Theorem [2.1](#FPar3){ref-type="sec"}.
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Inequality ([1.5](#Equ5){ref-type=""}) follows from Carleson's inequality ([1.4](#Equ4){ref-type=""}) {#Sec7}
-----------------------------------------------------------------------------------------------------

It is also simple to see that inequality ([1.5](#Equ5){ref-type=""}) follows from Carleson's inequality ([1.4](#Equ4){ref-type=""}).
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Remarks {#Sec8}
-------
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                \begin{document}$f^{\frac{1}{p}}$\end{document}$ first) represents ([1.3](#Equ3){ref-type=""}), and the same limit case of ([1.2](#Equ2){ref-type=""}) represents ([1.5](#Equ5){ref-type=""}). We can summarize the relations between ([1.1](#Equ1){ref-type=""})∼([1.5](#Equ5){ref-type=""}) and ([2.1](#Equ6){ref-type=""}) as the diagram at the end of Sect. [1](#Sec1){ref-type="sec"}.Minkowski's inequality appeared in 1896 \[[@CR6]\] (see Minkowski's posthumous \[[@CR7]\]) and was expanded to the integral form in the context of $\documentclass[12pt]{minimal}
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                \begin{document}$L^{p}$\end{document}$ space in 1910 \[[@CR8]\], while Hardy's inequality appeared, and was verified and extended in 1920 \[[@CR9]\], 2025 \[[@CR10]\], and 1928 \[[@CR1]\], respectively.

Conclusion {#Sec9}
==========

From the observation that the Polya--Knopp inequality is a limit version of Hardy's inequality and Carleson's inequality verifies Polya--Knopp inequality as a special case, an inequality verifying Hardy's inequality by the same pattern was called for. In Theorem [2.1](#FPar3){ref-type="sec"}, the main result of this article, we give such an inequality: inequality ([2.1](#Equ6){ref-type=""}).

A simple application of Minkowski's inequality proved Theorem [2.1](#FPar3){ref-type="sec"}. In view of Section [3.3](#Sec8){ref-type="sec"} Remarks (2), it seems that there should have been an easy proof of Hardy's inequality in terms of Minkowski's inequality early in the literature.
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