Abstract. The usability of Application Programming Interfaces (APIs) is one of the main factors defining the success of a software based framework. Research in the area of human computer interaction (HCI) currently mainly focuses on end-user usability and only little research has been done regarding the usability of APIs. In this paper, we present a methodology on how to use and combine HCI methods with the goal to evaluate the usability of APIs. The methodology consist of three phasesa heuristic evaluation, a developer workshop and interviews. We setup a case-study according to the methodology, in which we are evaluating the usability of a service-oriented framework API. The goal was to explore different HCI methods and compare the applicability of such methods to find usability problems in an API. The case-study combined qualitative and quantitative methods in order to investigate the usability and intuitiveness of the API itself. It allowed us to identify relevant problem areas for usability related issues that could be mapped to specific types of HCI methods. Examples for this are e.g. structural problems, which are identified mainly in inspection methods, while problems regarding errors and exception handling are mainly identified during the hands-on example part of the developer workshops conducted. The resulting problem areas allow us to develop a first classification of API related usability problems that are making the relevancy of usability issues for APIs more explicit and applicable.
Introduction
Research in Human Computer Interaction (HCI) focuses mainly on the usability and user experience of hardware and software user interfaces. Little research has been done in methods and tools for software developers, especially when it comes to complex frameworks based on a service-oriented architecture (SOA). The developers use Application Programming Interfaces (APIs) to build rich applications with various functionalities. API is a set of reusable components such as objects, routines, or variables that provides a specific functionality. When it comes to measuring usability of an API existing methods from cognitive sciences are usually applied. Such methods are typical user tests where an end-user has to conduct a specific task or inspection methods, where experts evaluate systems based on given heuristics. Regarding the usability of APIs a number of guidelines and heuristics exist that can be used for heuristic evaluations. Such guidelines are for example elaborated by Joshua Bloch, a software engineer at Google. In his paper "How to Design a Good API and Why it Matters" he discusses insights into requirements of a good and usable API [1] . Other guidelines are given by Scaffidi [2] where he discusses a number of challenges regarding the usability of APIs. All these guidelines have been used and applied in evaluation methods stemming from the area of human computer interaction (HCI). The existing guidelines can be mapped to specific usability attributes. For example, learnability can be linked to documentation, intuitiveness to structure, or user satisfaction to future reuse. This leads to the fact that not only heuristics but also concrete measurable evaluation criteria can be extracted. We address this in the form of a workshop that combines a tutorial or course-like setup with an evaluation approach. This evaluation approach uses methods like questionnaires, think-aloud protocol, video-taking, and interviews. This results in a combined methodology providing us with deeper insight about the usability problems of an API while investigating the applicability of our approach to a SOA-based API. The findings obtained during the study allowed us to do a categorization of the problems based on the problem area targeted by the finding. It also allowed us to map the resulting outputs to particular usability methods applied in our case study in order to highlight appropriate method for different problem areas and to show how the case study covers these areas.
Related Work
In the last decade a huge effort has been made to distill common usability flaws within an API. Conducting expert evaluation and user studies have led to development of several design guidelines as well as methodologies for API evaluation. The current methodologies for API evaluation can be divided into two groups according to involvement of users: user studies and expert evaluations.
Empirical studies with real users provide a deep understanding of usability flaws in an API. However, they are hardly suitable for testing large APIs with hundreds of elements because of their high costs. According to Farooq et al. [3] other limitations are difficult recruitment of the users with specific domain knowledge, time demands, and rather slow feedback. One of the first of API user studies was conducted by McLellan et al. [4] . In this study an application example (approx. 2.300 lines) containing the studied API calls was shown to the participants, who were asked to go through it and understand it. The participants were allowed to ask questions. After the test the API was redesigned based on these questions. A quantitative approach was used in the work by Robillard [5] . A questionnairebased survey with 83 developers identified 11 categories of API learning obstacles that can be divided into five groups: Resources, Structure, Background, Technical environment, and Process.
The three studies described in the following paragraph focus on general patterns in API design. A study aiming on use of constructor parameters by Stylos et al [6] showed that developers are more effective when no constructor parameters are required. In the next study Stylos et al [7] found a large usability impact on a method placement. Ellis et al. [8] argued that the factory pattern [9] is confusing, difficult to use and should be avoided. A case study of improving an API is described by Stylos et al. [10] . They used the aforementioned general patterns as well as input from interviews with developers.
Expert evaluation methods, sometimes referred to as discount usability methods, are not as time demanding as studies with the users. In the methods an expert or evaluator analyzes the API and checks whether it is compliant with predefined set of recommendations or guidelines. The first design principles for a programming language design called "Cognitive Dimensions of Notations" was published by Green and Petre [11] in 1989. The cognitive dimensions have been successfully used for evaluating visual programming [12] as well as API design [13] . Bore and Bore [14] proposed a set of simplified API profile dimensions, namely Specificity, Simplicity, and Clarity. De Souza and Bentolila [15] focused only on complexity of APIs by automatic counting primitive elements exposed to the users. They also proposed a visualization of complexity of different parts of an API. Watson [16] proposed a heuristic to check consistency in naming conventions in a large API consisting of hundreds of elements.
An effective method for API usability testing is called API Usability Peer Reviews published by Farooq et al. [3] . They define four roles in the process: Feature owner, who determine the goals of API peer review, Feature area manager, who fill any knowledge gaps and record feedback, Usability engineer, who is responsible for evaluating the usability, and Reviewers, who are not fully familiar with the API but have some knowledge the domain. The method was compared to traditional usability test and it was found that API peer reviews are faster and less expensive, but identify lesser usability flaws and are less sensitive.
The API usability studies and personal experience with API design led to development of many API design guidelines. For example, Bloch [1] lists 39 detailed design guidelines for an API design. Scaffidi [2] , on the other hand, gives 4 general challenges of API usability and discusses strategies that designers and users developed to overcome these challenges. Henning [17] gives an detailed example of poorly designed API and discusses costs of dealing with it. He also describes and discusses 8 guidelines for a good API design. Zibran [18] gives a summary of existing design guidelines and results from studies with users. In [19] Zibran et al. identify relative significance of the design guidelines by studying usabilityrelated bug posts across five different bug repositories.
Currently the research on usability of service-oriented architecture (SOA) focuses exclusively on usability of web services. Beaton et al. [20] identify usability challenges for large SOA APIs. They also list HCI methods that can be used for evaluating SOA APIs -think-aloud protocol, expert evaluation using cognitive dimensions, and cognitive walkthrough. In Beaton et al. [21] a qualitative user study with six participants was conducted in which eight errors often made by the participants were observed. Jeong et al. [22] focused on improving documentation for an API of multiple web services. They provide 18 design guidelines for documentation of the API.
Methodology
Our methodological approach for evaluating API usability combines several usability evaluation methods. Each method has different strengths and weaknesses. It combines several methods in order to take full advantage of the strengths of each method. This combination provides an opportunity to get a big picture of the usability of the evaluated API. These may be not only problems and flaws in the code, but also conceptual and run-time problems as well as findings related to user experience. The methodology is the first step towards defining a structured process to achieve these goals.
Roles
Following roles are present in our methodological approach: Expert, Developer, and Evaluator.
(1) Experts are persons knowledgeable in the application domain with experience in the programming language of the evaluated API. They should not be fully familiar with the API. The experts are used in the first phase of the evaluation process -the heuristic evaluation.
(2) Developers are persons with experience in software development. They should be familiar with the programming language of the evaluated API, but they do not need to be familiar with the application domain. Developers are recruited to participate in the developer workshop (2nd phase of the evaluation process) and semi-structured interviews (3rd phase). The number of developers depends on the expected outcome of the evaluation. With low amount of developers mainly qualitative data can be obtained. With higher numbers we can gain quantitative data as well.
(3) Evaluators are persons who collect and analyze findings in each phase of the evaluation. They actively participate in the developer workshop and they also conduct the semi-structured interviews. The number of evaluators can vary between one to three depending on the number of developers and amount of work to be responsible for. Figure 1 depicts the process of our evaluation approach addressing the elaboration of API distinct usability problems. Further it allows us to elaborate on an API-centric classification of usability problems as described in Section 4. The process consists of five phases: (1) planning, (2) heuristic evaluation, (3) workshop with developers, where the questions, problems, and potentials are evaluated, (4) interviews with developers and (5) the final analysis. The three different evaluation methods are conducted independently and the interviews with the developers are done right after the workshop to avoid the repetition of an introduction part to the evaluated API. Phase 1: Planning. In the planning stage the evaluators define a number of experts and developers involved in the evaluation process and start recruiting them. Evaluators also decide the objectives and identify relevant parts of the API to be evaluated. They also decide logistics of the latter stages -they plan time slot for heuristic evaluation, date and place of the developer workshop and time slots for the subsequent interviews.
Process Overview
Phase 2: The heuristic evaluation takes place approximately 2-4 days before the user workshop is conducted as it can reveal potentially problematic parts of the API. The developer workshop should then focus on these parts to clarify the problems. Experts are recruited and briefed about the API to evaluate by evaluators. Each expert receives a list of heuristics used to find, analyze, and categorize problems identified with the API. The outcome of the heuristic evaluation consists of a list of problems identified with the API while the problems are categorized according to the heuristics defined before. After the evaluation the findings of all experts are collected and analyzed according to the occurrence, the severity, and the addressed usability problem.
Phase 3: The developer workshop consists of three parts -introduction, tutorials, and hands-on example. In the introduction, the application domain of the API is presented as well as the API itself. A simple "Hello world" example is shown in tutorials. After that the developers are asked to implement a component defined by evaluators using the API. When the scope of the API is too vast to be covered within one task, we suggest to provide different tasks for each developer in order to cover as much of the API as possible. The developers are also asked to note problems they struggle with in a prepared questionnaire. Besides the developers, evaluators are also present during the hands-on example.
Their role is to observe developers, log usability problems, and provide help when they struggle with a problem for too long. Video and audio is recorded during the workshop for future analysis. Demographic questionnaire, informed consent, and non-disclosure agreement forms have to be signed by the developers at the beginning of the workshop.
Phase 4: Post-workshop interviews with developers are held right after the workshop to debrief individual experience of workshop participants. An interview is not longer than half an hour. The total length of this phase depends on the number of participants. Using multiple evaluators can accelerate this process as they can work in parallel. For example, having eight participants and two evaluators, interviews can last only two hours in total. The last interview should be taken no more than two days after the workshop as the developers may forget some important facts. An interview is recorded to allow future analysis.
Phase 5: Discussion. After collecting all materials, evaluators analyze notes, logs, questionnaires, audio, and video recordings. They identify and summarize usability problems and rank them according to severity. The output of the methodology is a list of recommendations for improving the evaluated API.
Case Study -The API of the Contextual Interaction Framework
The Contextual Interaction Framework (CIF) is an OSGi 1 based framework developed at the ICT&S Center, University of Salzburg . The framework was built with the goal to support the engineer during the development of contextual study setups. The characteristics of such setups are twofold. Contextual study setups are setups that use information from the environment. Such information is obtained through external sources like sensors and actuators, which provide information about the study environment, the users, and the tasks users are doing during a contextual study. The second approach is to regard to contextual studies simply by defining the environment the study shall take place. The CIF provides functionality to support rapid prototyping by providing the developer a set of functionalities tailored for the rapid prototyping of contextual study setups. The second functionality is to not only simplify the development of such study setups for programmers, but provide tools that allow usability engineers to configure and conduct simple contextual study setups using existing functionality. Fig. 2 . Graphical user interface of the CIF in which bundles providing various functionality can be connected by creating directed wires. Figure 2 depicts the main graphical interface of the CIF for usability engineers to setup studies and for developers to test their functionality to be developed. The CIF implements a plug-in architecture allowing the engineer to apply and extend its functionality. Such functionality encapsulated in bundles may be e.g. retrieving data from a sensor, logging to a database, etc. Bundles are depicted as rectangles with a title in the GUI. A bundle contains services that are capable of producing or consuming data. The services are displayed as triangles (pins) attached to the left side of the bundle (consuming data), or to the right side (producing data). The services can be linked together by wires to ensure the data exchange. The GUI provides graphical means to dynamically load, unload, start, and stop bundles and the services within bundles. In the example shown in the Figure 2 , the Data Engine bundle is used to produce random data which is then displayed on a configurable Dashboard and at the same time logged to a database using the Logger bundle.
The setup defined by the CIF represents a data-centric approach where the engineer defines the data-flow between the available bundles, similar to a flowdiagram used during the specification phase of a system. The advantage is that the developer can immediately try out and thus verify the specific data-flow occurring in the system. In order to address usability problems as well as the user experience of developers with the developed application programming interface (API), we setup a study that focuses in comparison to existing work (see Section 2) on the combination of multiple evaluation methods as described in Section 3.
Study Setup
Following the methodology described in Section 3 we setup a study to obtain results stemming from the different evaluation methods. Three different types of methods have been applied. We conducted a heuristic evaluation (see Section 3 -Phase 2 ) to obtain findings identified by experts. A one-day workshop for developer (see Section 3 -Phase 3 ) has been conducted with the intention to get in-depth information about the actual usability of the API. In addition we interviewed each workshop participant individually (see Section 3 -Phase 4 ) to be able to identify qualitative data about the usability of the CIF API.
The heuristic evaluation was conducted before the workshop for developers with the goal to identify usability problems of the API of the Contextual Interaction Framework. We selected 16 heuristics based on API design guidelines identified by Zibran [18] and used them to categorize the problem areas occurring when evaluating an API. These heuristics were selected as they summarize existing guidelines available in related work. Table 1 gives a short description of each heuristic based on [18] . The matter of analysis addressed by the experts has been the framework together with the documentation of the CIF, which we made available to the experts through a browser-based interface. The heuristic evaluation was conducted with four experts that were asked to analyze the API of the CIF itself together with the accompanying documentation. The experts were selected according to their experience in software engineering and API design. The number of experts is based on the studies of Nielsen and Molich [23] where 3-5 experts find 60-75% of existing usability problems of an interface. For usability of API this was also approved by Farooq et al. [3] , who found that approximately 60% of API usability problems are identified with three to five experts in an API usability expert review. A higher number of experts is resulting in more precise results (see Cockton and Woolrych [24] ) and shall be addressed in future studies. The findings were collected by evaluators. The severity of findings was rated in agreement between the evaluators on a scale from one to five where five is related to highest severity. Interface dependencies should be preferred as they are more flexible.
The developer workshop had the primary goal to tutor the developers on the CIF. The workshop started with a setup session that had the purpose to show the developers how the CIF can be setup and explain them the particular requirements. In the course of this session, they obtained all the resources necessary to develop with the CIF and also got an introduction to the documentation of the CIF, which should help them to setup the framework. In addition they were given a demographic questionnaire that focuses on the programming experience of the developers as well as a questionnaire in the form of a categorized notebook. The categorizations have been elaborated based on the guidelines for the semi-structured interviews so that we could use the notes that the developers took during the whole workshop as a basis for adapting the interview questions based on the experiences of the particular developers.
The setup session was followed by a presentation about SOA and OSGi and an in-depth presentation providing the developers with insights about the functional parts of the CIF as well as the API that the CIF provides to be able to extend its available functionality. This was done in the form of a slideshow presentation. After the theoretical introduction the developers were given examples that show how to use the framework. Also the different available bundles have been discussed and the developers obtained an introduction to the templates provided by the framework, which act as a starting point to develop an own CIF bundle. The examples were first presented in a slideshow and then explained hands-on using the Eclipse development environment and the CIF. After this the developers were asked to start developing their own hands-on example bundle. They were provided with ideas of useful bundles that they could easily implement. Optionally, they also had the possibility to bring in their own ideas, but none of them did so. The developers were asked to use the documentation and templates available and to note all the problems, misunderstandings, potential bugs, and errors they identified. These notes were collected and provided us with information regarding the semi-structured interviews conducted after the workshop. In addition the workshop was recorded using audio and video which provided us with additional means of clarifying problems that occurred during the workshop.
The workshop was held at the ICT&S Center, University of Salzburg where 8 developers (all men, mean age 29, st. dev. 3.1) participated in a one-day workshop. Pre-conditions for the developers participating have been defined through required knowledge in programming Java and the Eclipse programming environment. Seven of them had a university degree, one was a university student. Five of them had at least four years of developing experience, while the experience of the rest varied from one to two years. Their Java experience varied from half a year to nine years.
Post-workshop interviews have been done right after the developer workshop on the same day and on the day after. Semi-structured interview guidelines were defined to obtain comparable qualitative results. The guidelines covered API usability issues based on Table 1 as well as usability factors of the API that have been defined based on Bloch's guidelines [1] . The factors cover the parameters of learnability, rememberability, efficiency, misconceptions, errors, perception of the API, and self-documenting structure and naming. Further parameters of the documentation in terms of completeness, understandability, and helpfulness have been addressed during the interviews. The notes that have been taken by the developers during the workshop act as a basis for the interviews as they are structured the same way as the guidelines.
Analysis
In this section we present the results of the in-depth analysis of the three different parts of the evaluation of the API of the CIF.
Heuristic Evaluation. Four experts participated in the heuristic evaluation of the API. All four experts were familiar with the application domain and they had already known some parts of the API. They inspected total of 110 classes and 30 interfaces in 29 packages. The length of one inspection varied between three to six hours.
The findings were analyzed and clustered after collecting from experts. A total of 127 unique usability problems were identified by the experts with mean severity of 3.1 (1 -the least severe problem, 5 -the most severe problem) and standard deviation of 1.06. The distribution of the usability problems over heuristics is Figure 3 . Most problems were in missing, incorrect, or incomplete documentation (35), unnecessary complexity (26), e.g. some classes or methods should be removed or redesigned to decrease complexity of the API. Many problems were also in obscure or wrong naming (13) , and consistency and conventions (13) , where the whole system was setup based on a tutorial provided in the documentation, no API relevant usability issues could be detected. During the presentation phase, 15.91% of API usability relevant issues were detected. During the presentation and elaboration of the examples the biggest part of the usability problems was found (54.55%) while during the hands-on examples phase of the workshop, where the developers had to use the API and develop an own bundle 29.55% of the Usability problems have been identified (see Figure 4(a) ). The issues identified in the workshop have been split based on the categorization of the heuristics (see Table 1 ). Figure 4 (b) shows this distribution. The most of the problems are related to the documentation issues (27,27%), to the concept in terms of conceptual correctness (15,91%), and to the caller's perspective problems (13,64% ). An interesting outcome is that during the tutorial when the examples have been elaborated and tutored only 33.3% of the documentation problems were found but 58.3% of these problems could be identified during the hands-on part where developers worked directly with the API. Concluding the API is used in more depth during the real application than during the phase of learning the concept. This conclusion is also supported by the fact that 60% of the identified problems regarding the complexity of the system occurred during the example phase, while only 20% of the complexity related problems emerged during the hands-on phase.
Post-Workshop Interviews. The interviews with developers were conducted within the next two days after the workshop. A total of eight developers, who participated in the workshop, took part in the interviews. The interviews identified 15 unique usability problems, which developers struggled with during the workshop. Classification of these problems according to heuristics is depicted in Figure 5 . The mean severity of the problems was 3.2 (sd = 1.14) on a five-point Likert scale. Again, the largest number of problems was related to documentation (5). Participants also mentioned three naming problems and three conceptual correctness problems. Interviews allowed us to gain valuable insights into the biggest problems that the developers struggled with. These problems are the most crucial to be corrected as they represent obstacles, which the developer has to overcome during the very first use. Such obstacles can then easily discourage a novice CIF developer from using our framework.
Besides usability problems, interviews revealed the subjective attitude of the developers to CIF. Three participants liked the structure of the API, four partici- pants positively commented learnability and five rememberability. Even though most usability flaws were found in the documentation, three participants stated that the documentation is complete and very helpful. Five participants found naming of methods, classes and interfaces self documenting. The participants were also asked to comment on the idea of CIF. Five participants liked the idea, but three of them stated that it is important to have a library of bundles. In the current state, the library of bundles is rather limited, which caused two neutral attitudes. One participant did not see any added value in the CIF as he is not developing relevant applications. 
Discussion
The evaluation revealed a total of 168 usability problems in our API, 157 of them were unique. 109 problems were found in heuristic evaluation, 44 in developer workshop and 15 in the interview. 9 problems were found in both, developer workshop and interviews. In the interviews these problems were addressed in more detail. Only two overlapping problems regarding missing documentation were found in the heuristic evaluation and developer workshop. The distribution of the problems is depicted in Figure 6 . Surprisingly, no other overlapping problem was found.
The findings and their structure were different from each part of the methodology. Altogether, they compose a transparent picture of the whole API with focus on its most important parts. An excerpt of the findings is shown in Table 2 . While findings from heuristic evaluation are formal and detailed descriptions of problems in the API, findings from the workshop focus on usability problems regarding concept and structure of the API. During the workshop we could reveal more run-time problems that are not obvious and thus cannot be found in the heuristic evaluation. Interviews not only provided deeper understanding of these problems, but also revealed their attitude towards the CIF. 
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Data types produced and consumed are stored in a configuration. The configuration is created when the bundle is run for the first time. But if the types are changed after the configuration was saved, it always loads the types from the first saved configuration. The configuration has to be deleted manually and that confused four workshop participants. The data collected during the workshop resembled usability testing. The reason why the workshop was used instead of standard usability testing was that the participants had to acquire some basic knowledge about SOA and about the idea of the CIF before taking part in the evaluation. The workshop allowed us to make a presentation of CIF and examples for all participants together in order to save time. Moreover, the presentation during the workshop initiated discussions, from which we could gain valuable insights and comments. During the workshop the developers got familiar with concept of CIF and its API and thus can be subjects for future studies without necessity of the time consuming introduction.
The severity of problems identified during the evaluation was also taken into account. The problems were rated on a five-point Likert scale where five is the most severe problem and one is only a minor problem. Table 3 shows the distribution of the degree of severity among each phase of evaluation and among the different methods applied during the workshop. In order to ensure validity and consistency of the rating, the same group of people (evaluators) assigned the severity for the findings in each phase. The highest mean severity of the usability problems found is for the hands-on part of the workshop. This indicates that the severity of usability problems of an API increases the more the developers are involved in actual using the API. A more abstract engagement in the API (like in the case of the presentation and tutorial) results in the identification of less severe problems.
Results collected from all phases of the evaluation are divided into 16 fine-grained heuristics. As the heuristics do not cover especially user experience factors we developed a classification that provides another categorization of the findings based on the characteristics of the findings rather than on the applied methodology. The classification consists of the following four categories:
1. Documentation. This category contains all findings related to documentation -source code documentation, online documentation, tutorials, FAQs, etc. It is mainly covered by the heuristic "Documentation" already used in the evaluation.
2. Runtime. Findings that can be only revealed when working with the API during at runtime. An example of such finding can be a misuse of the API that results to a runtime exception. 3. Structure. Findings related to structure include low-level problems such as naming or complexity of the API, but also higher-level problems, e.g. problems related to API concept and actual perception of the API.
4. User experience. This category contains subjective findings related to all aspects of the experience when working with the API. This includes all usability parameters such as ease of use or efficiency, etc., as well as typical user experience attributes like attractiveness, emotions, perceived utility, perceived effeciency, etc.
The classification has been applied to the findings and the result is depicted in Figure 7 . The findings from heuristic evaluation are classified either as documentation or structure problems. Neither runtime nor user experience findings were revealed in this phase as no developer was involved. This shows that heuristic evaluations are mainly applicable in order to identify problems related to the structure and also the documentation of the API. The problems identified are of formal nature and do not cover usability aspects. During the developer workshop we could identify in addition to documentation and structural findings also runtime related findings and a low number of user experience issues. During the interviews a lower number of runtime related problems, structural, or documentation issues were found. The strength of this method lies in finding user experience problems. This results in a categorization of identifiable problems regarding their characteristics.
Each applied method has its strengths and weaknesses and focuses on different areas of problems. A combination of the selected methods resulted in a more complete view about the overall usability covering not only static but also dynamic aspects appearing through the hands-on workshop. Combining such specific methods thus allows to simultaneously address related usability problems with an API in an appropriate way. Anyway, further combinations of methods and variations of the methodologies still need to be compared to identify good combinations of methods to evaluate the usability of APIs.
Conclusion and Future Work
To study the appropriateness of HCI methods for evaluating the usability of the API of the Contextual Interaction Framework a methodology based on a mixed methodical approach focusing on the mutual pollination of the contributing methods has been developed. Mixing the HCI methods is important as it allows us to get a big picture of problems covering all areas of API usability. We applied this method in a case-study and were able to identify the applicability of different methods for different types of results. Based on the results we could elaborate a classification that provides a mapping between usability findings and HCI methods to be applied. The identified categories reflect structural, run-time related, documentation related, and user experience related usability findings of APIs. The applied methodology generated insights based on an inspection method, a user test, and interviews. They represent a first step towards the classification of the applicability of HCI methods to identify specific usability issues in a software development process. Current limitations of our work mostly exist regarding the generalizability of the approach. In future studies, we will address this by comparing combinations of other usability methods like cognitive walkthroughs, focus groups, API reviews, etc. By doing this, we expect to obtain a more fine-grain classification of the potential methods reflecting relevant areas of usability findings in APIs. Additionally we will evaluate the applicability of user experience methodologies like questionnaires targeting user experience factors like acceptance, attitude, or emotions with respect to the usability and user experience of APIs.
