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Abstract
Automatic and robust 3D brain magnetic resonance (MR) image analysis can assist in
disease diagnosis, surgical planning and patient follow-up. As the most crucial tech-
niques for brain image analysis, brain MR image segmentation benefits the pathology
detection, volumetric morphometry, surface reconstruction and 3D visualisation; brain
image registration helps with multi-modality image fusion, longitudinal analysis and
population modelling. A variety of brain image segmentation and registration methods
have been proposed. However, there is still room for improvement in terms of algo-
rithm automation, accuracy and efficiency and the characteristics of existing methods
for specific applications still can be more thoroughly investigated. Our work aims
to obtain a good understanding in the underlying problems of brain image analysis,
including brain segmentation, brain image registration and primary tissue classification,
and propose possible improvements for the most popular and/or the most promising
techniques. For brain segmentation, an improved Brain Extraction Tool (BET) method
is proposed, which overcomes the weaknesses of the original method by enhancing
the vertex displacement and embedding an independent brain surface reconstruction
step during the iterative process of surface evolution. This strategy effectively deals
with the surface self-intersection problem and results in faster algorithm convergence
and better brain segmentation. For brain image registration, we propose a salient
edge guided demons method, which uses salient edges detected in 3D scale-space
rather than the whole image grid to drive the registration process. This method obtains
statistically equal registration performance compared with the demons method using
the whole image as demon points, while the execution time is dramatically reduced.
For brain tissue classification, we compare the approaches using three main image
based features: intensity, local prior and multi-atlas prior. The modelling of these
features is described and the effectiveness of these features in brain tissue classification
is investigated. This study provides a general guide on what image based features can
be used for effective brain tissue classification.
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Brain disorders such as stroke and Alzheimer’s disease are the leading causes of human
deaths in the United States. Millions of Americans are diagnosed with Alzheimer’s.
And the cases are expected to triple by the year 2050 according to the report of
the American Alzheimer’s association in 2011 [22]. Since many brain disorders are
chronic and incurable, they contribute significantly to the global disease burden in
terms of patient suffering and economic cost. Furthermore, scientists have found that
brain diseases are currently affecting people at earlier ages than ever before [224].
Three dimensional (3D) brain images generated by modern imaging technologies
provide a non-invasive view of the internal brain structures. They assist with the
disease diagnosis and surgical planning in clinic. Among all the imaging modalities,
Magnetic Resonance Imaging (MRI) has drawn great attention due to its excellent
tissue contrast and non-ionising radiation. However, it takes enormous human effort in
the manual delineation and analysis of Magnetic Resonance (MR) images. The large
amount of data makes evaluation a tedious task and prone to errors because of inter-
and intra-variability.
Therefore, developing a computer-aided diagnosis system becomes a logical choice
to improve the situation. Image segmentation and registration are the most crucial tech-
niques in brain MR image analysis. Automated and accurate brain image segmentation
benefits the pathology detection and volumetric morphometry in the diagnosis of some
brain diseases such as multiple sclerosis (MS), Alzheimer’s disease and schizophrenia.
Image registration enables the radiologists to follow the evolution of pathologies in
longitudinal sequences. It also helps with the patient’s image analysis by fusion of
prior knowledge or multi-modality images. Numerous brain image segmentation
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and registration approaches have been proposed in the past decades [137, 151, 168].
However, there is still lots of room to improve the existing methods with respect to
automation, accuracy, algorithm efficiency, etc. [137, 151, 290] and the characteristics
of existing methods for specific applications still can be more thoroughly investigated.
1.2 Research Aims and Objectives
Our research aims to investigate the techniques for 3D brain MR image analysis, more
specifically, for brain segmentation, brain image registration and tissue classifica-
tion. We try to obtain a good understanding in the underlying problems, the existing
approaches, their advantages and disadvantages. Then for the most popular and/or
the most promising methods, we look into their weaknesses and propose possible
improvements.
The objectives of our research are listed as follows:
• Conducting a thorough literature review on image segmentation, registration
techniques and their evaluation methods, both for general images and for 3D
brain MR images specifically.
• Improving the shortcomings of the original Brain Extraction Tool (BET) [263]
for brain segmentation. Brain segmentation is a prerequisite of subsequent
image analysis. Among other approaches, BET is the most commonly used and
produces acceptable segmentation results. However, it requires a large number
of iterations for the deforming brain surface to converge; it does not deal with
the surface self-intersection effectively; and its segmentation accuracy still has
room for improvement. These issues are addressed in our work.
• Developing salient edge guided demons for brain image registration. Demons
is widely used for image registration because it provides a good compromise
between the registration accuracy and the execution speed. The classic demons
method uses the whole image grid as demon points to drive the registration
process. In our work, we investigate the effect of using edges, especially salient
edges, as demon points. Salient edges are extracted by extending Lindeberg’s
scale-space theory [170] into 3D.
• Comparing the approaches using different image information priors for brain
tissue classification. Image intensity, local prior and multi-atlas prior are three
1.3 Achievements 3
commonly used features for brain tissue classification. We elaborate the mod-
elling of these priors and investigate their effectiveness in brain tissue classi-
fication. We also compare the performance of various multi-atlas label fusion
methods.
1.3 Achievements
The achievements of our research presented in this thesis can be described as:
• An extensive literature review on generic image segmentation and registration
methods and their evaluation measures was conducted. A more specific review
on brain segmentation, brain image registration and tissue classification was also
provided.
• An improved BET method was proposed for brain segmentation, which over-
comes the disadvantages of the original BET method and results in more accurate
brain segmentation and faster execution.
• A salient edge guided demons method was developed for brain image registration.
Instead of using the whole brain image, the salient edges were extracted from
the images in the scale space and used as demon points to drive the brain image
registration. This method dramatically reduces the computation time without
significantly deteriorating the registration accuracy.
• A comparative study was conducted on the three main image information priors
used for brain tissue classification: the image intensity, the local and multi-atlas
priors. This study provides a general guide on which kind of image information
priors could be used for effective brain tissue classification.
1.4 Thesis Outline
The remaining chapters of this thesis are organised as follows:
• Chapter 2 provides a clinical background of 3D brain MR image analysis. A
wide range of brain imaging technologies are introduced and compared in
terms of physical principle and medical applications. The MRI technique is
described in more detail. Subsequently the clinical applications of brain medical
image analysis, including image segmentation, registration and classification, are
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presented. Then existing challenges in brain MR image analysis are discussed
and finally, the databases used for our experiments are described.
• Chapter 3 presents a technical literature review on generic image segmentation
and registration approaches, their evaluation measures and the statistical analysis
methods to compare the performance of different approaches.
• In Chapter 4, an improved BET method is proposed, which overcomes the
disadvantages of the original method. The brain segmentation performance is
compared with three other popular methods qualitatively and quantitatively on
three databases with respect to four metrics.
• In Chapter 5, a salient edge guided 3D brain MR image registration method
using demons is presented. Edges are extracted by extending Lindeberg’s scale-
space theory into 3D. The effect of using salient edges rather than other points
to drive the demons registration process is investigated.
• In Chapter 6, a comparative study of brain tissue classification using different
image information priors is conducted. Three main image information priors
including image intensity, local prior and multi-atlas prior are modelled. The
impact of the key parameters of each model are analysed. The effectiveness of
the three priors in brain tissue classification are compared on both simulated and
real databases.
• In Chapter 7, the work presented in the thesis is summarised. The contributions
of the work are listed and future work is also discussed.
Chapter 2
Clinical Background
This chapter provides the background of brain MR image analysis from a clinical point
of view. A wide range of brain imaging technologies are introduced. Subsequently
the clinical applications of brain MR image analysis, including image segmentation,
registration and classification, are described. Existing challenges in this area are
presented and finally, the databases used for the experiments in the thesis are discussed.
2.1 Brain Imaging
In this section, we give a brief introduction to commonly used brain imaging modalities.
Their physical principles, applications, advantages and limitations are presented and
compared. The MR imaging mechanism is described in more detail since this is the
imaging modality used in this thesis.
2.1.1 Brain Imaging Modalities: An Overview
Comparisons of various brain imaging modalities in terms of imaging principle,
advantages and disadvantages are listed in Table 2.1. The image examples generated
from these modalities are illustrated in Fig. 2.1.
Ultrasound Imaging (US) uses high-frequency sound waves to generate images
of the inside of the body. The machine transmits sound waves into the body and
converts the returning sound echoes into an image. The ultrasound exam is most
commonly performed on infants to monitor brain conditions with prematurity [174]. It
is also used to assess brain tumour masses in adults and the risk of stroke in both adults
and children. Ultrasound scanning is noninvasive, unpainful, easy to use and extremely
safe. On the other hand, ultrasound examinations are very sensitive to motion and
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the exam results could be unstable due to an open wound or changes in blood flow
pattern [76].
Computed Tomography (CT) uses a series of X-rays penetrating the brain from
different directions [108]. A computer produces detailed cross-sectional images
by estimating the amount of X-ray beams absorbed in small volumes of the brain.
CT scanning provides the doctors 3D views of the bones, soft tissues and blood
vessels [115]. It is painless, noninvasive and cost-effective. Compared with Magnetic
Resonance Imaging, CT examination is faster and less sensitive to patient movement.
However, the soft tissues in CT scans are less visible. Besides, excessive exposure
to radiation has a slight chance to cause cancer. CT scanning is not recommended
for children and pregnant women. It also has limitations in use for breastfeeding
mothers [206].
MRI uses a powerful magnetic field and radio waves to generate 3D images of
the brain structures. It does not use ionizing radiation. Owing to the better soft tissue
contrast in MR images than other modalities [96], MRI possesses great value in early
diagnosis of many brain diseases such as tumours and stroke. Nevertheless, the exam
is more expensive and takes longer than other imaging techniques. The patients have
to remain still and follow breath-holding instructions in order to produce high-quality
images. As a result, MRI is not recommended for patients with acute injuries or
claustrophobia. Moreover, because of the magnetic field used, patients cannot wear
any metallic objects like pacemakers [118]. Pregnant women are not advised to take
MRI exams during the first trimester [202].
Functional Magnetic Resonance Imaging (fMRI) is a functional neuroimaging
technology which uses MRI to measure brain activities by detecting changes associated
with blood flow [188]. It works based on the fact that blood flow changes with
activation of brain neurons. fMRI shares the strengths and weaknesses of MRI
and its clinical use lags behind research use [237]. In addition, it can be used to
map the brain regions with functions associated with perception, thought and action
so that brain regions which control important functions can be avoided in surgical
planning. However, it is difficult to create fMRI images for patients with brain
pathologies because tumours and lesions might cause blood changes unrelated to
neural activities [237].
Positron Emission Tomography (PET) is a functional imaging technology which
measures the emissions from radioactively labelled biologically active molecules that
have been introduced into the bloodstream. The emission data is then collected to
generate the 3D image which reveals the distribution of the molecules throughout
the brain [205]. It provides information about brain activities in various regions
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that relate to different rates of molecular uptake. It is valuable in diagnosing brain
diseases [89], exploring cancer metastasis [261] and evaluating the effectiveness of
treatments [197]. In particular it contributes significantly in early discovery of certain
dementias (e.g. Alzheimer’s and Pick’s disease) where the early pathologies are not
easy to be distinguished from normal tissues. PET scanning is noninvasive but involves
exposure to ionizing radiation. Its main disadvantage is the high operation cost [59].
Single Photon Emission Computed Tomography (SPECT) is a functional nu-
clear imaging technique using gamma rays. It produces 3D information about brain
function by measuring cerebral blood flow [7]. The image can be used to study brain
diseases such as dementia, stroke, trauma, multiple sclerosis, etc. SPECT is less sensi-
tive to patient movement compared with other modalities, which makes it well suited
for epilepsy imaging. The application of SPECT is limited by its poor resolution [325].
The scanning is not recommended in situations of pregnancy and breastfeeding [269].
Electroencephalogram (EEG) is an electrophysiological monitoring test that
measures and records the electrical activity of the brain. The electrodes, which are
attached to the scalp with wires, analyse and send the electrical pulses from the brain
to a computer. The computer records the electrical activity in the brain as dynamic
waves. The changes in the normal pattern of brain electrical activity are detected to
diagnose brain disorders such as epilepsy, brain tumour, memory disorders, stroke,
dementia, etc. [98]. The EEG test is painless and safe. Its most important limitation is
low spatial resolution [154].
Magnetoencephalography (MEG) is a neurophysiological technique that mea-
sures the magnetic fields generated by neuronal activity of the brain. The brain activity
is localised by analysing the spatial distributions of the magnetic fields using very
sensitive magnetometers. MEG has excellent spatial and temporal resolutions. It is
completely non-invasive. Clinically, MEG is used to detect and localise pathological
activity in patients with epilepsy and study cognitive processes in fetuses and new-
borns [257]. The main drawback of MEG is that the signals of interest are extremely
small and thus specialised shielding is required to eliminate the magnetic interference





Table 2.1 Comparisons of brain imaging modalities
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Fig. 2.1 Brain image examples generated by different imaging technologies [289, 78,
46, 111, 218, 270, 97, 194]. These images are used with permission.
2.1.2 Brain Magnetic Resonance Imaging
Physical principles
The first MRI exam was performed on a human being in 1977 by Dr. Raymond
Damadian and his colleagues [118]. It works owing to the abundant hydrogen atoms
contained in water, which makes up most of the human body. An MRI scanner has
several important components: the bore, magnet, radio frequency coil, three gradient
coils and a receiver coil, as shown in Fig. 2.2. Under natural conditions, the hydrogen
atoms are randomly spinning in our body. During the scan, the magnet creates
a magnetic field of 0.5-Tesla to 3.0-Tesla (although higher field strength research
falicilities are available). When the patient enters the bore, the hydrogen atoms line
up in the direction of the field. The majority of the hydrogen protons pointing to
opposite directions cancel each other out to remain in equilibrium state. Then the radio
frequency coil transmits pulse toward the area of the body being scanned. This pulse
knocks the unmatched protons out of alignment and makes them spin at the Larmour
frequency [331]. In the meanwhile, three gradient magnets are turned on and off
10 Clinical Background
frequently to change the main magnetic field at a local level, which allows the scanner
to pick the particular area of interest and generate cross-sectional images. When the
radio frequency pulse ceases, the unmatched protons realign and release radio signals,
which are collected by the receiver coil and sent to a computer to produce a detailed
3D image of the internal structures or tissues of the human body [23].
Fig. 2.2 A cutaway of MRI scanner [203].
Brain MRI sequences
A variety of MRI sequences with different tissue contrast can be produced by adjusting
the parameters of MR scanners such as repetition time (TR) and echo time (TE). TR is
the time between the application of successive radio frequency pulses. It determines
the extent to which the protons in tissues to relax back into alignment with the main
magnetic field [246]. TE is the time between the application of the radio frequency
pulse and the peak of the signal induced in the coil [39]. It controls the amount of the
signal decay that occurs before the signal is received. Both TR and TE are measured
in milliseconds.
At short TR, the differences in relaxation time among various tissues can be
detected and a T1-weighted (T1-w) image is generated. If the TR is too long, all
the tissues recover their longitudinal magnetisation completely. Then the relaxation
time differences are not demonstrated in the image [39]. In brain T1-w images (see
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Fig. 2.3 Example of brain MR images of various sequences. T1-w, T2-w and FLAIR
images are from MICCAI 2008 MS lesion segmentation challenge [253]; PD-w image
is from [46]; D-w image with ADC mapping is from [88].
Fig. 2.3), the white matter (WM) has high signal intensity and appears bright; the grey
matter (GM) has intermediate signal intensity and appears grey; the cerebral spinal
fluid (CSF) has low signal intensity and appears dark.
To generate T2-weighted (T2-w) images, the TEs must be long enough to allow
the tissue signals to decay. If TEs are too short, the differences in the signal decay
among different tissues cannot be detected. In brain T2-w images (see Fig. 2.3), the
signal intensities of WM, GM and CSF show in the opposite way to those in T1-w
images: WM is dark; GM still has intermediate intensity; CSF is bright.
When the TR is long and TE is short, the tissue contrast resulting from the differ-
ences in both magnetisation recovery and signal decay is diminished and thus proton
density weighting can dominate [39]. The tissue contrast in proton density weighted
(PD-w) images is formed owing to the differences in proton density among tissue
types. From an example of brain PD-w image in Fig. 2.3, it is seen that CSF is bright
and GM is brighter than WM.
Fluid attenuation inversion recovery (FLAIR) is a special inversion recovery se-
quence which applies 180 degree and 90 degree radio frequency pulses successively.
It is often used to suppress the effects of fluid from the resulting images by adjusting
the inversion time (the time between the application of two radio frequency pulses) to
the zero crossing point of fluid. Brain FLAIR imaging is useful in diagnosing diseases
of the central nervous system such as cerebral infarction and MS lesion [27]. An
example of brain FLAIR images is shown in Fig. 2.3 in which CSF is suppressed and
MS lesions are highlighted.
Diffusion-weighted (D-w) imaging enables us to distinguish the tissue types ac-
cording to the diffusion speed of protons. In the human brain, the diffusion of CSF
is unrestricted; GM and WM possess intermediate diffusion speed. One of the major
applications of brain D-w imaging is the diagnosis of recent stroke. It is usually applied
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in conjunction with apparent diffusion coefficient (ADC) mapping techniques [39]. A
brain D-w image with ADC mapping is shown in Fig. 2.3.
Brain MR image views
Brain MR images are commonly viewed in three planes: axial, sagittal and coronal.
As shown in Fig. 2.4, axial slices are taken from the bottom to the top of the head;
sagittal slices are taken from side to side; coronal slices are taken from the front to the
back of the head.
(a) Axial (b) Saggital (c) Coronal
Fig. 2.4 Brain MR images viewed in three planes. Three brain slices are from images
of MICCAI 2008 MS lesion segmentation challenge [253].
2.2 Applications of Brain Magnetic Resonance Image
Analysis
In this section, we introduce the applications of brain MR image analysis with regard
to segmentation, registration and classification.
2.2.1 Segmentation
Brain segmentation is more commonly referred to as skull stripping. It aims to
segment brain tissues including WM, GM and CSF from non-brain tissues such as the
skull, scalp, eyeballs, muscle, etc., (Figs. 2.5 (b) and 2.6 (b)). Accurately removing
redundant tissue could improve the robustness of subsequent processing steps such as
bias field correction, registration between functional and MR images, segmentation
of internal structures, tissues and pathologies. Moreover, some applications such as
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(a) (b) (c) (d)
Fig. 2.5 Coronal slices of brain volume from IBSR [135]: the original image (a), the
skull stripped image (b), the segmented structures (c) and tissues (d).
cortical surface reconstruction, cortical thickness measurement [291] and brain atrophy
estimation [264] can also benefit from skull stripping.
(a) (b) (c)
Fig. 2.6 Axial slices of brain volume from MICCAI 2008 MS lesion segmentation
challenge [187]: the original image (a), the image after skull stripping (b) and the
segmented MS lesion (c).
Structure segmentation aims to segment the internal structures or tissues from
brain images. For example, Fig. 2.5 (c) shows the segmented brain structures including
left and right caudate, putamen, ventricle, hippocampus, etc.; Fig. 2.5 (d) shows the
segmented brain tissues including WM, GM and CSF. It assists in some medical image
analysis applications like image registration [128], lesion segmentation [143] and
cortical surface extraction [149]. Brain structure segmentation is an indispensable pre-
requisite for 3D volume visualisation. It is used for voxel based morphometry to detect
subtle changes in brain structures, which are associated with neurodegenerative and
psychiatric diseases [193, 109]. For instance, early and disproportionate hippocampal
atrophy is characterised in people diagnosed with Alzheimer’s disease; focal atrophy
of the temporal or frontal lobe is more likely to be linked with Pick’s disease [20].
Such structural changes are considered as biomarkers to track the disease progress.
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Fig. 2.7 Registration between an MR T1-w image and a probabilistic atlas. The
composite RGB images show the atlas and MR image before and after registration
overlaid in different colours. Gray colour shows the regions where two images have
the same intensities; Magenta and green colours label the regions where the intensities
are different. The MR image is a simulated image from [46] and the atlas is from the
LONI Probabilistic Brain Atlas (LPBA40) [253].
A selective review is provided in [11] to demonstrate the findings of the relationship
between brain structure and neurocognition in schizophrenia. Clinically, segmentation
of these brain structures could help in disease diagnosis, surgical planning and patient
follow-up. It is also used in studies of healthy subjects to investigate the impact of
learning and practice activities on the changes of brain structures [193].
Pathological region segmentation tries to segment brain tumours or focal lesions
(e.g. MS lesions as shown in Fig. 2.6 (c)), which cause dementia, epilepsy, paralysis
and headache [91]. It benefits in 3D visualisation and quantitative analysis of brain
pathological regions. Accurate segmentation provides surgical guidance in surgical
planning, volumetric analysis, time series analysis and computer aided diagnosis [114].
2.2.2 Registration
Brain image registration aims to find a transform that brings one image into a voxel-
to-voxel correspondence with another image. In medical image analysis, it is often
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used for multi-modality fusion which efficiently integrates information obtained from
various devices or protocols [123]. Registration between anatomical and functional
images enables the pathologists to locate the region of interest more precisely and
better understand the brain function in a particular structure. It can also be used for
observing the evolution of pathological tissues or evaluating the treatment effects by
conducting longitudinal analysis [296]. Image registration is crucial in applications
where the brain anatomy deforms over time. It is used in correction of artefact due
to patient motion and geometric distortion in MR images [235]. Furthermore, it is a
necessary process for population modelling like probabilistic atlas construction [38]
and propagating the prior knowledge embodied in the atlases onto other medical
images [79]. For example, registering to a topological atlas benefits applications where
the brain shape and structure connectivity plays an important role [32]; the tissue
or structure probabilities in a probabilistic atlas facilitate the analysis of the target
image; the labels of multiple atlases can be used to infer the segmentation of the
target image by applying some label fusion strategies [173]. Fig. 2.7 illustrates the
registration process between a normal MR T1-w image and a probabilistic atlas. The
transformation T is calculated between the two images. The registered image is then
obtained by applying T to the original T1-w image.
2.2.3 Classification
Brain image classification refers to classifying clinical images into different categories
according to the type or degree of the diseases. Accurate and automatic brain image
classification assists in computer aided diagnosis and reduces the human effort in
making decisions. In the simplest cases, brain images are classified as either normal or
abnormal [60]. Brain images are also classified into categories with various diseases
such as glioma, meningioma, Alzheimer’s disease, Pick’s disease or Huntington’s
disease [334]. In addition, one type of brain disease like MS lesions can be further
classified into several subtypes including enhancing lesions, T1 ‘black holes’ and T2
hyperintense lesions [321, 200]. Fig. 2.8 shows brain MR T1-w images with three
degrees of MS lesions.
2.3 Existing Challenges
Research on brain MR image analysis has been studied for decades and a variety of
approaches have been proposed. However, there is no generic method that can solve
the problems perfectly. The accuracy and robustness of the methods suffer from the
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(a) (b) (c)
Fig. 2.8 Axial slices of brain volumes with mild (a), moderate (b) and severe MS
lesions (c). MS lesion voxels are labelled with the brightest color. Images are from
BrainWeb [46].
inherent artefacts that exist in MR images due to the scanner property and the imaging
process. Generally these artefacts include noise, intensity inhomogeneity and partial
volume effect. They are considered as the open problems in brain MR image analysis.
These problems could be mitigated by improving the imaging techniques and applying
some postprocessing steps to the images.
2.3.1 Noise
MR images are usually corrupted by random noise produced in the acquisition process.
The noise is either Gaussian or Racian distributed with uniform or nonuniform variance
across the image. Severe noise can affect the sharpness of the image or blur the
boundaries of tissues. Numerous image denoising methods have been developed from
traditional filtering methods [61, 100] to advanced anisotropic diffusion filters [217,
113]. In recent years, the non local means algorithms [50, 183] and wavelet based
image denoising techniques [175, 241] have been shown to be successful in MR image
denosing. Fig. 2.9 shows a comparison of images with and without noise.
2.3.2 Intensity Inhomogeneity
Intensity inhomogeneity, which is also referred to as intensity nonuniformity or bias
field, is a common phenomenon in brain MR images. Due to the imaging acquisition
system or patient movement, the intensity varies smoothly over the image domain
(see Fig. 2.10). Owing to this phenomenon, the intensity of the same tissue shows
variation at different locations in the image. It degrades the accuracy of the subsequent
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(a) (b)
Fig. 2.9 Simulated brain MR images with severe noise (a) and without noise (b).
Images are from BrainWeb [46].
quantitative image analysis. In its simplest form, intensity inhomogeneity is modelled
as multiplicative or additive to the image intensities. A number of methods have been
proposed to correct intensity inhomogeneity in the last two decades. Generally, they
can be divided into prospective and retrospective approaches [299]. The prospective
approaches are further classified into phantom, multicoil and special sequences based
methods. The retrospective methods include filtering, surface fitting, segmentation and
histogram based algorithms.
2.3.3 Partial Volume Effect
Partial volume effect indicates that multiple tissue types exist in a single voxel due
to the finite spatial resolution of the scanner or the image reconstruction process.
This phenomenon can also result from image sampling or respiratory motion [99].
It occurs at the interface of multiple tissue types. Fig. 2.11 shows simulated images
generated at different resolutions. The tissue boundaries in the low-resolution image
(Fig. 2.11(b)) are severely blurred because of partial volume effect. In brain MR image
analysis, the quantitative measurement of tissues could be biased if this effect is not
taken into account. The difference between the hard segmentation of GM and the
ground truth shown in Fig. 2.12 is clear. In the literature [99, 266], partial volume




Fig. 2.10 Simulated brain MR images without bias field (a) and with high level of bias
field (b). The grey bar at the bottom right of each image illustrates the two patches
extracted from the regions labelled by the rectangles in each image. The locations
of the rectangular regions in the two images are the same. Original images are from
BrainWeb [46].
(a) (b)
Fig. 2.11 Simulated brain MR images with slice thickness of 1mm (a) and 9mm (b).
Images are from BrainWeb [46].
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(a) (b)
Fig. 2.12 Hard segmentation of GM (a) and the ground truth (b). Original images are
from BrainWeb [46].
2.4 Databases
Both simulated and real brain MR image databases are used for the experiments in
this thesis. All of them are publicly available. In this section, we will introduce each
of them in detail.
2.4.1 BrainWeb
BrainWeb is a simulated brain MR image database [46]. The anatomical model was
used to simulate images with different parameters. At present, BrainWeb provides
images simulated using three pulse sequences (T1-w, T2-w and PD-w), 5 slice thick-
nesses (1mm, 3mm, 5mm, 7mm and 9mm), 6 noise levels (0%, 1%, 3%, 5%, 7% and
9%) and 3 levels of intensity inhomogeneity (0%, 20% and 40%). The size of the
brain volume is 181× 217× 181 and the image in-plane resolution is 1mm× 1mm.
For the anatomical model, the fuzzy models of 9 tissue types (WM, GM, CSF, skull,
fat, muscle, skin, glial matter and connective) are available. The voxel values in each
fuzzy model give the proportion of the tissue in the voxels. A discrete anatomical
model with hard tissue classification is also provided. These fuzzy models and the
discrete model can be considered as ground truth in experiments. Because of the
accessible ground truth and abundant parameters of the simulated images, BrainWeb
is widely used to validate the image analysis methodologies (e.g. skull stripping,
tissue classification) and investigate the robustness of algorithms to image artefacts. In
addition to the normal brain database, BrainWeb also provides a MS lesion database,
which can be used to evaluate MS lesion segmentation approaches. The limitations of
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(a) (b) (c) (d)
Fig. 2.13 Normal anatomical model (a) and fuzzy models of WM (b), GM (c) and CSF
(d) in BrainWeb.
BrainWeb lie in the facts that the one phantom cannot take the anatomical variability
into account; the simulated images are simpler than real images; other useful sequences
such as FLAIR are not available and the MS lesion database is very limited compared
to the real cases. In recent years, 20 normal anatomical models have been released
on BrainWeb, which increases the variety of normal brains. Fig. 2.13 illustrates the
normal anatomical model and fuzzy models of the primary tissues.
2.4.2 IBSR
The Internet Brain Segmentation Repository (IBSR) datasets and their manual seg-
mentations were provided by the Center for Morphometric Analysis (CMA) at Mas-
sachusetts General Hospital [135]. The database, released in 1997, consists of 20 T1-w
normal brain images with their manual segmentations. The size of each volume is
typically 256×256×61 with the resolution 1mm×1mm×3mm. The images were
positionally normalised and the segmentation was performed by trained experts using
a semi-automated intensity contour mapping algorithm [146] and signal intensity
histograms. Fig. 2.14 shows an example of original image and tissue classification in
IBSR.
Application of the database described above is limited by its poor spatial resolution.
During 2003 and 2004, a high-resolution database was published by the IBSR project.
It consists of 18 T1-w normal brain images with their segmentations. The size of
each image is 256×256×128 with the resolution varying between 0.8mm×0.8mm×
1.5mm and 1mm×1mm×1.5mm. These images have been ‘positionally normalised’
into the Talairach orientation and bias field corrected by the CMA ‘autoseg’ routines.
Each brain volume is skull stripped. Segmentations of 84 structures and three tissues
are provided as shown in Fig. 2.5(c) and (d).
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(a) (b)
Fig. 2.14 Coronal slices of a brain volume (a) and tissue classification (b) from IBSR.
Three tissues (WM, GM, CSF) are labelled in different colours.
In the rest of this thesis, these two databases are referred to as IBSR20 and IBSR18,
respectively. The IBSR databases are mostly used to validate segmentation and
registration methods. Beyond that, these 3D volumes can also be used either as a set
of topological atlases or to construct a probabilistic atlas after co-registering all the
segmented images to a standard coordinate system and computing the frequency of
each voxel belonging to a specific tissue or structure.
2.4.3 LPBA40
The LONI Probabilistic Atlas (LPBA40) provides maps of brain anatomical re-
gions [253]. Forty whole-head MR images were taken from 40 healthy volunteers
aged between 16 and 40 with equal number of males and females. The brain volumes
were acquired on a GE 1.5T system with resolution of 0.86mm×0.86mm×1.5mm (38
subjects) or 0.78mm×0.78mm×1.5mm (2 subjects). The brain volumes were rigidly
aligned to the MNI-305 average brain [103], which is considered as the delineation
space with resolution 1mm×1mm×1mm. Then the aligned images were bias field
corrected using a non-parametric inhomogeneity normalisation algorithm [262] and
skull stripped using the BET [263]. Following the defined protocols, 56 structures
were labelled by 15 trained raters using the BrainSuite software package [251]. The
delineated brain images were then aligned to the canonical atlas space by applying the
delineation-to-native and native-to-atlas transforms calculated from the registration
processes [317, 265, 19]. Finally, for each structure, 40 delineated volumes trans-
formed to the atlas space were averaged to produce the probability density maps, which
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Fig. 2.15 Coronal brain slices of LPBA40 in the native space (a-d), delineation space
(e, f) and atlas space (g, h). These images are the original brain image (a); the brain
mask (b); the bias field corrected brain image (c); the tissue classification (d); the skull
stripped brain image (e); the structure delineation (f); the probabilistic atlases of GM
(g) and left hippocampus (h).
are referred to as probabilistic atlases. Fig. 2.15 illustrates the brain images of LPBA40
in the native space (with volume size 256×256×124), delineation space (with volume
size 181×217×181) and atlas space (with volume size 149×188×148). The abun-
dant data LPBA40 provided facilitates brain image analysis in several applications.
Tissue and structure probabilistic maps provide prior information in segmentation
tasks. The 40 delineated brain volumes can be used to validate structure segmentation
and registration methods. The delineated brain volumes can also serve as multiple
atlases to provide prior knowledge in structure segmentation approaches or considered
as a training dataset in machine learning based algorithms.
2.4.4 MICCAI2013
MICCAI2013 is a clinical brain image database used in the Grand Challenge on
MR Brain Image Segmentation workshop at the international conference on Medical
Image Computing and Computer-Assisted Intervention (MICCAI) in 2013 [195]. This
challenge aims to provide an online evaluation framework for automatic algorithms
for segmentation of WM, GM and CSF. Twenty 3T scans are available including 5
cases for training and 15 for testing. The images were acquired at the UMC Utrecht
from patients aged over 50 with diabetes, varying degrees of atrophy and white
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Fig. 2.16 Multi-sequence axial slices of brain volumes in training sets of MICCAI2013.
Images are T1-w (a), T1-w IR (b) and FLAIR (c) slices; high-resolution T1-w image
(d); manual segmentations of structures (e) and tissues (f), respectively.
matter lesions. Multi-sequence brain images are provided as shown in Fig. 2.16 (a-c)
including T1-w, T1-w inversion recovery (IR) and FLAIR scans with volume size
240×240×48 and resolution 0.958mm×0.958mm×3mm. Besides, high-resolution
T1-w scans are also available (see Fig. 2.16 (d)) with volume size 256×256×192 and
resolution 1mm×1mm×1mm. All scans were bias corrected and the thick-slice (3mm
slice thickness) T1-w and T1-w IR images were aligned to the FLAIR images. For 5
training cases, manual segmentations of 8 brain structures and 3 main tissue types were
completed (see Fig. 2.16 (e, f)) using techniques based on the contour segmentation
objects tool from Mevislab [196]. This database can be used for validation of brain




This chapter presents the clinical background of brain MR image analysis. A variety
of brain imaging techniques have been briefly described and compared in terms of
the physical principles, advantages, disadvantages and applications. A more detailed
introduction to brain MRI has been given. The applications of brain MR image analysis
including image segmentation, registration and classification have been described. We
also presented the existing challenges for brain MR image analysis. Finally, the




In this chapter, a literature review on generic image segmentation and registration
techniques, their evaluation algorithms and statistical analysis methods is conducted.
More specific literature review on the brain segmentation, brain image registration and
tissue classification techniques has been provided in Section 4.1.1, 5.1.1 and 6.1.1,
respectively.
3.1 Image Segmentation Algorithms
A great number of image segmentation algorithms have been developed over many
years in the literature. Most of them have been applied on medical images covering
various applications. According to the principles of the methodologies, we classify
them into six categories: thresholding, region growing, deformable models, machine
learning techniques, graph theory based methods and atlas based approaches. For algo-
rithms in each category, their principles, advantages, limitations and a few applications
are elaborated.
3.1.1 Thresholding
Thresholding is a popular tool for segmenting the foreground of an image from
the background. The threshold regarding the image feature (e.g. intensity, gradient
magnitude) is determined manually or automatically. Then the voxels with image
feature greater than the threshold are segmented as foreground and the others are
background. Based on the strategy used to find the threshold, the algorithms can be
further grouped into global, local and multithresholding techniques.
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Global thresholding algorithms determine a global threshold for the entire image
based on prior knowledge, histogram analysis or information theory. In the cases
where the percentage of voxels belonging to the foreground can be estimated, a simple
percentage (p-tile) method could be applied to define the threshold as the highest
grey level, which maps at least (100− p)% of the voxels into the foreground in the
thresholded image [245]. For the images with distinct foreground and background,
the threshold can be chosen by histogram analysis. For binary segmentation, two
separate peaks in the image histogram are considered as the objects and background.
And the minimum grey level between the peaks is defined as the threshold which
could be calculated by the mode method [245], Otsu’s method [209] or the Isodata
method [232]. Based on the grey value histogram of the image, thresholding can
also be performed by applying information theory. The threshold is defined by either
maximising the upper bound of the a posteriori entropy [225, 144] or minimising
the interdependence between two separate peaks of the histogram [140]. A Bayesian
thresholding approach was also proposed, which assumes the grey values of voxels be-
longing to the foreground and background follow Gaussian distributions with different
means but equal variations [184]. The application of global thresholding is restricted
by the lack of prior knowledge, extremely unequal peaks or broad and flat valleys in
the image histogram, noise and intensity inhomogeneity.
Local thresholding compensates some shortcomings of global thresholding by
taking the neighbouring voxels in a local region into account. Histogram transformation
methods endeavour to generate a new histogram of the image with sharper peaks and
deeper valleys by weighting the voxels in the image according to the local property.
Then the global thresholding approaches based on histogram analysis can be easily
applied on the transformed histogram [245]. The commonly used weighting schemes
include various edge detectors (e.g. Canny, Sobel and Laplacian edge detectors) and
quadtree methods [318]. In addition to the local weighting scheme, a spatially varying
threshold can be determined by calculating the local mean and standard deviation [204]
or estimating the value of current voxel using linear combination of the neighbouring
voxels [184, 207]. Furthermore, methods based on second-order grey level statistics
such as the co-occurrence matrix method [126] and the scatter plot method [150] also
define the threshold using neighbouring voxels.
Multithresholding applies thresholding more than once in the segmentation ap-
proach. A hysteresis strategy was proposed in [56], which uses two thresholds to
perform a two-stage thresholding. A recursive scheme is often adopted in multithresh-
olding by shrinking the region to be thresholded gradually [153, 309]. It is used to deal
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with the situations where the intensities of foreground and background in the image
overlap.
3.1.2 Region Growing
Region growing is also a commonly used operation in image segmentation. It works
based on the assumption that the voxels belonging to the same structure are connected
and tend to be homogeneous with respect to some features (e.g. intensity). Hence
the segmentation is achieved by identifying the connected regions with homogeneous
features. Region growing algorithms are usually used as a preprocessing step for other
more advanced segmentation methods. Their performance mostly rely on manual
interaction for seeding. The results could be easily biased by image artefacts like
noise, intensity inhomogeneity and partial volume effect [219]. At the beginning of the
algorithms, the initial seeds and the homogeneity criterion have to be defined. Then
the neighbouring voxels are gradually merged into the region until the homogeneity
criterion is violated. According to the scheme of seed selection, the algorithms are
divided into seeded and unseeded region growing.
Seeded region growing plants the seeds manually. In the simplest case, where
the voxels of the foreground are connected and their intensities are homogeneous, the
planted seed is initialised as the growing region. Then the neighbouring voxels are
added in if their intensities lie within a range specified by a coefficient, which defines
the allowed deviation from the mean of the region. In this process, the mean and
standard deviation of the region are updated. Apart from the homogeneity criterion,
the region size can also be used to constrain the region growing [198]. Once the region
size exceeds a threshold, the growing is adapted to a more restricted criterion. For
images with multiple structures to segment, Adams seeded region growing [3] can be
applied, in which multiple seeds are planted and the new ‘boundary voxel’ is assigned
to one of the regions according to the distance between the voxel and the region. For
images with structure composed of unconnected regions, the grown region can be split
by applying ‘k-contraction’, which removes the k voxels with the lowest intensities
from the region [230].
Unseeded region growing chooses the seeds automatically. In an approach pro-
posed in [169], one voxel is randomly selected as the seed. The ‘boundary voxels’
are merged into the existing region according to the distance measure. A new region
is created if no more voxels can be found to be close enough to any existing region.
The new region is seeded by an unlabelled voxel, which is closest to any existing
region. The initial seeds can also be determined by applying thresholding techniques
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as in [231]. The region growing is then controlled by the homogeneity parameter
obtained from optimising an assessment function.
3.1.3 Deformable Models
Deformable models including deformable curves, surfaces and solid models have been
widely applied in computer vision and computer graphics. Their potential has been
proven in applications of medical image analysis such as segmentation, registration and
motion tracking [191]. Deformable models incorporate both bottom-up image features
and top-down prior knowledge (e.g. size, shape and location) of the structures [191].
During the process of segmentation, the initial deformable model evolves under the
influence of driving forces. The topology of deforming model is constrained based
on the prior knowledge of the structure geometry. The model evolves closely and
eventually reaches the boundary of the structure to segment by interacting with the
image. Deformable models are capable of taking structure variability into account and
are flexible in manual intervention [191]. According to the mechanism of the models,
they are classified into snakes, level sets and geodesic active contours.
Snakes are originated from the algorithm proposed in [145]. The model deforma-
tion is driven by the internal force derived from the geometry properties of the model
and the external force derived from interacting with the image. The internal force
maintains the regularity of the model while the external force attracts the model to the
desired boundary of structure. The model evolution is completed when the minimum
of the energy functional composed of the driving forces is achieved. In the original
snake, the internal force is calculated from the curvature of the contour and the external
force is defined by the gradient magnitude. The limitations of this method lie in several
aspects. First, manual intervention is required for the initial state of the contour and
the selection of deformation parameters. Second, the deformation might be trapped by
local minima of the energy functional or stop when the gradient magnitude becomes
too small. Third, the topology of the contour cannot adapt to the boundary in the
image during the deformation process [176]. Numerous variants have been developed
to overcome these shortcomings by improving or incorporating more constraints into
the energy functional. Balloon snakes [67] use an inflation force, which allows the
contour to pass over week edges and stop when the edge is strong. It makes snakes less
sensitive to initialisation and achieve more stable performance. Topological constraints
were proposed to enable the topology of contours to change conveniently during the
deformation process [192, 85]. Several physical constraints regarding the metric,
shape and resolution of the contours were also used in [85] to maintain the geometry
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of the contours. Statistical techniques can be applied to extract the shape of models
and define the range of parameters from training images. Such information can be
incorporated into snakes as a priori knowledge to constrain the model deformation in
testing images. The model evolves towards the objective boundary by interacting with
the image features such as edges in active shape model [70, 71] or texture in active
appearance model [72].
Snakes can generate closed curves and surfaces directly from the deformable
models. Various constraints described above make the models robust to noise and
spurious edges [219]. However, their applications are restricted by the computational
complexity resulted from parametrisation of the contour, topology controlling and
contour vertices redistribution [176].
Level sets are algorithms based on the theory firstly proposed in [208]. The
deforming contour is implicitly embedded into a higher dimensional level set function
with the contour as its zero level set. Therefore, instead of tracking the deforming
contour composed of discrete points, segmentation progresses by tracking the zero
level set. During this process, the topological changes are handled naturally. The
model deformation of level sets is driven by the speed function, which is similar to the
energy functional in snakes. The curvature component in the speed function maintains
the smoothness of the contour. The other speed component calculated using image
features attracts the contour to the desired boundary [127]. The commonly used image
feature is the gradient as in [182]. However, the stopping criterion has to be carefully
selected to avoid leakage and shrinkage of the deforming contour. The edge strength
and weighted area flow have been incorporated into the speed function to improve the
performance [148, 259].
Geodesic active contours combine level set formulation with contour energy
functional minimisation. This implementation avoids the contour leakage, facilitates
the algorithm computation and efficiently handle topological changes of the contour. To
improve the accuracy and efficiency of segmentation, various a priori knowledge can be
incorporated into the energy functional. For example, the a priori shape knowledge and
statistical techniques were used for postprosessing in [165]; the gradient vector flow
field, intensity distributions and distance information were incorporated to eliminate
the dependence on initialisation and improve the segmentation accuracy in [212]. In
addition, region based image features such as colour, texture, shape or area were
also used to improve the model [312, 259]. Incorporation of a priori knowledge and
statistical techniques also makes the deformable models more automatic and more
robust to noise [176].
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3.1.4 Machine Learning Techniques
Machine learning algorithms have been widely used in computer vision and image
processing applications. In recent years, impressive results have been achieved by
machine learning technologies. Based on features extracted from the image, the vox-
els are either grouped into several clusters directly or assigned predefined labels by
classifiers trained using the same features. According to the necessity of a training pro-
cess, we categorise the machine learning algorithms into unsupervised and supervised
approaches.
Unsupervised clustering techniques group image voxels into a number of clus-
ters automatically. The most commonly used clustering algorithms in medical image
analysis include k-means (KM), fuzzy c-means (FCM) and Gaussian mixture models
(GMM). The number of clusters has to be prespecified. In KM, the centres of clusters
are randomly selected and the voxels are classified according to the distance between
the voxels and the cluster centres [177]. In each iteration, the cluster centres are
updated and the distance is recalculated. The segmentation is completed when the
stopping criterion is satisfied (e.g. the cluster centres show little changes between
iterations). Instead of performing hard segmentation, FCM calculates the probabilities
of each voxel belonging to the clusters by introducing a membership function [37].
Several variants of FCM, such as bias field corrected FCM [5], enhanced FCM [276]
and fast generalised FCM [54], have been proposed to improve the segmentation accu-
racy and efficiency. GMM estimates the probability density function of each cluster
as a Gaussian distribution [228]. KM is usually applied to initialise the parameters of
GMM. Then the segmentation and parameter updating are interleaved in an expectation
maximisation (EM) approach until the stopping criterion is satisfied. These clustering
algorithms are sensitive to initialisation. The segmentation could be easily biased
if it only relies on image intensity. Spatial information can be incorporated into the
algorithms as in [5]. A Markov random field (MRF) model [332] is usually combined
with GMM to take the neighbouring information into account in an EM framework.
Supervised classification techniques achieve image segmentation by training
classifiers using features extracted from labelled samples. The same feature space
is constructed for the testing image and put into the classifier. Segmentation using
classifiers requires a reasonable number of training samples and the training process
usually takes a long time. However, once the classifier has been trained, the segmenta-
tion of testing images can be accurate and efficient. A variety of classifiers have been
developed and applied in segmentation of medical images.
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k-nearest neighbours (kNN) is the simplest classifier, which classifies each object
(e.g., image, voxel) into the same class as the majority of its closest k training samples.
The distance between each pair of testing and training samples is calculated based on
their feature space. kNN can be either used alone or incorporated into other models in
medical image classification [73, 293].
Support vector machine (SVM) was proposed in [41]. It was developed from
computational learning theory. Kernel functions are used to map image features into a
high dimensional space. Nonlinear functions (the hyperplanes) are learned to separate
the objects into two classes by maximising the margin between their feature spaces.
Finding the optimal hyperplane is a constrained optimisation problem, which can be
solved by optimisation techniques like Lagrangian. The theory behind SVM guarantees
its good classification performance. Because of this, the algorithm is not affected
by local minima or suffers from high dimensional feature space. SVM has been
successfully applied in applications of medical image analysis such as brain tumour
segmentation [31] and tissue classification [199]. The disadvantages of SVM lie in
the choice of kernel functions and the algorithm is not straightforward for multiclass
segmentation. In practical uses, its application is also limited by the high computational
complexity and extensive memory requirement in large-scale tasks [275].
Random forests (RF) algorithms are popular and accurate classifiers introduced
in [47]. The algorithms can deal with both classification and regression problems.
RF is an ensemble of decision trees. Each tree is trained independently based on
a bootstrap sample chosen at random with replacement from the training set. Each
bootstrap sample has the same size as the original training set. At each node of a tree,
a random subset of features are selected to find the best split. The size of the feature
subset is fixed for all the nodes and all the trees (typically m =
√
p, where p represents
the total number of features and m is the size of subset). The trees keep growing
until the maximum depth is reached. During this training process, the classification
error of RF is internally estimated using out-of-bag data. In the testing phase, the
feature space of a testing sample goes through every trained tree in RF and the new
sample is assigned to the class which receives the majority of votes from all the
decision trees. RF can handle large datasets with mixed features (both qualitative and
quantitative) without making assumptions of data distribution. Redundant features can
be easily ignored and missing data can be handled elegantly. It achieves competitive
performance among machine learning methods in terms of accuracy and stability.
For example, in the MICCAI grand challenge on MR brain image segmentation, the
classifier using RF was ranked the third best among other techniques [307]. The main
disadvantage of RF is that a large number of trees may slow down the algorithm in
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real-time classification. And the algorithm might lead to overfitting for datasets with
noisy classification tasks.
Bayesian network classifiers have shown remarkable classification performance
among machine learning techniques. Given the class label, the classifiers learn the
conditional probability distribution of each feature from the training set. Given a set
of features, the probability of a class label assigned to a testing sample is computed
by applying Bayes’ rule. Then the class with the highest posterior probability is
predicted for the testing sample [112]. Bayesian networks are directed acyclic graphs,
where the vertices represent the random variables (i.e. the features and classes) and
the edges represent direct correlations between them. Each variable is only dependent
on its descendants given the state of its parents. Their correlations are represented by
a local conditional distribution with probabilistic parameters. The joint probability
distribution over all the variables is uniquely determined by combing these local con-
ditional distributions [112]. The objective of Bayesian network classifiers is to find
a network that describes the probability distribution over the training set effectively
and efficiently. Usually this is achieved by using heuristic search over the space of all
possible networks. A scoring function such as the Bayesian scoring function [69] or
the function based on minimal description length [161] is adopted to evaluate the merit
of each candidate network. Once the optimal network is determined, given the feature
vector of a testing sample, the classifier outputs the class label that maximises the
posterior probability. Naive Bayesian classifier is the simplified form of Bayesian net-
works. It makes strong independence assumption that all the features are conditionally
independent given the class label. It performs well in classification tasks. However, it
has been proven that the classifiers with less restrictive independence assumptions can
perform even better [112]. Bayes’ theorem and Bayesian networks have been success-
fully applied to applications of medical image analysis [303, 286]. Bayesian networks
provide natural ways to structure data and yield intuitive predictions for new cases.
They can readily handle incomplete data set and causal correlations. Prior knowledge
is easily incorporated and much more difficult models can be estimated. The problem
of overfitting is efficiently prevented. The disadvantages of Bayesian networks lie in
the intensive computation, lack of defence of the priors and the assumption of the data
distribution.
Artificial neural network (ANNs) are biologically inspired technologies, which
simulate the way of processing information in the human brain [4]. The first con-
ceptual model of an ANN was proposed in [190]. Following their work, numerous
improvements and innovations have been developed. Classic ANNs consist of the
input layer, the output layer and the hidden layers between them. Each layer contains
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a number of neurons, which are fully connected with neurons at its adjacent layers.
Each neuron has its input, transfer function and output. The input layer receives the
data and the output layer provides the response of ANN to the input data. The hidden
layers play a crucial part in processing the information. Once the structure of an ANN
(i.e. the number of layers and the number of neurons at each layer) is determined, its
performance depends on the transfer function of the neurons, the connection formula
and the learning rule [4]. All the signals arriving at a neuron are firstly weighted, and
then combined together to pass through a transfer function. The output for that neuron
is then calculated. The most commonly used transfer function is the sigmoid function.
The connections between neurons can affect the operation of an ANN by stimulation
and inhibition mechanisms. Based on whether the feedback connection is available
from the output of one layer to its previous layer or the same layer, feedforward and
feedback architectures of ANNs are identified. The most commonly used learning rule
of ANNs is the back-propagation rule. During the training phase, input data in the
training set is fed forward through an ANN to compute the weights between neurons.
The weights are optimised by backward propagation of the error iteratively until the
specified accuracy is reached. Then all the weights are saved for the classifier. In the
testing phase, the testing data is forward propagated through the network and its class
label is predicted. ANNs are data driven, which makes them very flexible and powerful.
They can create their own representations of the training data and the computation can
be carried out in parallel. They can perform complex tasks without understanding the
specifications of them. ANNs are well suited for dealing with large dataset, discov-
ering regularities within a set of patterns and working out the relationships between
variables that are difficult to describe with conventional algorithms [95]. On the other
hand, ANNs are criticised as ‘black boxes’, computationally expensive and prone to
overfitting [279].
Deep neural networks (DNNs) or deep learning (DL) algorithms have drawn
great attention and achieved impressive classification results in computer vision in
recent years. These techniques are inspired from the way the neocortex processes
information received from the environment. Instead of preprocessing the received
signals, the neocortex propagates the original data through a complex hierarchy of
modules, which represents the data by finding exhibited regularities [14]. DL is
defined as a subfield of machine learning which models the complex relationships
among data by applying many layers of nonlinear information processing [86]. Each
level extracts its distinct set of features, where high-level features are defined from
lower-level ones and the same set of lower-level features can define different sets of
higher-level ones [86]. This deep architecture represents the input data by learning
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high-order features, which can be used for pattern analysis and classification by
applying relatively simple classifiers described before. The popularity of DL arises
from its ability to exploit complex relationships among data of large size and extract
hierarchical features using both labelled and unlabelled data [86]. Depending on the
objective of DL architectures, the algorithms are categorised into discriminative and
generative deep networks. Discriminative deep networks aim to classify the data
based on the high-order features extracted from the hierarchical data representation
network. The labelled dataset is needed to train the deep network. Convolutional
Neural Networks (CNNs) are typical discriminative deep networks consisting of
several stages of convolution and subsampling processes [14]. As ANNs, CNNs are
trained in a feedforward back propagation manner. At each stage, the input data
(image for the first stage and feature map for the later stages) is convolved with a filter
and then adds a bias to generate the convolution layer. The subsampling process is
then applied, which consists of successive operations of summing, scalar weighting,
adding bias and passing through a sigmoid function to the result from the convolution
step [14]. This process results in a feature map, which is used as input data in the next
stage. All the parameters in each stage including the filter coefficients, weights and
biases are trainable. The convolution and subsampling steps in each stage of CNN
produce features with invariance to shift, scale, rotation and translation. At the final
stage, all the feature maps generated at the highest layer are rasterized and put into a
conventional neural network to produce the final classification result. Owing to the
ability to model the spatial relationships with hierarchical layers, CNNs are well suited
for feature extraction and image processing applications. Generative deep networks
extract high-order features from the unlabelled data for pattern analysis. A joint
probability distribution over the observed data and its label is provided. The probability
of observations given the class label can also be estimated. Deep Belief Networks
(DBNs) are probabilistic generative deep networks composed of multiple layers of
stochastic latent variables [86]. Compared with the traditional back propagation neural
networks with deep layers, DBNs are computationally efficient. They select the
parameters accurately and have no requirement of the labelled training dataset [14].
DBNs consist of several layers of Restricted Boltzmann Machine (RBM) stacked on
top of each other. RBM restricts the neural network to only one visible layer and
one hidden layer and only the connections between the layers are established. The
layers of a DBN are connected by top-down generative weights, which are learned
in a layer-by-layer manner by applying contrastive divergence algorithms proposed
in [132]. For each RBM, the hidden layer abstracts the representation of the data at
the visible layer and the new representation is served as input to the next higher level
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RBM for more abstract representation. Each RBM stacked on the DBN strengthens
the representation power of the network. The top two layers of a DBN have undirected,
symmetric connections between them, which enables the top layer to associate with its
memory contents from the lower layers [14]. If labelled data are available, after the
pretraining described above, DBN can be fine tuned and turned into a discriminative
network by learning bottom-up recognition weights through back propagation. This
results in better discriminative performance and faster convergence compared with
traditional feedforward back propagation neural networks [133]. DNNs have been
successfully applied to a variety of applications such as face identification [274],
speech detection [131], document analysis [68] and image classification [156]. In
medical image analysis, they have also been used for high-level feature extraction and
image segmentation [273, 65]. The main advantage of DNNs over shallow machine
learning algorithms is learning hierarchical features inherently. The hidden layers can
be repurposed from one application to another. However, it is difficult to optimise the
parameters in all layers of networks. Moreover, DNNs perform as poorly as shallow
machine learning techniques in some applications such as natural language processing
and speaker identification. Domain knowledge like invariance of the features and
regularisation of parameter constraint has to be determined for successful application
of DNNs to a specific task. Considerable skill and experience is required for setting
hyper-parameters such as the learning rate schedule, the strength of the regulariser,
the number of layers and the number of neurons per layer [86]. A solid theoretical
foundation in many aspects of DNNs still has to be established.
3.1.5 Graph Theory Based Methods
Graph theory based segmentation methods have shown great potential in computer
vision applications. For these methods, the image elements are mapped onto a graph
and the segmentation is achieved by partitioning the graph into several subgraphs
such that each subgraph represents a segmented object. Let G = (V,E) represents an
undirected graph with a set of vertices V corresponding to the image voxels or regions.
E stands for the edges connecting pairs of vertices in V . Each edge in E is given a
weight w which defines the distance between two connected elements based on the local
features (e.g. intensity, colour, location or texture). The image segmentation problem
is formulated into partitioning the graph G into mutually exclusive components, such







′ ∈V , E ′ ∈ E and
edges in E
′
only connect vertices in V
′
[215]. The segmentation is performed based
on the criterion that the image elements represented by a subgraph G
′
should have
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similar image features and the weights for edges in G
′
should be relatively low [107].
Formulating image elements into a graph enables the segmentation problem to be
solved using graph theory tools. According to the segmentation principle, we divide
the graph theory based algorithms into three categories including minimal spanning
trees, graph cuts and shortest path based approach.
Minimal spanning tree based methods segment the image by finding the minimal
spanning tree of the graph and breaking the edges with the highest weights [328].
The methods rely on the similarity and proximity of the graph vertices [215]. The
minimal spanning tree guarantees the most similar image elements are connected in the
graph. By cutting the edges with the highest weights, the graph is split into separate
components, where the neighbouring subgraphs have the largest distance. Some
improvements have been made to either speed up the implementation by adopting
a recursive scheme [201, 159] or enhance the segmentation accuracy by taking the
variation inside of the subgraph into account [107]. Minimal spanning tree based
methods intuitively group image elements with similar features. They assume the
elements in the same partition share the same labels. However, this assumption can be
easily violated in dealing with real world images. Hence these methods are often used
for preliminary segmentation of more advanced algorithms.
Graph cut theory was first used for image segmentation in [322]. A cost func-
tion is defined by the weights of graph edges and the segmentation is performed
by globally minimising the cost function (minimal cut). The minimal cut method
tends to segment small components in the images. To eliminate the bias, various
normalised cut methods have been developed which incorporate information with
regard to the size of segments [258], features of the interior region or the cut bound-
ary [75, 310, 311]. Graph cut methods can also be combined with other segmentation
techniques to further improve the performance. Typically, a MRF model is combined
to incorporate the contextual constraints (e.g. the regularisation of image smoothness,
shape of the segments, human interaction, etc.) into the segmentation approach. The
segmentation problem is reformulated in a maximum a posterior (MAP)-MRF frame-
work and solved by minimising an energy functional, which can be either globally
optimised by applying combinatorial min-cut/max-flow algorithms [42] for binary seg-
mentation or approximately optimised using α-expansion-move and αβ -swap-move
algorithms [43] in multilabelling tasks. Graph cut methods establish well-defined
mathematical relationships between the image elements and make the problem formu-
lation more flexible. Efficient approximations have to be studied since finding a cut in
an arbitrary graph or minimising an energy functional might be NP-hard [215]. The
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solid theoretical foundation of graph cut makes it applicable to many applications in
image segmentation.
Shortest path based methods convert the problem of finding the best boundary
which separates the image elements to finding the shortest path between two vertices
on the boundary. Human interaction is required to seed the initial points on the
boundary. Then the shortest path is found between them to best fit the object of
interest. The boundary is represented as a sequence of oriented edges with their
weights in the graph. Searching for the shortest paths over the whole graph is time
consuming. A variety of improvements have been made to alleviate this limitation
such as confining the searching space [104], adopting heuristic search methods [186],
introducing restrictions to the boundary [220] or incorporating prior knowledge of
the graph [105]. Extension of shortest path based methods to 3D image segmentation
is not straightforward and alternatively, searching minimal surface in 3D space can
solve this problem fairly well [119]. Involving user interaction in shortest path based
methods makes the segmentation effective and reliable. On the other hand, it might
increase the human effort when the image is noisy, in which case a great amount of
user guidance is required. This group of methods is more suitable for segmenting
complex objects with explicit boundaries compared with other graph theory based
techniques [215].
3.1.6 Atlas Based Methods
Atlas based methods are specific to medical image, in particular brain image segmen-
tation. Due to the artefacts existing in brain images (as described in Section 2.3), the
complexity of internal structures and the variability of brains among population, the
anatomical a priori information is essential for guiding the segmentation approach.
Prior information can be encoded as a set of predefined rules based on the property
of brain structures or a template constructed from a set of manual annotations (i.e.
atlas) [51]. An atlas is defined as two volumes: one intensity volume and one label
volume. The label volume is the segmentation of its corresponding intensity volume.
Generally, there are two types of atlases: topological and probabilistic atlases. A
topological or deterministic atlas is a brain volume taken from a single subject, which
is representative of a whole dataset in terms of image features like size, shape or
intensity [51]. A group of manual annotations can be registered to a template or a
common space (e.g. the Talairach space) and the deformed label volumes are averaged
to construct a probabilistic atlas, in which the proportions of each voxel belonging to
various structures are calculated. Compared with a topological atlas, a probabilistic
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atlas is able to account for population variability. In the segmentation process, the
registration between the atlas and the target image needs to be performed to propagate
the atlas prior to the target image. Hence the segmentation problem is converted into a
registration problem and the segmentation performance is dependent on the registration
accuracy. In practice, rigid or affine registration is usually performed before applying
nonrigid registration for further refinement. A multiresolution scheme is often adopted
for algorithm efficiency and segmentation accuracy. Incorporation of atlases benefits
the image segmentation especially in the cases where the shape information plays an
important role. Based on the segmentation strategy used, atlas based methods can be
categorised into label propagation, multi-atlas segmentation and probabilistic atlas
based segmentation techniques.
Label propagation uses the topological atlas to incorporate the prior knowledge
into the segmentation approach. The segmentation process is straightforward and
relatively simple. By registering the atlas intensity volume to the target image, a
transformation between them is obtained. Then the segmentation of the target image
is achieved by applying the transformation to the atlas label volume. Interpolation
methods such as nearest neighbour, linear, bilinear or cubic interpolation are used
during the process. Label propagation is effective when the atlas image is similar
enough to the target image. Therefore, it is more suitable for intra-subject applications
such as longitudinal sequence analysis or multi-modality image fusion. The anatomical
variability is not taken into account and the segmentation can be affected by the
registration error.
Multi-atlas segmentation overcomes the shortcomings of label propagation by
registering multiple atlases to the target image. This approach accounts better for
anatomical variability and the effect of the registration error is considerably reduced.
Two important factors are involved in the multi-atlas segmentation: atlas selection and
label fusion. Atlas selection intends to pick out the most relevant atlases to avoid the
bias introduced by the irrelevant atlases and reduce the amount of registration. The
selection is performed based on meta-information (e.g. age) or image similarity (e.g.
squared intensity difference or mutual information). It has been shown that using a
subset of atlases with high image similarity results in improved segmentation accuracy
compared with using the same number of random atlases, while the registration effort
is reduced [6]. Once the atlases are selected, a label fusion strategy has to be applied
to infer the final label map for the target image from all the candidate segmentations.
The label fusion methods vary from the global to local strategies. The most commonly
used global strategies include majority voting and global weighted voting based
on normalised cross-correlation, mutual information or mean squared distance [16].
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Local label fusion strategies include local weighted voting based on normalised cross-
correlation or mutual information [16]. Recently, a probabilistic patch-based label
fusion model was proposed, which models both the intensity likelihood and the label
likelihood in a Bayesian framework [25]. The model maps each target voxel to a
specific patch instead of a candidate voxel in each atlas, which leads to the improved
segmentation performance. Generally, local label fusion strategies outperform global
ones in segmenting high-contrast structures, while global strategies are less sensitive to
noise in dealing with low-contrast neighbouring structures [16]. Besides, to alleviate
the burden of registration, a compromised approach can be applied, in which all the
atlases are first registered to the target image by affine registration, then after atlas
selection only the selected atlases are nonrigidly registered to the target image to
perform the label fusion [25].
Probabilistic atlas based techniques make use of the probability values by reg-
istering the atlas to the target image. A single registration is performed and the
probabilistic atlas accounts for the anatomical variability. A probabilistic atlas is often
used to encode the spatial information modelled in a Bayesian framework [293]. The
probabilities can also be used to initialise the parameters of the probability density
function of each class, which is usually modelled by a Gaussian mixture model [80].
Some approaches also extract context features from the probability maps and use them
together with image appearance features like intensity or Haar-like features to train
a classifier [307]. In addition, a subset of samples with high probabilities are also
extracted from the atlas to train a classifier, estimate class distributions or initialise an
active contour [51].
3.2 Evaluation of Image Segmentation
Performance evaluation is a non-trivial part of image segmentation algorithms. A few
papers reviewed the evaluation methods for generic image segmentation in the litera-
ture [330, 58, 333]. The most commonly used approaches are subjective and objective
comparisons. In subjective evaluation, the segmentation results are visually examined
by observers. Due to the inherent subjectivity, this evaluation approach suffers from
inter- and intra-variability. It is difficult to obtain an unbiased evaluation to assess the
effectiveness of algorithms. In order to minimise the bias, a sufficiently large group
of evaluators have to conduct intensive visual evaluation on the segmentation results
of a sufficiently large set of test images [330]. The testing has to be conducted under
well-defined guidelines to reduce the favouritism to specific algorithms or parameter
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settings. Thus subjective evaluation is tedious and time-consuming and unsuitable
in real-time tasks. In the experiments conducted in this thesis, we usually use it as a
complement to objective evaluation to provide intuitive results and comparisons. In
objective evaluation, the segmentation results are compared with a set of reference
images, which are labelled manually and considered as ground truth. Manual delin-
eation takes a great amount of time and effort, which could be improved by means
of segmentation software. It also suffers from the intra- and inter-rater variablity,
which could be mitigated by applying label fusion algorithms like STAPLE [313]. The
segmentation is evaluated by the agreement between the segmentation results and the
ground truth calculated using defined metrics. In the following, we will introduce the
commonly used metrics in objective evaluation of segmentation methods and divide
them into overlap measures, distance measures and probabilistic metrics.
3.2.1 Overlap Measures
Literally, overlap measures calculate the overlap between the segmentation result A
and the ground truth B. Most of these metrics are defined based on true positives (TP),
true negatives (TN), false positives (FP) and false negatives (FN), where TP and TN
represent the numbers of voxels correctly classified as foreground and background,
respectively; FP and FN stand for the numbers of voxels misclassified as foreground
and background, respectively. A set of metrics can be defined as listed in Table 3.1.
The Receiver Operating Characteristic (ROC) curve, which represents the Sensitiv-
ity against 1−Specificity with various decision thresholds, is also used to evaluate the
segmentation performance. The accuracy is often measured by the area under the ROC
curve (AUC), which can be calculated using trapezoidal integration [45]. Besides,
instead of evaluating the voxel-wise agreement between the segmentation results and
the ground truth, the object-wise agreement is also used to calculate some metrics like
Dice similarity coefficient, Sensitivity, Specificity and Accuracy. These object-wise
metrics can be used for evaluating specific segmentation approaches such as lesions
segmentation, where the number of lesions rather than the voxels are counted.
3.2.2 Distance Measures
Distance measures calculate the distance between the surfaces of the segmentation
result SA and the ground truth SB. SA and SB are two finite sets of points.
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Table 3.1 Overlap Measures
Name Equation
Dice similarity coefficient 2T PFP+FN+2T P
Sensitivity T PT P+FN
Specificity T NFP+T N
Accuracy T P+T NT P+FP+FN+T N
Error rate FP+FNT P+FP+FN+T N
Over estimation fraction FPT N+FN





Relative absolute volume difference |A\B||B|
Note: |A| represents the number of voxels in A; ∩, ∪ and
\ are set interaction, union and difference operators, re-
spectively.
Hausdorff distance (HD) is the most commonly used distance measure, which is
defined as







and d(a,b) calculates the distance, which can be Euclidean distance or squared Eu-
clidean distance, between the points a and b. h(SA,SB) is the directed Hausdorff
distance from SA to SB. For any point a ∈ SA, the minimum distance is found to its
closest point b ∈ SB. Then all the minimum distances for all the points in SA to their
closest points in SB are ranked and the maximum is found which defines h(SA,SB).
The Hausdorff distance is the maximum of h(SA,SB) and h(SB,SA) which measures
the degree of mismatch between two point sets [134].
Mean distance (MD) measures the mean distance of all points in SA to their
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where |SA| stands for the number of points in SA.
Mean average surface distance (MASD) averages the mean distance from both














Average symmetric surface distance (ASSD) measures the mean distance for















The overlap and distance measures described above are all used for evaluation of hard
segmentation. In fuzzy segmentation, where the probabilities of each voxel belonging
to multiple classes are calculated, the probabilistic measures can be defined to evaluate












where P(A(x) = 1|B(x) = 1) is the probability of voxel x in A correctly classified
as the foreground. The first component in the denominator counts the number of
foreground voxels in B and the second component sums up the probabilities of all the
voxels classified as the foreground in A. The PSI is equivalent to the Dice similarity
coefficient if the final segmentation is binary [172].
Similarly, the probabilistic overlap fraction (POF) and the probabilistic extra
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where P(A(x) = 1|B(x) = 0) is the probability of voxel x in A misclassified as the
foreground. The POF is equivalent to the Sensitivity in hard segmentation.
3.3 Registration Algorithms
Image registration is widely used in remote sensing, medical image analysis, cartogra-
phy and computer vision [337]. Registration algorithms vary in different ways such
as image dimensionality, registration basis, nature of transformation, optimisation
strategy, image modalities, etc. [180]. In this section, the main procedures of image
registration and the most popular methods used at each stage are reviewed.
3.3.1 Feature Matching
In order to find the transformation between the source and target images, the corre-
spondences between their features have to be established first. Either the raw image
voxels or the features extracted from the images can be used for this purpose.
Voxel property based methods operate directly on the image intensities. Reduc-
tive approaches (e.g. principal-axes and moment-based methods) are used to reduce
the image grey values to a representative set of scalars and orientations, based on
which the registration is performed. Alternatively, the full image content can be
used throughout the registration process by applying correlation-like methods, Fourier
methods or mutual information methods. The normalised cross-correlation (NCC) and
its variants search for the corresponding window pairs by measuring the intensity simi-
larities. NCC methods can account for image translation, slight rotation and scaling
and even affine transformation. The sequential similarity detection algorithm (SSDA)
is more efficient than NCC methods by exploiting a simpler distance measure and a
sequential search strategy [29]. Fourier methods outperform correlation-like methods
in dealing with images taken under varying conditions or corrupted by correlated and
frequency-dependent noise, in which case the images are represented in the frequency
domain [337]. The phase correlation method [158] aligns two images shifted relative
to one another based on the Fourier Shift Theorem [44]. It calculates the cross-power
spectrum phase of two images and then determines the peak location in its inverse
transform. This method was combined with polar-log mapping of the spectral magni-
tude to account for additional rotation transform [84]. Mutual information methods
are originated from information theory [178]. They perform registration between two
images by maximizing their statistical dependency, which is measured by the joint
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entropy, the mutual information or the normalised mutual information. These methods
are well suited for multimodal registration.
Voxel property based methods are usually computationally efficient, easy for hard-
ware implementation and can be used in real-time tasks. However, their applications
are limited by the simple-shaped windows in matching two images with complex
deformation. The ’remarkableness’ of the window content might lead to mismatching
due to its non-saliency [337].
Feature based methods use salient features detected from the images to establish
the correspondences between two images. The features can be landmarks and seg-
mentation based structures. Anatomical landmarks (i.e. salient points identified by
the users) and geometrical landmarks (e.g. corners, line intersections, local curvature
extrema, etc.) manually or automatically extracted from the images are mostly used to
estimate rigid or affine transformations. They can also be used for more complex trans-
formations if the landmarks are sufficient. Compared with the entire image content
used in the voxel property based methods, the landmark set is sparse, which relatively
speeds up the optimisation procedure. Segmentation methods can be applied to extract
features like surfaces, curves and volumes, which are used in either rigid-model or
deformable model based registration approaches. Segmentation based features can be
easily and efficiently obtained. However, the registration accuracy can be affected by
the segmentation performance [180].
Once the feature space is determined, the corresponding features in the source
and target images have to be matched. Feature matching can be achieved by using
spatial relations or invariant descriptors. Methods based on spatial relations exploit the
distance between features and their spatial distributions, such as the graph matching
algorithm [117], clustering technique [271], chamfer matching [30], relaxation tech-
nique [227] and the iterative closest point algorithm [36]. Feature descriptors invariant
to image deformations can also be used to estimate the feature correspondence, such
as the intensity similarity in a local neighbourhood represented by cross correlation [1]
or correlation coefficients [335], shape descriptor [214].
3.3.2 Transformation Estimation
Based on the established feature correspondences, a transform model is estimated to
overlap the source image with the target image. The model could be global or local
according to the image domain where the transformation applies. The global model
maps the entire images using the transform function defined by a set of parameters,
while the local model performs piecewise mapping by the transform function with
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varying parameters derived from the local image content. The commonly used models
for the simplest to the most complex transformations are described in the following.
Bivariate polynomial transformations of low degrees can be used to represent
rigid, affine and projective transformations. Rigid transformation is applied between
images with deformation of translations and rotations. It can be determined by 6
parameters in 3D space. Affine transformation maps parallel lines to parallel lines,
which also allows rescaling and shearing and can be defined by 12 parameters. Projec-
tive transformation maps lines to lines without preserving the parallelism. It is often
used in 2D/3D registration. These three transformations can also be represented by a
constant matrix. The second or the third order polynomial models are used when more
complex deformation is required. The use of higher order polynomials is restricted to
avoid the unnecessary warping in image regions away from the control points [337].
Radial basis functions are global mapping methods composed of a linear com-
bination of basis functions. These models are motivated by the interpolation theory,
where the displacements calculated at the control points are propagated to the rest of
the image domain by applying interpolation methods. The displacement at each point
only depends on its distance to the control points, not on its position or grey level value.
These functions are able to deal with the locally varying geometric distortions. The
basis functions that can be used include multiquadrics [242], Gaussian functions [12],
clamped-plate splines [185], thin-plate splines [40], cubic B-splines [160], Wendland
functions [315], cosine functions [260], etc. Thin-plate splines are the most often
used basis functions, which minimise the quadratic variation functional of the bending
energy [337]. This method achieves good registration. However, it exhibits a few
shortcomings such as the inverse inconsistency problem, suppression of the local
image warping, incapability to deal with landmark localisation error and demanding
computation [268]. A number of approaches have been proposed to tackle these
shortcomings [141, 167, 236, 92].
Elastic models approximate transformation between images. They are capable
of mapping images with complex deformation. The images are modelled as elastic
bodies, which are stretched into alignment under the external force defined by the image
similarity and the internal force defined by stiffness or smoothness constraints [49].
The registration is achieved by finding the minimum energy state or equilibrium in
an iterative and pyramid approach [337]. Fluid registration methods [48] using the
viscous fluid model are capable to handle very localised deformation, where the target
image is modelled as a thick fluid that flows out to match the source image. Other
nonrigid registration methods include diffusion models [282], level sets [297], flows
of diffeomorphisms [287].
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3.3.3 Optimisation Methods
Optimisation methods aim to find the optimal transformation between two images.
The mapping function usually composed of a similarity term and a regularisation
term is defined by a set of parameters. For bivariate polynomial transformations,
the parameters can be easily computed by minimising the sum of squared errors at
the control points. For local transformations, it is also possible to compute the local
displacements directly from the local image content such as in optical flow based
approaches. Most often, the optimal parameters are searched by applying optimisation
methods. According to the nature of the parameters and the objective function, the
optimisation methods can be divided into continuous, discrete and heuristic and meta-
heuristic approaches [268]. Continuous optimisation methods solve problems where
the parameters assume real values and the objective function is differentiable [268].
Various methods belonging to this category but differing in factors like the step size or
the search direction include gradient descent [338], conjugate gradient [124], Powell’s
method [166], Quasi-Newton [223], Levenberg-Marquardt [17] and stochastic search
methods [28]. On the contrary, discrete optimisation methods solve problems where
the parameters take discrete values. This class of methods include graph based meth-
ods [277], belief propagation methods [129] and linear programming approaches [267].
The continuous and discrete optimisation methods are constrained by the objective
functions they can optimise. Conversely, the heuristic and metaheuristic methods are
able to deal with a wide range of problems in a large search space without guarantee re-
garding to the optimality of the solution [268]. For example, greedy approaches [254]
and evolution algorithms all belong to this group [247].
3.3.4 Image Resampling
The last step of a registration approach is image resampling, which applies the trans-
formation derived from the previous steps to the source image. This process can be
implemented in a forward or backward manner. The forward method directly trans-
forms the source image using the estimated mapping function to find the corresponding
coordinates in the registered image, while the backward method applies an inverse
transformation to the registered image coordinates to find the corresponding positions
in the source image. In practice, the backward approach is often chosen in order
to avoid holes or overlaps in the registered image resulted from discretisation and
rounding [337]. The interpolation is usually achieved by convolving the image with
an interpolation kernel. To reduce the computation cost, multidimensional convolution
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is usually decomposed to separate one dimensional convolutions. The optimal interpo-
lation kernel, the sinc function, is impractical to calculate, thus various interpolation
methods have been proposed to approximate the sinc kernel. The commonly used inter-
polation methods include the nearest neighbour, linear and cubic functions, quadratic
splines [90], cubic B-splines [163], Gaussians [122], truncated sinc functions [280],
etc. Nearest neighbour interpolation is suitable for images with a low number of grey
levels, in which case the introduction of synthetic intensities is undesired. Linear
interpolation gains the most popularity because it offers the best tradeoff between
the accuracy and computation complexity. For transformed images with significant
geometric enlargement, the cubic interpolation is preferred. Higher order interpolation
methods produce more accurate results at a cost of high computation effort.
3.4 Evaluation of Image Registration
Evaluation of image registration algorithms is challenging in several aspects: the
registration performance could be affected by the errors introduced at every stage; it is
hard to distinguish the registration errors from the actual physical differences of the
images; the ground truth of the transformation is usually unavailable. Generally, the
registration inaccuracies consist of three parts: landmark localisation error, feature
matching error and image alignment error [337]. The landmark localisation error
results from the intrinsic error of feature detection methods. It cannot be measured
directly from the resulting images but from the mean precision of the feature detection
algorithms applying on various image types [337]. An optimal feature detection algo-
rithm is often chosen to mitigate the landmark localisation error. The feature matching
error measures the mismatching of features when establishing the correspondences
between them. In most cases it can be alleviated by robust matching algorithms. The
false matches can be identified by a consistency check or cross validation [337]. The
image alignment error measures the difference between the estimated transformation
derived from the registration process and the actual between-image distortion. This
error is always present in practice due to the lack of a priori knowledge about the
image distortion and/or the imprecise estimation of the parameters representing the
transformation [337]. The image alignment error can be measured qualitatively or
quantitatively. In qualitative evaluation, the images are visually inspected by the
observers using visualisation tools such as colour overlays or difference images [130].
The registration is judged as ‘success’ or ‘failure’ depending on whether it reaches
the required application accuracy or not. However, this approach is not very effective
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particularly for algorithms that generate a fairly uniform range of errors either below
or above the expected accuracy [130]. A wide range of quantitative metrics have
been proposed in the literature to measure the image alignment error. They can be
divided into volume overlap measures, surface overlap measures, boundary distance
error, volume similarity measures and transformation consistency measures, which are
elaborated in the following.
3.4.1 Volume Overlap Measures
Volume overlap measures are specifically designed for evaluating brain image registra-
tion algorithms in [151]. The original brain images together with their structure labels
form the dataset. The registration is performed between the source and target images.
The obtained transformation is then applied to the source label image. The registration
performance is evaluated by measuring the agreement between the registered label
image S and the target label image T for each structure r. A set of region based metrics
are defined as below.





where |Sr∩Tr| represents the number of voxels in the intersection between the trans-
formed source region Sr and the target region Tr; |Tr| represents the number of voxels
in the region r of the target image.











The false negative rate (FNR) and the are defined to measure the disagreement












where |Tr/Sr| indicates the number of voxels in Tr but not in Sr.
3.4.2 Surface Overlap Measures
Similar to the volume overlap measures, the surface overlap measures are also specif-
ically designed for evaluating brain image registration algorithms [151]. They are
stated as more robust to structure segmentation bias and imaging artefacts that affect
the cortical thickness [151]. Apart from the processings described in Section 3.4.1, the
surface of each target image is generated and then intersected with both the target and
the transformed source label images. Then the metrics defined for the volumes can be
used to measure the overlap agreement and error between the target label surface and
the transformed source label surface.
3.4.3 Boundary Distance Error
Following the same registration procedure described in Section 3.4.1, the boundaries
for each structure are extracted from both the target label image and the transformed
source label image. Then the registration performance is evaluated by computing the
distance between each pair of region boundaries. For each region r, the distance error










where d(s, t) measures the distance between the point s on the transformed source
region boundary SrB and the point t on the target region boundary TrB; |SrB| counts
the total number of points that compose SrB. DEr measures the mean distance of all
points on SrB to their closest points on TrB.
A modified Hausdorff distance is also defined to measure the distance between the
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3.4.4 Volume Similarity Measures
Volume similarity measures evaluate the registration accuracy by either calculating the
differences between the transformed source label image S and the target label image
T or directly measuring the similarity between the transformed source image and the
target image. In the former case, the volume similarity (VS) can be defined as




The image based similarity measures such as root of mean squares (RMS), NCC
and normalised mutual information (NMI) and are widely used to evaluate image
registration algorithms. For brain image registration, the tissue overlap measures such
as the Jaccard index and Dice similarity coefficient defined based on the tissues are also
frequently used. The performance of registration algorithms can also be evaluated by
registering a group of source images to a target image and then measuring the sharpness
of the average image or the magnitude of the standard deviation image [324, 64].
However, all these metrics are unreliable in distinguishing reasonable from inaccurate
registrations as stated in [234].
3.4.5 Transformation Consistency Measures
Besides comparing the transformed source image with the target image, the registration
performance can also be evaluated by measuring the transformation consistency such
as the inverse consistency metric and the transitivity metric.
For registration between the source image A and the target image B, the inverse
consistency metric measures the inverse consistency error (ICE) between the forward




where x denotes the coordinates of each voxel in A and ∥ · ∥ is the standard Euclidean
norm.
The transitivity metric measures how well the pairwise registrations performed on
a group of images satisfy the transitivity property [64]. Given three images A, B and
C, three transformations TA→B, TB→C and TC→A are obtained by performing pairwise
registrations. Ideally, the three transformations should project one point from image A
to B to C and then back to the original position in A. The transitivity error (TE) with
respect to image A is defined as
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T E = ∑
x∈A
∥TC→A(TB→C(TA→B(x)))−x∥2. (3.18)
As stated in [64], both ICE and TE are necessary but not sufficient evaluation
metrics for evaluating image registration performance.
3.5 Statistical Analysis Methods
For the experiments in the thesis, we use a paired-sample t-test [15] to analyse the
impacts of the parameter settings on the performance of specific methods. Repeated-
measures Multivariate Analysis of Variance (MANOVA) [189] is applied to compare
the performance of different methods with regard to several metrics on the same
database.
Paired-sample t-test. A paired-sample t-test measures the difference between two
sets of results with the significance level usually set at 0.05. The two sets of results
are produced by the same method with different parameters and measured by the same






where d̄ and sd are the mean and standard deviation of the differences between two
sets of results. Under the null hypothesis, t follows a t-distribution with n−1 degrees
of freedom. By looking up the value of t in the tn−1 distribution table, the p-value
for the paired sample t-test is obtained, which tells if a significant difference exists
between the two sets of results.
Repeated-measures MANOVA. Repeated-measures MANOVA works in several
steps. At first, the multivariate analysis tells whether significant differences exist
among the performance of different methods with respect to the combination of all
metrics. If significant differences exist, the univariate analyses are undertaken to
explore whether the significant differences exist among the methods in terms of each
metric. Then for each metric where significant differences exist, the Bonferroni post
hoc test is utilised to conduct all the pairwise comparisons to determine which pairs
of the results are significantly different with the significance level usually set at 0.05.
Finally, based on all the pairwise comparison results with respect to each metric, the
performance of different methods is compared taking all metrics into account.
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3.6 Summary
This chapter presented a technical literature review on generic image segmentation
and registration approaches, the measures commonly used to evaluate their perfor-
mance and the statistical analysis methods for comparing the performance of various
approaches. For image segmentation, methods have been reviewed from basic tech-
niques such as thresholding and region growing to more advanced approaches like
deformable models and machine learning techniques. Apart from the segmentation
methods for general images, atlas based methods, which are specific for medical
image segmentation, have also been described. For each category of methods, their
principles, advantages, disadvantages and some applications in medical image analysis
have been provided. Image segmentation performance can be evaluated using overlap
measures, distance measures and probabilistic measures. For image registration, the
main procedures including feature matching, transformation estimation, parameter
optimisation and image resampling have been elaborated. The general methods used in
each stage have also been reviewed. Image registration accuracy can be evaluated by
volume overlap measures, surface overlap measures, boundary distance error, volume
similarity measures and transformation consistency measures. The metrics based
on local regions are more reliable than those defined on the whole volume or the
transformations. The statistical analysis methods including the paired-sample t-test
and MANOVA, which are used for comparing the performance of different approaches,




Brain segmentation, also known as skull stripping, is an important preprocessing step
for brain image analysis. Manual delineation of the brain surface is likely to achieve
more accurate results than automatic methods for brain segmentation, however, it
is labour intensive and time-consuming, usually taking between 15 minutes and 2
hours per volume [263]. Also, experts need sufficient training to obtain less subjective
segmentation results. Furthermore, intra- and inter-rater variability may occur during
segmentation [313]. Therefore, fast and robust automatic brain segmentation methods
are desired.
4.1.1 Previous Work
A range of state-of-the-art brain segmentation methods have been proposed [263,
252, 249, 336, 101, 213, 57]. However, the problem is still not considered to be
solved [137].
Thresholding, region growing and morphology based methods are commonly used
for skull stripping. An algorithm using automated thresholding and morphological
operations was proposed in [164] for brain segmentation. A region growing method
was applied in [213] for skull stripping, where histogram analysis and morphological
operations were used as preprocessing approaches. The most representative morphol-
ogy based method is the Brain Surface Extractor (BSE) [252], which applies a series of
thresholding, morphological operations and edge detection to identify brain surfaces.
First, an anisotropic diffusion filter is applied to smooth noisy regions in the image.
Second, a Marr-Hildreth edge detector is used to identify important anatomical bound-
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aries. Next, regions are eroded into components and the largest connected component
is selected as the brain region. Then dilation is used to restore the brain. Finally, small
pits in the surface and some holes within the volume are filled by a closing routine.
The weakness of morphology based methods is that often the parameters need to be
fine-tuned to overcome specific problems.
Deformable model based methods usually define a surface model and then fit it
to the brain surface. Zhuang et al. [336] proposed a model-based level set to extract
the brain surface. They used two terms separately derived from the curvature and the
intensity information of the brain image to enforce the evolution of the zero level curve.
Two most popular deformable model based brain segmentation methods are the Brain
Extraction Tool (BET) [263] and the Hybrid Watershed Algorithm (HWA) [249]. The
BET evolves a tessellated mesh of triangles to fit the brain surface. Three constraints
are used to drive the fitting: the first one controls the smoothness of the surface; the
second one maintains the equal distribution of the vertices over the surface; the third
one deforms the model to the correct brain surface. The HWA combines the watershed
algorithm and deformable surface models. The watershed algorithm is performed
to extract an initial brain with the assumption of connectivity of the white matter.
Then, a deformable model is applied to refine the output, recovering falsely removed
tissue using statistical atlas information. A new implicit deformable model, which is
represented by a set of radial basis functions (RBFs), was proposed in [171]. Driven
by the internal and external forces, the deformable model evolves from its initial state
to the desired brain boundary by iteratively updating the RBFs. A registration step can
also be incorporated into the deformable model for brain segmentation. A strategy
proposed in [26] uses the level set method for brain segmentation and the initialisation
of the brain surface is achieved through dense registration. Wang et al. [336] presented
a skull stripping method for large-scale studies. Their approach includes the co-
registration with an atlas and the refinement of the deformable surface based on
the prior information obtained from a set of brain images. A method combining
deformable surface models and a fuzzy tissue classification was proposed in [278]. In
contrast to morphology based methods, the deformable model based approaches seem
more robust and less sensitive to parameter settings. But the results often depend on
the initialisation and it may lead to self-intersection in the process of surface evolution.
The robust, learning-based brain extraction system named ROBEX [137] combines
a generative model with a discriminative model. The discriminative model is a voxel-
based Random Forest trained to detect the brain boundary; the generative model
ensures the brain surface is plausible using a point distribution model. The final
segmentation is obtained by refining the contour using graph cuts. Graph cuts was
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also used in [244] to remove dura in brain segmentation. In addition, a skull stripping
technique for neonatal brain MR images was presented in [179], which incorporates
prior shape information within a graph cut framework.
The segmentations of other brain images can also be used for brain segmentation
through atlas based or patch based approaches. A consensus masking framework
named McStrip was proposed in [229], which incorporates atlas based segmentation,
intensity thresholding and edge based masking. A multi-atlas based skull stripping
method was presented in [93]. A patch based approach BEaST was used in [102] for
brain segmentation in a multi-resolution framework.
Among all the brain segmentation methods, BET is widely used due to its simplic-
ity, accuracy and insensitivity to parameter settings. However, some inherent weak
points exist. Firstly, typically a large number of iterations (typically 1,000) are needed
to find an acceptable surface, which directly results in a long processing time needed to
segment a brain volume. Secondly, it lacks an efficient strategy to deal with the surface
self-intersections, which might lead to inaccurate segmentation in some regions of the
brain.
4.1.2 Our Work
We present an improved BET method in this chapter. It substantially decreases the
number of iterations by enhancing vertex displacement combined with an independent
surface reconstruction step at each iteration. Apart from the search path used in the
original BET to calculate the local intensity threshold, we add one more search path at
the bottom of the brain to better reflect the neighbouring intensity information. Thus
the surface is more likely to evolve more correctly. When the optimal brain surface is
found, a false positive reduction process based on FCM [55] is performed to further
refine the segmentation results. The performance of the improved BET method is
compared with that of three other methods mentioned in the previous section (the
original BET, BSE and HWA) using several metrics and datasets. BSE and HWA
are commonly used brain segmentation techniques. They are embedded in publicly
available softwares (BrainSuite and FreeSurfer), which are also widely used in brain
image analysis. It is straightforward and convenient to produce the brain segmentation
results using the existing software and compare them with our results. Each of the three
comparison methods represents a different brain segmentation approach: deformable
model based, morphology based and hybrid approach, respectively.
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Fig. 4.1 Workflow of the method.
4.2 Method
A triangular tessellation of an ellipsoidal surface is initialised inside the brain as the
deformable model. This model evolves following the force derived from the local
intensity information. An independent surface reconstruction process is applied at
the end of each surface update. Empirically, the surface converges within about
50 iterations and the optimal brain surface is obtained. Finally, we use FCM and
some morphological operations to remove the non-tissue regions from the previously
extracted brain. The entire workflow is shown in Fig. 4.1.
4.2.1 Surface Model Initialisation
An intensity histogram is used to find the robust global minimum and maximum
intensities of the brain image. The minimum intensity, referred to as t2, is the intensity
below which lies 2% of the cumulative histogram. The maximum intensity t98 is
found in a similar way. The global threshold t, which distinguishes the brain from the
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background, is estimated as a 90%/10% weighted average of t2 and t98
t = 0.9t2 +0.1t98. (4.1)
The threshold t and maximum intensity t98 are used to estimate the centre of gravity
(COG) of the brain. The bounding box for the voxels, whose intensities lie between t
and t98, can be generated. The centre of the bounding box is considered as the COG.
The median intensity of all the voxels within the bounding box is found, which is
referred to as tm.
In the original BET method, a spherical brain was assumed and the brain volume
was estimated taking account of all the voxels with intensities between t and t98 and
the radius of the brain r was calculated. However, the length along each dimension
of the brain is not always the same or even similar. For some datasets, there can be
significant differences. It is more reasonable to assume an ellipsoidal brain. Thus in
our work, we used half of r as the semi-major axis and half of the shortest edge of the
bounding box as the semi-minor axis of the ellipsoid.
The brain surface model is initialised as a triangular tessellation of the spherical
surface at first. It is centred at the COG and the radius is set to half of r. Thus the
model is located inside of the brain initially. The surface is generated starting from an
icosahedron. Then by iteratively subdividing each triangle into four smaller triangles
and adjusting the positions of the vertices at the same time, the spherical surface is
created. Given the semi-major and semi-minor axes calculated above, the coordinates
of each vertex on the spherical surface are projected to the ellipsoidal surface, which
is used as the initial model. The surface model initialisation process is illustrated in
Fig. 4.2.
4.2.2 Surface Updating
In the original BET approach, the update equation used to perform the brain surface
evolution is
u = u1 +u2 +u3. (4.2)
The role of u1 and u2 is to maintain the smoothness of the evolving surface and keep
the vertices equally distributed on the surface. They are derived from the difference
vector between the current vertex and the mean position of its neighbours. u3 is the
component which actually interacts with the brain image and forces the deforming
model to get closer to and ultimately converge at the boundary of the brain surface.
Fig. 4.3 illustrates u1 , u2 and u3 calculated at one vertex on the deforming brain surface.
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Fig. 4.2 Process of surface model initialisation. The parameters a and b represent the
lengths of the semi-major and semi-minor axes, respectively. The original brain image
is from BrainWeb.
u1 is tangential to the local surface; u2 and u3 are both along the normal direction of
the local surface. In order to avoid the surface self-intersection, the displacements for
the vertices at each iteration should be small enough. Thus the surface evolves slowly
and the number of iterations required for a complete surface update is up to 1,000.
Even so, the deforming surface would lead to self-intersection and some regions have
sharp boundaries that causes under-segmentation of the resulting brain as shown in
Fig. 4.4. To avoid the weak points of the BET method, another way is proposed in our
work for the surface updating. It performs surface deforming and reconstruction at
each iteration. At the surface deforming step, only the force u3 is used and the vertex
displacement is drastically increased. At the surface reconstruction step, instead of
using u1 and u2 , we applied an independent surface reconstruction process to maintain
the state of the deforming surface.
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Fig. 4.3 Visualisation of u1 , u2 and u3 calculated at one vertex on the deforming brain
surface generated by applying BET. u1 , u2 and u3 are displayed in red, blue and green
colours, respectively. Three axes represent the coordinates along three orthogonal
directions.
Surface deforming
Only u3 is used to drive the model to the brain surface. And the evolution speeds
up by giving this term a scale coefficient λ which is set to 5 or 10 empirically in our
experiments.Thus the update equation is
u = λu3. (4.3)
The principle of u3 was originally proposed by Dale et al. [81] and later simplified
by Smith in the BET method [263]. Considering the intensities of the voxels on the
path from the current vertex pointing inward into the brain along the normal of the
local surface (as path 1 shown in Fig. 4.5), the surface model is enforced to move
inward or outward to reach the brain surface. In BET, u3 is given by
u3 = 0.05 f3lŝn. (4.4)
60 Brain Segmentation
(a) (b)
(c) (d) (e) (f)
Fig. 4.4 Comparison of brain surfaces generated from the original BET (a) and the
improved BET (b) applying on a brain volume from BrainWeb. Brain images in the
bottom row show an axial slice of the whole head image (c), the ground truth of brain
segmentation (d), segmentation from the original BET (e) and segmentation from the
improved BET (f).
The direction of u3 is parallel to ŝn-the unit normal at the current vertex. 0.05 is a
weighting constant used in BET to provide a balance with u1 and u2. l is the mean






where t1 is the local threshold that distinguishes the brain from the background, which
will be described later. The original BET computes local minimum and maximum
intensities (Imin and Imax) as{
Imin = max(t2,min(tm, I(0), I(1), . . . , I(d1))
Imax = min(tm,max(t, I(0), I(1), . . . , I(d2)) ,
(4.6)
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where the intensity of the nth voxel on the search path from the current vertex is
denoted as I(n). d1 and d2 are the search lengths on the path to find Imin and Imax, d2 is
usually set to d1/2. t2, tm and t are parameters obtained in surface model initialisation
and here used to limit the effect of very dark or very bright voxels.
In this work, taking into account the complicated structure at the bottom of the
brain, we add one more search path to calculate the local intensity parameters for the
bottom slices (but no more than 1/3 of the total number of slices) of the brain. The
additional path also starts from the current vertex and points inward into the brain.
However, its orientation is not along the normal but parallel to one of the x, y and z
axes (as path 2 shown in Fig. 4.5). Given that the coordinates of the current vertex and
COG in dimension i are v(i) and COG(i) respectively, we compute
dim = argmax
i
|v(i)−COG(i)| , i = 1,2,3. (4.7)
Thus the orientation of the additional search path is parallel to the axis correspond-
ing to the dimension dim. Then the new Imin and Imax are found:{
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(n) is the intensity of the nth voxel from the current vertex on the additional
path. And the search lengths for computing Imin and Imax on the additional path are set
to d3 and d4, respectively. Similarly, d4 is set to d3/2 in the experiments.
Then the local intensity threshold t1 is calculated as
t1 = 0.5(Imax + t2). (4.9)
According to Eq. 4.5, the local minimum intensity Imin and local intensity threshold
t1 determine the sign symbol of f3, which ranges roughly from −1 to 1. Hence, for
Eq. 4.4, the direction of the force u3 is determined and the surface model is driven to
move inward or outward to fit the brain surface eventually. Using one more searching
path at the bottom of the brain, the intensity parameters are more robustly estimated
and the deforming model evolves more correctly.
A comparison between the forces u calculated in the original BET and the improved
BET is illustrated in Fig. 4.6.
62 Brain Segmentation
Fig. 4.5 The original and additional search paths denoted as path 1 and path 2, respec-
tively.
(a) (b)
Fig. 4.6 Comparison of forces u calculated in the original BET (a) and the improved
BET (b) applying on a brain volume from BrainWeb. For the purpose of visualisation,
the magnitude of u for both methods is multiplied by 5.
Surface reconstruction
The deformed surface is reconstructed at each iteration and it includes two surface
processes: self-intersection reduction and retriangulation.
To reduce surface self-intersection, we employ the method developed by Fang et
al. [106]. First, the surface is converted to a volumetric image. Second, the holes
of the volumetric image are filled. The filled volume is used to generate a new
surface. The new vertices are generally well distributed over the new surface, where
self-intersection is significantly reduced. However, the new surface produced by this
method cannot guarantee consistent face orientation. We thus employ the algorithm
proposed in [8] to retriangluate the vertices. Finally, we obtain a consistent surface
without self-intersection and without holes.
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In contrast to the final brain surface generated by the original BET method, the
surface produced using this approach is not just of better quality, but more importantly,
the number of iterations required for convergence is substantially decreased to less than
50. Fig. 4.4 shows a comparison of brain surfaces and the corresponding segmentation
results generated by the original and the improved BET methods.
Examples of the brain evolving process of our method are illustrated in Figs 4.10(a)
and 4.11.
Stopping criteria of surface updating
At each iteration, the volume enclosed in the mesh surface or the area of the mesh
surface is calculated. When the difference of the mesh volume or the mesh surface
area between the current and the previous iterations is small than a threshold εv or εs,
the surface updating is considered converged.
4.2.3 False Positive Reduction
After brain segmentation, false positives are reduced using FCM [55] and some
morphological operations. The extracted brain image is clustered into two categories
by FCM according to the intensities of the voxels. Then the relatively dark voxels on
the boundary of the brain are removed. By applying erosion, the remaining tissues
are split into several separate regions and the largest connected region is selected as
the brain. Finally, the selected brain region is dilated to compensate for the previous
operations.
4.3 Experiments
We validated our method on both synthetic and real datasets. The results are compared
with three other publicly available and commonly used brain segmentation methods.
They are the original BET [263], BSE [252] and FreeSurfer’s HWA [249]. The
performance is evaluated both qualitatively and quantitatively. We will refer to the
original BET method as BET and our improved BET method as BET_NEW in the
following content.
4.3.1 Datasets
The synthetic dataset we used is BrainWeb MS lesion database [46]. We used 12
volumes with various levels of noise (0%, 3%, 5% and 7%) and intensity inhomo-
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geneity (0%, 20% and 40%). The segments of WM, GM and CSF of the anatomical
model are combined together to generate the ground truth. The second is IBSR18: 18
scans from healthy subjects are tested. These brain volumes are provided with manual
annotations. The third dataset consists of 5 training volumes with manual labels from
MICCAI2013 [195].
A detailed description of all the datasets was provided in Section 2.4. All the brain
images tested in our experiments are T1-weighted as it provides high contrast between
different tissues and the brain mask can be propagated to other modalities.
4.3.2 Evaluation Methods
Four metrics are computed: Sensitivity (SEN), Specificity (SPE), Dice similarity
coefficient (DSC) [87] and misclassified tissue percentage (MTP). The SEN and SPE
separately measure the proportion of brain and non-brain voxels correctly identified
by the methods with respect to the ground truth. DSC measures the similarity between
the segmentation result and the ground truth. These three metrics were defined in
Table 3.1. MTP represents the percentage of potential brain voxels incorrectly included










where A and B are the sets of brain voxels in the segmentation result and the ground
truth. For the metrics introduced above, the higher the value for the first three and the
lower for the last one, the better the segmentation result.
In our experiments, the paired-sample t-test is adopted to analyse the impact of
the parameter settings on the performance of our method. It measures the difference
between two sets of segmentation results with the significance level set at 0.05. The
repeated-measures MANOVA is used to compare the performance of different methods
with respect to several metrics on the same database. Both of them are described in
more detail in Section 3.5.
4.3.3 Parameters Optimisation
For BrainWeb and IBSR18, we performed k-fold cross validation to optimise the
parameters for each method. The choice of k depends on the number of brain volumes
in the database. We used 3-fold cross validation for BrainWeb (containing 12 volumes
so 4 per fold) and IBSR18 (containing 18 volumes so 6 per fold). For MICCAI2013,
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the leave-one-out cross validation was performed due to the low number of brain
images.
For BET_NEW, three parameters were optimised: the scale coefficient λ and
the length of two search paths d1 and d3. At first, we set initial values 20 and 0 for
d1 and d3, respectively, as suggested in the original paper [263], and evaluated the
performance of BET_NEW when varying λ . After applying k-fold cross validation
or leave-one-out cross validation, the optimal λ was obtained. Then we set λ to the
optimal value and tuned d1 in a range around its initial value, for which we again used
cross validation to find the optimal d1. The parameter d3 was optimised in a similar
way. Finally, for each database, the brain segmentation results were produced from
applying BET_NEW with the corresponding optimised parameters. We performed the
same approach to optimise the parameter d1 involved in BET.
Table 4.1 Optimised parameters from applying cross validation
Method BET_NEW BET
Parameter λ d1 d3 d1
Database
BrainWeb 15, 20 24, 26, 30 6, 8 10
IBSR18 5 20, 24 8, 10, 12 10
MICCAI2013 5 12, 14 14 12
• λ represents the scale coefficient; d1 and d3 represent the length
of the original and additional search paths, respectively.
The validation was repeated three times in optimising each parameter. It was found
that the standard deviations among the segmentation results generated from repeating
the optimisation process are very small.
In Table 4.1, we list the optimal values for all the parameters involved in both
methods applied on various databases.
4.3.4 Validation of BET_NEW
In this section, we analyse the impact of main parameters involved in BET_NEW on
the brain segmentation performance. The synthetic database BrainWeb is used for the
validation. The algorithm reaches its convergence when the difference between the
volumes enclosed in the mesh surfaces generated from the current and the previous
iterations is less than 1000 (this value is obtained empirically).
66 Brain Segmentation
Fig. 4.7 Impact of λ on the performance of BET_NEW tested on BrainWeb and
measured by DSC.
Impact of the scale coefficient λ
We set d1 to 20 and d3 to 0, respectively. The impact of λ on the segmentation
performance of BET_NEW is analysed in Fig. 4.7 and Table 4.2. The segmentation
accuracy measured by DSC is significantly improved when λ increases from 1 to 15.
Then the DSC value does not change significantly when further increasing λ to 15 and
20 but slightly decreases when increasing λ to 25.
Impact of the search length d1
We set the scale coefficient λ to its optimal value 15 and the length of the additional
search path d3 to 0. The length of the search path d1 starts from 20 and varies in a
range around it as shown in Fig. 4.8. Table 4.3 lists the segmentation accuracies of
BET_NEW measured by DSC with different search lengths d1. The segmentation
accuracy is quite stable when gradually increasing d1 from 20 to 38; it deteriorates
when decreasing d1 from 20 to 16.
Impact of the additional search path length d3
Similarly, the impact of d3 on the segmentation performance of BET_NEW is analysed
in Fig. 4.9 and Table 4.3. We set λ to 15 and d1 to 24. d3 starts from 24, which is the
optimal value for d1, and gradually decreases. During this process, the segmentation
accuracy measured by DSC is significantly improved until d3 comes to 10. The DSC
value is stable when further decreasing d3 to 6. The best segmentation accuracy is
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Fig. 4.8 Impact of d1 on the performance of BET_NEW tested on BrainWeb and
measured by DSC.
Fig. 4.9 Impact of d3 on the performance of BET_NEW tested on BrainWeb and
measured by DSC.
68 Brain Segmentation
obtained when d3 is 6 and this result is significantly better than that obtained without
the additional search path (p-value < 0.05 as shown in Table 4.4). BET_NEW with the
additional search path is applied only to the 50 (found empirically) bottom slices of
the brain.
Parameter settings
We implemented both the original and the improved BET in MATLAB R2015a on
a 64-bit Win7 operating system with Intel 3.00GHz CPU and 32.0GB RAM. For
BET_NEW, different sets of optimal parameters are found by conducting parameter
optimisation as demonstrated in Section 4.3.3. In the following experiments, the
parameters of BET_NEW we used for each database are: d1 = 24, λ = 15, d3 = 6,
εv = 1000 for BrainWeb; d1 = 20, λ = 5, d3 = 8, εs = 1000 for IBSR18; d1 = 12,
λ = 5, d3 = 14, εs = 100 for MICCAI2013. BET_NEW with the additional search
path is applied to only a certain number of bottom slices of the brain volumes in each
database: 50 in BrainWeb, 60 in IBSR18 and 15 in MICCAI2013. These numbers
together with the thresholds εv or εs are all empirically obtained. For BET, the
values of d1 we used for each database are 10, 10 and 12 for BrainWeb, IBSR18 and
MICCAI2013, respectively. No suitable threshold εv or εs is found as the stopping
criteria of the brain surface deforming and hence we simply set a threshold for the
number of iterations: 1000 for BrainWeb; 600 for IBSR18; and 1000 for MICCAI2013.
These numbers are all empirically obtained. For BSE, the BrainSuite13a1 software was
downloaded and run on Windows. Four parameters including the diffusion iterations,
the diffusion constant, the edge detection constant and the erosion size were fine tuned
to generate acceptable result for each image. The options of ‘trim brain stem’ and
‘dilate final mask’ were set as ‘true’ for all the images. For HWA, the Linux version
of FreeSurfer v5.3.0 was run on a virtual box. The command ‘mri_watershed’ was






Table 4.2 Impact of λ on the performance of BET_NEW tested on BrainWeb and measured by DSC
1 5 10 15 20 25
1 0.6960±0.0107 3.02e−14⋆ 4.46e−15⋆ 2.56e−16⋆ 9.53e−17⋆ 8.75e−17⋆
5 – 0.8819±0.0060 2.60e−14⋆ 1.77e−12⋆ 4.08e−11⋆ 9.60e−11⋆
10 – – 0.9374±0.0071 4.94e−05⋆ 0.0012⋆ 0.0045⋆
15 – – – 0.9498±0.0030 0.6256 0.0548
20 – – – – 0.9493±0.0034 0.0007⋆
25 – – – – – 0.9474±0.0042
• The numbers in the first column and the first row are the λ values tested for BET_NEW applied on BrainWeb. The values highlighted
in bold show the mean DSC values and the standard deviations produced by BET_NEW with the corresponding λ . Each of the
other numbers in the table shows the p-value tested between two sets of segmentation results produced with a pair of λ values in the
corresponding row and column. The significant differences are indicated by ⋆ at the top right of the p-values.






Table 4.3 Impact of d1 on the performance of BET_NEW tested on BrainWeb and measured by DSC
10 16 20 24 26 30 38
10 0.8690±0.0853 0.0068⋆ 0.0062⋆ 0.0058⋆ 0.0080⋆ 0.0066⋆ 0.0092⋆
16 – 0.9468±0.0062 0.0531 0.0164⋆ 0.3504 0.0509 0.5384
20 – – 0.9488±0.0045 0.0035⋆ 0.7115 0.1464 0.9551
24 – – – 0.9503±0.0037 0.8021 0.5420 0.4143
26 – – – – 0.9497±0.0069 0.5192 0.6535
30 – – – – – 0.9511±0.0014 0.1072
38 – – – – – – 0.9486±0.0048
• The numbers in the first column and the first row are the d1 values tested for BET_NEW applied on BrainWeb. The values highlighted
in bold show the mean DSC values and the standard deviations produced by BET_NEW with the corresponding d1. Each of the
other numbers in the table shows the p-value tested between two sets of segmentation results produced with a pair of d1 values in the
corresponding row and column. The significant differences are indicated by ⋆ at the top right of the p-values.






Table 4.4 Impact of d3 on the performance of BET_NEW tested on BrainWeb and measured by DSC
24 20 16 10 8 6 0
24 0.9265±0.0160 0.0092⋆ 0.0009⋆ 5.07e−05⋆ 0.0002⋆ 0.0002⋆ 0.0009⋆
20 – 0.9377±0.0143 0.0342⋆ 0.0069⋆ 0.0032⋆ 0.0032⋆ 0.0220⋆
16 – – 0.9435±0.0129 0.1226 0.0280⋆ 0.0268⋆ 0.1366
10 – – – 0.9495±0.0070 0.1731 0.1637 0.7697
8 – – – – 0.9526±0.0014 0.8825 0.0657
6 – – – – – 0.9527±0.0013 0.0444⋆
0 – – – – – – 0.9503±0.0037
• The numbers in the first column and the first row are the d3 values tested for BET_NEW applied on BrainWeb. The values highlighted
in bold show the mean DSC values and the standard deviations produced by BET_NEW with the corresponding d3. Each of the
other numbers in the table shows the p-value tested between two sets of segmentation results produced with a pair of d3 values in the
corresponding row and column. The significant differences are indicated by ⋆ at the top right of the p-values.
• The p-values in the table are symmetric, so we only show half of them and the omitted ones are replaced by ‘–’.
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4.3.5 Segmentation Performance Comparisons
Comparisons between BET and BET_NEW
The brain surface deforming processes of applying BET and BET_NEW to a brain
volume from BrainWeb are compared in Fig. 4.10. Owing to the surface reconstruction
step embedded in each iteration of BET_NEW, the evolving brain surfaces are more
smooth and the vertices are more evenly distributed on the surfaces. In contrast, the
brain surfaces produced by BET show more details, which results in better specificity
in brain segmentation. However, the overall segmentation performance is deteriorated
from surface self-intersection and poor distribution of the vertices. The brain surface
deforming processes of applying BET_NEW on brain volumes from IBSR18 and
MICCAI2013 are also illustrated in Fig. 4.11.
A qualitative comparison is shown in Fig. 4.12. The accuracies of each segmented
brain volume shown in Fig. 4.12 measured by four metrics are listed in Table 4.6.
Comparing the segmentation results of BET (Figs 4.12(g-i)) with the ground truth
(Figs 4.12(d-f)), BET tends to undersegment the brain volumes from BrainWeb and
MICCAI2013. In the meanwhile, it oversegments the brain volumes from IBSR18.
From Figs 4.12(j-l), we can see that BET_NEW oversegments the brain volumes from
all three databases; the oversegmentation of BET_NEW is slightly less than BET for
IBSR18. The overall segmentation performance of BET_NEW is better than that of
BET, which is reflected by the segmentation accuracies measured by DSC and MTP
shown in Table 4.7.
The brain segmentation accuracies of BET and BET_NEW are quantitatively
compared in Tables 4.7 and 4.8. The mean accuracies and the standard deviations of
applying both methods on the whole database measured by each metric are listed in Ta-
bles 4.7. In Table 4.8, the paired-sample t-test is applied to test the difference between
the segmentation performance of BET and BET_NEW with respect to each metric.
We found the quantitative comparison results are quite consistent with the qualitative
comparisons: in the segmentation of BrainWeb and MICCAI2013, BET_NEW obtains
higher sensitivity and BET obtains higher specificity; in the segmentation of IBSR18,
BET_NEW shows higher specificity. Taking all metrics into account, BET_NEW
performs significantly better than BET with respect to three metrics (SEN, DSC and
MTP) for BrainWeb and MICCAI2013; it also significantly outperforms BET in terms
of one metric (SPE) for IBSR18.
We also compared the number of iterations and the total execution time required
for both methods applying on each database in Table 4.5. As described in Section
‘Parameter settings’, the stopping criteria of brain surface deforming using BET_NEW
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(a) Brain surface evolution at iterations 0, 10, 20 and 33.
(b) Brain surface evolution at iterations 0, 100, 600 and 1,000.
Fig. 4.10 Comparison between evolving brain surfaces produced by BET_NEW(a)
and BET(b) applying to a volume from BrainWeb.
(a) Brain surface evolution at iterations 0, 10, 20 and 24.
(b) Brain surface evolution at iterations 0, 10, 20 and 34.
Fig. 4.11 Deforming brain surfaces produced by BET_NEW applying to brain volumes
from IBSR18(a) and MICCAI2013(b).
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Table 4.5 Comparisons of the algorithm efficiency between BET and BET_NEW










• Each value represents the average number of iterations or execution time (with
the standard deviation) required for each method applied on each database.
is determined by a threshold calculated from the mesh volume difference εv or the mesh
surface area difference εs between two successive iterations. For BET, we empirically
set the numbers of iterations required for the three databases. From Table 4.5, we can
see that due to the enhancement of vertex displacement during the iterative surface
evolution, the number of iterations needed is dramatically reduced. Moreover, the
execution time is also substantially decreased by more than 10 times.
Comparisons with other methods
In addition to BET, we also compared the segmentation results produced by BET_NEW
with those produced by BSE and HWA. The example slices of the segmented brain
volumes by applying each method on different databases are shown in Fig. 4.12. The
corresponding accuracies of each segmented brain volume measured by four metrics
are listed in Table 4.6. It is observed that BSE undersegments the brain images from
all three databases, which is also indicated by its lowest sensitivity in the segmentation
of BrainWeb and MICCAI2013 and highest specificity obtained for all three databases.
For the brain volumes shown in Fig. 4.12, BSE produces the best results for BrainWeb
and IBSR18 in terms of DSC and MTP. However, the undersegmentation is so severe
that it produces the worst segmentation for MICCAI2013. On the contrary, HWA
oversegments the brain volumes from all three databases, which is also indicated
by its almost highest sensitivity (for MICCAI2013, it produces the second highest)
and lowest specificity in the segmentation of each database. Considering DSC and
MTP, its segmentation performance is the worst for BrainWeb and IBSR18 and the
second worst for MICCAI2013. BET and BET_NEW generate relatively acceptable
segmentation results for all three databases.
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A quantitative comparison of the brain segmentation performance of four different
methods on three databases was conducted and the results are listed in Table 4.7.
The repeated-measures MANOVA was applied to test the differences between the
four methods. The multivariate outcomes indicate that significant differences exist
between the four methods applied to each database in terms of the combination of the
four metrics. The univariate outcomes demonstrate that significant difference exists
among the four methods in terms of each metric in the segmentation of brain volumes
from each database. The post hoc pairwise comparisons of the four methods were
conducted with respect to each metric on each database. From Table 4.7, conclusions
consistent with the qualitative comparison can be drawn: HWA produces the highest
sensitivity and the lowest specificity for the three databases; conversely, BSE obtains
the lowest sensitivity for two databases (except for IBSR18) and the highest specificity
for three databases. In terms of DSC and MTP, HWA performs the worst in the
segmentation of BrainWeb and IBSR18; BSE performs the best in the segmentation of
IBSR but the worst for MICCAI2013; BET_NEW performs the best for BrainWeb and
MICCAI2013. Taking all the four metrics into account, we can draw the conclusions
that for BrainWeb, HWA produces the worst segmentation; for IBSR18, BSE performs
the best; for MICCAI2013, BSE obtains the worst segmentation; BET generates
moderate segmentation results for all three databases.
In order to compare our method with each of the comparison methods, the paired-
sample t-test is used to test the difference between BET_NEW and each of the other
methods with respect to each metric for each database. From the comparison results
shown in Table 4.8, we can see that BET_NEW significantly outperforms BET in
terms of at least two metrics in the segmentation of three databases. By contrast
with BSE, BET_NEW produces comparable segmentation results for BrainWeb; it
performs significantly worse in terms of DSC and MTP for IBSR18; however, it
obtains significantly better segmentation accuracy in terms of SEN, DSC and MTP
for MICCAI2013. Compared to HWA, BET_NEW produces significantly better
results with respect to three metrics (SEN, DSC and MTP) in the segmentation of
three databases. Comparing the performance between BET_NEW and the other three
methods in the segmentation of each database and taking all the four metrics into
account, we can also conclude that BET_NEW outperforms the other three methods for
BrainWeb and MICCAI2013; it performs the second best for IBSR18; BSE generates
the best segmentation results for IBSR18.
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4.3.6 Discussion
The original BET method produces acceptable segmentation results for brain volumes
from all three databases. However, it requires a large number of iterations for the de-
forming brain surface to reach convergence, which directly results in a long processing
time needed to segment a brain volume. It tends to undersegment the brain volumes
from BrainWeb and MICCAI2013 and oversegments the brain volumes from IBSR18.
The surfaces generated from BET show more details of the brain surfaces. However,
because it does not efficiently deal with the mesh self-intersection, the produced brain
surfaces are not smooth enough and the vertices are not evenly distributed over the
surfaces, which also deteriorates the segmentation performance. BSE undersegments
the brain volumes from all three databases. It generates the best segmentation results
for IBSR18 but the worst for MICCAI2013. Its performance highly relies on the
parameter settings: in our experiments, we fine tuned the parameters for each brain
volume to produce acceptable segmentation. Contrary to BET and BSE, HWA over-
segments the brain volumes from all three databases, which makes it perform the worst
in the segmentation of BrainWeb and IBSR18.
BET_NEW significantly outperforms BET in the segmentation of brain volumes
from all three databases. The efficiency and the improved accuracy of BET_NEW owe
more to the surface reconstruction process and the FCM based false positive reduction.
The enhancement of the vertex displacement at each iteration largely decreases the
total number of iterations required for a complete brain surface evolution. The em-
ployment of an independent surface reconstruction step solves the problem of mesh
self-intersection and generates smooth brain surfaces at the same time. Furthermore,
the execution time is substantially reduced. The additional search path makes the
estimation of the local intensity threshold at the bottom of the brain more accurate.
Compared to BSE, it produces better segmentation results in the segmentation of brain
volumes from BrainWeb and MICCAI2013 but it performs worse for IBSR18. In
contrast to HWA, BET_NEW produces significantly better segmentation results for all
three databases.
BET_NEW works well in the middle or at the top of the brain volumes from
different databases. But at the bottom of the brain where the structure is more compli-
cated and the brain boundaries are ambiguous, it could fail to completely remove the
eyeballs and produce oversegmentation as illustrated in Fig. 4.13. On the other hand,
the surface reconstruction step is a little time consuming and it takes most of the time
in the whole process of brain segmentation.
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(a) BW (b) IBSR (c) M2013
(d) BW_GT (e) IBSR_GT (f) M2013_GT
(g) BW_BET (h) IBSR_BET (i) M2013_BET
Fig. 4.12 Qualitative comparisons of brain segmentation using 4 different methods.
Images (a-c) are the original slices of brain volumes from BrainWeb (BW), IBSR18
(IBSR) and MICCAI2013 (M2013); their corresponding ground truth (GT) of brain
segmentation are (d-f); images (g-i) are the segmentation results by applying BET. The
segmentation accuracies of the brain volumes measured by SEN, SPE, DSC and MTP
are listed in Table 4.4.
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(j) BW_BET_NEW (k) IBSR_BET_NEW (l) M2013_BET_NEW
(m) BW_BSE (n) IBSR_BSE (o) M2013_BSE
(p) BW_HWA (q) IBSR_HWA (r) M2013_HWA
Fig. 4.12 Qualitative comparisons of brain segmentation using 4 different methods
continued. Images (j-l) represent the segmentation results by BET_NEW; (m-o) are the
results from applying BSE; (p-r) are produced by HWA. The segmentation accuracies
of the brain volumes measured by SEN, SPE, DSC and MTP are listed in Table 4.4.
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Table 4.6 Segmentation accuracies of the brain volumes shown in Fig. 4.12
Brain volume SEN SPE DSC MT P
BW_BET(g) 0.9336 0.9846 0.9460 0.1067
BW_BET_NEW(j) 0.9825 0.9688 0.9520 0.0991
BW_BSE(m) 0.9286 0.9917 0.9522 0.0932
BW_HWA(p) 0.9950 0.9356 0.9197 0.1737
IBSR_BET(h) 0.9598 0.9915 0.9534 0.0938
IBSR_BET_NEW(k) 0.9558 0.9938 0.9584 0.0830
IBSR_BSE(n) 0.9764 0.9950 0.9725 0.0553
IBSR_HWA(q) 0.9977 0.9735 0.9218 0.1692
M2013_BET(i) 0.9445 0.9825 0.9337 0.1342
M2013_BET_NEW(l) 0.9883 0.9741 0.9391 0.1282
M2013_BSE(o) 0.8406 0.9961 0.9047 0.1771
M2013_HWA(r) 0.9828 0.9709 0.9301 0.1478
• Numbers in the table represent the segmentation accuracies of each brain volume






Table 4.7 Comparisons of the performance of different brain segmentation methods
Database Method SEN SPE DSC MT P
BrainWeb
BET 0.9543±0.0254⋆ 0.9763±0.0088⋆ 0.9465±0.0086⋆ 0.1077±0.0162⋆
BET_NEW 0.9609±0.0147⋆ 0.9779±0.0064⋆ 0.9520±0.0014⋆ 0.0970±0.0034⋆
BSE 0.9115±0.0165 0.9946±0.0019⋆⋆ 0.9466±0.0076⋆ 0.1026±0.0135⋆
HWA 0.9922±0.0022⋆⋆ 0.9378±0.0018 0.9209±0.0012 0.1706±0.0031
IBSR18
BET 0.9378±0.0387 0.9841±0.0083⋆ 0.9213±0.0243 0.1601±0.0479
BET_NEW 0.9535±0.0120 0.9978±0.0042⋆⋆⋆ 0.9386±0.0107⋆ 0.1249±0.0228⋆
BSE 0.9576±0.0235 0.9939±0.0050⋆⋆ 0.9583±0.0154⋆⋆ 0.0838±0.0330⋆⋆
HWA 0.9909±0.0056⋆ 0.9744±0.0110 0.9225±0.0182 0.1675±0.0438
MICCAI2013
BET 0.9177±0.0208 0.9888±0.0037⋆ 0.9328±0.0064⋆ 0.1321±0.0116⋆
BET_NEW 0.9784±0.0089⋆ 0.9785±0.0037 0.9439±0.0030⋆ 0.1163±0.0071⋆
BSE 0.8386±0.0281 0.9940±0.0026⋆ 0.8994±0.0142 0.1871±0.0232
HWA 0.9802±0.0072⋆ 0.9716±0.0062 0.9315±0.0057⋆ 0.1443±0.0138⋆
• Each value represents the mean accuracy and the standard deviation of applying each method on the database.
• The ⋆s at the top right of each value indicate the significant differences of the corresponding result compared with all the others
derived by applying other methods on the same database and measured by the same metric. The result labelled with more ⋆s is
significantly better than those with fewer or no ⋆s and the results labelled with equal number of ⋆s have no significant difference
between each other.
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Table 4.8 Comparisons of the segmentation performance between BET_NEW and
other methods
Database Method SEN SPE DSC MT P
BrainWeb
BET 0.2520 0.1295 0.0423+ 0.0305+
BSE 3.18e−06+ 1.16e−07- 0.0556 0.2402
HWA 3.49e−06- 1.38e−11+ 1.90e−14+ 4.82e−15+
IBSR18
BET 0.0466+ 0.0058+ 1.73e−04+ 9.08e−05+
BSE 0.5382 4.03e−04+ 3.88e−04- 4.08e−04-
HWA 2.27e−10- 7.00e−06+ 0.0019+ 6.94e−04+
MICCAI2013
BET 0.0038+ 0.0034- 0.0215+ 0.0382+
BSE 2.07e−04+ 6.40e−04- 0.0021+ 0.0027+
HWA 0.5380 3.46e−02+ 0.0093+ 0.0113+
• Each value represents the p-value calculated from comparing the segmentation
accuracy between BET_NEW and each of other methods applying on the same
database measured by each metric.
• The symbol ‘+’ or ‘-’ at the top right of the p-value indicates BET_NEW
significantly outperforms or underperforms the method compared with in terms
of the corresponding metric; the p-value labelled with no ‘+’ or ‘-’ indicates no
significant difference exists between BET_NEW and the method compared with
in terms of the corresponding metric.
4.4 Conclusions
We have presented an improved BET method for brain segmentation. Compared to
the original BET method, we added one more search path at the bottom of the brain
to make the segmentation more robust. At each iteration, the vertex displacement
was enhanced and we employed an independent surface reconstruction process to
maintain the smoothness of the surface and the equal distribution of the vertices on
the surface. At the end, a FCM based scheme was used to reduce the false positives.
Our approach dramatically decreased the number of iterations for surface updating.
The qualitative and quantitative comparisons were conducted with three commonly
used brain segmentation methods on three publicly available datasets. It has been
shown that most of the segmentation results generated by our method are better than
or comparable to those produced by the other methods. Future work will focus on
improving the segmentation at the bottom of the brain volume and simplifying the
process of surface reconstruction.
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(a) BW (b) BW_GT (c) BW_BET_NEW
(d) IBSR (e) IBSR_GT (f) IBSR_BET_NEW
(g) M2013 (h) M2013_GT (i) M2013_BET_NEW
Fig. 4.13 Examples of bottom slices of brain volumes segmented by BET_NEW. Im-
ages (a, d, g) are original slices of brain volumes from BrainWeb(BW), IBSR18(IBSR)
and MICCAI2013(M2013); their corresponding ground truth of brain segmentation




Brain image registration aims to find a transformation that brings the moving image
(the image to register) into a voxel-to-voxel correspondence with the static image (the
target image). According to the nature of the transform, registration methods can be
categorised into rigid/affine and non-rigid approaches. Rigid and affine registrations
are usually applied to pre-register the brain images. And the more precise matching be-
tween internal structures is achieved by non-rigid registration. In terms of the features
used for registration, these methods are summarised into landmark based, segmentation
based, intensity based and a hybrid of two or three of the methods above [116]. Salient
points like edges are detected as landmarks to perform registration [236]. Segmen-
tation based methods use internal structures, curves or surfaces for registration [82].
Intensity is the most important feature in brain image registration [152, 233]. In recent
years, a hybrid of intensity information, landmarks and surfaces has been widely used,
showing promising results [211, 142].
5.1.1 Previous Work
Considering the complex internal structures in brain images, non-rigid registration has
to be performed to match two brains. Numerous brain image registration techniques
have been proposed in the literature, which vary in features used, transformation model,
similarity measure, optimisation method and resampling scheme [284, 77, 151].
As reviewed in Section 3.3.2, the transformation models used in image registration
include the polynomial transformations, radial basis functions and elastic models. For
brain image registration, an automated image registration (AIR) method [316] was
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proposed to match two images based on voxel intensities by minimising the mean
squared difference between them. The polynomial transformation is estimated with its
order implemented up to twelve. Registration starts from the first order polynomial
and proceeds to the next higher order polynomials when it satisfies the criteria such
as the improvement reflected in the cost function or the number of iterations. A con-
sistent linear-elastic brain image registration method was proposed in [63]. It jointly
estimates a consistent set of forward and reverse transformations between two images
by minimising a cost function, which is defined by the intensity correspondence, the
displacement field regularisation term and the inverse consistency constraint. The
transformation is parameterised based on a 3D Fourier series in the context of linear
elasticity and optimised using the gradient descent method. A nonlinear spatial nor-
malisation method embedded in the statistical parametric mapping (SPM5) package
was developed by Ashburner et al. [18]. An affine registration is firstly applied with a
Bayesian framework to estimate 12 parameters. Subsequently a nonlinear registration
is used, whereby the transformation is represented by a linear combination of 3D
discrete cosine transform basis functions. The coefficients for each basis function
are optimised by simultaneously minimising the sum of squared differences between
two images and maximising the smoothness of the transformation field. A non-rigid
registration using free-from deformations was developed to match two 3D breast
MR images [239]. A hierarchical transformation model is used, where the global
transformation is modelled by an affine transformation while the local transformation
is modelled by a free-form deformation based on B-splines. The transformation is
optimised by a gradient descent minimising a cost function, which combines the cost
associated with the image similarity measured by normalised mutual information and
the cost associated with the smoothness of the transformation. A nonlinear brain
registration algorithm included in the automated registration toolbox [13] estimates a
non-parametric free-form transformation between the moving and static images using
the local normalised cross-correlation as its similarity measure. A 6-parameter rigid
registration followed by an affine registration is optional for the toolbox. It was claimed
by the authors that this algorithm outperforms both AIR and the nonlinear spatial nor-
malisation method in SPM5 in reducing inter-subject anatomical variability. A toolbox
named elastix [152] for intensity-based medical image registration was developed to
provide more convenience for configuring, testing and comparing different registration
methods. It consists of a collection of algorithms with different choices for each com-
ponent of registration: the cost function, the transformation model, the optimisation
method, the image sampling strategy, the interpolation method and the hierarchical
strategy. A fluid warping technique was proposed in [62] to perform tensor-based
5.1 Introduction 85
morphometry. Images are fluidly registered by applying the driving forces throughout
the moving image to maximise the Jensen-Rényi divergence between the two images.
Various features have been used to perform brain image registration. A fully
automated spatial normalisation approach, referred to as hierarchical attribute match-
ing mechanism for elastic registration (HAMMER), was proposed for volumetric
morphometry [255]. It uses a collection of geometric attributes and a hierarchical
approximation of the similarity function in the registration process. A mass-preserving
deformation mechanism is applied to account for the anatomical changes caused by the
spatial normalisation. A set of consistent landmarks spanning over the entire cortical
surface were delineated in [210] to compare the performance between landmark-based
and automatic surface registration methods. It has been found that the landmark-based
method is more reliable to avoid crude registration errors. A boundary-based registra-
tion method proposed in [121] extracts tissue boundaries from the static image with
high resolution and quality. The lower quality image is aligned to the static image by
maximising the intensity gradient across tissue boundaries. It was demonstrated that
this method is robust to intensity inhomogeneity and capable of matching partial brain
images to whole brain images. A diffeomorphic sulcal-based cortical (DISCO) tech-
nique [24] automatically extracts sulcal features from brain images. The diffeomorphic
transform is estimated to align the sulcal features across individuals. The authors stated
that DISCO can be efficiently combined with an image based deformation to further
improve the registration performance. A large deformation diffeomophic registration
algorithm was employed in [147] to align brain images by establishing multistructure
correspondences through concurrent subcortical and cortical shape matching. This
work demonstrated that the incorporation of multiple structure segmentations improves
local registration accuracy at cost of the large amount of computational resources. An
approach combining volumetric and surface (CVS) registration was proposed in [221].
The registration is performed in two steps: a surface-based registration relying on the
extracted geometric features and an optical flow registration to further refine the align-
ment of noncortical structures. This method establishes the correspondence across the
entire brain that accurately aligns both cortical and noncortical regions. It outperforms
HAMMER both in registration accuracy and robustness. The integration of sulcal and
gyral curves, cortical surfaces, and images is adopted for whole brain diffeomorphic
metric mapping in [94]. The diffeomorphic transformation that brings one brain to
another is estimated by combining a shape space of intensity images and point set
into a unified framework. This method outperforms CVS and HAMMER in terms of
cortical and subcortical volume segmentation. Based on HAMMER registration, a
symmetric diffeomorphic registration algorithm [319] was developed, which integrates
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the hierarchical attribute matching and symmetric diffeomorphic deformation. The
registration starts simultaneously from both the moving image and the static image
until they meet at the middle point. In contrast to the performance of 14 nonlinear reg-
istration algorithms described in [151] on the same datasets, this method consistently
generates the best registration results.
5.1.2 Our Work
Demons is an intensity-based, non-rigid registration method proposed by Thirion [281,
282]. It offers a good tradeoff between the registration accuracy and the execution
speed. It is popular due to its fast convergence and simple implementation [53]. Most
demons methods use the whole image or single scale edges as demon points. Single
scale edges are extracted by setting an intensity gradient threshold or applying some
edge detection methods [157]. In this work, we present a demons method using
salient edges detected in scale-space. 3D scale-space edges are detected from 3D
images by extending Lindeberg’s scale-space theory [170] into 3D space. These
edges are then used as demons to drive non-rigid registration. The impact of edge
saliency is investigated by implementing experiments on a 3D MR image database.
The registration accuracy is measured using three metrics, demonstrating that salient
edges are more important in demons registration than either non-salient edges or
randomly sampled points. The performance of the demons method using a certain
number of salient edges at three low resolutions is comparable with using all points at
four resolutions while the execution time is dramatically reduced.
5.2 Demons registration
The principle of demons originated from Maxwell’s thermodynamic theory, which
separates a mixture of two types of particles automatically using a semi-permeable
membrane. When it is applied to image registration, the contour points in the static
image are considered as semi-permeable. And the content of the moving image moves
through or away from the demon points on the contour according to the driving force
calculated at these points.
Demons based registration is distinct from attractor based registration in several
aspects. For attractor based method, the points in the moving image are attracted by
the points in the static image in terms of distance or similarity. An efficient algorithm
is needed to find the ‘closest and most similar’ [282] point in the static image. And the
forces are calculated for the points in the moving image. For a demons based method,
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the moving image is filtered by the demon points in the static image. Whether the
moving image moves inside or outside depends on the polarity of the driving force
calculated at the demon points.
In this section, we will elaborate the procedures of demons registration including




Due to the difference of image acquisition process, the intensity distribution of a
moving image and a static image is usually not the same. Since our registration
method is based on intensity, it is necessary to realise the intensity correspondence
before the registration. We use a simple polynomial to estimate the intensity transform
Inew = a1 +a2Iorig, (5.1)
where Iorig is the original intensity, Inew is the new intensity value, and a1, a2 are the
coefficients. By solving this problem, the cluster centers estimated using an EnFCM
method [276] are considered as the representative intensity values for background,
CSF, GM and WM for both images. Then the coefficients are determined for these
values using a linear least squares method.
Affine registration
Demons registration is based on the concept of optical flow which assumes the intensity
at the same location remains constant in the images to be matched. Therefore, a partial
overlap between the structures in these images is required before applying demons
registration. In this work, an affine registration is used to bring two images into a
global correspondence and make the following non-rigid registration more efficient.
Each voxel x = (x1,x2,x3) in the moving image is moved to its corresponding position
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The intensity values of all the voxels contribute to estimate the parameters denoted
as mi j(i = 1,2,3; j = 1,2,3,4). These parameters determine the transformation of
rotation, scaling, translation and shearing between two images. And the gradient
steepest decent algorithm [110] is used for the parameter optimisation.
5.2.2 Demons Selection
To select more efficient demons and investigate how demons selection affects the
registration performance, we extended the edge detection method based on scale-space
theory [170] into 3D. Both the sharp and diffuse edges are extracted and the edge
saliency is calculated.
The scale-space (see [170] for details) representation L of an image f is defined by
convolving f by a Gaussian filter g
L(.; t) = g(.; t)∗ f , (5.3)
where g(.; t) = 12πt e
−(x2+y2+z2)/(2t) and t is the scale parameter. Then the scale-space
derivatives are obtained from
Lxα yβ zγ (.; t) = ∂xα yβ zγ L(.; t) = gxα yβ zγ (.; t)∗ f , (5.4)
where α , β and γ denote the order of differentiation in each dimension.
According to scale-space theory, the edge surface at each scale is defined as
Lvv = 0; Lvvv < 0, (5.5)
where v denotes the gradient direction of image L. Lvv and Lvvv are the second-order
and third-order directional derivatives in the v-direction. In 3D, this constraint can be
restated as 
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where λ is a parameter that is stated essential when formulating scale-space edge
detection mechanisms and is usually set to 1/2 [170]. Scale-space edges can be found
at the intersection of the edge and ελ−normL surfaces. This is formulated as
∂t(ελ−normL(x,y,z; t)) = 0,
∂tt(ελ−normL(x,y,z; t))< 0,
Lvv(x,y,z; t) = 0,
Lvvv(x,y,z; t)< 0.
(5.8)




2πt(L2x +L2y +L2z ). (5.9)
5.2.3 Driving Force
The theory of optical flow is most commonly used to estimate the demons driving
force [281]. It works under the assumption that the moving image m and the static
image s are two frames of a motion sequence and the intensity of each voxel under
motion remains constant. Therefore, the motion vector
⇀













∇s represents the gradient of image s. The vector
⇀
f could be used as the
demons driving force because its behaviour meets the requirement for the demon
points. The moving image m is pushed in the direction of
⇀
∇s when s < m and in the
direction of −
⇀
∇s when s > m, as illustrated in Fig. 5.1.
The demons driving force based on the optical flow theory in the classic demons
method is calculated using the gradient information of the static image only. Consid-
ering this, Wang et al [304] proposed an improved force by adding an ‘active’ force
derived from the gradient information of the moving image. The improved driving
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Fig. 5.1 Image m is pushed by the demon point P to different directions according to
the intensity values of m(P) and s(P). The original figure is from [281].
force is calculated as
⇀













where ω is a normalisation factor proposed by Cashier et al. [52] to adaptively adjust
the strength of the force. Then the step size is bounded to 12ω .
5.2.4 Algorithm Implementation
A multisresolution implementation can speed up the convergence of demons registra-
tion and make the algorithm more robust [281]. The images are downsampled into 3
or 4 coarse-resolution images by a factor of 2. The affine transformation is used as the
initialisation for the first match between the images at the coarsest resolution. Then
the resulting transformation from the demons registration at the coarsest resolution is
upsampled to initialise the next match at a finer resolution. Thus the solution is refined
from coarse-to-fine resolutions. For the matching at each scale, an iterative scheme is
well suited for the demons method. The entire demons registration process is shown in
Algorithm 1.
In this algorithm, ◦ is the transformation operator; σ is a Gaussian kernel used
to regularise the transformation field T . The regularisation is applied to ensure the
smoothness of the transformation and propagate the displacements on demon points





(∥s−m◦ (T +U)∥2(1+ω2∥U∥2)), (5.12)
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Algorithm 1: Demons Algorithm
input :The static image s and the moving image m; The affine transform Ta f f ;
The number of resolutions n;
output :The demons transform T ;
begin
T is initialised using Ta f f ;
for i← 1 to n do
T is resized to the current scale i;
s and m are resized to si and mi;
mi← mi ◦T ;
Demons selection from si;
repeat
Computing the update field U using the demons driving force
defined in Eq. 5.11;
T ← T +U;
T is regularised by convolving with σ ;
mi← mi ◦T ;
until Convergence;
where N is the total number of image voxels. The algorithm is assumed to have
converged when the difference of E between any pair of the most recent consecutive
iterations is under a very small threshold ε .
5.3 Experiments and Results
5.3.1 Database
We used a publicly available database LPBA40 provided by the Laboratory of Neuro
Imaging at USC [253] in our experiments. 40 T1-weighted brain MR images in 3D
were provided. All the images were skull stripped and 56 structures were manually
labelled for each subject. The image size is 181×217×181.
5.3.2 Evaluation Methods
According to the work in [234], the overlaps of sufficiently local labelled regions
of interest, surfaces and lines are more reliable to quantify registration accuracy. In
this study, we used three region volume overlap metrics described in Section 3.4.1:
the target overlap TO, the mean overlap MO and the false positive rate FPR. These
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metrics measure the brain volume overlap by accumulating the overlap between each
pair of regions in the moving and static images. TO and MO measure the overlap
agreement while FPR measures the overlap error between the moving and static brain
images. Paired-sample t-test was used to investigate the impact of parameters on the
registration performance of specific methods with the significance level set at 0.05 and
the repeated-measures MANOVA was applied to compare the performance of various
registration approaches with regard to several metrics.
5.3.3 Experiment Settings
In the experiments, 40 brain volumes were randomly divided into 20 pairs. The
moving and static images were also randomly determined in each pair. Each volume
was processed only once in an experiment to ensure the independence of 20 sets of
registration results. For every pair of images, intensity and global correspondences
were completed in preprocessing. Then the demons registration was applied to obtain
the non-rigid transform between them. In the evaluation, 56 region masks for both
of the moving and static images were generated from their structure labels. Then
each of the moving region masks was registered by applying the affine and non-rigid
transforms (with linear interpolation). Finally, registration performance was evaluated
by comparing the registered and static region masks based on the metrics described
above.
5.3.4 Whole Image Grid As Demon Points
In the first phase of the experiments, all points in the images were used as demon
points. Demons registration was applied in a multiscale implementation with image
resolutions of 0.125, 0.25, 0.5 and 1. We analysed the impact of the normalisation









Table 5.1 Impact of ω in the improved driving force on demons registration performance measured by FPR
0.5 1 2 2.5 3 3.5 4
0.5 0.2879±0.0692 0.0059⋆ 0.0176⋆ 0.0315⋆ 0.0508 0.0757 0.1091
1 – 0.2761±0.0557 0.0827 0.1553 0.2657 0.4029 0.5728
2 – – 0.2709±0.0450 0.5773 0.9773 0.6347 0.3780
2.5 – – – 0.2703±0.0407 0.2357 0.1065 0.0449⋆
3 – – – – 0.2710±0.0387 0.0351⋆ 0.0122⋆
3.5 – – – – – 0.2720±0.0372 0.0046⋆
4 – – – – – – 0.2732±0.0359
• The numbers in the first column and the first row are the ω values tested for demons using the improve driving force on LPBA40. The
values highlighted in bold show the mean FPR values and the standard deviations produced by demons with the corresponding ω .
Each of the other numbers in the table shows the p-value tested between two sets of registration results produced with a pair of ω
values in the corresponding row and column. The significant differences are indicated by ⋆ at the top right of the p-values.
• The p-values in the table are symmetric, so we only show half of them and the omitted ones are replaced by ‘–’.
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Fig. 5.2 Mean FPR values when varying the parameter ω in the improved driving force
used for demons registration.
Impact of ω in the improved driving force
The impact of ω in the improved driving force on demons registration is analysed in
Fig. 5.2. A set of ω values were tested and the registration performance was measured
by FPR. The paired-sample t-test was adopted to test the difference between any two
sets of results generated by demons with a pair of ω values. The FPR value produced
with each ω and the p-values calculated from applying the t-test are listed in Table 5.1.
ω starts from 0.5 and gradually increases. The performance of demons registration
is significantly improved (the FPR value is decreased) when ω increases to 1. Then
no significant differences are found when gradually increasing ω until 3. After that
point, the registration is significantly deteriorated when further increasing the value of
ω . Hence the optimal value of ω is between 1 and 3. No significant difference exists
when selecting any value in this range. In the following experiments, ω is set to 1.
5.3.5 Edges As Demon Points
In the second phase of our experiments, instead of using all points in the images, we
used all the edges detected by applying the method described in Section 5.2.2. Three
scales 1, 2 and 3 were used for the scale parameter t to select the demon points and
the registration performance was compared with that of using the whole image as





Fig. 5.3 Images of all the edges detected at different resolutions: resolution 0.125
(a); resolution 0.25 (b); resolution 0.5 (c) and resolution 1 (d). The original image is
shown in (e).
demons. Fig. 5.3 illustrates the images of all the edges detected at four resolutions.
Table 5.2 lists the mean brain volume overlaps with the standard deviations calculated
before registration and after applying affine registration, the demons method using all
points and the demons method using edges only. Repeated-measures MANOVA was
used to test the differences of brain volume overlaps among four different states. The
multivariate outcome tells significant differences exist among brain volume overlaps in
four different states. The univariate outcomes demonstrate that significant differences
lie among the four states in terms of all three metrics. Then the post hoc pairwise
comparisons are conducted between brain volume overlaps in any two different states
measured by TO, MP and FPR, respectively. It is observed that the affine registration
significantly improves the brain volume overlaps compared with those before regis-
tration in terms of all three metrics; the demons method using either all points or the
edges only further significantly improves the brain volume overlaps compared with
those after affine registration with respect to TO; the demons method using the edges
only performs comparatively with that using all points in terms of all three metrics.
5.3.6 Salient Edges As Demon Points
Considering different saliencies of edges, we used a certain number of edges with
high saliency (see Fig. 5.4) instead of using all of them for demons registration. The









Table 5.2 Brain volume overlaps before and after registration
TO MO FPR
1 0.5981±0.0675 0.5990±0.0558 0.3933±0.0691
2⋆ 0.6828±0.0198⋆ 0.6876±0.0133⋆ 0.3072±0.0162⋆
3⋆⋆ 0.7009±0.0824⋆⋆ 0.7111±0.0670⋆ 0.2761±0.0557⋆
4⋆⋆ 0.7173±0.0463⋆⋆ 0.7128±0.0435⋆ 0.2914±0.0435⋆
• Each value represents the mean brain volume overlap and the standard deviation before or after applying registration on LPBA40.
The numbers in the first column represent different states of brain volumes (1: before registration; 2: after affine registration; 3: after
demons registration using all points; 4: after demons registration using the edges only).
• The ⋆s at the top right of each value indicate the significant differences of the corresponding brain volume overlap compared with all
the others in other states measured by the same metric. The ⋆s at the top right of each state number indicate the significant differences
of the overall brain volume overlap in the corresponding state compared with all the other states. The brain volume overlap or the
state labelled with more ⋆s is significantly better than those with fewer or no ⋆s and the brain volume overlaps or the states labelled
with equal number of ⋆s have no significant difference between each other.





(f) (g) (h) (i)
Fig. 5.4 Images of salient edges detected at each resolution: resolution 0.125 (a);
resolution 0.25 (b); resolution 0.5 (c); resolution 1 with 300,000 edges (d), 250,000
edges (e), 200,000 edges (f), 150,000 edges (g); 100,000 edges (h) and 50,000 edges
(i).
Demons registration at four resolutions
Most of the edges detected at low resolutions were used in this experiment (900, 5000
and 40000 edges at resolutions 0.125, 0.25 and 0.5). At the original resolution 1, the
number of edges was set to 300000 first and then decreased by 50000 until 50000.
By applying the paired-sample t-test, we found that no significant differences exist
when decreasing the number of salient edges compared with that of using all points as
demon points as shown in Table 5.3. Fig. 5.5 illustrates the mean accuracies and the
standard deviations generated by demons using various number of edges as demon
points, measured by TO, MO and FPR, respectively.
Demons registration at three resolutions
Then we considered using only three coarse resolutions 0.125, 0.25 and 0.5 for demons
registration. The numbers of salient edges at resolutions 0.125 and 0.25 were kept the
same. We reduced the number of edges at resolution 0.5 from 40000 to 10000 at a step
size of 10000. Similarly, the paired-sample t-test was used to test the difference of




Fig. 5.5 Comparisons of demons registration performance between using various
number of salient edges at resolution 1 and the whole grid of image as demon points.
The registration performance is measured by TO (a), MO (b) and FPR (c), respectively,
with the corresponding standard deviation shown for each result.
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Table 5.3 Comparisons of the performance of demons registration between using
salient edges and all points
300,000 250,000 200,000 150,000 100,000 50,000
TO 0.1352 0.1463 0.1614 0.1745 0.1917 0.2612
MO 0.7109 0.7338 0.7642 0.7814 0.8189 0.9601
FPR 0.1564 0.1555 0.1562 0.1698 0.1707 0.1040
• The numbers in the top row represent the numbers of salient edges used as
demon points at resolution 1.
• Each value represents the p-value between the registration accuracies generated
by demons using the corresponding number of salient edges and the whole grid
of image as demon points with regard to each metric.
demons registration performance between using all points at 4 resolutions and a certain
number of salient edges at resolution 0.5 as demon points. The p-values are listed
in Table 5.4. Fig. 5.6 illustrates the demons registration performance using various
number of salient edges as demon points at resolution 0.5 with respect to each metric.
It is shown that in terms of TO and MO, no significant differences exist between
registration accuracies generated by demons using all points at four resolutions and a
certain number of salient edges at three resolutions; in terms of FPR, no significant
difference is found until the number of salient edges at resolution 0.5 is reduced to
10,000.
Table 5.4 Comparisons of the performance of demons registration between using
salient edges and all points
40,000 30,000 20,000 10,000
TO 0.2594 0.3748 0.5754 0.7382
MO 0.9486 0.9228 0.7028 0.3706
FPR 0.0808 0.1460 0.1192 0.0349⋆
• The numbers in the top row represent the numbers of salient edges used as
demon points at resolution 0.5.
• Each value represents the p-value between the registration accuracies generated
by demons using the corresponding number of salient edges and the whole
grid of image at 4 resolutions as demon points with regard to each metric. The
significant difference is indicated by ⋆.




Fig. 5.6 Comparisons of demons registration performance between using various
number of salient edges at resolutions 0.5 and the whole grid of image as demon
points. The registration performance is measured by TO (a), MO (b) and FPR (c),
respectively, with the corresponding standard deviation shown for each result.




Fig. 5.7 Qualitative comparisons of three different registration approaches. (a) and (b)
are label maps of axial slices from the moving image and the static image; (d-f) are the
corresponding label maps of (a) by applying affine registration, demons registration
using all points and demons registration using salient edges between the moving image
and the static image; (c) and (g-i) show the overlaps between the label maps of the
moving image before and after registration shown in (a, d-f) and the label map of the
static image (b). For the label maps (a, b, d-f), different colours represent different
brain regions; for the images representing the overlaps (c, g-i), green and magenta
regions show the differences between two label maps. The brain overlaps between the
moving image and the static image before and after various registration approaches
are 0.4332, 0.6759, 0.7153 and 0.7123 measured by TO; 0.4995, 0.6893, 0.6982 and
0.7129 measured by MO; 0.4101, 0.2968, 0.3182 and 0.2866 measured by FPR.
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Fig. 5.7 gives qualitative comparisons of the registration performance of applying
affine registration (Fig. 5.7(d, g)), demons method using all points (Fig. 5.7(e, h))
and demons method using salient edges (Fig. 5.7(f, i)). The demons method using
all points is applied at four resolutions and the demons method using salient edges is
applied at three resolutions with 20000 edges used at resolution 0.5. From Fig. 5.7(c),
we can see that the moving image has a poor correspondence with the static image
before registration; it is generally aligned with the static image in size and shape
by applying the affine registration (Fig. 5.7(g)); then the demons registration using
all points at 4 resolutions further refines the registered image most obviously at the
boundaries (Fig. 5.7(h)); the demons method using salient edges only at 3 resolutions
(Fig. 5.7(i)) also corrects the deformed image generated by the affine registration at the
boundaries and it performs comparatively with that using all points at 4 resolutions.
This experiment shows that by contrast to using the whole grid of image, using
salient edges can reduce the number of demon points and resolution levels without
deteriorating the registration performance significantly. Apart from the preprocessing
steps, the running time of demons registration process was substantially reduced to
78.56±1.74s (when using 3 resolutions and the number of edges at resolution 0.5 was
20000) from 246.94±15.01s (when using all points at 4 resolutions).
5.3.7 Impact of Demons Selection
To demonstrate the importance of salient edges over other points in demons registra-
tion, we compared the performance of using salient edges, non-salient edges, randomly
sampled edges and randomly sampled points. Fig. 5.8 gives an example of these
demons selection mechanisms and their corresponding registration accuracies mea-
sured by each metric are illustrated in Fig. 5.9. For demons methods not using all
points (method sedg3, nsedg3, redg3 and rpt3 in Fig. 5.9), three resolutions (0.125,
0.25 and 0.5) were used and the numbers of demon points were set to 900, 5000 and
20000, respectively. Paired-sample t-test was applied to test the difference between
the registration performance produced by demons applied at four (method all4) and
three resolutions (method sedg3, nsedg3, redg3, rpt3 and all3) with respect to each
metric. The comparisons listed in Table 5.5 indicate that by contrast to the method
using all points at 4 resolutions (method all4), all the other methods using 3 resolutions
(method nsedg3, redg3, rpt3 and all3) perform significantly worse except the method
using salient edges (method sedg3). Further more, from the results listed in Table 5.6,




Fig. 5.8 Various ways of demon points selection in an axial brain slice: the original
image (a); all the detected edges (b); and the same number of salient edges (c),
non-salient edges (d), randomly sampled edges (e) and randomly sampled points (f).
better accuracy than that using either non-salient edges (method nsedg3) or randomly
sampled points (method rpt3).
5.4 Conclusions
This chapter presented a demons method using scale-space edges as demon points.
We have investigated the impact of edge saliency in demons registration performance.
A series of experiments have been conducted on a publicly available database and
the registration accuracies have been compared qualitatively and quantitatively using
three region based metrics. The results show that salient edges contribute more
than either non-salient edges or randomly sampled points in demons registration.
Using three low resolutions with a certain number of salient edges as demons at each
resolution, statistically equal performance is obtained compared with using all points
at 4 resolutions. And the execution time is dramatically reduced by nearly 2/3.
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Fig. 5.9 Comparisons of demons registration performance based on various demons
selection mechanisms continued. The registration performance is measured by TO
(a), MO (b) and FPR (c), respectively. The numbers on the horizontal axes represent
different status under which the brain overlaps are measured: before registration (none);
after affine registration (aff); after demons registration using all points at 4 resolutions
(all4); and after demons registration using salient edges (sedg3), non-salient edges
(nsedg3), randomly sampled edges (redg3), randomly sampled points (rpt3) and all
points (all3) at 3 resolutions. Each box represents the registration result produced by a
method and has lines at the lower quartile, median and upper quartile values; whiskers
extend from the ends of the box to the most extreme values within the inner fences (1.5
times the interquartile range from the ends of the box). Outliers with values beyond
the fences are marked as ‘N’.
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Table 5.5 Comparisons of the performance of demons registration applied at four and
three resolutions
sedg3 nsedg3 redg3 rpt3 all3
TO 0.5754 0.4040 0.4570 0.1682 0.0010⋆
MO 0.7028 0.0146⋆ 0.5512 5.32e−06⋆ 2.29e−04⋆
FPR 0.1192 5.42e−04⋆ 0.0291⋆ 1.19e−04⋆ 1.49e−05⋆
• The top row represent different demons registration methods, which are consis-
tent with those in Fig. 5.9.
• Each value represents the p-value between the registration accuracies generated
by demons applied at four resolutions (method all4) and the corresponding
method with regard to each metric. The significant difference is indicated by ⋆.
Table 5.6 Comparisons of the performance of demons registration between using





• The top row represents different demons registration methods, which are consis-
tent with those in Fig. 5.9.
• Each value represents the p-value between the registration accuracies generated
by demons using salient edges (sedg3) and that using non-salient edges (nsedg3)
or randomly sampled points (rpt3) at three resolutions with regard to each metric.




Brain tissue classification aims to segment brain tissues, in our case the three primary
tissue types: white matter (WM), grey matter (GM) and cerebral spinal fluid (CSF).
Such segmentation is essential for diagnosing some brain disorders such as Alzheimer
or schizophrenia by quantitative analysis [298, 264]. It can also assist with some
applications in medical image analysis like image registration [128], lesion segmen-
tation [143] and cortical surface extraction [149]. T1-weighted magnetic resonance
(MR) imaging has been widely used in this area owing to its excellent soft tissue
contrast in images [80, 286]. Manual delineation of brain tissue is time-consuming
due to the large volume of data. In addition, manual delineation can lead to intra- and
inter-expert variability [302]. Numerous supervised and unsupervised algorithms have
been developed in the last decade [290, 327, 168]. However, accurate and robust tissue
classification remains a challenging task due to noise, intensity inhomogeneity and
partial volume effects existing in brain MR images [80, 226, 238].
6.1.1 Previous Work
Different image information priors can be adopted to drive the tissue classification pro-
cess. Using the features at a voxel level is the most intuitive approach. For example, the
intensity information is widely used in clustering methods such as k-Means (KM) [2],
Fuzzy c-means (FCM) [329] and Gaussian mixture modelling (GMM) [240, 120].
GMM is more often used by assuming that the intensity of each tissue class follows
a Gaussian distribution. The parameters of GMM can be estimated by applying
expectation-maximisation (EM) approaches [155] or genetic algorithm [285]. More
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advanced voxel-wise features, such as Gaussian scale-space features and Gaussian
derivatives [295], and spatial features, such as voxel coordinates [9, 10], can also
be extracted from the brain MR images and fed into classifiers to perform tissue
classification [301, 294, 307, 199].
Considering the continuity of each tissue type in brain images, the central voxel
and its neighbours in a local neighbourhood tend to belong to the same tissue class.
This spatial information can be modelled by a Markov random field model (MRF) [80,
326, 286, 109], a hidden Markov random field model (HMRF) [332] or a conditional
random field model (CRF) [138] and incorporated into the classification framework as
a constraint to improve the accuracy especially in cases where severe image noise and
intensity inhomogeneity exist. Besides, features like intensity and location differences
with the neighbouring voxels [256] and the normalised means and variance of the
neighbouring voxels [283] can be used to benefit the tissue classification of the central
voxel.
In addition to the features obtained from a single target image, population-specific
atlases can also be introduced as a prior to benefit the classification. This process
requires the registration between the atlases and the target image. In the simplest
case, the classification is achieved by propagating the label map of a topological atlas
to the target image [51]. A topological atlas can also be used to preserve the topol-
ogy of tissues during classification [33]. To account for the inter-subject variability,
a probabilistic atlas can be generated by averaging a series of label maps of other
images. These probabilities can be directly utilised as features in the classification
framework [286, 34, 323, 222]; or the samples at locations with high probabilities
are taken from the registered training images to train a classifier to perform the tissue
classification of the target image [83, 300, 314, 66]. In a few cases, features extracted
from the probability map, such as Gaussian derivatives [199] and 3D Haar-like fea-
tures [307], are used for the tissue classification. Both topological and probabilistic
atlases are adopted in [34] to segment brain tissues. The topological atlas maintains
the topology of brain tissues and the probabilistic atlas initialises the tissue probabili-
ties in the target image. Recently, multi-atlas segmentation (MAS) has drawn great
attention because of its superior performance [51, 136, 173, 248]. Instead of using a
probabilistic atlas constructed from all the available label maps, a selection process
can be applied to select the more relevant atlases, hence not biasing the classification
by the less relevant atlases. Atlas selection is carried out based on image similarity
or meta-information [6]. After that, the selected atlases are combined using global or
local label fusion methods for the final tissue classification [136, 21, 305, 243, 320, 25].
Information from multiple training images or atlases can also be used in patch-based
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methods for brain tissue classification. In the work presented in [73], for a target
subject, patches are extracted from multi-modality brain MR images. Similar patches
are retrieved from the training images and their label maps are combined to realise
the tissue classification of the target image. The method proposed in [139] uses the
patches extracted from registered multi-modality images to train a random forest. The
resulting learned patch ensemble of decision trees are applied to segment brain tissues
in the target images. The sparse patch representation is adopted in [306] to fuse multi-
modality information and achieve the initial tissue segmentation. The segmentation is
iteratively refined by incorporating the anatomical constraint, which further considers
the similarity between the segmentations of the training and target images.
Voxel-wise features, neighbouring information and atlas prior information can
be combined into an entire framework for brain tissue classification. An approach
was proposed in [216], which extracts image intensity features from the central voxel
and its neighbours, the posterior probabilities resulting from applying GMM and
MRF models and the atlas probabilities produced by registering training images.
These image information priors are used to train random decision forests for brain
tissue classification. A sub-volume probabilistic atlas is used in [286] to divide the
whole image domain into sub-regions with different intensity statistics. Then for
each region, the image intensity is modelled by GMM and combined with MRF based
regularisation. Local models of all sub-regions are combined into a global probabilistic
model to perform the tissue classification. The parameters involved in the algorithm
are estimated by applying a genetic algorithm. Image intensity modelled by GMM,
MRF based regularisation and atlas priors are combined into an EM approach in [181].
In an approach proposed in [243], the visual appearance descriptor, which models the
image intensity as linear combination of discrete Gaussians, and the probabilistic shape
prior generated from a subset of co-registered training images are used to achieve
the initial tissue segmentation. Subsequently, the segmentation is iteratively refined
using a 3D Markov-Gibbs Random Field (MGRF) model, which is described as the
spatially invariant second order homogeneity descriptor. A method presented in [248]
combines two segmentations based on image intensity and atlas priors using the nearest
neighbour transform.
6.1.2 Our Work
The purpose of this chapter is to validate and compare the effects of the three image
information priors, including image intensity, neighbouring information and atlas prior,
described above on the tissue classification in normal brains. To achieve this, the
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performance of four methods modelling them is compared: the image intensity is
utilised by KM to obtain a preliminary classification; the neighbouring information
is modelled by a MRF and combined with KM by modelling each resulted tissue
cluster with a Gaussian distribution; the multi-atlas prior is used in MAS by applying
multi-atlas registration and global/local label fusion techniques; finally, we combined
the multi-atlas prior with the image intensity and local prior into an overall KM-MRF-
MAS framework. In MAS, the importance of the atlas selection is validated and
the classification accuracies of applying various label fusion schemes are compared.
Finally, we combine the multi-atlas prior with the image intensity and local prior into
an overall framework. The effects of a range of parameters in each model are analysed
in detail and the performance of all these approaches are compared quantitatively and
qualitatively on both simulated and real databases.
6.2 Methods
In this section, we will formulate the modelling of local [80] and multi-atlas priors [25]
and the optimisation of tissue classification models constructed using the three image
information priors [173, 292].
6.2.1 Problem Formulation
The voxels of a 3D brain MR image are indexed with i ∈S = {1,2, ...,N} where N is
the number of voxels. Each voxel in S is associated with yi ∈R, the intensity value of
the ith voxel. The set of yi is the observed image denoted by y = {y1,y2, ...,yN} ∈ RN .
The aim of our tissue classification in normal brains is to classify each voxel in S into
one of the classes labelled by L = {CSF, GM, WM}. The tissue class of the ith voxel
is denoted by xi ∈L and x = {x1,x2, ...,xN} ∈L N is a classification of the image.
Our task is to find the best classification x∗ = {x∗1,x∗2, ...,x∗N} ∈L N given the image
intensity y which can be formulated as a maximum a posterior (MAP) optimisation
problem:








where P(x|y) is the probability of the classification x given the image intensity y. P(y)
is independent from the classification x and hence ignored in the optimisation. By
taking the negative logarithm of Eq. 6.1, the probability maximisation problem is
6.2 Methods 111
converted to finding the minimum of an energy functional:







Ein represents the intensity energy which models the intensity distributions of three
tissue classes. It measures how well the current classification x explains the image
y. Epr represents the prior knowledge of the classification. In Section 6.3, Epr will
model the local prior while in Section 6.5, it will model the information from both the
local neighbourhood and the multi-atlas.
6.2.2 Intensity and Neighbouring Information Model: KM-MRF
Intensity Prior Energy
The intensity energy Ein is calculated by assuming the intensities of all the voxels in





P(yi|xi) is the probability density function of yi given the tissue class xi. This probabil-











,xi ∈L , (6.4)
where the model parameters θxi = {µxi,σxi} are the mean and standard deviation of
the Gaussian distribution for the tissue class xi.
















The local prior energy Epr can be modelled by a MRF which assumes that the tissue
class of the voxel at Si depends only on its local neighbourhood Ni with i /∈Ni and
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i ∈N j↔ j ∈Ni [80]. A Gibbs distribution is often used to characterize a MRF as
P(x) = Z−1 exp[−U(x,β )], (6.6)
where Z is the normalization factor; β is the spatial parameter and U(x,β ) represents
the energy function. A simplified Potts model is generally used to express the energy
function U(x,β ):








Vi j models the local spatial transitions between the voxel at Si and its neighbour at
S j and can be calculated as




where d(i, j) measures the distance between the two voxels. The weighting function
δ (xi,x j) is defined as
δ (xi,x j) =
−1 xi = x j+1 xi ̸= x j. (6.9)
This weighting function constrains the classification process with a reward and penalty
mechanism. Then Epr can be formulated as
Epr =U(x|β )+ lnZ. (6.10)
Eq. 6.2 can be rewritten as













with the constants removed.
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Classification Approach
The tissue classification is iterated with parameters estimation in an Expectation
Maximization (EM) framework which is generalised in Algorithm 2.
Algorithm 2: Tissue Classification Using an EM Approach
1: Initialisation: For each tissue class l ∈L , the parameters θ̂l = {µ̂l, σ̂l} are
estimated from the KM classification;
2: Classification: Given the current parameter θ̂ , the tissues are classified by
minimising the energy functional stated in Eq. 6.11 with the Iterated Conditional
Modes (ICM) algorithm [35];
3: Maximization: The parameter θ̂ is updated according to the new classification;
4: Iterate steps 2 and 3 until θ̂ is stable.
Given a classification, the parameter estimations for the tissue class l in steps 1











where ξxi,l is defined as
ξxi,l =
1 xi = l0 xi ̸= l. (6.13)
6.2.3 Multi-atlas Segmentation: MAS
In MAS, only the atlas priors (i.e. the segmentations of other images) are used to
drive the tissue classification. Firstly, multiple atlas images are nonrigidly registered to
the target image using demons registration [281, 304]. Then the similarities between
the registered atlas images and the target are measured and only the atlases with high
similarities are selected to contribute to the classification. After that, the label maps of
the selected atlases are propagated to the target image. Finally, global or local label
fusion methods are applied to the transformed label maps to infer the classification of
the target image. A variety of label fusion methods have been proposed [136]. We use
representative approaches to compare the performance of global and local label fusion
techniques in MAS. Other methods such as STAPLE [313] or SIMPLE [162] could be
used as alternatives.
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Atlas Selection
Mutual information and normalised cross correlation are commonly used for atlas
selection [6, 136], and we found both of them applicable for atlas selection. We used
mutual information [250, 74] to calculate the similarity between the registered atlas a
and the target image y:
I(a;y) = H(a)+H(y)−H(a,y). (6.14)
H(a) and H(y) denote the entropy of a and y, respectively; H(a,y) denotes the joint
entropy of a and y. The atlases with high mutual information values are selected for
label fusion.
In the following, the set of the selected atlases are denoted by A with the corre-
sponding label maps {xa|a ∈A }. The atlases and the label maps have already been
transformed to the target coordinate system. The similarities between the atlases A
and the target image y are denoted by {I(a;y)|a ∈A }.
Global Label Fusion
Global label fusion methods estimate the classification accuracy of each atlas globally
and assign a single weight to each of the selected atlases.
Majority Voting (MV) is the most commonly used label fusion strategy [136, 16].
It treats every atlas equally and assigns to each voxel the class label that most atlases




where xai is the label at the location i in the label map x
a. The function ξ is defined in
Eq. 6.13.
Mutual Information (MI) takes image intensities into account and assigns to each








Local label fusion methods estimate the classification accuracy at each voxel in a local
neighbourhood and assign weights accordingly [16].
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The Probabilistic Patch-Based Model (PPBM) was firstly proposed by Sabuncu et
al. [243] and then improved by Bai et al. [25]. The improved model accounts for the
potential registration error using the following strategy: for each voxel at Si in the
target image, the label depends not only on the corresponding ith voxels in the atlases
but also a set of candidates in a local neighbourhood Mi with i ∈Mi in each atlas.
The PPBM consists of two components: the intensity likelihood and the label
likelihood. The intensity likelihood models the intensity difference between the target
and candidate voxels as a Gaussian distribution. For each voxel at Si in the target












where σ1 denotes the standard deviation of the Gaussian distribution. The intensity
difference between the two voxels is computed by the difference between their corre-
sponding patches Bi and Baj as D(Bi,B
a
j), the mean squared difference between the two
patches. The label likelihood models the registration error as a Gaussian distribution
with the standard deviation σ2. Similarly, the probability of the voxel at Si with the
label l is computed as










where xaj is the label of the candidate and d(i, j) is the Euclidean distance between the
target voxel and the candidate.
Taking all the candidates in all the atlases into account, the optimal label of the





P(yi| j,a)P(xi = l| j,xa). (6.19)
Combination of Global and Local Label Fusion
It is straightforward to assign a global weight to each atlas in the local label fusion







P(yi| j,a)P(xi = l| j,xa). (6.20)
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6.2.4 Combination of Image Intensity, Local and Multi-Atlas Pri-
ors: KM-MRF-MAS
The multi-atlas prior can easily be combined with KM-MRF by reformulating the
energy functional from Eq. 6.2 as










The probability of the prior classification P(x) is determined by both the local and
multi-atlas prior probabilities which are represented as PLpr and PApr, respectively.
Then the two prior probabilities are rewritten as energy terms ELpr(x) and EApr(x).
The effect of the local prior is balanced with that of the image intensity by the spatial
parameter β embodied in ELpr(x). γ is introduced to balance the effect of the multi-
atlas prior with that of the intensity and neighbouring information. The local prior
energy ELpr(x) is defined by Eq. 6.10 and the multi-atlas prior energy EApr(x) which
is based on each label fusion strategy, is defined in Appendix A. When combining the
three energy terms for minimisation, all the constants can be ignored. The classification
approach is almost the same as Algorithm 2 except that the energy functional in step
2 is replaced by Eq. 6.21.
6.3 Experiments and Results
6.3.1 Databases
We used one synthetic database BrainWeb and three real databases IBSR18, IBSR20
and MICCAI2013 described in Section 2.4. For BrainWeb, 18 T1-weighted brain
MR images with various levels of noise (0%, 1%, 3%, 5%, 7% and 9%) and intensity
inhomogeneity (0%, 20% and 40%) were used. The image resolution is 1mm×1mm×
1mm. The segmentation of a normal anatomical model provided in the database was
used to perform the skull stripping and generate the ground truth for the test data. The
brain mask was obtained from combining the segments of WM, GM and CSF and
then applied to all the simulated images. The ground truth of the three tissues was also
produced from their fuzzy models by assigning each voxel the dominant tissue class.
For IBSR18 and IBSR20, 18 and 20 normal T1-weighted brain images with their
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manual segmentations were used for the experiments, respectively. The brain mask of
each volume was generated by filling the holes of the combination of the manually
segmented brain tissues. The filled voxels were then combined into the ground truth of
CSF. For MICCAI2013, twenty 3T scans are available including 5 cases for training
and 15 for testing. We only used T1-weighted scans with volume size 240×240×48
and resolution 0.958mm×0.958mm×3mm.
As mentioned above, for BrainWeb and IBSR databases, the ground truth of brain
segmentation was used for all the images. We did not apply any other skull stripping
step in order to make sure the tissue classification performance is not affected by
the skull stripping methods. For MICCAI2013, because the ground truth for the test
images were not provided, the MAS method was applied to remove the skulls from the
whole-head images. The five training images were considered as atlases. The brain
mask of each training image was generated from the label map of tissue segmentation.
The voxels of three tissues (WM, GM and CSF) were considered as foreground and
the other voxels were considered as background. By registering each training image to
the test image, 5 candidate brain masks could be obtained for each test image. These
candidate brain masks were combined by applying majority voting to generate the
final brain mask for the test images. Image intensity normalisation was performed for
all four databases in the process of atlas selection because it is necessary for image
registration. Other preprocessing steps, such as intensity inhomogeneity or noise
removal, were not performed.
6.3.2 Evaluation Measures
For each tissue class, we calculate the Dice similarity coefficient (DSC) [87] defined
in Section 3.2.1 to measure the spatial overlap accuracy between the classification
result and the ground truth. The DSC is calculated for each tissue class: DSCCSF for
CSF, DSCGM for GM and DSCWM for WM, respectively. The overall accuracy for
classifying the three tissues is defined by
AC =
T PWM +T PGM +T PCSF
|S|
, (6.22)
where |S| denotes the number of voxels in the brain mask S; T PCSF , T PGM and T PWM
represent the numbers of voxels correctly classified as CSF, GM and WM, respectively.
AC calculates the proportion of all the correctly classified voxels within the brain mask.
The values of both metrics are in the range [0, 1]. In our experiments, both metrics are
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used to measure the classification on BrainWeb and IBSR databases. For MRBrainS13,
only the evaluation results measured by DSC are provided by the challenge.
In our experiments, a paired-sample t-test [15] is adopted to analyse the impacts
of the parameter settings on the performance of specific methods. It measures the
difference between two sets of classification results with the significance level set at
0.05. When comparing the performance of different methods with regard to several
metrics on the same database, repeated-measures MANOVA [189] is applied. Both of
them are described in more detail in Section 3.5.
6.3.3 Parameters Optimisation
For BrainWeb and IBSR databases, we performed k-fold cross validation to optimise
the parameters for each method. The choice of k depends on the number of brain
volumes in the database. We used 3-fold cross validation for BrainWeb and IBSR18
(both contain 18 volumes so 6 per fold), while 4-fold cross validation was used for
IBSR20 (containing 20 volumes so 5 per fold). For MICCAI2013, the five training
images were used to optimise the parameters involved in all the methods.
For KM, we set the number of clusters K as 3 because we aim to segment the
brain tissue into three classes. For KM-MRF, a range of values were tested for the
parameters β and the size of the local neighbourhood |N |. At first, we set an initial
value for β and evaluated the performance of KM-MRF when varying |N | between 6
and 26 (as shown in Fig. 6.4). After applying k-fold cross validation, the optimal |N |
was obtained. Then we set |N | to the optimal value and tuned β in a range around its
initial value, for which we again use k-fold cross validation. Finally, for each database,
the brain tissue classification results were produced from applying KM-MRF with the
corresponding optimised parameters. For MAS, we optimised the number of atlases
fused natlas. In addition, 4 parameters involved in PPBM and MI-PPBM, the size
of the local neighbourhood |M |, the patch size |B|, σ1 and σ2, were also optimised.
A similar approach was used as for KM-MRF: when optimising one parameter, the
others were set to the initial or optimised values. A range of values were tested in
optimising each parameter. For KM-MRF-MAS, we used the parameters optimised
for KM-MRF and MAS. The additional parameter γ was optimised by evaluating the









Table 6.1 Optimised parameters for all the methods applied on real data
Method KM-MRF MAS KM-MRF-MAS
Parameter β |N | natlas |B| |M | σ1 σ2 γ
Database
BrainWeb [1, 1.5] 6 - - - - - -
IBSR18 [100, +∞) 10 5, 6 11 19 0.5 [1, 1.5] [400, +∞)
IBSR20 [20, +∞) 10 3, 5, 7 11 19 [20, +∞) 10 [400, +∞)
MICCAI2013 0.3 6 3 7 7 0.1 2 0.3
• β is the spatial parameter used to balance the effect of the image intensity and the local prior; |N |
represents the size of the local neighbourhood in KM-MRF; natlas stands for the number of atlases fused
in MAS; |B| and |M | represent the patch size and the size of the local neighbourhood considered in MAS
using PPBM for label fusion; σ1 and σ2 are also the parameters of PPBM; γ is used to balance the effect
of the multi-atlas prior with that of the image intensity/local prior.
• ’[ ]’ or ’[ )’ is used to represent the range of the parameter values.
• ’-’ means the method is not applied on the corresponding database.
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In the optimisation process, different initial values for β (e.g. 1, 10, 100) were
tested and we chose the range which produces the best segmentation results as the op-
timal parameter. The validation was repeated three times in optimising each parameter.
It was found that the standard deviations among the segmentation results generated
from repeating the optimisation process are very small.
In Table 6.1, we list the optimal values for all the parameters involved in all the
methods applied on various databases.
6.3.4 Validation of KM-MRF
Experiments on simulated data
Firstly, we tested the model KM-MRF described in Section 6.2.2 on the 18 simulated
brain images in BrainWeb. The spatial parameter β was set in the range [1, 1.5] and 6
nearest neighbours (see Fig. 6.4(a)) were taken into account at each voxel. For each
brain image with specific levels of noise and intensity homogeneity, the classification
accuracy AC was compared between applying KM-MRF and KM which uses the
image intensity only. As illustrated in Fig. 6.1, when the noise level is lower than 5%,
KM slightly outperforms KM-MRF; especially when both the noise and the bias field
levels are very low (e.g. the images with 0% noise 0% bias field and 1% noise 0%
bias field), KM-MRF performs much worse than KM. However, when the noise level
increases (5% or higher), the classification benefits greatly from the neighbouring
information. For most images with a certain level of noise, both methods deteriorate
from increasing the bias field level; for most images with a certain level of bias field,
both methods also perform worse when adding more noise but the AC of applying
KM declines more steeply than when using KM-MRF especially when the noise level
reaches 5%.
A qualitative comparison is given in Fig. 6.2. For the image with low noise levels ,
KM slightly outperforms KM-MRF and we can hardly observe any difference between
their classification results based on a single slice (see b and c). However, for higher
noise levels d, KM-MRF distinctly improves the performance with the local prior
taken into account (see f and g).
Experiments on real data
We also tested KM-MRF on three real databases. The values of the parameters β and
|N | applied on each database are listed in Table 6.1. β was set to 100 and 20 for
IBSR18 and IBSR20, respectively. The impacts of |N | and β on the classification
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Fig. 6.1 Comparison of the AC (see Eq. 6.22) values between applying KM-MRF and
KM on the brain images with various levels of noise and bias field in BrainWeb.
accuracy will be analysed later. The classification results are compared with those
produced by KM. The repeated-measures MANOVA is applied to test the differences
between the performance of two methods and the results are listed in Table 6.8.
The multivariate outcome indicates that significant differences exist between the
performance of two methods with respect to the combination of all metrics. The
univariate outcomes demonstrate that KM-MRF performs significantly better than
KM in terms of the overall accuracy (AC) and the classification accuracies of CSF
(DSCCSF ) and GM (DSCGM). Consistent results are obtained from the qualitative
comparisons illustrated in Fig. 6.3 where the difference maps between the classification
results generated by each method and the ground truth are displayed for each tissue
class. We can see that the label map generated by KM-MRF is more contiguous
than that produced by KM because the local prior encourages each tissue class to
be more continuous; the false positives are decreased in CSF; a number of false
negatives are eliminated in GM. The results in Table 6.8 also show that KM-MRF
performs worse (non-significantly on IBSR18 and significantly on IBSR20) than KM
in the classification of WM; however, taking the classification of all three tissues into
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(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 6.2 Axial slices of two volumes with 1% noise and 40% bias field, d with 7% noise
and 20% bias field; their ground truth a and e; the classification results of applying
KM (b and f) and KM-MRF (c and g). Three tissues (CSF, GM and WM) in the
ground truth and classifications are labelled in blue, grey and white, respectively. The
overall accuracy AC and the accuracies of classifying three tissues DSCCSF , DSCGM
and DSCWM measured for each classified volume are: 0.92, 0.94, 0.91 and 0.91 for b;
0.91, 0.93, 0.90 and 0.90 for c; 0.89, 0.92, 0.88 and 0.89 for f; 0.93, 0.93, 0.92 and
0.93 for g.
account, the overall classification accuracy of KM-MRF is significantly higher than
KM. For MICCAI2013, KM-MRF performs significantly better than KM in terms of
the classification accuracies of all three tissue types. Based on these comparisons, the
conclusion is drawn that the classification is significantly improved by taking the local
prior into account on real databases.
Impact of the size of the local neighbourhood
When β is initialised as 10, the number of neighbours for each voxel in the test image
of IBSR20 is varied between 6 and 26 as illustrated in Fig. 6.4. The impact of the
local neighbourhood selection on the overall classification accuracy using KM-MRF
is displayed in Fig. 6.5. The paired-sample t-test is used to test the difference between
two sets of classification results produced with different number of neighbours. The
AC values generated by varying the size of the local neighbourhood and the p-values
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Fig. 6.3 Top row: coronal slice of a representative volume in IBSR18 and its ground
truth of tissue classification. The difference maps of three tissues (Diff_CSF, Diff_GM
and Diff_WM) and the label maps are produced by KM, KM-MRF, MAS and KM-
MRF-MAS, respectively. Three tissues (CSF, GM and WM) in the ground truth
and classifications are labelled in blue, grey and white colours, respectively. The
red and green points in the difference maps represent the false positives and false
negatives, respectively. The classification accuracies of the volumes produced by the
four methods KM, KM-MRF, MAS and KM-MRF-MAS are: 0.71, 0.75, 0.92 and
0.92 measured by AC; 0.18, 0.24, 0.74 and 0.74 measured by DSCCSF ; 0.69, 0.75,
0.94 and 0.93 measured by DSCGM; 0.90, 0.88, 0.92 and 0.91 measured by DSCWM.
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Fig. 6.4 Selections of the local neighbourhood for each voxel. ‘ ’ represents the
current voxel and ‘ ’ represents its selected neighbour. The neighbours are not always
symmetric around the central voxel because the image resolutions vary along three
dimensions.
Fig. 6.5 AC values averaged over IBSR20 when varying the number of neighbours
considered at each voxel. The standard deviations of the results obtained across
different number of neighbours are comparable (between ±0.15 and ±0.18). The
standard deviations are large compared with the mean values because of outliers.
tested between any two sets of results produced with different numbers of neighbours
are listed in Table 6.2. At first, AC rises when the size of the local neighbourhood
increases from 6 to 10. And it declines continuously when the number of neighbours










Table 6.2 Impact of the size of the local neighbourhood on the performance of KM-MRF applied on IBSR20 and measured by AC
6 10 18 26
6 0.67±0.18 0.313 0.279 0.008⋆
10 – 0.67±0.17 0.009⋆ 0.001⋆
18 – – 0.66±0.16 < 0.001⋆
26 – – – 0.64±0.15
• The numbers in the first column and the first row are the numbers of neighbours at each voxel tested for KM-MRF on IBSR20. The
values highlighted in bold show the mean AC values and the standard deviations produced by KM-MRF with the corresponding size
of the local neighbourhood. Each of the other numbers in the table shows the p-value tested between any two sets of classification
results produced with different numbers of neighbours in the corresponding row and column. The significant differences are indicated
by ⋆ at the top right of p-values.
• The p-values in the table are symmetric, so we only show half of them and the omitted ones are replaced by ‘–’.
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Fig. 6.6 AC values averaged over IBSR20 when varying the parameter β . The standard
deviations of the results obtained across different β values are all ±0.17. The standard
deviations are large compared with the mean values because of the outliers.
Impact of β
The impact of the spatial parameter β on the overall classification accuracy of KM-
MRF is analysed in Fig. 6.6. Ten neighbours (see Fig. 6.4(b)) are considered for each
voxel and the model is applied on the brain images in IBSR20 with a range of β
values. The paired-sample t-test was used to test the difference between any two sets
of classification results produced with different β values. The AC value generated by
each β and the p-values tested between any two sets of results produced with different
β values are listed in Table 6.3. β increases from 10. During this process, AC increases
and becomes stable when β reaches 20. After that, no significant difference was found
when further increasing β compared with the results obtained when β is 20. We can
conclude that KM-MRF attains a stable performance when the parameter β is set









Table 6.3 Impact of β on the performance of KM-MRF applied on IBSR20 and measured by AC
10 20 40 60 80 100
10 0.67±0.17 0.001⋆ 0.003⋆ 0.002⋆ 0.002⋆ 0.006⋆
20 – 0.67±0.17 0.101⋆ 0.055 0.147 0.416
40 – – 0.67±0.17 0.318 0.457 0.201
60 – – – 0.67±0.17 0.017⋆ 0.060
80 – – – – 0.67±0.17 0.222
100 – – – – – 0.67±0.17
• The numbers in the first column and the first row are the β values tested for KM-MRF on IBSR20. The values highlighted in bold
show the mean AC values and the standard deviations produced by KM-MRF with the corresponding β . Each of the other numbers in
the table shows the p-value tested between two sets of classification results produced with a pair of β values in the corresponding row
and column. The significant differences are indicated by ⋆ at the top right of p-values.
• The p-values in the table are symmetric, so we only show half of them and the omitted ones are replaced by ‘–’.
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(a) (b)
Fig. 6.7 AC values of applying MAS by increasing the number of ranked and random
atlases on IBSR18 (a) and IBSR20 (b). MV is used for multi-atlas label fusion.
6.3.5 MAS Based on Various Label Fusion Strategies
The performance of MAS based on various label fusion strategies was validated on the
real databases IBSR18 and IBSR20. For every brain image, the other images in the
same database together with their label maps were considered as the atlases. All the
atlas images were nonrigidly registered to the target image. Subsequently the similarity
between each pair of the registered image and the target was calculated based on the
mutual information and the atlases were ranked according to the similarities. The top
ranked atlases were selected and their label maps were propagated to the target image
to perform the tissue classification. The validation was not conducted on BrainWeb
since all the simulated images in this database have the same ground truth.
Impact of the atlas selection
To investigate the necessity of the atlas selection, we tested MAS by increasing the
number of ranked and randomly selected atlases on both IBSR18 and IBSR20. MV is
utilised for multi-atlas label fusion due to its simplicity. The classification accuracy
is measured by AC and averaged over the database as shown in Fig. 6.7. For the two
approaches using the same number of atlases, the standard deviation produced by
fusing the ranked atlases is always smaller than that produced by fusing the randomly
selected atlases. The paired-sample t-test is used to test the difference between any
two sets of classification results produced by approaches using the same number of
ranked and random atlases as shown in Table 6.4.
From Fig. 6.7 and Table 6.4, it is observed that at first MAS using the ranked
atlases significantly outperforms that using the same number of random atlases on
both databases. When increasing the number of atlases fused, the difference between
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Table 6.4 Comparison of performance of MAS using random and ranked atlases



















• Each value in the table represents the p-value between the performance of MAS
using the number of random and ranked atlases indicated in its corresponding
row. Significant difference is indicated by the ⋆ at the top right of each p-value.
The comparison is conducted on both IBSR18 and IBSR20. The classification
performance is measured by AC.
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Table 6.5 Analysis of the impact of atlas selection
Database Approach natlas AC p-value
IBSR18
Ranked 5, 6 0.87±0.06
< 0.001
Random 6, 8, 11 0.79±0.08
IBSR20
Ranked 3, 5, 7 0.78±0.05
0.13
Random 18, 19 0.77±0.08
• natlas represents the optimal number of atlases; MV is used for label fusion.
the AC values obtained from fusing the ranked and random atlases decreases until it
becomes nonsignificant (when fusing 14 atlases or more) and finally vanishes (when
all the atlases are fused). Thus it is concluded that the atlases contribute unequally to
the classification of brain images and the atlas selection approach picks out the most
effective ones.
Then we run k-fold cross validation to optimise the number of ranked and random
atlases fused in MAS on each database. In Table 6.5, we listed the comparisons of the
two approaches applied on the two databases. The tissue classification performance
was measured by AC, which is the mean value across the whole database in three
validations. The paired-sample t-test was used to test the difference between two sets
of AC values generated from two approaches. It is shown that for IBSR18, applying
atlas selection not only decreases the number of atlases fused but also significantly
improves the segmentation performance. For IBSR20, no significant difference is
found between the two sets of classification results measured by AC. However, the
number of atlases fused is substantially reduced by applying atlas selection.
Therefore from a performance point of view, applying atlas selection significantly
improves the classification accuracy or decreases the number of atlases to be fused
without deteriorating the result. Reducing the number of atlases involved in MAS
reduces computation for label fusion; nevertheless, the great amount of registration
required for atlas selection still makes it time-consuming. This is the main weakness









Table 6.6 Comparisons of the performance of MAS using different label fusion strategies
Database Method AC DSCCSF DSCGM DSCWM
IBSR18
MV 0.87±0.06 0.56±0.13 0.90±0.04 0.83±0.14
MI⋆ 0.87±0.06⋆ 0.58±0.12⋆ 0.90±0.04⋆ 0.83±0.14
PPBM⋆⋆ 0.88±0.06⋆⋆ 0.70±0.13⋆⋆ 0.91±0.03⋆⋆ 0.83±0.14
MI-PPBM⋆⋆ 0.89±0.06⋆⋆ 0.70±0.13⋆⋆ 0.92±0.03⋆⋆ 0.83±0.14
IBSR20
MV 0.78±0.05 0.39±0.08 0.83±0.04 0.76±0.06
MI⋆ 0.79±0.04⋆ 0.41±0.08⋆ 0.83±0.03⋆ 0.76±0.06
PPBM⋆⋆ 0.82±0.04⋆⋆ 0.57±0.09⋆⋆ 0.86±0.03⋆⋆ 0.76±0.06⋆
MI-PPBM⋆⋆ 0.82±0.04⋆⋆ 0.57±0.09⋆⋆ 0.86±0.03⋆⋆ 0.76±0.05⋆
• Each value represents the mean accuracy and the standard deviation of applying MAS based on each label fusion strategy on the
database.
• The ⋆s at the top right of each value indicate the significant differences of the corresponding result compared with all the others
derived by applying other label fusion methods on the same database and measured by the same metric. The ⋆s at the top right of each
method indicate the significant differences of the performance of the corresponding method compared with all the other methods. The
result or method labelled with more ⋆s is significantly better than those with fewer or no ⋆s and the results or methods labelled with
equal number of ⋆s have no significant difference between each other.
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Impact of the label fusion strategy
Four label fusion strategies described in Section 6.2.3 were considered for MAS and
the classification results were compared on both IBSR18 and IBSR20. Five and three
top ranked atlases were fused in MAS applied on IBSR18 and IBSR20, respectively.
The other parameter settings of PPBM on IBSR18 and IBSR20 are listed in Table 6.1.
σ1 was set to 20 when applying PPBM on IBSR20; σ2 was set to 1 when applying
PPBM on IBSR18. The parameters of MI-PPBM were the same as those of PPBM on
each database.
The repeated-measures MANOVA is applied to test the performance differences of
MAS using four label fusion strategies and the results are listed in Table 6.6. Significant
differences are detected among the four methods with respect to the combination of
four metrics on both databases. For IBSR18, the performance of four strategies is
significantly different in terms of the overall accuracy (AC) and the classification
accuracies of CSF (DSCCSF ) and GM (DSCGM). The post hoc pairwise comparison
results of the four methods are consistent with respect to these three metrics: MI
significantly outperforms MV; PPBM and MI-PPBM perform equally and they perform
better than both MV and MI. No significant differences exist among the four strategies
in the classification of WM. For IBSR20, significant differences exist among the
performance of four methods in terms of each metric. The pairwise comparison results
with regard to AC, DSCCSF and DSCGM are the same with those for IBSR18. In the
classification of WM, PPBM performs equally with MI-PPBM and they perform better
than both MV and MI. Based on the comparison results on IBSR20, the performance
of the four methods is ranked exactly the same as on IBSR18: MI outperforms MV;
PPBM outperforms both MV and MI; MI-PPBM performs equally to PPBM.
We can draw the conclusion that in MAS, the mutual information based global
weighting scheme MI performs better than MV; the probabilistic local label fusion
model PPBM achieves better results than global models; finally the combination of
global and local label fusion strategies MI-PPBM performs equally to PPBM.
6.3.6 Comparisons of Classification Models Using Different Im-
age Based Features
Impact of γ on KM-MRF-MAS
The impact of the parameter γ on the overall classification accuracy of applying KM-
MRF-MAS on IBSR20 is analysed in Fig. 6.8. In this experiment, γ is varied from
10 to 1000. The paired-sample t-test is used to test the difference between two sets
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Fig. 6.8 Mean AC values of applying KM-MRF-MAS on IBSR20 when varying the
parameter γ . The standard deviation is±0.08 when γ is 10 and±0.04 when γ increases
from 50 to 1000. PPBM is used for the multi-atlas label fusion.
of classification results produced with different γ values. The AC values generated
by varying γ and the p-values tested between any two sets of results produced with a
pair of γ values are listed in Table 6.7. The classification accuracy AC is significantly
improved when γ is increased from 10 to 400. No significant improvement is obtained
when further increasing γ . It is therefore concluded that the performance of KM-
MRF-MAS is not affected by the parameter γ when it is set beyond a threshold. In








Table 6.7 Impact of γ on the performance of KM-MRF-MAS applied on IBSR20 and measured by AC
10 100 200 300 400 500 1000
10 0.78±0.08 < 0.001⋆ < 0.001⋆ < 0.001⋆ < 0.001⋆ < 0.001⋆ < 0.001⋆
100 – 0.82±0.04 0.002⋆ < 0.001⋆ < 0.001⋆ 0.001⋆ < 0.001⋆
200 – – 0.82±0.04 < 0.001⋆ < 0.001⋆ 0.003⋆ 0.004⋆
300 – – – 0.82±0.04 < 0.001⋆ 0.744 0.138
400 – – – – 0.82±0.04 < 0.001⋆ 0.937
500 – – – – – 0.82±0.04 0.034⋆
1000 – – – – – – 0.82±0.04
• The numbers in the first column and the first row are the γ values tested for KM-MRF-MAS on IBSR20. The values highlighted
in bold show the mean AC values and the standard deviations produced by KM-MRF-MAS with the corresponding γ . Each of the
other numbers in the table shows the p-value tested between two sets of classification results produced with a pair of γ values in the
corresponding row and column. The significant differences are indicated by ⋆ at the top right of p-values.
• The p-values in the table are symmetric, so we only show half of them and the omitted ones are replaced by ‘–’.
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Comparisons of different classification models
Based on the conclusions we drew above, PPBM was adopted in the combined KM-
MRF-MAS model. We compared the performance of the four tissue classification
models on the three real databases. The optimal values were used for the parameters
involved in each method applied on each database as listed in Table 6.1. The repeated-
measures MANOVA was applied to test the performance differences among the four
models on the three databases and the results are listed in Table 6.8. The multivariate
outcome tells that significant differences exist among the four methods with respect to
the combination of the four metrics on all three databases. For IBSR18, the univariate
outcomes demonstrate that significant differences exist among the four methods in
terms of the overall accuracy (AC) and the classification accuracies of CSF (DSCCSF )
and GM (DSCGM). The four models perform similarly in the classification of WM.
The post hoc pairwise comparisons of the four models are conducted with respect to
the metrics AC, DSCCSF and DSCGM. For IBSR20, significant differences exist among
the four methods with respect to all four metrics. The results of post hoc pairwise
comparisons of the four models regarding AC, DSCCSF and DSCGM are the same with
those for IBSR18. For the classification accuracy of WM (DSCWM), it shows that
KM-MRF performs significantly worse than the other methods.
By comparing the performance of the three methods KM, KM-MRF and KM-
MRF-MAS applied on IBSR databases, it is observed that introducing additional
information including the local and multi-atlas priors significantly improves the tissue
classification performance with respect to the overall accuracy and the classification
accuracies of CSF and GM. Fig. 6.3 gives an example of the qualitative comparisons
on a typical volume of IBSR18, which are consistent with the quantitative comparisons.
Comparing the difference maps produced by KM, KM-MRF and KM-MRF-MAS, it is
observed that the total numbers of false positives and false negatives are dramatically
decreased in the classification of CSF and GM by introducing additional information.
From the label map generated by each method, it can be seen that acceptable tissue
classification is achieved by KM based on the image intensity prior, which provides
an initialisation for KM-MRF; adding the local prior makes each tissue class more
contiguous by encouraging the voxels to belong to the same class as their neighbours;
introducing the multi-atlas prior refines the misclassified structures. By combining all
the information, KM-MRF-MAS produces the most accurate classification. Most of
the misclassification is left at the intersection between two tissues which is probably
caused by the misregistration and the partial volume effect (a single voxel contains
more than one tissue). From Table 6.8, we can also observe that in contrast with KM
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and KM-MRF, MAS achieves better or comparable results with regard to all the metrics.
On the basis of the classification accuracy obtained by MAS, the additional intensity
and local prior information do not significantly benefit the classification in terms of
AC, DSCGM and DSCWM. However, the classification accuracy of CSF is significantly
improved by combining all three priors. From Fig. 6.3, it can be seen that on that
specific slice the differences between MAS and KM-MRF-MAS are negligible. These
results indicate that the multi-atlas prior contributes more than the image intensity
and local prior in brain tissue classification. Finally, taking all the comparison results
into account, the four classification models are ranked as: KM-MRF significantly
outperforms KM; MAS performs better than both KM and KM-MRF; the combined
model KM-MRF-MAS achieves the best performance.
For MICCAI2013, we do not include the evaluation results of AC because this met-
ric is not used by the challenge. Significant differences exist among the four methods in
terms of DSCCSF , DSCGM and DSCWM. The results of post hoc pairwise comparisons
with regard to each metric are consistent: KM-MRF performs significantly better than
KM; MAS performs the worst among the four methods; KM-MRF-MAS produced
segmentation results comparable to KM-MRF. The poor performance of MAS can
probably be associated with the low number of available atlases, with the selected
atlases not similar enough to the test image. Because of this, the incorporation of the
multi-atlas prior does not significantly improve the tissue classification performance.
Thus we can draw the conclusion that introducing the local prior significantly improve
the tissue classification; the efficiency of the multi-atlas prior highly depends on the









Table 6.8 Comparisons of the performance of different tissue classification models on real data
Database Method AC DSCCSF DSCGM DSCWM
IBSR18
KM 0.68±0.16 0.20±0.08 0.70±0.15 0.82±0.21
KM-MRF⋆ 0.72±0.18⋆ 0.28±0.14⋆ 0.75±0.18⋆ 0.80±0.20
MAS⋆⋆ 0.88±0.06⋆⋆ 0.70±0.13⋆⋆ 0.91±0.03⋆⋆ 0.83±0.14
KM-MRF-MAS⋆⋆⋆ 0.88±0.06⋆⋆ 0.71±0.12⋆⋆⋆ 0.91±0.03⋆⋆ 0.82±0.15
IBSR20
KM 0.65±0.16 0.21±0.07 0.68±0.15 0.74±0.19⋆
KM-MRF⋆ 0.67±0.18⋆ 0.34±0.15⋆ 0.72±0.17⋆ 0.66±0.17
MAS⋆⋆ 0.82±0.04⋆⋆ 0.57±0.09⋆⋆ 0.86±0.03⋆⋆ 0.76±0.06⋆
KM-MRF-MAS⋆⋆⋆ 0.82±0.04⋆⋆ 0.57±0.09⋆⋆⋆ 0.86±0.03⋆⋆ 0.76±0.06⋆
MICCAI2013
KM⋆ - 0.75±0.04⋆ 0.76±0.03⋆ 0.84±0.03⋆
KM-MRF⋆⋆ - 0.76±0.04⋆⋆ 0.80±0.02⋆⋆ 0.87±0.02⋆⋆
MAS - 0.71±0.06 0.70±0.07 0.73±0.08
KM-MRF-MAS⋆⋆ - 0.77±0.04⋆⋆ 0.81±0.02⋆⋆ 0.87±0.02⋆⋆
• Each value represents the mean accuracy and the standard deviation of applying each method on the database.
• The ⋆s at the top right of each value indicate the significant differences of the corresponding result compared with all the others
derived by applying other methods on the same database and measured by the same metric. The ⋆s at the top right of each method
indicate the significant differences of the performance of the corresponding method compared with all the other methods. The result
or method labelled with more ⋆s is significantly better than those with fewer or no ⋆s and the results or methods labelled with equal
number of ⋆s have no significant difference between each other.
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6.4 Discussion
As described above, the image intensity prior can be utilised by applying simple clus-
tering algorithms like KM for initial classification. However, the performance really
depends on the quality of the images. When the noise and intensity inhomogeneity
levels are low, the tissues are classified with high accuracy. However, when the images
contain high levels of artefacts, the classification can severely deteriorate. In the
experiments, we found that KM provides acceptable initial results for most images in
the real databases. However, it also produces outliers, producing classification results
that are significantly different from the ground truth.
Introducing the local prior significantly benefits the tissue classification in particular
when severe noise and intensity inhomogeneity exist in the images. For the real data,
the local prior has a positive effect on the classification of CSF and GM and the
overall accuracy is significantly improved. The size of the local neighbourhood is data
dependent and an appropriate estimation methodology is discussed in Section 6.3.4.
The multi-atlas prior is derived by registering multiple atlas images to the target
image and propagating the label maps of the atlases to the target image. The classifica-
tion is performed by fusing the propagated label maps using a label fusion strategy.
The most relevant atlases are selected by measuring the similarities between the atlas
images and the target image so that the classification is not biased by irrelevant atlases.
In our experiments on the IBSR databases, the atlases were taken from the same
database. We tried using atlases from both databases. However, the results showed
that the best segmentation is obtained by using the atlases from the same database
because of the higher similarity among images. As stated in Section 6.3.5, either the
classification performance is significantly improved or the optimal number of atlases
to be fused is dramatically decreased by applying the atlas selection. In addition to
atlas selection, a sufficient number of available atlases is crucial for the efficiency
of the multi-atlas prior. The preprocessing, such as bias field correction and spatial
normalisation, applied to the original IBSR databases could contribute to the similarity
between images. However, the large number of available atlases greatly increases the
chances of selecting the most effective ones for the segmentation of the test images,
which significantly benefit MAS. This has been confirmed by the evaluation on the
MICCAI2013 database, where the effect of the multi-atlas prior deteriorates severely
due to the low number of atlases provided.
The effects of the three image priors on brain tissue classification are compared by
comparing the performance of four methods modelling them: KM, KM-MRF, MAS
and KM-MRF-MAS. We did not include MRF-MAS because it is not straightforward
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to combine the local prior and the multi-atlas prior. In the literature, MRF is often used
in combination with a Gaussian mixture model (GMM) [286, 80]. In KM-MRF, KM is
used to estimate the initial parameters of the GMM. If we combine MRF with MAS, the
only viable solution is replacing KM with MAS, which could result in a more precise
estimation for the GMM parameters. However, earlier experiments revealed that a
better estimation for the parameters does not improve the segmentation performance,
which is confirmed in the literature [286]. In a GMM-MRF based approach, an initial
estimation generated from KM is good enough for the segmentation. The effectiveness
of the multi-atlas prior is unlikely to be affected by replacing KM with MAS.
From Section 6.3.6, the method using the multi-atlas prior (MAS) achieves better or
equal classification compared with those constructed based on the image intensity and
the local prior only (KM and KM-MRF) in terms of all metrics. It performs comparably
to the combined model (KM-MRF-MAS) with regard to the overall accuracy and the
classification accuracies of GM and WM. These results indicate the better effectiveness
of the multi-atlas prior in tissue classification compared with the image intensity and
the local prior.
We we did not consider the validity of the ground truth provided by the IBSR
databases since they have been widely used for the validation of brain image analysis
techniques. It has been pointed out that the sulcal CSF voxels in the IBSR datasets are
considered as GM, which could affect the tissue classification accuracies measured by
DSC [290]. In spite of the uncertainty existing in the ground truth of CSF and GM,
we do not think it affects the conclusions we have drawn. First, the improvement of
the classification by introducing the local prior has also been validated on two other
databases: BrainWeb (see Fig. 6.1) and MICCAI2013 (see Table 6.8), for which we
assume the ground truth provided is accurate. Second, the deviation in the ground truth
of the IBSR datasets should not affect the performance of the multi-atlas prior. As
described in Section 6.2.3, in a multi-atlas based segmentation method, the annotations
of the images are actually used to achieve the segmentation. If the annotation is
corrected, the segmentation will be adjusted accordingly.
The usage of the multi-atlas prior results in superior performance, but multiple
atlases are not always available since human annotation takes great effort. The large
amount of registration required in the atlas selection also restricts its application. A
compromise was presented [6] and employed [25], which performs the atlas selection
after the affine registration and applies the nonrigid registration to the top ranked
atlases only. Moreover, registration between images might fail or the test images
could not be similar enough to the images of atlases, in which case outliers will
be included. A keypoint transfer segmentation approach was proposed to segment
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abdominal organs in computerised tomography (CT) images, which propagates the
label maps according to the transformation calculated from the matched keypoints in
the atlas and test images [303]. This approach requires no registration and yields a
segmentation accuracy which compares favourably to that of state-of-the-art methods.
In addition to using the annotated images as atlases and performing the tissue
classification in a MAS approach, we can also extract more advanced features such
as Gaussian scale-space features [293, 294], Gaussian derivative features [294] or 3D
Haar-like features [307] from all the images and the classification is then achieved
by training a classifier, such as a k-nearest neighbour classifier [293], a support
vector machine [294] or a random forest [307], using these features. Some work
has been proposed to extract the features from the tissue probability maps derived
from classification results [307, 199] and these features together with those extracted
from the images are used for training the subsequent classifiers in a multi-stage
tissue classification framework. Hence the tissue probability maps are refined at each
classification stage. These works provide state-of-the-art accuracy on the MICCAI2013
database [195]. Unfortunately, the multi-atlas based methods (MAS and KM-MRF-
MAS) discussed in this paper do not perform efficiently on this database because of the
low number of atlases provided. Images taken from other modalities such as diffusion
or T2-weighted MR imaging for the same subject provide more information for brain
tissue classification [302]. Longitudinal data can also facilitate tissue classification by
taking temporal smoothness into account.
Furthermore, the classification model resulting from applying the classifiers as
described above can also be combined with the local and the multi-atlas priors, which
are investigated in our paper, to further improve the classification. It has been stated that
the classification derived from applying the multi-stage random forest can be combined
with the anatomically-constrained multi-atlas segmentation approach [308] to reduce
the possible anatomical errors [307]. Conversely, the multi-atlas based approach
can be applied first and the trained classifiers are used to refine the classification
at ‘ambiguous’ voxels [125]. Alternatively, an appearance model can be obtained
from training classifiers and then combined with the spatial model and the interaction
potential, which are generated from the multi-atlas segmentation and the neighbouring
information, respectively [293], for the final tissue classification.
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6.5 Conclusions
This paper has investigated the effects of three main image priors including intensity,
local and multi-atlas priors on the tissue classification in 3D T1-weighted brain MR
images. The modelling of these image priors, the combination of the models con-
structed using one or two image priors and the tissue classification approach of each
individual or combined model have been described. The performance of all the models
using the three image priors has been validated on the simulated and real data. We
have also discussed the impacts of varying the key parameters or factors of each model
thoroughly. The classification results have been evaluated based on several metrics and
the performance of all the models has been compared quantitatively and qualitatively.
The image intensity utilised by KM generates acceptable initial classification
for most images to form the basis for further processing. However, its performance
deteriorates from severe artefacts and it produces a few outliers in real data. Introducing
the local prior overcomes the disadvantage of KM to some extent and provides an
incremental performance improvement. The multi-atlas prior is beneficial in refining
the misclassified structures. It contributes more in brain tissue classification than
the image intensity and the local prior. Appropriate atlas selection and sufficient
number of available atlases are crucial in MAS based approaches. The local weighting
method performs better than the global methods in multi-atlas label fusion. The model




In this chapter, we summarise the content of the thesis, list the main contributions of
our work and propose future directions.
7.1 Summary of the Thesis
Automatic and robust 3D brain image analysis can assist in disease diagnosis, surgical
planning and patient follow-up. Among all the imaging techniques, MRI has drawn
great attention due to its non-ionization, high spatial resolution and excellent soft
tissue contrast. Brain MR image segmentation (e.g. the whole brain, structures, tissue
or lesion segmentation) could benefit voxel based morphometry, surface reconstruction
or 3D visualisation. Brain image registration is used for multi-modality image fusion,
longitudinal analysis and population modelling. In this thesis, we have introduced the
clinical background of 3D brain MR image analysis and reviewed existing approaches
for image segmentation, registration and evaluation. For the most commonly used
methods for brain segmentation and brain image registration, we have identified their
disadvantages and proposed possible improvements. For brain tissue classification, we
have described the modelling of three commonly used image based features, analysed
the key parameters involved in each model and compared the effectiveness of these
features in tissue classification.
In the clinical background (Chapter 2), we have briefly described a wide range
of brain imaging technologies and compared them in terms of imaging principle,
applications, advantages and disadvantages. Then we have provided a detailed intro-
duction of brain MRI including its physical principle, multiple sequences and various
image views. A variety of applications of 3D brain MR image analysis with regard to
segmentation, registration and classification have been presented. Existing challenges
7.1 Summary of the Thesis 143
in this area, including image noise, intensity inhomogeneity and partial volume effect
have also been described. The databases used for our experiments, including one
simulated and four real databases, have also been introduced.
A large number of methods have been proposed for image segmentation and regis-
tration and we have conducted a thorough technical literature review in Chapter 3 on
generic image segmentation, registration approaches and their evaluation measures.
For image segmentation, we divided existing methods into six categories, from the
basic techniques such as thresholding and region growing to the more advanced ap-
proaches such as deformable models, machine learning algorithms and atlas based
methods. For the methods belonging to each category, we also subdivided them into
several subgroups, described their working principles, listed a few applications in
medical image analysis and presented their advantages and disadvantages. Image
segmentation accuracy can be objectively evaluated by overlap, distance and proba-
bilistic measures. The examples of these measures have been formulated. For image
registration, we divided the process into four main procedures: feature mapping, trans-
formation estimation, parameter optimisation and image resampling. The methods
commonly used at each stage have also been reviewed. The performance of image
registration can be evaluated by volume overlap, surface overlap, boundary distance,
volume similarity and transformation consistency measures. According to the litera-
ture, it was demonstrated that the metrics based on local regions are more reliable than
those defined on the whole volume or transformations. Finally, two statistical analysis
techniques, paired-sample t-test and MANOVA, used to compare the performance of
different methods have been described. In our work, paired-sample t-test was used to
analyse the impact of the parameter on the performance of the method with respect to
one metric or compare the performance of two methods measured by the same metric;
MANOVA was used for comparing the performance of several methods regarding to
several metrics.
Brain segmentation is a prerequisite of subsequent image analysis such as registra-
tion or tissue classification. Among all the methods presented in the literature, BET is
the most widely used because of its simplicity, accuracy and insensitivity to parameter
settings. It works based on the principle of the deformable models, which use internal
forces to ensure the smoothness of the evolving brain surface and the external forces to
interact with the image. However, BET usually requires a large number of iterations for
the deforming brain surface to converge; it lacks the strategy to deal with the surface
self-intersection effectively; and it tends to undersegment the brain for some databases.
To overcome these drawbacks, we proposed an improved BET method in Chapter 4,
which improved the displacement of each vertex on the evolving surface and embedded
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an independent surface reconstruction step at each iteration. An additional search
path was used for the method to perform more robustly at the bottom of the brain.
Moreover, when the surface deforming was completed, a FCM based process was
applied to reduce the false positives. All these strategies lead to faster convergence and
significantly improved segmentation results. Besides the original BET, the improved
method has also been qualitatively and quantitatively compared with two other popular
methods, showing competitive segmentation performance.
Brain image registration is an important preprocessing step for brain image analysis.
Numerous brain image registration approaches have been proposed in the literature,
varying in features used, transformation model, similarity measure, optimisation
method and image resampling strategy. In terms of features, image intensity, landmarks
either manually annotated or automatically detected, curves, surfaces or volumes can
be used for brain image registration. In terms of the transformation model, due to
the complex brain internal structures, a nonrigid transformation is needed to match
two brain images and rigid/affine transformations are often used for preregistration.
In the process of registration, a multiresolution scheme is usually adopted for faster
implementation and more accurate registration. Demons is one of the most commonly
used registration method, which provides a good tradeoff between the registration
accuracy and execution speed. The classic demons method uses the whole image grid
as demon points, at which the driving forces are calculated to drive the registration
process. Considering the edges, especially salient edges, are more important than the
other points in an image, we investigated the effect of using salient edges as demon
points in demons registration in Chapter 5. The edges were detected by extending
Lindeberg’s scale-space theory into 3D space and the saliency of each edge point
was calculated. A series of experiments were conducted to compare the registration
performance of demons between using the whole image and using all the detected
edges, gradually decreased number of salient edges at each resolution or gradually
decreased number of salient edges at reduced levels of resolutions. We also compared
demons registration performance using various demons selection mechanisms such
as non-salient edges, randomly sampled points, randomly sampled edges, etc. It has
been demonstrated that salient edges contribute more than either non-salient edges
or randomly sampled points in demons registration; statistically equal performance
is obtained by demons registration using salient edges compared with that using the
whole image as demon points, while the execution time is dramatically reduced.
Brain tissue classification could be beneficial for quantitative analysis, image
registration, lesion segmentation and cortical surface extraction. A variety of features
have been used for brain tissue classification in the literature. In Chapter 6, we
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investigated the effects of three main image information priors including intensity,
local prior and multi-atlas prior on the performance of tissue classification. The
modelling of each prior, the combination of the models constructed from one or two
priors and the tissue classification approach of each individual or combined model have
been described in detail. Image intensity could be used by k-means (KM) to obtain
preliminary brain tissue classification. The local prior was modelled by a Markov
random field (MRF), which could be combined with KM (KM-MRF) by modelling
each resulting tissue cluster from KM with a Gaussian distribution. The multi-atlas
prior could be used individually in Multi-atlas segmentation (MAS) to perform tissue
classification. Results indicated that atlas selection plays an important role in MAS by
selecting the most relevant atlases. By comparing the performance of four multi-atlas
label fusion methods, it has been shown that the local label fusion strategy performs
better than global ones. Finally, the multi-atlas prior was combined with image
intensity and the local prior (KM-MRF-MAS) into a Bayesian framework, in which
tissue classification was achieved by applying an EM approach. The impacts of the key
parameters in KM-MRF, MAS and KM-MRF-MAS on tissue classification accuracy
have been analysed. The performance of four models (KM, KM-MRF, MAS and KM-
MRF-MAS) has been compared quantitatively and qualitatively on both simulated
and real data. From the experimental results, KM using the image intensity generates
reasonable tissue classification for most images. However, its performance could be
significantly deteriorated by the artefacts contained in the images and it produces a few
outliers on real brain image data. Introducing the local prior overcomes this weakness
to some extent. The multi-atlas prior is beneficial in refining the misclassified brain
structures, which leads to significant improvement of the classification accuracy. In
contrast to the image intensity and the local prior, the multi-atlas prior possesses the
best effectiveness in brain tissue classification at the cost of high computation demand,
which is caused by multi-atlas registration. The method combining all three priors
(KM-MRF-MAS) obtains the best classification performance with respect to some of
the metrics.
7.2 Contributions
The contributions of our work presented in this thesis are:
• A wide range of brain imaging modalities were compared in terms of physical
principles, applications, advantages and disadvantages.
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• An extensive literature review on generic image segmentation, registration
techniques and their evaluation measures was conducted. Both traditional and
state-of-the-art image segmentation and registration technologies were described.
From a thorough review, we were able to find out the most appropriate metrics
to evaluate our brain MR image segmentation and registration methods.
• An improved BET method for brain segmentation was proposed, which over-
comes weaknesses existing in the original method and results in faster algorithm
convergence and significantly improved segmentation performance.
• We extended Lindeberg’s scale-space theory into 3D to extract salient edges
from brain MR images.
• A salient edge guided brain image registration method using demons was de-
veloped. Compared with the classic demons, which uses the whole brain image
as demon points in the registration process, our method using the salient edges
produces statistically equal results while substantially saving in computational
time.
• A comparative study of brain tissue classification using image information priors
was conducted. The effects of three main image information priors on brain
tissue classification were investigated. We mathematically formulated their
modelling, analysed the key parameters or factors involved in each model and
compared the performance of each model on brain tissue classification. This
work provides a general guide on what image based features can be used for
effective brain tissue classification.
• The performance of global, local multi-atlas label fusion strategies and their
combination was compared for brain tissue classification using multi-atlas seg-
mentation methods.
• In the comparison of the performance of different methods evaluated by several
metrics, the repeated measures MANOVA was applied to analyse the differ-
ences in experimental results in terms of the combination of all metrics or each
individual metric.
7.3 Future Work
Based on the work presented in this thesis, a list of future directions are proposed as
follows:
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• A comparison between our salient edge guided demons registration method and
other popular brain image registration approaches reviewed in Section 5.1.1 (e.g.
B-splines, HAMMER, CVS, etc) could be conducted.
• Atlas selection plays an important role in multi-atlas brain tissue classification.
We could select the relevant atlases after affine registration rather than after
nonrigid registration, which might alleviate the burden caused by multi-atlas
registration in this step.
• Furthermore, a keypoint transfer segmentation approach proposed in [303] might
be modified and applied for multi-atlas brain tissue segmentation. This approach
might completely avoid the registration while maintaining the high accuracy of
multi-atlas segmentation.
• In addition to the image information priors investigated in our work for brain
tissue classification, other more advanced features such as Gaussian scale-space
features [293, 294] or 3D Haar-like features [307] can be detected from multiple
atlases. These features can be used by machine learning algorithms for brain
tissue classification.
• Deep learning algorithms [14, 86] have shown impressive performance in image
segmentation [272, 288]. We can learn more representative features from brain
MR images by applying these techniques to brain tissue classification.
• The machine learning algorithms together with various image features can also
be applied to brain pathological region segmentation such as tumours or MS
lesions segmentation.
• In our work, we only used T1-w brain MR images. In the future, we could
incorporate information from multi-modality images for conducting brain image
analysis.
Appendix A
Calculation of Multi-atlas Prior
Energy
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ADC apparent diffusion coefficient
ANNs Artificial neural network
ASSD Average symmetric surface distance
AUC area under the ROC curve
BET Brain Extraction Tool
BSE Brain Surface Extractor
CNNs Convolutional Neural Networks
CSF cerebral spinal fluid
CT Computed Tomography
CVS combining volumetric and surface
D-w Diffusion-weighted
DBNs Deep Belief Networks
DL deep learning
DNNs Deep neural networks





FLAIR Fluid attenuation inversion recovery
fMRI Functional Magnetic Resonance Imaging
FN false negatives
FNR false negative rate
FP false positives
FPR false positive rate
GM grey matter
GMM Gaussian mixture models
HAMMER hierarchical attribute matching mechanism for
elastic registration
HD Hausdorff distance
HWA Hybrid Watershed Algorithm
IBSR The Internet Brain Segmentation Repository
IR inversion recovery
KM k-means
LPBA40 The LONI Probabilistic Atlas
MANOVA Multivariate Analysis of Variance
MAP maximum a posterior
MAS multi-atlas segmentation









MRF Markov random field
MRI Magnetic Resonance Imaging
MS multiple sclerosis
MTP misclassified tissue percentage
MV Majority Voting
NCC normalised cross-correlation
NMI normalised mutual information
PD-w proton density weighted
PEF probabilistic extra fraction
PET Positron Emission Tomography
POF probabilistic overlap fraction
PPBM Probabilistic Patch-Based Model
PSI probabilistic similarity index
RBM Restricted Boltzmann Machine
RF Random forests
RMS root of mean squares
ROC Receiver Operating Characteristic
SEN Sensitivity
SPE Specificity
SPECT Single Photon Emission Computed Tomography
SSDA sequential similarity detection algorithm
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for brain segmentation. Proceedings of 22nd IEEE International Conference on
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• Ziming Zeng, Chunlei Han, Liping Wang and Reyer Zwiggelaar. Unsuper-
vised brain tissue segmentation by using bias correction fuzzy c-means and
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blob representation of mammographic parenchymal patterns and mammographic
risk assessment. 15th International Conference on Computer Analysis of Images
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