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Recent research has considered the stochastic thermodynamics of multiple interacting systems,
representing the overall system as a Bayes net. I derive fluctuation theorems governing the entropy
production (EP) of arbitrary sets of the systems in such a Bayes net. I also derive “conditional”
fluctuation theorems, governing the distribution of EP in one set of systems conditioned on the EP of
a different set of systems. I then derive thermodynamic uncertainty relations relating the EP of the
overall system to the precisions of probability currents within the individual systems.
Introduction.— Much of stochastic thermodynamics
considers a single system executing a specified dynam-
ics, without considering how the system might decom-
pose into a set of interacting subsystems. Examples in-
clude analyses of a single system undergoing bit era-
sure [37, 42], or more generally an arbitrary discrete-
time dynamics [31, 36, 54], as well as a single system
maintaining a non-equilibrium steady state (NESS [48]).
In particular, there has been groundbreaking work re-
sulting in fluctuation theorems (FTs [9, 11, 25, 40, 48])
and thermodynamic uncertainty relations (TURs [6, 13,
16, 17, 19, 29]) for single systems.
Other research has considered the thermodynamics of
a system composed of two interacting subsystems [18],
in some cases where the first subsystem measures the
second one [20, 43], or performs a sequence of measure-
ments and manipulations of the second one [1, 22, 30,
50]. In particular, there has been research on FTs for a
subystem under the feedback control of another subsys-
tem [22, 46].
However, many physical systems are most naturally
viewed as sets of more than two interacting subsystems,
with their joint discrete-time dynamics described by a
probabilistic graphical model [26]. For example, all cir-
cuits have this character [5, 52, 55], including biologi-
cal circuits [39, 57], and such systems are common in
biology more generally [3, 7, 14, 15, 27, 28, 32]. The
extension of stochastic thermodynamics to study such
scenarios was pioneered in [23, 24, 35], which modeled
the joint discrete-time dynamics of the subsystems us-
ing Bayesian networks (BNs [26, 33]). The major result
of [23] was an FT governing the entropy production (EP)
of any single one of the subsystems in a BN.
In this paper I extend [23] by deriving FTs that gov-
ern the aggregate EP of any number of the subsystems
in a BN. I also derive “conditional FTs” governing the
EP of any set of the subsystems in a BN, conditioned on
a known value of the EP of a separate set of those sub-
systems. In addition I derive TURs that relate the total
EP generated by running a BN to the precisions of cur-
rents defined separately for each of the subsystems in
that BN [2, 13, 16, 17, 19]. I end with an example of
these TURs.
Stochastic thermodynamics of semi-fixed processes.— I
indicate the entropy of a distribution p(X) as S(p(X)) or
S(p) [8], and sometimes indicate the entropy at time t as
St(X). I write the mutual information of a distribution
p(X,Y ) as Ip(X;Y ) = S(p(X))+S(p(Y ))−S(p(X,Y )), or just
I(X;Y ) for short. δ(., .) refers to the Kronecker delta and
|A| is the cardinality of set A.
I will use “(forward) protocol” to refer to a sequence
of Hamiltonians and rate matrices in a continuous-time
Markov chain (CTMC) [11–13, 48]. The combination
of an initial distribution pt0(x) and a protocol uniquely
fixes P(x), the probability density function over trajecto-
ries x of the system. For simplicity I formulate the anal-
ysis as though there were a single heat bath and choose
units so that kBT = 1, although the extension to multiple
reservoirs is straightforward.
A semi-fixed process is any process involving two dis-
tinct systems, the evolving system and the fixed system,
with states xA and xB, respectively, where xB does not
change during the interval [t0, t1]. (Some aspects of such
processes are analyzed in [4, 21, 44, 46, 53, 55].)
Write the entropy flow (EF) from the heat bath into
the joint system during the process if that system fol-
lows trajectory x as Q(x). So the global entropy produc-
tion is[48, 51]
σ (x,pt0 ,pt1 ) :=
(
ln[pt0(xt0 )]− ln[pt1(xt1 )]
)
−Q(x) (1)
The local EP for just the evolving system in a semi-fixed
process is
σA(x,p
t0
A ,p
t1
A ) :=
(
ln[pt0A (x
t0
A )]− ln[pt1A (xt1A )]
)
−Q(x) (2)
where pA refers to the marginal distribution over the
states of the evolving system. So in a semi-fixed process,
σ (x,pt0 ,pt1 ) = σA(xA,p
t0
1 ,p
t1
A )−∆Ipt0 ,pt1 (xA;xB) (3)
where ∆Ipt0 ,pt1 (xA;xB) is the difference between the end-
ing and starting (path-wise) mutual information be-
tween the two systems [45, 47].
A semi-fixed process is a solitary process if the EF
only depends on the evolving system, i.e.,
Q(x) =Q1(xA) (4)
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2for some function Q1(·, ·). I refer to the evolving system
of a solitary process as a solitary system. Note that the
local EP of a solitary process is only a function of xA,
independent of xB. To be concrete, we can assume that
the continuous-time Markov chain (CTMC) of a solitary
process has the form
dp(xA,xB)
dt
=
∑
x′A,x
′
B
WxA,x′A(t)δ(x
′
B,xB)p(x
′
A,x
′
B) (5)
for some rate matrix W (t).
Standard arguments establish that the expectation
〈σA〉 =
∫
dxAP(xA)σA(xA,pA) is non-negative in a soli-
tary process [4, 53, 55]. (This need not be true for more
general semi-fixed processes.) Therefore by Eq. (3), the
expected global EP generated by running the joint sys-
tem is lower-bounded by the expected drop in mutual
information, −∆I(XA;XB) := −
∫
dxP(x)∆I(xA;xB). The
data-processing inequality [8] confirms that this bound
is non-negative. In fact, typically −∆I(X1;X2) is strictly
positive, providing a strictly positive lower bound on
expected global EP in solitary processes.
Stochastic thermodynamics of Bayesian networks.—
Suppose we have a system composed of a finite set
of separate subsystems, S , with joint states x =
(x1,x2, . . . ,x|S|). For any two times t, t′ > t, the distribu-
tion of states of the full system at t′ is
p(xt
′
1 ,x
t′
2 , . . .) =
∑
xt1,x
t
2,...
p
(
xt
′
1 ,x
t′
2 , . . .
∣∣∣∣xt1,xt2, . . .)p (xt1,xt2, . . .)
Typically there will be conditional independencies in
how each of the subsystems evolve, reflecting the fact
that not all of the subsystems are physically coupled
with one another. In general, this means that we can
decompose p(xt
′
1 ,x
t′
2 , . . . |xt1,xt2, . . .) into a product of con-
ditional distributions, each of which captures some of
those conditional independencies. As an example, sup-
pose there are three subsystems, A,B,C, and that xt
′
A is
statistically independent of xtC , given the pair of val-
ues xtA,x
t
B. Suppose as well that x
t′
C is statistically inde-
pendent of xtA, given the pair of values x
t
C ,x
t
B, and that
xt
′
B = x
t
B with probability 1. Then
p
(
xt
′
A,x
t′
B ,x
t′
C |xtA,xtB,xtC
)
= p
(
xt
′
A |xtA,xtB
)
p
(
xt
′
C |xtB,xtC
)
δ(xt
′
B ,x
t
B) (6)
We can represent Eq. (6) with a directed acyclic graph
(DAG), as shown in Fig. 1(a). The top three nodes are the
root nodes of the DAG, representing the time-t states
of the three subsystems. The bottom two nodes are the
leaf nodes, representing the time-(t′) states of two of the
subsystems. (Subsystem B does not evolve, so we can
dispense with its leaf node.) The directed edges leading
into the bottom-left leaf node indicate that xt
′
A depends
FIG. 1. a) The upper figure illustrates the example BN dis-
cussed in the text. b) The lower figure illustrates that same
BN, expanded into a sequence of two solitary processes. Red
arrows indicate the identity map. In the first solitary process
the evolving system is subsystemsA and B, while in the second
one it is subsystems C and B.
only on xtA and x
t
B, the two parents of that node. Simi-
larly, the edges leading into the bottom-right leaf node
indicate that xt
′
C depends only on x
t
C and x
t
B, the two par-
ents of that node.
This representation of a distribution is an example of
a Bayes net. BNs can be generalized to represent the
dynamics over an arbitrary number of subsystems. In
addition, they can represent dynamics over an arbitrary
number of times, not just the two times illustrated in
Fig. 1(a), simply by adding more layers to the DAG.
This makes them particularly well-suited to modeling
the discrete-time thermodynamics of a set of interacting
subsystems. (See Appendix A in the Supplemental Ma-
terial at [URL will be inserted by publisher] for more de-
tails of BNs, and some technical issues with using them
to model the evolution of physical systems.)
In general, for any BN G, there are many equivalent
BNs that have the same conditional distributions at their
nodes as G, but physically implement those distribu-
tions in a different time order from G. Moreover, for
any G, there is always such an equivalent BN in which
only one node’s conditional distribution is implemented
at a time. (This is called a “topological order” of G [26].)
An example is the BN in Fig. 1(b), which implements the
same conditional distributions as the BN in Fig. 1(a), but
in two successive time-intervals rather than one.
Since it simplifies the analysis, from now on I fol-
low [23] by restricting attention to such BNs where only
3one node’s conditional distribution is implemented at a
time. This means that the evolution of any node v in
the BN occurs in a solitary process, where the evolving
system A is the union of the subsystem corresponding
to v and the subsystems corresponding to the parents
of v. (See Appendix B in the Supplemental Material at
[URL will be inserted by publisher] for a discussion of
the thermodynamics when “two solitary processes run
at the same time”.)) As an example, in Fig. 1(b), the up-
date of subsystem C in the time-interval [τ1, τ2] is a soli-
tary process where the evolving system’s state is (xB,xC),
while the state of the fixed system is xA. (Note from
Eq. (5) that we cannot identify C by itself as the solitary
system, since the evolution of xC depends on xB as well
as its own state, xC .)
I write the set of nodes in a BN as V , and label
them with successive integers. In general, more than
one v ∈ V might refer to evolution of the same sub-
system, just at different times. In light of the fact that
the evolving systems in the solitary processes will be
unions of a node and its parents, for any V ′ ⊂ V I define
[V ′] := V ′ ∪ pa(V ′) := ∪v∈V ′ v ∪ pa(v), where pa(v) indi-
cates the parents of node v. In addition, for any V ′ ⊂ V ,
I define −V ′ := V \ V ′ . I write the distribution over all
subsystems after the process implementing node v has
run as pv , and unless indicated otherwise, assume that
it runs in the time interval [v − 1,v]. The root nodes are
jointly sampled at t = 0 according to distribution p0(x),
resulting in full trajectory x. For any v ∈ V , I write the
segment of x corresponding to the time interval when
node v runs as xv , reserving subscripts for specification
of particular subsystems. As an example of this nota-
tion, x[v] is the full trajectory of the components of x
specified by [v], i.e., x[v] = x{v′∈v∪pa(v)}, while xv[v] is the
segment of that trajectory in the time interval [v − 1,v].
Let pi = {piv(xv |xpa(v))} indicate the set of the condi-
tional distributions at the nodes of the BN. I write the
local EP generated in the associated solitary process as
σ[v]. Since EP is cumulative over time, by repeated ap-
plication of Eq. (3), once for each node in the BN, we see
that the global EP incurred by running all nodes in the
BN if the joint system follows trajectory x is
σ (x,pi,p0) =
|V |∑
v=1
[
σ[v](x
v
[v],piv ,p
v−1)
+
(
Ipv−1(x
v
[v];x
v
−[v])− Ipv (xv[v];xv−[v])
)]
:=
∑
v∈V
σ[v](x
v)−∆Iv(x) (7)
(Note that the superscript v on ∆Iv(x) indicates both the
time interval and the evolving system.)
The expectation of the local EP generated by each
solitary process must be non-negative. (This is not
true for the analogous expected EP considered in [23];
see Appendix C in the Supplemental Material at [URL
will be inserted by publisher].) So Eq. (7) means that
−〈∑v∈V ∆Iv(x)〉 is a lower bound on the expected global
EP. In addition, the sum in Eq. (7) is independent of the
topological order of the nodes in the BN, so long as each
conditional distribution piv is fixed as we vary that or-
der. (See Appendix D in the Supplemental Material at
[URL will be inserted by publisher].) So −〈∑v∈V ∆Iv(x)〉
is the same lower bound on the EP no matter what topo-
logical order we use.
FT’s and TUR’s for Bayesian networks.— My first result
is an FT relating the local EPs when each node runs with
the associated changes in mutual information between
the states of the evolving and fixed systems:〈
exp
∑
v∈V
(
∆Iv − σ[v]
)〉
= 1 (8)
where the expectation is over all trajectories. (See Ap-
pendix E in the Supplemental Material at [URL will be
inserted by publisher] for proofs of the FTs presented
in this section, along with some intermediate results.)
Eq. (8) means that the larger the sum of the drops in mu-
tual information when the nodes run, the larger must be
the sum of EPs generated by running those nodes.
In addition, for every node v ∈ V , and for all asso-
ciated joint values (σ[v],∆Iv) that occur with nonzero
probability, there is a “conditional FT”:〈
exp
∑
v′ 6=v
(
∆Iv
′ − σ[v′]
)〉
P(.|σ[v],∆Iv )
= 1 (9)
where the subscript indicates that the expectation is
conditional on the given pair of values, (σ[v],∆Iv).
Concretely, Eq. (9) concerns the case where we are
able to measure the EP generated by the evolving sys-
tem [v] when node v runs, together with the associated
change in mutual information between the state of the
evolving and fixed systems. It says that if we average
over all instances where that EP and mutual informa-
tion drop have those known values, then the associated
(exponential of the sum of the) EPs and drops of mutual
information when all the other nodes besides v are run
must average to 1.
σ[v] obeys the usual FT when considered by itself, in
isolation from the rest of the subsystems. This means
that there is a second set of conditional FTs, which apply
if the experimentalist can only observe the local EP σ[v]:〈
exp
∆Iv + ∑
v′ 6=v
(
∆Iv
′ − σ[v′]
)
〉
P(.|σ[v])
= 1 (10)
Eqs. (8) to (10) generalize to FTs that concern sums
over arbitrary subsets of V rather than all of V , and /
or arbitrary subsets of all the subsystems. Also, Eqs. (9)
and (10) generalize to probability distributions condi-
tioned on simultaneous properties of multiple nodes v,
not just one.
4Each σ[v] bounds currents generated in the associated
evolving system [v], in accordance with the usual TURs.
(This is not true for the analogous expected EP consid-
ered in [23].) We can exploit this to derive TURs which
relate the global EP generated by running an entire BN
to the currents in each evolving system when it runs.
(See Appendix E in the Supplemental Material at [URL
will be inserted by publisher] for a quick review of TUR
terminology and proofs of the TURs derived here.)
As an illustration, slightly generalize our scenario
so that the solitary process running each node v takes
a total time τv to run, and therefore starts to run at
time tv−1 =
∑
v′≤v−1 τv′ . Let jt[v](x) be any instantaneous
current over X[v] at time t. Write the time-integrated
current over the associated time interval as J[v](x) =∫ tv
tv−1
dtjt[v](x). Assume that the rate matrix of the full sys-
tem is constant throughout each of the intervals when a
node runs (although it will change from one such inter-
val to another, in general). Then we can exploit a re-
cently derived TUR [29] to establish that the expected
global EP bounds the precisions of the currents in the
subsystems along with the associated drops in mutual
information:
〈σ〉 ≥
∑
v
2τ
2
v
〈
j
tv
[v]
〉2
Var(J[v])
− 〈∆Iv〉
 (11)
This TUR holds without any restrictions on the distri-
butions at the start or end of the interval when any spe-
cific node v runs. However, suppose that for each node
v, pv = pv−1, and so in particular the evolving system’s
distribution is the same at the start and end of the in-
terval when it evolves. Also allow the rate matrix when
node v runs to vary rather than stay constant, so long
as it is symmetric about the time [tv−1, tv] / 2. In this sit-
uation we can exploit the generalized TUR [13, 16] to
establish a different TUR for the full BN:
〈σ〉 ≥
∑
v
ln[ 2〈J[v]〉2Var(J[v]) + 1
]
− 〈∆Iv〉 (12)
Now suppose that in fact every evolving system [v] is
in an NESS when node v runs (though the NESS’s may
differ depending on which node is running). Then
〈σ〉 ≥
∑
v
 2〈J[v]〉2Var(J[v]) − 〈∆Iv〉
 (13)
This formula holds even if the distribution of the global
system is continually changing, so long as during each
solitary process the marginal distribution of the associ-
ated solitary system does not change.
Example of TUR’s for a BN.— Suppose we have three
subsystems, A,B and C, jointly evolving as in Fig. 1(b).
So in the first solitary process the evolving system is the
composite system AB and C is the fixed system, while
in the second solitary process the evolving system is the
composite system BC and A is the fixed system. Let JA(.)
be any net current among subsystem A’s states during
the first solitary process, and similarly for JC(.), with
jtA(.) and j
t
C(.) the associated instantaneous currents at
time t. Assume that the rate matrix implementing the
first solitary process is constant during that process, and
similarly for the (different) rate matrix implementing
the second solitary process. So in the first solitary pro-
cess subsystem A evolves according to a matrix expo-
nential, where the precise matrix being exponentiated
is specified by (the unchanging) value of xB, i.e.,
P (xτ1A |x0A,x0B) = exp
(
τ1W
x0B
A
)∣∣∣∣
x
τ1
A ,x
0
A
(14)
and similarly for subsystem C.
Plugging into Eq. (11) and then using the fact that xB
never changes in either solitary process,
〈σ〉 ≥ 2τ
2
1 〈jτ1A 〉2
Var(JA)
+
2τ22 〈jτ1+τ2C 〉2
Var(JC)
−
〈
∆IA
〉
−
〈
∆IC
〉
(15)
=
2τ21 〈jτ1A 〉2
Var(JA)
+
2τ22 〈jτ1+τ2C 〉2
Var(JC)
+∆S(XA,XB,XC)−∆S(XA,XB)−∆S(XC ,XB) (16)
where here ∆ indicates the value of a quantity at t =
τ1 +τ2 minus its value at t = 0. Eq. (16) provides a trade-
off among global EP, three entropy drops (from the be-
ginning to the end of the full BN), the instantaneous cur-
rents at the moments when each of the two subsystems
finishes its update, and associated variances of net cur-
rents. Note that the RHS of Eq. (16) would not change
if the two solitary processes had been run in the reverse
order.
Now consider the case where XB is binary, both ma-
tricesW xBA have a (unique) NESS over XA, but that NESS
differs for the two xB values. Suppose further that the
initial distribution is
p0(xA,xB,xC) = p
0(xB)p
0(xA|xB)δ(xC ,xA) (17)
Next, assume that for both values of xB, p0(xA|xB) is
the NESS of the associated rate matrix W xBA . This guar-
antees that p0(xA,xB) is a NESS during the first soli-
tary process, regardless of p0(xB). For completeness, as-
sume that the second solitary process proceeds the same
way, just with subsystem C substituted for subsystem A.
Therefore we can apply Eq. (13).
Since there are nonzero probability currents in an
NESS, there is nonzero probability that the ending state
of xA after the first solitary process runs differs from the
state of xC then. However, with probability 1 their ini-
tial states were identical. So there is a drop in (expected)
mutual information between the evolving and fixed sys-
tems of the first solitary process. The same is true for
the second solitary process. These two drops in mutual
information mean that the global system is not in an
5NESS throughout the full process. In addition, they pro-
vide positive values to two terms on the RHS of Eq. (13),
thereby setting a floor for a tradeoff between global EP
and the precisions of the two solitary processes.
Discussion.— In this paper I derive new FTs and TURs
for systems composed of multiple interacting subsys-
tems. Following [23], I formulate the interactions of
those subsystems as a Bayesian network. However, in
contrast to [23], I identify the evolving systems when
each node in the BN is implemented in a way that en-
sures that the associated EP has the conventional ther-
modynamic properties of EP (e.g., that its expectation
is non-negative). This is crucial to the derivation of the
FTs and TURs. It also allows me to derive conditional
FTs, involving probabilities of global EP conditioned on
a given EP value of one of the subsystems.
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7Appendix A: Technical details of the extension of Bayes
nets considered in this paper.
Recall from the main text that we have a physical sys-
tem comprising a finite set S of subsystems, with joint
states x = (x1,x2, . . . ,x|S| ∈ X. We also have a separate BN
with a set of nodes V . I indicate the root nodes of the
BN as R ⊂ V , and write the non-root nodes as V := V \R.
(See [26, 33] for formal definitions of BNs and the asso-
ciated terminology.)
To connect the BN with S , we need a function g : V →
S that maps each v ∈ V to one of the subsystems. Note
that in general g will not be invertible; the same subsys-
tem may change its state in a conditional distribution
specified by more than one node of the BN. (In the main
text, following the convention in [23], g is implicit.)
Write the initial distribution of the joint state of the
subsystems in terms of the distribution over the root
nodes of the BN, as p0(xg(R)). So the distribution over
xg(v) after any non-root node v runs is∑
xg(R)
p0(xg(R))
[( ∑
xg(Anc[v])
∏
v′∈Anc[v]
piv′ (xg(v′)|xg(pa(v′)))
)
×piv(xg(v)|xg(pa(v)))
]
(A1)
where Anc[v] is the set of ancestor nodes of v that are
not root nodes. Below I will often write xv as shorthand
for xg(v).
As described in the text, I follow [23] and assume that
the conditional distributions of the BN’s nodes are im-
plemented one after another, in a sequence of solitary
processes specified by a topological order of the BN. I
index the nodes by their (integer-valued) position in the
topological order, with an index v ∈ {1 − |R|, . . . , |V |}, so
that the non-root nodes start with v > 0.
As an aside, note that one cannot model the dynamics
when node v runs as a solitary process where the sub-
system v considered by itself is the evolving system. The
reason is that since the dynamics of xg(v) depends on the
value of xg(pa(v)) when v runs, Eq. (4) does not hold for
any function Q1 if xA is set to xg(v).
For this framework to give both a complete and con-
sistent representation of the thermodynamics of a set
of evolving subsystems, several requirements must be
met. First, there must be exactly one root node r cor-
responds to each subsystem, i.e., for all subsystems i,
g(r) = i for exactly one r ∈ R. Second, the joint distribu-
tion p0(xg(R)) must have been sampled before any non-
root node v runs. (This ensures that every subsystem
has a well-defined state by the time any non-root node
v runs.)
A third, more subtle requirement, reflects the fact that
we want every non-root node in the DAG to represent a
change in the state of one of the physical systems. This
means that for each root node r, corresponding to sub-
system i = g(r), all other nodes v′ ∈ g−1(i) representing
states of that subsystem lie on a single path of connected
edges leading out of r. This then implies that for all
non-root nodes v, there is one (and only one) parent of
v in the DAG, v′ , such that g(v′) = g(v); we interpret
the value of xg(v′) when node v starts to run as the ini-
tial state of Xg(v) at the beginning of a process updat-
ing it, while the value of xg(v) when node v has finished
running is the state of Xg(v) when that update has com-
pleted.
Finally, I require that we can implement the BN in a
specific type of topological order: one where no subsys-
tem’s update at a node v depends on an old state of an-
other subsystem which has been overwritten by the time
that v is executed. Formally, this requirement means
that for all nodes v, there is no v′ ∈ pa(v) and other
node v′′ such that: g(v′) = g(v′′), v′ is an ancestor of v′′ ,
and v′′ occurs before v in the topological order. This en-
sures that the physical process implementing the BN is
Markovian.
Note that not all BNs can be represented in a topo-
logical order that respects this last requirement. Most
simply, suppose we have two subsystems, X and Y , with
states x and y. Suppose that under the BN governing
their joint dynamics, x1 depends on both x0 and y0, and
y1 also depends on both x0 and y0. So if we update X
first under the topological order, then no physical pro-
cess can properly update Y in a subsequent process by
coupling to the state of X, since x0 no longer describes
the state of X. Similarly, if we update Y first, then no
physical process can properly update X after that by
coupling to the state of Y since y0 no longer describes
the state of Y . So this requirement is actually a restric-
tion on the BNs being considered in this paper.
These requirements are all assumed in [23], implic-
itly or otherwise. In particular, to see that the analy-
sis in [23] also assumes that the physical process up-
dating the state of the subsystem g(v) can be treated
as a solitary process, where the evolving system is A =
g(v)∪ g(pa(v)), note that in Eq. 4 of [23], the two condi-
tional probabilities on the RHS are conditioned only on
Bk+1. So it is being assumed that the entropy flow into
the baths can be written as a function of the state of the
physical variable x at the times k and k + 1, as well as
the (identical) states of the variables corresponding to
its parents at those two times, i.e., that condition 2 of a
solitary process is being obeyed.
However, for simplicity I modify the formulation
in [23] by allowing the subsystems to have their ini-
tial states set in parallel, by sampling the joint distribu-
tion p0 over the root nodes at once, rather than require
that those nodes be sampled independently, one after
the other. In addition, for convenience I relax the stan-
dard BN requirement that the distribution over the root
nodes be a product distribution, whereas [23] does not
address this issue. Ultimately, allowing the root nodes
to be jointly sampled is just a modeling choice. An al-
ternative, adhering to the conventional BN requirement
that all root nodes be sampled independently, would be
to modify the DA to include a single extra node that is a
8shared parent of what (in the framework here) is the set
R of root nodes.
The framework defined above is similar to sev-
eral graphical models in the literature, including
non-stationary dynamic Bayesian networks [41], time-
varying dynamic Bayesian networks [49], and non-
homogeneous dynamic Bayesian networks [10], among
others. Nonetheless, for simplicity, I will simply refer
to this structure as a Bayes net, even though that is not
exactly accurate.
Finally, as a technical comment, it is important to
note that there are an infinite set of discrete-time con-
ditional distributions piv(xv+1v |xvv ) that cannot be imple-
mented using a CTMC over Xg([v]). Instead, in order to
use a CTMC to model the dynamical process that results
in that conditional distribution, there must be a set of
extra “hidden” states of subsystem g(v), in addition to
the “visible” states in Xg(v), and the CTMC must cou-
ple those two sets of states when it runs that conditional
distribution to update that subsystem [36, 56].
However, at both t = v − 1 and t = v, the beginning
and end of when node v runs, the state of subsystem
g(v) must be visible, i.e., it must lie in Xg(v) at those two
times. (If that weren’t the case, then we could not be
sure that the discrete time dynamics is actually given
by piv(xv+1v |xvv ) operating on pv(xvpa(v)).) Accordingly, any
hidden states can be ignored in calculating the drop in
mutual information as node v runs. For the same rea-
son, the change in ln[pt(x)] from t = v to t = v+1 doesn’t
depend on whether hidden states exist. So the only ef-
fect of such states on Eq. (5) of the main text is to modify
the EF function of the process updating node v, Qv(., .)
(and similarly for Eq. (1) of the main text.) Therefore
their only effect on Eq. (7) in the main text — which is
the starting point for the results in this paper concern-
ing solitary process formulations of BNs — is to change
the EF function implicitly defining σ[A](., .). Since the
detailed form of the EF function is irrelevant for the re-
sults in this paper in the way that they are stated (the EF
function for updating node v is subsumed in the func-
tion σ[v](., .)), we can ignore hidden states for the pur-
poses of this paper.
Appendix B: Path-wise subsystem processes
In the text, for simplicity, I considered the case where
each subsystem updates its state in a solitary process,
during which no other subsystem changes its state.
However it is straightforward to weaken that restriction,
to allow multiple subsystems to change their state at the
same time, so long as they are independent of one an-
other during that simultaneous update. While this flex-
ibility is not exploited in the main text, it is worth de-
scribing its thermodynamic properties. I do that in this
appendix.
To begin, write the multi-information of a joint distri-
bution over a set of random variables, p(X1,X2, ...), as
I (p) :=
∑
i
S(p(Xi))
− S(p(X)) (B1)
(Multi-information is also sometimes called “total cor-
relation” in the literature.) Mutual information is the
special case of multi-information where there are ex-
actly two random variables. I will use “path” and “tra-
jectory” interchangeably, to mean a function from time
into a state space. In the usual way, I use the argu-
ment list of a probability distribution to indicate what
random variables have been marginalized, e.g., P (x) =∑
y p(x,y).
Consider a CTMC governing evolution during time
interval [t0, t1]. That CTMC is a (path-wise) subsystem
process if
1. The subsystems evolve independently of one an-
other, i.e., the discrete-time conditional distribu-
tion over the joint state space is
pi(xt1 |xt0 ) =
∏
i∈S
pii(x
t1
i |xt0i ) (B2)
2. There are |S| functions,Qi(.), such that the entropy
flow (EF) into the joint system during the process
if the full system follows trajectory x can be writ-
ten as
Q(x) =
∑
i∈S
Qi(xi) (B3)
for all trajectories x that have nonzero probabil-
ity under the protocol for initial distribution pt0 .
(Recall that the entire sequence of Hamiltonians
and rate matrices is referred to as a “protocol” in
stochastic thermodynamics.)
Intuitively, in a subsystem process the separate sub-
systems evolve in complete isolation from one an-
other, with decoupled Hamiltonians and rate matrices.
(See [53, 55] for explicit examples of CTMCs that im-
plement subsystem processes, for the special case where
there are two subsystems.)
I use the term (path-wise, subsystem) Landauer loss
to refer to the extra, unavoidable EP generated by im-
plementing the protocol due to the fact that we do so
with a subsystem process:
L(x,p) := σ (x,p)−
N∑
i=1
σi(xi ,pi)
= Ipt0 (xt0 )−Ipt1 (xt1 )
:= −∆Ip(x) (B4)
where the second line uses condition (2) of path-wise
subsystem processes to cancel the EFs. (The reason for
the name is that the “Landauer cost” of implementing
9pi(xt1 |xt0 ) — the minimal EF needed by any physical pro-
cess that implements that conditional distribution — is
increased by L(x,p) if we add the requirement that the
process obey condition (2) of path-wise subsystem pro-
cesses.) Note that even though ∆Ip(.) is written as a
function of an entire trajectory, its value only depends
and the initial and final states of the trajectory.
Both (expected) subsystem EP and global EP are al-
ways non-negative. Moreover, by Eq. (B4), if the ex-
pected multi-information among the subsystems de-
creases in a subsystem process, the Landauer loss must
be strictly positive — and so the global EP has a strictly
positive lower bound. This is true no matter how ther-
modynamically efficiently the individual subsystems
evolve.
One way to understand this phenomenon is to note
that in general the Shannon information stored in the
initial statistical coupling among the subsystems will
diminish (and maybe disappear entirely) as the process
runs. However, for each subsystem i the rate matrix gov-
erning how xi evolves cannot depend on the states of the
rest of the subsystems, x−i , due to condition (2) of sub-
system processes. So that rate matrix cannot exploit the
information in the statistical coupling between the ini-
tial states of the subsystems to reduce the total amount
of entropy that is produced as the information about the
initial coupling of the subsystem states disappears. In
contrast, if it were not for condition (2), then the rate
matrix governing the dynamics of xi could depend on
the value of x−i , and therefore could exploit that value
to reduce the amount of entropy that is produced as the
information about the initial coupling of the subsystem
states disappears. (See [53, 55].)
These results do not require that the underlying pro-
cess generating trajectories is a CTMC. However, from
now on I assume that in fact the dynamics is generated
by a CTMC, so that the conventional fluctuation theo-
rems and uncertainty relations all hold.
Appendix C: The differences between the thermodynamic
properties of σ[A] and σA.
When v runs, the set of subsystems [v] = g(v) ∪
g(pa(v)) form a solitary system, while the subsystem
g(v) is only an evolving system. This is why I write the
local EP generated by [v] when node v runs as σ[v](x) for
short. In general, this local EP generated by the set of
subsystems [v] when g(v) runs will differ from the local
EP generated by just g(v) when node v runs; they are
related by
σv(x) = σ[v](x) +∆v ln
[
p(xpa(v) |xv)
]
(C1)
where ∆vf [p(x)] is shorthand for f [pv(x)] − f [pv−1(x)].
(See Eqs. (2) and (4).) As described above, the analysis
in [23] concerns σv rather than σ[v].
The expected value of σv can be negative, in contrast
to the expected value of σ[v]. In addition, while the usual
FTs and TURs apply to the EP σ[v], they do not apply to
σv in general. This is why I formulate the results in the
text in terms of σ[v]. However, if desired these results
can be recast in terms of σv , by using Eq. (C1). This al-
lows the results of this paper to be connected with those
in [23].
In the rest of this appendix I discuss this relation-
ship between the two kinds of EP in more detail. The
first thing to note is that there are several specific ther-
modynamic properties of the EP of the evolving sys-
tem σ[A] in a solitary process that need not hold for
the EP of the evolving system σA in a general semi-
fixed process. Perhaps the most important is that in
keeping with the conventional second law, in a solitary
process the expected subsystem EP of the evolving sys-
tem is non-negative. i.e., 〈σA〉 ≥ 0, whereas 〈σA〉 can
be strictly negative. As an explicit demonstration of
such a case where the expected EP can be negative, sup-
pose that the entire joint system evolves in a thermo-
dynamically reversible process, so that 〈σ〉 = 0. Then
Q(x,pt0 ) = ln[pt0(x)]− ln[pt1(x)]. Therefore
〈σA〉 = St1(XA)− St0(XA)−
[
St1(XA,XB)− St0(XA,XB)
]
= St0(XA|XB)− St1(XA|XB) (C2)
A priori, this drop in the conditional entropy of the
evolving system’s state given the fixed system’s state can
be positive or negative.
A second important difference arises if we consider
the minimal amount of work required to send the end-
ing joint distribution of a semi-fixed process, pf , back to
the initial one, pi . The difference between the amount of
work expended in getting from pi to pf in the first place
and this minimal amount of work to go back is some-
times called the “dissipated” work in going from pi to
pf , because it is the minimal amount of work lost to the
heat bath if one were to run a full cycle pi → pf → pi .
Much of the stochastic thermodynamics literature pre-
sumes that dissipated work can be treated as a synonym
for EP. In agreement with this, the dissipated work in a
solitary process always equals the expected subsystem
EP, 〈σ[A]〉. In contrast, dissipated work does not equal
〈σ i〉 in semi-fixed processes, in general.
Another difference is that in a solitary process the
conventional FT holds for the evolving system with state
space XA, considered in isolation from the fixed system,
if the EP in that FT is identified as σ[A](x1,p1). However,
in general the conventional FT will not hold in general
for a semi-fixed process with state space XA in an arbi-
trary semi-fixed process, if the EP in that FT is identified
as σA(x,p).
As a final example, the expected EP of the evolving
system in a solitary process bounds the precision of any
current defined over the state of the subsystem, in the
usual way given by the thermodynamic uncertainty re-
lations [13]. However, the expected EP of the evolving
system in a semi-fixed process need not have so simple
a relationship with the current in that subsystem.
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Example 1. Consider a process involving three subsystems,
A, B and C. Only subsystem A changes its state in this
process, and the dynamics of subsystem A depends on the
state of subsystem B, but not on the state of subsystem C.
We can formulate this process as a semi-fixed process where
either subsystemA or the joint subsystemAB is the evolving
system.
Note though that we cannot identify subsystem A as the
evolving system of a solitary process, with the joint subsys-
tem BC being the fixed subsystem. (Since the evolution of
subsystem A depends on the state of subsystem B, condition
(1) would be violated.)
On the other hand, the situation is not so clear-cut if we
ask whether the process is a solitary process with AB the
evolving system. If the joint subsystem AB is physically de-
coupled from subsystem C, with no interaction Hamilto-
nian coupling C to the other subsystems, and no coupling of
C with AB in the rate matrix for the full system ABC, then
we have a solitary process, with the evolving system identi-
fied as the joint subsystem AB. However, as an alternative,
we could run the entire process in a way that is globally ther-
modynamically reversible, incurring zero global EP. (N.b.,
in general this would require an interaction Hamiltonian
coupling C to the other subsystems, and require that the
rate matrix for the full system ABC couples the dynamics of
C to that of AB.) In this case, the bound in Eq. (3) would be
violated in general if we identify AB as the evolving system
(e.g., if the expected drop in mutual information is strictly
nonzero). So the overall process would not a solitary process
with AB the evolving system.
This demonstrates that in general, just specifying the
joint dynamics of a co-evolving set of subsystems does not
determine whether we can view a particular physical pro-
cess that implements that dynamics as a solitary process,
for some appropriately identified evolving system.
Appendix D: Global EP is independent of the topological
order of the nodes in the BN
By hypothesis, for all v ∈ V , the physical pro-
cess that implements the conditional distribution
piv(xg(v)|xg(pa(v))) is the same in any two topological or-
ders. So changing the topological order doesn’t change
any of the values σ[v]. Therefore to establish the claim,
we need to establish that −∑v∈V ∆Iv(x) is independent
of the topological order.
To do that, given a topological order, label the nodes
v ∈ V in the sequence they occur in that topological or-
der as 1,2, . . . |V |, so that they occur in corresponding
time intervals [0,1], [1,2], . . . , [|V |−1, |V |]. (Note that in
general it may be that more than one of those nodes
change the state of the same subsystem.) Express g(.)
accordingly. Next, use the fact that while the marginal
entropy of the evolving system changes during a solitary
process, the marginal entropy of the semi-fixed system
doesn’t change, to expand
−
∑
v∈V
∆Iv(x) = −
[(
ln(p0g(1)(x)) + ln(p
0
−g(1)(x))− ln(p0(x))
)
−
(
ln(p1g(1)(x)) + ln(p
0
−g(1)(x))− ln(p1(x)
)]
−
[(
ln(p1g(2)(x)) + ln(p
1
−g(2)(x))− ln(p1(x))
)
−
(
ln(p2g(2)(x)) + ln(p
1
−g(2)(x))− ln(p2(x))
)]
− . . .
−
[(
ln(p|V |−1g(|V |)(x)) + ln(p
|V |−1
−g(|V |)(x))− ln(p|V |−1(x))
)
−
(
ln(p|V |g(|V |)(x)) + ln(p
|V |−1
−g(|V |)(x))− ln(p|V |(x))
)]
= ln(p0(x))− ln(p|V |(x))−
∑
v
ln(pv−1g(v)(x))− ln(pvg(v)(x))
= ln(p0(x))− ln(p|V |(x))−
∑
i
∑
v∈g−1(i)
ln(pv−1g(v)(x))− ln(pvg(v)(x))
= ln(p0(x))− ln(p|V |(x))−
∑
i
ln(p0i (x))− ln(p|V |i (x)) (D1)
where the sums in last two equations are over the set of
subsystems, and for simplicity I assume that each sub-
system i occurs in at least one node, i.e., for all subsys-
tems i, g−1(i) 6= ∅.
The RHS of Eq. (D1) is fully specified by the combina-
tion of the BN and the initial distribution. So it cannot
depend on the topological order. This establishes the
claim.
As an aside, note that the expected value of the RHS of
Eq. (D1) can be written as the drop from the beginning
to the end of the BN in the multi-information) among
all the subsystems, ∑
i
S(pi)
− S(p) (D2)
(See Eq. (B1).) So loosely speaking, Eq. (D1) says that the
11
minimal expected global EP is the drop in “how much
information the subsystems jointly provide about one
another” from the beginning to the end of the full BN.
Appendix E: Derivations of fluctuation theorems for
Bayesian networks
Let x˜ indicate the time-reversal of the trajectory x.
(For simplicity, I restrict attention to spaces Xi whose
elements are invariant under time-reversal.) Let P(x) in-
dicate the probability (density) of x under the forward
protocol running the entire BN. Let P˜(x) indicate the
probability of the same trajectory if we run the protocol
in time-reversed order, where the ending distribution
over X under P is the same as the starting distribution
under P˜. Also write x˜v to indicate the time-reversal of
the trajectory segment xv .
In the next subsection, I derive fluctuation theorems
concerning probabilities of trajectories, and in the fol-
lowing subsection, I derive fluctuation theorems con-
cerning the joint probability that each of the subsystem
EPs has some associated specified value.
1. Fluctuation theorems for trajectories
Plugging Eq. (7) in the main text into the usual de-
tailed fluctuation theorem (DFT) [51] gives the DFT,
ln
[P(x)
P˜(x˜)
]
=
|V |∑
v=1
σ[v](x
v)−∆Iv(x) (E1)
for all x with nonzero probability under P. Exponenti-
ating both sides of Eq. (E1) and then integrating results
in the integrated fluctuation theorem (IFT),〈
e−
∑|V |
v=1 σ[v]−∆Iv
〉
:=
∫
dxP(x)e
(
−∑|V |v=1 σ[v](xv )−∆Iv (x))
= 1 (E2)
In addition to applying to runs of the entire BN, the
usual DFT applies separately to successive time inter-
vals, i.e., to each successive interval at which exactly one
node and its parents co-evolve as that node’s conditional
distribution is executed. Therefore for all v,
ln
[P(xv)
P˜(x˜v)
]
= σ[v](x
v)−∆Iv(x) (E3)
which results in an IFT analogous to Eq. (E2).
Combining Eqs. (E1) and (E3) gives
I (P(x)) = I (P˜ (x˜)) (E4)
where I define
I (P(x)) := ln
 P(x)∏|V |
v=1 P(x
v)
 (E5)
and similarly for I (P˜(x˜)). Note that Eq. (E9) can be
rewritten as
P (x)
P˜ (x˜)
=
∏
v
P (xv)
P˜ (x˜v)
(E6)
(This equality can also be derived directly, without in-
voking DFTs [34].)
The quantity I (P(x)) defined in Eq. (E5) is an exten-
sion of multi-information to concern probabilities of en-
tire trajectories of the joint system. So loosely speaking,
Eq. (E9) means that the amount of information that the
set of all the trajectory segments {xv} provide about one
another (under P) equals the amount of information that
the set of all the trajectory segments {x˜v} provide about
one another (under P˜). (Note that the same subsystem
may evolve in more than trajectory segment. ) In this
sense, there is no arrow of time, as far as probabilities of
trajectory segments are concerned.
We can also combine Eqs. (E1) and (E3) to derive DFTs
and IFTs involving conditional probabilities, in which
the trajectories of one or more of the subsystems are
given. To illustrate this, pick any V ′ ⊂ V , and use
Eq. (E3) to evaluate the terms on the RHS of Eq. (E1)
for all of the nodes v ∈ V ′ . Define xV ′ := {xv′ : v′ ∈ V ′},
i.e., the “partial trajectory” given by all segments v′ ∈ V ′
of the trajectory x. Then after clearing terms and using
Eq. (E6), we get the following conditional DFT, which
must hold for all partial trajectories xV
′
with nonzero
probability under P:
ln
P
(
x |xV ′
)
P˜
(
x˜ |x˜V ′
)  = I (P˜(x˜V ′ ))−I (P(xV ′ )) + ∑
v∈V \V ′
σ[v](x
v)−∆Iv(x)
(E7)
In turn, Eq. (E7) gives the following conditional IFT
which must hold for each partial trajectory xV
′
with
nonzero probability under P:〈
e
(
IV ′−I˜V ′+∑v∈V \V ′ (∆Iv−σ[v]))〉
P(.|xV ′ )
= 1 (E8)
where IV ′ is shorthand for the random variable
I (P(xV ′ )) and similarly for I˜V ′ . (Note that all terms in
the exponent in Eq. (E8) are defined in terms of the full
joint distributions P(x)), but that x is averaged according
to P(x |xV ′ ).)
Note that in addition to these results which hold when
considering the entire system X, since each subsystem
evolves in a solitary process, the usual DFT and IFT
must hold for each subsystem v considered in isolation,
in the interval during which it runs. So for example,
ln
[P(xv[v])
P˜
(
x˜v[v]
) ] = σ[v](xv) (E9)
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(Compare to Eq. (E3).) Eq. (E9) gives us an additional
set of conditional DFTs and IFTs. For example, it gives
the following variant of Eq. (E7)
ln
[P(x |xv[v])
P˜
(
x˜ |x˜v[v]
) ] = −∆Iv(x) + ∑
v′ 6=v
(
σ[v′](x
v′ )−∆Iv′ (x)
)
(E10)
and the following variant of Eq. (E8)〈
e−Iv+
∑
v′ 6=v(∆Iv′−σ[v′ ])
〉
P(.|xv[v])
= 1 (E11)
Note that the numerator of the expression inside the
logarithm on the LHS of Eq. (E10) is a distribution con-
ditioned on the joint trajectory of (the subsystem corre-
sponding to) node v and its parents when node v runs.
In contrast, the numerator inside the logarithm on the
LHS of Eq. (E7) is a distribution conditioned on the joint
trajectory of all of the subsystems when node v runs (not
just the joint trajectory of v and its parents).
2. Fluctuation theorems for EP
We can use the DFTs of the previous subsection,
which concern probabilities of trajectories, to construct
“joint DFTs”, which instead concern probabilities of
vectors of the joint amounts of EP generated by all of
the subsystems. (See Sec. 6 in [51]).
To begin, define ∆˜Iv(x˜) := −∆Iv(x). Similarly define
σ˜[v′](x˜) := ln
 P˜(x˜v[v])P(xv[v])
 (E12)
In the special case that pv = pv−1, we can rewrite this as
σ[v](x˜[v], p˜iv ,pv), the EP generated by running (the part of
the protocol that implements) the conditional distribu-
tion at node v backwards in time, starting from the dis-
tribution over X[v] that is the ending distribution when
node v is implemented going forward in time. We can-
not rewrite it that way in general though; see discussion
of Eq. 85 in [51].
Using this notation, we can now parallel Eq. (83)
in [51]. By Eq. (E1), Eq. (E9), and then the fact that the
Jacobian for the transformation from x to x˜ equals 1, for
any set of real numbers {αv ,γv : v ∈ V },
P
(
x :
{
σ[v](x[v]) = αv ,∆Iv(x) = γv : v ∈ V
})
=
∫
dxP (x)
∏
v
δ
(
σ[v](x
v
[v])−αv
)
δ (∆Iv(x)−γv)
= e
∑
v αv−γv
∫
dxP˜(x˜)
∏
v
δ
(
σ[v](x
v
[v])−αv
)
δ (∆Iv(x)−γv)
= e
∑
v αv−γv
∫
dxP˜(x˜)
∏
v
δ
ln
P(xv[v])P˜(x˜v[v])
−αv
δ (∆Iv(x)−γv) (E13)
= e
∑
v αv−γv
∫
dx˜P˜(x˜)
∏
v
δ
ln
 P˜(x˜v[v])P(xv[v])
+αv
δ (∆˜Iv(x˜) +γv)
= e
∑
v αv−γv P˜
({
σ˜[v](x˜[v]) = −αv , ∆˜Iv(x˜) = −γv : v ∈ V
})
(E14)
where the Dirac delta functions involving αv and γv in the integrand can be defined as shorthand, e.g., for derivatives
with respect to αv and γv of a modification of the integral, in which the associated Dirac delta functions are replaced
by Heaviside step functions.
We can write Eq. (E14) more succinctly as
ln
 P
({
σ[v] = αv ,∆Iv = γv : v ∈ V
})
P˜
({
σ˜[v] = −αv , ∆˜Iv = −γv : v ∈ V
})  = ∑
v′
αv′ −γv′
(E15)
or just
ln
 P
({
σ[v],∆Iv
})
P˜
({
−σ˜[v],−∆˜Iv
})  = ∑
v
(
σ[v] −∆Iv
)
(E16)
for short. (Since the arguments of the probabilities in
these equations are not full trajectories, I am indicating
those probabilities with P rather than the density func-
13
tion P.) This establishes Eq. (10) of the main text:
〈e
∑
v ∆Iv−σ[v]〉 := 1 (E17)
In addition to Eq. (E16), which concerns the entire
BN, the conventional extension of the DFT must hold
separately for the time interval when each evolving sys-
tem [v] = pa(v)∪ {v} runs:
ln
 P
(
σ[v],∆Iv
)
P˜
(
−σ˜[v],−∆˜Iv
)  = σ[v] −∆Iv (E18)
Combining Eqs. (E16) and (E18) establishes that
P
({
σ[v],∆Iv
})
P˜
({
−σ˜[v],−∆˜Iv
}) = ∏
v
P
(
σ[v],∆Iv
)
P˜
(
−σ˜[v],−∆˜Iv
) (E19)
(Note that it is not true that P
({
σ[v],∆Iv
})
=∏
v P
(
σ[v],∆Iv
)
in general.) Eq. (E19) should be
compared to Eq. (E9).
Taking logarithms of both sides of Eq. (E19) gives
I (P ({σ[v],∆Iv})) = I (P˜ ({−σ˜[v],−∆˜Iv})) (E20)
Loosely speaking, Eq. (E20) equates two “amounts of
information”. One is the amount of information that
the set of all pairs, {EP generated by running a par-
ticular subsystem, associated drop in mutual informa-
tion between that subsystem’s state and all other vari-
ables in the full system} provide about one another. The
other is the amount of information that the set of all
pairs, {EP generated by running a particular subsystem
time-reversed, associated gain in mutual information
between that subsystem’s state and all other variables
in the full system} provide about one another.
Combining Eqs. (E16) and (E18) also gives a set of
conditional fluctuation theorems, analogous to Eqs. (E7)
and (E8), only conditioning on values of EP and drops
in mutual information rather than on components of
a trajectory. For example, subtracting Eq. (E18) from
Eq. (E16) gives the conditional DFT,
ln

P
({
σ[v′],∆Iv
′
: v′ 6= v
} ∣∣∣∣ σ[v],∆Iv)
P˜
({
−σ˜[v′],−∆˜Iv′ : v′ 6= v
} ∣∣∣∣ − σ˜[v],−∆˜Iv)
 =
∑
v′ 6=v
(σ[v′] −∆Iv′ )
(E21)
which must hold for all quadruples (σ[v],∆Iv , σ˜[v], ∆˜Iv)
that have nonzero probability under P . This in turn es-
tablishes Eq. (9) in the main text:〈
e
∑
v′ 6=v
(
∆Iv
′−σ[v′ ]
)〉
P (.|σ[v],∆Iv )
= 1 (E22)
which must hold for all (σ[v],∆Iv) with nonzero proba-
bility under P .
As usual, since each subsystem evolves in a solitary
process, the usual DFTs and IFTs must hold for each
subsystem v considered in isolation, in the interval dur-
ing which it runs. So for example,
ln
 P
(
σ[v]
)
P˜
(
−σ˜[v]
)  = σ[v] (E23)
(Compare to Eq. (E18).) Combining Eqs. (E16) and (E23)
gives us an additional set of DFTs and IFTs. For exam-
ple, it gives the following variant of Eq. (E21):
ln

P
({
σ[v′],∆Iv
′
: v′ 6= v
} ∣∣∣∣ σ[v])
P˜
({
−σ˜[v′],−∆˜Iv′ : v′ 6= v
} ∣∣∣∣ − σ˜[v])
 = −∆Iv +
∑
v′ 6=v
(σ[v′] −∆Iv′ )
(E24)
This immediately gives Eq. (10) in the main text.
Appendix F: Thermodynamic Uncertainty Relations for
Bayes nets
In this appendix I show how to combine Eq. (7) in the
main text with several TURs to derive bounds on the
precision of time-integrated currents in BNs.
First, note that while the specification of the BN in-
volves discrete time, each solitary process transpires in
continuous time. (The BN only specifies the associated
marginal state distributions at a sequence of discrete
times during the continuous-time process.) So the rel-
evant TURs are the ones for continuous time dynamics,
not the TURs for discrete time dynamics [6, 38].
It will be convenient to write the expected EP dur-
ing some (implicit) time interval as σ (P), with the den-
sity function P explicit. Recall that a real-valued func-
tion J(x) is called a time-integrated current if it is time-
antisymmetric, i.e., if J(x˜) = −J(x). Since x is a random
variable, so is J(x). The precision of J is defined as
〈J〉2P / VarP(J), and measures the average size of the fluc-
tuations in the value of J(x).
Note that there are an infinite number of current
functions J(.). Nonetheless, recently there has been a
flurry of results in the literature that upper-bound the
precision of every current J(x) with a (J-independent)
function of σ [P], the expected EP during the process
that generates the trajectories x [13]. These results —
called “thermodynamic uncertainty relations” (TURs)
— mean that we cannot increase the precision of any
current beyond a certain point without paying for it by
increasing EP. Alternatively, they mean that if we can
experimentally measure the precision of a current, then
we can lower-bound the sum of all contributions to EP
that are not directly experimentally measurable.
The TURs differ from one another in the restrictions
they impose on P. As an example, if the system is in a
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NESS when it runs, any associated current J(x) obeys the
bound [19],
2〈J〉2P
VarP(J)
≤ σ (P) (F1)
A weaker version of this bound applies when the distri-
bution over states varies over time, so long as two con-
ditions are still met. First, the starting and ending dis-
tributions must be identical. Second, the driving pro-
tocol must be time-symmetric, i.e., both the trajectories
of Hamiltonians and the trajectory of rate matrices must
be invariant if we replace all times t with tf +t0−t, where
t0 and tf are the beginning and ending times of the pro-
cess, respectively. Under such circumstances, the TUR
Eq. (F1) is replaced with
2〈J〉2P
VarP(J)
≤ eσ [P] − 1 (F2)
which is known as the “generalized thermodynamic un-
certainty relation” (GTUR [16]).
More recently, a variant of the TURs was derived
which upper-bounds the instantaneous current at the
end of the process rather than the integrated current
across the entire process [29]. Suppose the process takes
place during the time interval [0, τ]. Write the ending
instantaneous current as jτ (x) =
∑
x 6=x′W x
′
x (t)P(x
′
t)dx′ ,x,
where dx,x′ is any antisymmetric matrix, W (t) is the rate
matrix of the underlying CTMC at time t, and P(x ′t) is
the probability that the state at time t is x ′t . Then this
new TUR says that if the rate matrix and Hamiltonian
are both constant during the process (as in a NESS, but
also more generally), then
2τ
〈
jτ
〉2
P
VarP(J)
≤ σ [P] (F3)
Importantly, this bound holds regardless of the forms of
the beginning and ending distributions.
In light of these results, suppose that each separate
solitary process in the BN is time-symmetric about the
middle of the interval in which that solitary process
takes place. Assume as well that the beginning marginal
distribution of every solitary system [v] when the soli-
tary process associated with node v begins to run is the
same as the ending marginal distribution of that solitary
system after that solitary process finishes running. (For-
mally, this means that for all v ∈ V , P (xv−1[v] ) = P (xv[v]).)
This second assumption means that the marginal dis-
tribution over the state of any one subsystem i in the BN,
P (xi), is the same at the beginning of the running of the
entire BN as at the end of the running of the entire BN.
This is true even if that variable corresponds to multi-
ple nodes in the Bayes net, i.e., if g−1(i) contains more
than one element of V , using the terminology of Ap-
pendix A. However, for any node v in the BN, in general
the joint distribution over the states of the subsystems
[v], P (xg([v])), can differ arbitrarily between the begin-
ning and the end of the running of the entire BN. (That
is because each of the subsystems in [v] can also change
state in the implementation of some other nodes of the
Bayes net besides v.)
For this scenario, taking expectations of both sides of
Eq. (7) in the main text and then applying Eq. (F2) gives
σ [P ] =
∑
v
(
σ[v](P
v
[v])− 〈∆Iv〉Pv
)
≥
∑
v
ln[
2〈J[v]〉2Pv[v]
VarPv[v](J[v])
+ 1
]
− 〈∆Iv〉Pv
 (F4)
where the random variable J[v] is any time-asymmetric
function of the components of the trajectory segment
xv[v]. (Note that by definition of solitary process, the only
such function that can be nonzero must involve changes
in the value of xv .) This establishes Eq. (12) in the main
text.
In the special case that each subsystem v is actually in
a NESS when it runs, we can apply Eq. (F1) to establish
the stronger bound,
σ [P ] ≥
∑
v
 2〈J[v]〉2Var(J[v]) − 〈∆Iv〉
 (F5)
where the subscripts Pv[v] in the expectations and the
variance are implicit. This establishes Eq. (13) in the
main text.
Finally, if in fact the process is time-homogeneous,
then no matter what the beginning and ending distri-
butions are, we can use Eq. (F3) rather than Eq. (F1), to
establish
σ [P ] ≥
∑
v
2〈τvj
tv
[v]〉2
Var(J[v])
− 〈∆Iv〉
 (F6)
where the duration of the process updating node v is
τv , tv is the time that that process ends, j
tv
[v] is the in-
stantaneous current over X[v] evaluated at tv , and J[v] =∫ tv
tv−τv dt j
t
[v]. This establishes Eq. (11) in the main text.
Eqs. (F4) to (F6) illustrate a trade-off among the preci-
sions of (instantaneous) currents of the various subsys-
tems, the sum of the drops in mutual information, and
the total dissipated work of the joint system.
Example 2. Return to the NESS scenario considered at the
end of Sec. IV in the main text. Consider implementing
that same BN with a different physical process. Just like
the process described there, this alternative process would
first update the state of XA, and then when that was done it
would update the state of XC . However, those two updates
would not be done with solitary processes. Instead, the state
of XA would be updated with a CTMC whose rate matrix
evolves xA based on the current state of all three variables,
xA,xB, and xC . (In contrast, as discussed in Appendix B),
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if xAB runs with a solitary process, then the associated rate
matrix can only involve xA and xB.)
This would allow the CTMC to exploit the initial cou-
pling of xA and xC in order to reduce the total EP that is gen-
erated by updating xA. Similarly, the state of XC would be
updated with a CTMC whose rate matrix evolves xC based
on the then-current state of all three variables, xA,xB, and
xC , and thereby reduce the total EP generated by updating
xC . The end result is that Eq. (15) in the main text would
still hold, only with the ∆Iv terms removed. Since those
terms are both negative, this would (in theory) allow the
process to generate the same global EP as the original pro-
cess but with greater precisions of both of the currents.
