ABSTRACT. The potential of night-sky emission lines recorded on every long-exposure astronomical spectrum, for wavelength calibration, is reemphasized. The previously published high-resolution atlas, based on spectra obtained with the Keck 10-m telescope on Mauna Kea and the HIRES high-resolution echelle spectrograph, is extended from 9000 to 10,600 Â, the present effective long-wavelength limit for reasonable exposure times with current CCDs. The extension of the atlas shows many OH night-sky lines, and makes it possible to identify them easily on high-resolution spectra. Accurate wavelengths and references to their sources are given. Measured intensity ratios for the resolved, well-measured lambda-type doublets are presented, and the probable errors in the listed wavelengths of the unresolved doublets, based on them, are discussed. Observations and identifications of a number of lines of weak satellite or intecombination bands of OH in the night-sky spectrum are discussed, and the "not proven" result of a search for OH lines in the ( 10 -5) and ( 10 -4) bands is mentioned.
INTRODUCTION
The numerous OH emission lines of the night-sky spectrum, although they contaminate every observed spectrum of a star, nebula, or galaxy, also provide a potentially useful wavelength-calibration spectrum taken automatically as a byproduct of that exposure. For high-resolution spectra, these OH lines are particularly appropriate because their laboratory wavelengths have been very accurately measured and published (Abrams et al. 1994) , and because they are well distributed through the yellow, red, and infrared spectral regions. Thus at least a few of them appear in every order of high-resolution echelle spectrographs like the HIRES spectrograph on the Keck 10-m telescope (Vogt et al. 1994) . To identify the OH lines on a spectrum an atlas in which the strongest Unes are marked and hence instantly recognizable is very useful. Hence two of us, with several other collaborators, published such an atlas, based on then-available spectra, extending over the spectral range λλ5190-8990 (Osterbrock et al. 1996, hereafter Paper I) . In the present paper, based on more recently obtained spectra, we extend this atlas to λ 10600, which is about the long-wavelength limit of currently available CCDs with reasonable exposure times.
^ick Observatory Bulletin 1351. 2 Based on observations obtained at the W. M. Keck Observatory, which is operated by the California Institute of Technology and the University of California.
OBSERVATIONAL DATA
The extension of the atlas to longer wavelengths contained in the present paper is based on two pairs of exposures of the night sky taken with HIRES by Bida, as listed in Table  1 . "Left" and "right" are two different echelle settings, as explained in Paper 1. The night-sky spectra were extracted from these exposures and were combined to provide complete spectral coverage from λ8795 to λ10600 (echelle orders 40 through 34) for this paper. Note that order 40 is included in Paper I and in this one, but with somewhat different central wavelengths, so that there are no gaps in the coverage between orders in either paper. In the present paper the resulting night-sky spectrum extends from λ8790 (in order 40) to λ10600 (in order 34). As in Paper I the sût widths were chosen to give a resolution ~ 0.2 Â at \7000, while the dispersion at the CCD was 0.05 Â pix -1 , so the spectra were well sampled.
The wavelength scale was calibrated from the OH lines themselves, as described in Paper I, and the individual orders are plotted in Figs. 1 through 7. As in that paper the continuum was flattened and nearly entirely removed, and the intensity scale for each order was normalized so that its strongest line peaks at 1.00. Thus each order is plotted at a different intensity scale, and the noise level therefore differs from one order to the next. The noise also increases toward longer wavelength because of the decreasing sensitivity of the CCD. This atlas provides a good starting point for identifying night-sky lines in this spectral region which are likely to be recorded with currently available CCDs and exposure 
OH BANDS
All of the night-sky Unes we identified in this spectral region are from the Meinel rotation-vibration bands of OH. Very accurate laboratory wavelengths for this band system have been measured and published by Abrams et al. (1994) . Hence in the figures we label the OH lines by their designations in the standard spectroscopic notation used by these authors, and give the wavelength to 0.001 Â from their Table  29 (in which they are given to their full accuracy, 0.00001 Â). The standard spectroscopic notation, described by Herzberg (1950) , is briefly summarized in the context of the OH Meinel bands in Paper 1. As in that paper, the straight arithmetic mean of the wavelengths of the two components, e and /, is shown in the figures for all pairs in which the A-type doubling is smaller than 0.2 Â, about the effective limit of resolution for the Keck HIRES with the slit width commonly used, while the wavelengths of the individual components are shown for pairs with splitting larger than this limit. Furthermore, if two lines are separated by 0.1 Â or less, the mean wavelength is marked with an asterisk as in Paper I. As stated there, the best lines to use for wavelength calibration are the single lines marked with an e or an / in the figures. The next best are the blends with separation less than 0.1 Â, marked with an asterisk. Their mean wavelengths could be very slightly in error, if their e and / components differ greatly in intensity, as discussed in more detail in Sec. 4. The least desirable lines to use are blends with separations between 0.1 and 0.2 Â; they are not marked with either an asterisk or e or / on the figures. Since their separations are larger, the errors in their mean wavelengths could be proportionately larger.
In their Table 29 , Abrams et al. list wavelengths of P(J) and Q(J) lines with J =¾ 4.5, and of R(J) with J =¾ 3.5. For the many lines of higher J which we have identified in the OH night-sky spectrum, we have calculated the wavelengths using the energy levels deduced from their laboratory data by Abrams et al. (1994) and published in their Table 27 . For the conversion from vacuum to air wavelengths we used the dispersion formula for standard air of Edlén (1953) , the same one used by Abrams et al. These wavelengths are on exactly the same system as those published in their paper, and differ at most by 0.0001 Â from the air wavelengths calculated with the later dispersion formula of Edlén (1966) . The lines of high J are especially useful for wavelength calibration, because their large A-type doubling clearly resolves the e and / components.
For completeness, these calculated wavelengths for the higher-/ lines clearly observed in the night-sky spectrum in the interval 9000 Â =¾ λ =¾ 10,500 Â are listed in Table 2 . They are entered in the figures in the same way as the lines listed by Abrams et al. for lower J. The calculated wavelengths for the higher rotational lines with λ ^ 9000 Â were previously published in Table 2 of Paper I.
DOUBLET INTENSITY RATIOS
As stated in Paper I, the intensities of the two components of each OH line, split by A-type doubling, are expected to be equal under the simplifying assumption of thermodynamic equilibrium. For this reason, the straight mean wavelength of all pairs which are not resolved has been adopted in this paper and in Paper 1. To test this assumption we have measured the relative intensities of all the resolved pairs which have good signal-to-noise-ratio (S/N>50) in our summed spectra of Paper I and this paper. The results, in the form of intensity ratios Ι € ///, are presented in Table 3 . For these relatively strong lines the major source of error in the measured ratios seems to be the noise in the 4 'continuum," which is probably a mixture of scattered moonlight, zodiacal light, background stars, and galaxies. All these sources have absorption lines in their spectra, which simulate noise; no doubt much of it could be considerably reduced if sufficient observing time were available. We have estimated the probable error σ in each measured intensity ratio by sketching in alternate straight lines which could conceivably be used to represent the continuum, and reducing the measurements made with them as well. The resulting probable errors are listed in the last column in Table 3 . Typically, the lines with S/N 60 have σ =¾ 0.02, and those with S/N ^ 30 have σ ^0.03.
It can be seen that 21 of the measured intensity ratios differ from the expected value 1.00 by more than the prob- 
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A conceivable source of error in the measured /,. H f could be partial absorption of OH emission lines by atmospheric H2O or O2 (Espy and Hammond 1995) . Given the thermal Doppler widths of the OH emission lines with = 200-300 Κ, 0.02 Â as measured by Greet et al. (1994) , and the somewhat broader H2O (0.06 Â) and O2 (0.04 Â) lines, as estimated from a high-resolution solar atlas (Delbouille et al. 1973) , this would require coincidence of the emission and absorption lines to 0.05 Â or less. Of the 58 OH lines measured and listed in Table 3 , none is closer than 0.04 Â to an atmospheric absorption line listed in the solar spectrum by Moore et al. (1966) . In fact, the two OH emission lines closest to telluric absorption lines are (8-3) Ρ ! ,,(4.5 ) λ7369.248, which is 0.04 Â from atmospheric Η2θλ7369.206, and (4-0) P le (5.5)\7662.175, which is 0.05 Â from the atmospheric O2 line λ7662.12. In both cases the potentially partly absorbed P le component was be stronger, not weaker, than the corresponding Ρ \ f component. There are only two other measured OH lines in Table 3 closer than 0.10 Â to a Usted atmospheric absorption line, and only six more closer than 0.20 A. Most of them are H2O lines, and the great majority are very weak or do not show at all in the solar spectral atlas, observed at the Jungfraujoch at 3576 m altitude, while Mauna Kea, at 4215 m, is even higher and drier. Thus this potential alternate interpretation of deviation of the measured /<.///· intensity ratios from 1.00 seems to be untenable.
Whatever the source of the deviation of Πf from 1.00, it affects the measured wavelengths of the blended Unes made up of the two components. If it is correct to assume that the measured wavelength of the blend is the intensity-weighted average of the wavelengths of the two components, then
