Multi-class classification problems appear in a broad variety of real-world problems, e.g., medicine, genomics, bioinformatics, or computer vision. In this context, decomposition strategies are useful to increase the classification performance of classifiers. For this reason, in a previous work we proposed to improve the performance of FARC-HD (Fuzzy Association Rule-based Classification model for High-Dimensional problems) fuzzy classifier using One-vs-One (OVO) and One-vs-All (OVA) decomposition strategies. As a result of an exhaustive experimental analysis, we concluded that even though the usage of decomposition strategies was worth to be considered, further improvements could be achieved by introducing n-dimensional overlap functions instead of the product t-norm in the Fuzzy Reasoning Method (FRM). In this way, we can improve confidences for the subsequent processing performed in both OVO and OVA.
Introduction
Fuzzy Rule-Based Classification Systems (FRBCSs) [34] are one of the most popular methods in pattern recognition and machine learning. These systems feature a good performance while providing interpretable models by using linguistic labels in the antecedents of their rules [34] . FRBCSs have been successfully applied to a wide variety of domains, including bioinformatics [26] , medical problems [46] , or financial applications [44] , among others.
Within classification tasks, two types of problems can be identified depending on the number of classes considered: binary (two classes) and multi-class (more than two classes) problems. In general, the classifier learning is more difficult for multi-class problems. This is due to the increased complexity in the definition of decision boundaries, caused by the higher overlapping among the different classes of the problem. Even so, real-world problems need to consider multiple classes in many cases: for instance, arrhythmias classification [40] , fingerprints recognition [23] , or microarrays analysis [6] . In this context, the application of decomposition strategies [20, 39] is a straightforward manner for addressing multi-class problems, since they make any classifier capable of addressing these types of problems. Based on divide-and-conquer paradigm, the original multi-class problem is divided into easier-to-solve binary ones, which can be faced by independent binary classifiers called base classifiers.
Among decomposition strategies [39] , One-vs-One (OVO) and One-vs-All (OVA) are the most common ones owing to their simplicity and accuracy. In the OVO scheme, the original problem is divided into as many binary sub-problems as possible pairs of classes, whereas in OVA as many sub-problems as classes in the original one are considered. When classifying a new instance, all base classifiers are queried and their outputs are combined to make the final decision (aggregation phase) [20] . These decomposition techniques usually obtain better results than addressing the problem directly, even when classifiers with inherent multi-class support are used [19, 20, 22, 43] .
Previous works have shown the effectiveness of decomposition strategies when working with FRBCSs [15, 25, 30, 36] . Nevertheless, it should be borne in mind that, in these strategies, the final performance strongly depends on the outputs provided by each base classifier, since a new aggregation phase is introduced, which is not carried out when the problem is directly addressed. In our previous work [15] , we showed that the outputs provided by FARC-HD (Fuzzy Association Rule-based Classification model for High-Dimensional problems) fuzzy classifier [2] were not suitable for decomposition schemes. This fact was due to the usage of the product to model the conjunction, since the aggregation of small values ended in outputs with low variation, quickly tending to zero. This effect was even more accentuated when the number of arguments (antecedents of fuzzy rules) increased, and as a consequence, those rules with more antecedents were penalized. However, these issues did not affect the baseline FARC-HD algorithm because output values were not used beyond the classification process. Otherwise, when using decomposition strategies, the previously mentioned facts became undesirable, since less knowledge was retained for the aggregation phase.
Moreover, robust aggregations for OVO, such as weighted voting, obtained poor results with FARC-HD. On this account, the concept of n-dimensional overlap function was introduced in our previous work [15] with the aim of modeling the conjunction in the fuzzy rules of FARC-HD. In this manner, the values returned by base classifiers became more suitable for the aggregation phase, since they display a greater variation and they are independent of the number of arguments. This resulted in a significant increase in the final performance. Additionally, we proposed a new aggregation method for OVO (WinWV) with the aim of solving the problems of weighted voting caused by the unsuitable confidences provided by FARC-HD.
As a result of our previous work, the need for analyzing the behavior of n-dimensional overlap functions in different FRBCSs arises. More specifically, their behavior in the framework of multi-class problems using decomposition strategies must be analyzed. For this reason, in this paper we adapt the methodology presented in [15] to different FRBCSs. In order to obtain the broadest possible overview, we consider four different types of FRBCSs: Chi [12] , SLAVE [25] , FURIA [30] , and FARC-HD [2] itself. We have selected these four classifiers as representative methods of FRBCSs since both their learning methods and their rule structure are clearly different. All of them have been adapted to use n-dimensional overlap functions in their Fuzzy Reasoning Method (FRM).
The main contributions of this work are the following:
• We analyze the performance of n-dimensional overlap functions in the four FRBCSs (CHI, SLAVE, FURIA, and FARC-HD) and we study whether the behavior shown in FARC-HD is extensible to other FRBCSs. In this manner, we aim to obtain a general overview of the behavior of these functions when they are applied to model the conjunction. Additionally, two decomposition strategies (OVO and OVA) are considered for each FRBCS.
• We study the impact of n-dimensional overlap functions on the rule bases generated in the four classifiers. As we will show, the usage of these functions does not only affect the performance of the model, but also its rule base. On this account, we analyze the average number of rules and antecedents per rule for each overlap function.
• We evaluate the performance of WinWV aggregation method (proposed to solve the problems of weighted voting with the confidences provided by FARC-HD) in the rest of FRBCSs. In order to do so, a comparison between WinWV aggregation strategy and the original weighted voting is performed considering the four FRBCSs.
In order to achieve well-founded conclusions, we carry out an empirical study considering twenty numerical datasets from the KEEL dataset repository [3] and we contrast the results obtained using non-parametric statistical tests, as suggested in the specialized literature [24] . In this study, we will analyze the influence of the usage of n-dimensional overlap functions when tackling directly the multi-class problem with FARC-HD, FURIA, CHI, and SLAVE baseline classifiers and when they are used as base classifiers for both OVO and OVA decomposition strategies. In all these cases, we have applied five different n-dimensional overlap functions and we have considered the usage of five aggregation strategies for OVO scheme.
The exhaustive analysis carried out shows that the benefit obtained is highly dependent on the learning process of each classifier, as well as on the structure of the rules generated after that process. The results obtained have allowed us to shed light on clarifying when it is appropriate to use n-dimensional overlap functions in the FRM of FRBCSs. That is, we explain why FARC-HD performs much better with these functions, whereas other FRBCSs present a rather different behavior.
The rest of this paper is organized as follows. Related works are reviewed in Section 2. In Section 3, we briefly describe the four FRBCSs considered in this work (FURIA, CHI, SLAVE, and FARC-HD) and we show their rule structure, learning and inference processes. Section 4 describes OVO and OVA decomposition strategies, along with the five aggregation strategies for OVO that we use in this paper. In Section 5, we recall the concept of n-dimensional overlap function and we describe the adaptation made to model the conjunction with these functions in each FRBCS considered. The experimental framework is presented in Section 6, whereas the analysis of the results obtained is given in Section 7. Finally, Section 8 concludes this paper.
Related Works
Fuzzy techniques are useful to achieve a trade-off between interpretability and accuracy in classification systems. In [1] , authors developed a new approach to design fuzzy classifiers using k -means clustering and a memetic algorithm to find the optimal values of fuzzy rules and membership functions. Chen et al. [11] proposed a combination of a feature selection process applying modulator functions and a fuzzy rule extraction mechanism based on fuzzy clustering. In [38] , authors presented a method to extract fuzzy rules from the sub-clusters produced by the output-interval clustering algorithm. Aliev et al. [4] extracted type-2 fuzzy rules applying fuzzy clustering and a Differential Evolution algorithm to optimize those rules. Finally, Sanz et al. [45] provided a framework to improve the performance of FRBCSs using interval-valued fuzzy sets.
Decomposition strategies can be considered as an ensemble method or a Multiple Classifier System (MCS), whose main objective is to enhance the classification performance using multiple classifiers. However, decomposition strategies focus on the usage of binary classifiers to address multi-class problems, whereas in ensembles and MCSs multi-class classifiers are usually considered in order to face such problems. This important difference has produced many different approaches for each type of method.
Ensemble techniques are traditionally based on creating diverse base classifiers that allow one to improve the performance as a result of the differences in their predictions, since they are complementary. Two of the most popular ensemble methods are Bagging [8] and Boosting [17] , which have also been applied using fuzzy base classifiers [7, 35, 48] . In [7] , authors proposed an extension of the classical Random Forests (a variant of bagging) making use of fuzzy decision trees. Ishibuchi and Nojima [35] combined the FRBCSs obtained in the Pareto front of a multi-objective optimization GA. In [48] , authors developed a methodology to build MCSs using FURIA as base classifier, addressing all the stages from its construction (bagging-based) to the final combination process. These methods take advantage of the power of fuzzy systems to deal with soft decision boundaries, obtaining highly accurate models, but they may need thousands of rules [48] .
These models are essentially focused on the final accuracy of the system, and therefore their interpretability is left aside. A clear example of this type of model is FURIA [30] (described in Section 3.4), which is one of the most extended base classifiers in this framework. FURIA generates adjusted hyper-rectangles for each rule instead of using the same linguistic labels for the entire rule base, and hence it cannot be considered as interpretable as a classical FRBCS [34] . For this reason, in this paper we will only consider decomposition-based ensembles, which may partially maintain the interpretability of the baseline models.
Decomposition strategies have become a commonly used approach to improve the performance of FRBCSs in multi-class classification problems [16, 30, 32, 47] . These strategies have been successfully applied using different base classifiers, such as Fuzzy Ripper [31] , FH-GBML [36] or SLAVE [25] (described in Section 3.3). Moreover, Non-Dominance criterion (ND) [16] and Learning Valued Preference for Classification (LVPC) [30, 32] aggregation strategies (described in Section 4) have been specifically proposed for these fuzzy classifiers. In both of them, preference relations are considered to model the aggregation phase, where the best alternative should be predicted. In order to do so, Hüllermeier and Brinker [32] modeled the conflict and ignorance from the outputs of the Fuzzy Ripper algorithm [31] . From a different perspective, Fernandez et al. [16] proposed the usage of ND criterion in FH-GBML and SLAVE classifiers, obtaining good results.
Finally, the Top-Down induction of Fuzzy Pattern Trees (PTTD) was presented in [47] , where an OVA approach was applied.
In the framework of decomposition techniques, in [15] we proposed n-dimensional overlap functions to provide more suitable confidences when combining FARC-HD fuzzy classifier and decomposition strategies, which resulted in an enhancement of the final performance of FARC-HD. Based on this work, our aim is to extend this methodology to different FRBCSs and to study the behavior of these functions when they are applied in different FRMs.
Fuzzy Rule-Based Classification Systems
In this section we first introduce the preliminary concepts related to FRBCSs (Section 3.1). Next, a description of all the classifiers considered in this work is shown, along with their rule structure, learning algorithms and inference methods (Sections 3.2-3.5).
Preliminary concepts
In the literature, there are multiple techniques used to solve classification problems. Among them, FRBCSs are one of the most popular approaches, since they provide an interpretable model by means of the use of linguistic labels in their rules [34] .
The two main components of FRBCSs are as follows.
1. Knowledge base: It is composed of both the rule base (RB) and the database, where the rules and the membership functions used to model the linguistic labels are stored, respectively.
Fuzzy Reasoning Method (FRM):
This is the mechanism used to classify examples using the information stored in the knowledge base.
In order to generate the knowledge base, a fuzzy rule learning algorithm is applied using a training set D T composed of P labeled examples x p = (x p1 , . . . , x pn ), p = {1, . . . , P }, where x pi is the value of the i-th attribute (i = {1, 2, . . . , n}) of the p-th training example. Each example belongs to a class y p ∈ C = {C 1 , C 2 , ..., C m }, where m is the number of classes of the problem.
Since we consider multiple FRBCSs, in Table 1 we introduce the common notation to make them easier to understand. and classes (consequents). The rule structure used by this algorithm is as follows.
Rule R j : If x 1 is A j1 and . . . and x n is A jn then Class = C j with RW j
where R j is the label of the j-th rule, x = (x 1 , . . . , x n ) is a n-dimensional pattern vector that represents the example, A ji ∈ L i is a linguistic label modeled by a triangular membership function (being L i = {L i1 , . . . , L il } the set of linguistic labels for the i-th antecedent, where l is the number of linguistic labels in this set), C j is the class label and RW j is the rule weight computed using the most common specification,
i.e., the fuzzy confidence value or certainty factor defined in [36] :
being µ Aj (x p ) the matching degree of the example x p with the antecedent part of the fuzzy rule R j computed as follows:
where µ Aji (x pi ) is the membership degree of the value x pi to the fuzzy set A ji of the rule R j and T is a t-norm.
In order to construct the rule base, CHI applies the following learning process:
1. Definition of the linguistic partitions. Fuzzy partitions are constructed with the same triangular shape and equally distributed on the range of values.
2. Generation of a fuzzy rule for each example. A fuzzy rule is generated for each example x p as follows.
(a) The membership degree of each value x pi to all the different fuzzy sets of the i-th variable is computed.
(b) For each variable, the linguistic label with the greatest membership degree is selected.
(c) A rule is generated for the example where the antecedent part is determined by the selected fuzzy region, that is, the intersection of the selected linguistic labels, and the consequent is the class label of the example (y p ). Notice that in this algorithm no feature selection is performed in the learning process, and hence all rules have exactly the same number of antecedents as variables in the problem (n).
(d) The rule weight is computed using the certainty factor given in Eq. (2) .
Note that after the learning process we can obtain duplicated rules with the same antecedent part and different consequent part. In that case, only the one with the highest rule weight is kept.
In order to classify a new example x p , in this paper we consider the usage of the additive combination [14] FRM, which is composed of the following steps.
1. Matching degree. The strength of activation of the antecedent part for all rules in the rule base with the example x p is computed (Eq. (3)).
2. Association degree. The association degree of the example x p with each rule in the rule base is computed.
3. Confidence degree. The confidence degree for each class is computed. To obtain the confidence degree of a class, the association degrees of the rules of that class, i.e., those whose consequent is the class we are considering, are summed.
4. Classification. The class that obtains the highest confidence degree is predicted.
SLAVE
SLAVE (Structural Learning Algorithm in a Vague Environment) [25] is an inductive learning algorithm that makes use of an iterative approach to learn fuzzy rules. In addition, it takes advantage of a Genetic Algorithm (GA) to reduce the number of rules, keeping only the most relevant ones for each class. The rule structure in SLAVE is as follows.
Rule R j : If x 1 is A j1 and . . . and x nj is A jnj then Class = C j with RW j
where A ji ⊆ L i is a subset of linguistic labels modeled by triangular membership functions and n j is the number of antecedents of the rule. In this case, the rule weight is computed as:
being n + (R j ) the number of positive examples for the rule R j and n(R j ) the number of covered examples by the rule R j (the definition of these concepts is described in detail in [25] 
then Class = C j with RW j
As it can be observed, there are two main differences between CHI and SLAVE regarding the rule structure. On the one side, in SLAVE the number of antecedents may vary depending on the rule (an embedded feature selection process is carried out), whereas in CHI the number of antecedents in all rules is the same (all variables are used). On the other hand, in the case of SLAVE, a single antecedent can be composed of multiple linguistic labels, while in CHI each antecedent is a single linguistic label. In order to compute the disjunction (OR operator) of linguistic labels, the membership degrees of the input value to all of them are computed. Then, the maximum of these membership degrees is taken.
As in the case of CHI, the learning algorithm of SLAVE tries to obtain a rule base that represents the relationship between antecedents and the class, keeping only those antecedents that are necessary to properly represent the class for each rule. In order to do so, SLAVE applies an iterative method for each class in C that works as follows.
1. Given a training set D T and a class C, the algorithm selects the best rule that represents the examples belonging to C. A rule is considered to be the best if it:
• Covers the maximum number of examples of the class C.
• Covers the minimum number of examples of the rest of classes.
In order to find the best rule, SLAVE applies a Genetic Algorithm (GA) to simultaneously optimize both previous criteria.
2. The examples covered by the selected rule are removed from D T .
3. The process is repeated until no useful rules can be extracted for the class C. This situation happens when the optimization criteria cannot be fulfilled.
4. Once all rules for a class have been extracted, the same process is repeated with the rest of classes.
In order to classify a new example x p , the inference works as follows:
1. Adaptation degree. The adaptation degree between the example and the antecedent part of each rule
To do so, the measures of possibility of all A ji are aggregated by a t-norm (in this case the product).
The possibility measure of a given antecedent (P oss(A ji |x pi )) is defined as the proportion of the maximum membership degree of the considered linguistic labels for that antecedent with respect to the maximum membership degree of all linguistic labels. The complete definition of this measure is presented in [25] .
3. Classification. The class of the rule with the highest association degree (b j (x p )) is predicted. If there are two or more rules with the same association degree, SLAVE applies the following criteria:
(a) The rule with the highest rule weight is the winner.
(b) If the rule weights are the same, the rule that covered the least number of examples is the winner (in favor of specific rules).
(c) In case of a tie, the first learned rule is the winner.
FURIA
FURIA (Fuzzy Unordered Rule Induction Algorithm) [30] modifies and extends RIPPER rule induction algorithm [13] , learning fuzzy rules instead of conventional rules and unordered rule sets instead of rule lists.
The rule structure in FURIA is as follows.
and . . . and x nj is A I jnj then Class = C j with RW j (11) where A I ji is a trapezoidal membership function corresponding to the variable i defined as 
where D T represents the training set, D 
being µ A I ji (x pi ) the membership degree of the i-th element and T a t-norm (in this case the product).
Looking at the rules used in FURIA, it can be observed that antecedents are not represented by triangular membership functions as in CHI and SLAVE. Instead, FURIA uses fuzzy sets with trapezoidal membership functions. We must stress that each membership function is specific to each antecedent, and thus it can be different for each fuzzy rule.
In order to generate the rule base, FURIA applies a learning algorithm composed of the following stages:
1. Learn a rule set for each class using RIPPER algorithm. This stage is divided into the building and optimization phases. 
Once the relevant data have been selected, this set is further divided into two subsets:
• Positive instances (those belonging to the class of the rule),
Then, the rule purity is computed as follows:
where
Note that after the fuzzification stage, each antecedent of each rule has its own trapezoidal membership function, and thus linguistic labels are not shared by all rules as in the rest of classifiers considered in this paper. Hence, FURIA makes use of fuzzy theory to improve the accuracy of the system, leaving its interpretability aside.
When classifying a new example x p , FURIA applies the same FRM as CHI (Eq. (3)- (6)), but using trapezoidal membership functions (µ A I ji (x pi )) instead of triangular ones. In addition, if the example is not covered by any rule, a rule generalization process (stretching) is carried out replacing all rules by their minimal generalizations, which are obtained removing all the antecedents that are not satisfied by the query.
In case of a tie, the class with highest frequency is predicted.
FARC-HD

FARC-HD (Fuzzy Association Rule-based Classification model for High-Dimensional problems) [2] is
a fuzzy association rule-based classifier. Apriori algorithm is used to learn fuzzy rules before applying a subgroup discovery technique and an Evolutionary Algorithm is used to reduce the computational cost and improve the accuracy and interpretability of the model.
This method uses the following rule structure:
Rule R j : If x 1 is A j1 and . . . and x nj is A jnj then Class = C j with RW j (15) where the rule weight is computed applying the certainty factor (Eq (2)). As we can observe, the rule structure is the same as that of CHI (Eq. (1)). However, notice that in FARC-HD the number of antecedents may vary depending on the rules due to the way the latter are learned.
The learning algorithm of FARC-HD is composed of the three following stages: 3. Genetic rule selection and lateral tuning: An evolutionary algorithm is used both to tune the lateral position of the membership functions and to select the most accurate rules from the rule base generated in the previous steps.
In order to classify a new example, FARC-HD also applies the same FRM as CHI (Eq. (3)- (6)).
Decomposition strategies
Decomposition strategies [39] divide the original multi-class problem into simpler binary problems that are faced by independent binary classifiers, which are called base classifiers. These strategies are not only useful when working with classifiers that are only capable of discriminating between two classes, but also with those having an inherent multi-class support. Even in the latter case, the results are usually enhanced when decomposition strategies are applied [19, 20, 22, 43] . In this paper, we consider two of the most popular decomposition strategies in the literature: One-Versus-One (OVO) and One-Versus-All (OVA) [20] strategies. 
Since each binary sub-problem is addressed by an independent base classifier, the score-matrix needs to be normalized in order to have all confidence degrees within the same range of values. This normalization is important when using classifiers that do not return confidences in [0,1], which could be interpreted as probabilities (which is the case of the FRBCSs tested in this paper). The normalization of the score-matrix (R) is performed as follows.r
Finally, the outputs of base classifiers stored in the score-matrix are aggregated and the class is predicted.
This aggregation phase is a key factor for the classification success [20] . Next, we briefly describe the five well-known OVO aggregation methods that we consider in this paper.
• Voting strategy (VOTE) [18] . Each base classifier gives a vote for its predicted class. The class having the largest number of votes is given as output:
where s ij is 1 ifr ij >r ji and 0 otherwise.
• Weighted Voting (WV) [33] . Each base classifier votes for both classes based on the confidence degree provided for each one. The class obtaining the highest value is given as output:
• WinWV [15] . This aggregation method was proposed in our previous work [15] in order to solve the problems of WV with the confidences provided by FARC-HD. To do so, this method only considers the confidence of the predicted class, whereas that of the non-predicted class is not taken into account.
Therefore, WinWV aggregation strategy works as follows:
where s ij isr ij ifr ij >r ji and 0 otherwise.
• Non-Dominance Criteria (ND) [16] . The score-matrix is considered as a fuzzy preference relation.
Then the non-dominance degree is computed, being the winning class the one with the highest value:
where R is the strict score-matrix (after normalization).
• Learning valued preference for classification (LVPC) [31, 32] . LVPC strategy considers the scorematrix as a fuzzy preference relation, as ND does. Based on fuzzy preference modeling, the original relation is decomposed into three new relations with different meanings: strict preference, conflict, and ignorance. Finally a decision rule based on a voting strategy is proposed to obtain the output class:
being N i the number of training examples belonging to class i, C ij the degree of conflict (the degree to which both classes are supported), I ij the degree of ignorance (the degree to which none of the classes are supported), and P ij and P ji the strict preference for i and j, respectively. These variables are computed as follows:
It should be mentioned that, from the division of the multi-class problem in OVO, an inherent problematic issue arises: the non-competent classifiers [21] . This is due to the fact that each base classifier learns the model only using the examples belonging to the two classes that it discriminates, and thus the examples belonging to the rest of classes are ignored. Consequently, the remainder classes are unknown for this classifier and its outputs will be irrelevant to classify examples of those classes even though they are aggregated, since the non-competence cannot be established a priori. Even if this circumstance should be taken into account when applying OVO strategy, this problematic lies outside the scope of this paper and shall be considered in future works.
One-Versus-All (OVA)
OVA decomposition divides a m class problem into m binary sub-problems, which are faced by independent binary classifiers. Each base classifier distinguishes one of the classes from the remaining ones, learning the model using all examples of the training set. To this end, the examples of the class to be distinguished are considered as positives, whereas the rest are labeled as negatives. When classifying a new example, all base classifiers are queried and a confidence degreer i ∈ [0, 1] in favor of the class C i is returned by each classifier. The outputs of all base classifiers are stored in the score-vector R:
However, as in OVO, the range of the values returned by each classifier depends on each sub-problem.
These differences among the ranges can lead us to misclassify an example, since the comparison among the confidences may not be fair. Therefore, the score-vector R needs to be normalized in such a way that all classifiers return values in the same range. To this aim, we normalize the score-vector with respect to the confidences obtained by each classifier for the negative class (stored in another score-vector R). Once both vectors are obtained, the normalization of the score-vector (R) is performed as follows.
Finally, in OVA the values of the score-vector are usually aggregated using the maximum, and thus the class with the highest confidence will be predicted. Another aggregation method for OVA is the so-called dynamically ordered OVA [29] . Nevertheless, in this work we only focus on the maximum because usually no statistical differences are found and the maximum is simpler.
Modeling the conjunction in FRBCSs with n-dimensional overlap functions: extending the FRMs
In our previous work [15] , we showed that the confidences returned by FARC-HD are unsuitable for their subsequent processing in decomposition strategies. This was caused by the usage of the product in the FRM of FARC-HD. In order to solve this problem, we proposed to replace the product t-norm by ndimensional overlap functions to model the conjunction in the FRM of FARC-HD. In this paper, we extend this methodology to four different FRBCSs by adapting their FRMs. In this manner, we aim to obtain a broader view of how n-dimensional overlap functions behave when they are used to model the conjunction in different FRBCSs.
In the rest of this section, we first recall the concept of n-dimensional overlap function introduced in our previous work [15] and we show the five different functions considered in this paper (Section 5.1). Next, we describe how these functions are included in the different FRBCSs in order to model the conjunction in their fuzzy rules (Section 5.2).
n-dimensional overlap functions
The original concept of overlap function [9] was introduced in image processing with the purpose of classifying those pixels whose belonging to the object or to the background was not clear. Examples of the application of these functions to image processing problems can be found in [37, 42] . Furthermore, these functions were also applied to model the indifference in preference relations [10] . Due to the fact that overlap functions allow one to recover many of the characteristics of t-norms without imposing the associativity property, their application range has turned out to be much broader. Taking advantage of these properties, an extension of overlap functions was proposed in our previous work [15] in order to adapt the inference process of FARC-HD to decomposition strategies by modeling the conjunction with these functions. With this aim, we extended the original concept of two dimensional overlap function to any finite dimension n (recovering the original definition when n = 2).
Let us recall the definition of the original two dimensional case: 4. O is increasing.
O is continuous.
Based on the previous definition, the following extension was proposed:
with n ≥ 2 is a n-dimensional overlap function if the following properties hold: 4. O is increasing.
Furthermore, a construction method for n-dimensional overlap functions using rational expressions was presented:
] is a n-dimensional overlap function if and only if there
where 1. f and g are symmetric.
2. f is non-decreasing and g is non-increasing. 5. f and g are continuous.
In this paper we have considered five different n-dimensional overlap functions:
• Product (PROD): The returned value is the product of the input values. The original behavior of all FRBCSs considered in this paper are recovered.
• Minimum (MIN): Returns the minimum of the input values. This is a t-norm as well, but unlike the product, the returned value does not decrease when the number of arguments increases. The minimum is commonly used in FRBCSs.
• Harmonic mean (HM): The returned value is the harmonic mean of the input values if all of them are different from zero and 0 otherwise.
• Geometric mean (GM): Returns the geometric mean of the input values.
• Sine (SIN): This overlap function returns higher values than means. It is interesting to study the behavior of these types of functions for modeling the conjunction.
where α ≤ 1 2n . In the experiments carried out in Section 7, we take α = 1 2n .
According to the values returned, we can establish an order among overlap functions. An overlap function is considered greater than other one if, for every possible input data, the values returned by the first function are higher than those returned by the second one. Among the considered overlap functions, the smallest one is the product t-norm, which returns values with a lower variation than the remaining functions when aggregating small values and whose output decreases as the number of arguments increases. Then, we have the minimum, a t-norm whose behavior is not affected by the number of arguments. Next, the harmonic and geometric means are considered (in this order) as representatives of means that return higher values than t-norms [5] . Finally, the largest function is the SIN, which returns higher values than means. The different behaviors among the considered overlap functions give us a general overview in the experiments carried out in Section 7.
In [15] , we showed that those overlap functions satisfying the idempotency property provide better results, that is,
The reason is that the behavior of idempotent overlap functions is not affected by the number of antecedents.
As we can observe, this property is satisfied by the minimum t-norm (Eq. (26)) and the harmonic (Eq. (27)) and geometric (Eq. (28)) means. we can observe that the proposed n-dimensional overlap functions provide values with a higher variation than the product when aggregating small values. Nevertheless, both figures reveal a huge difference between the SIN and the rest of overlap functions, since the value returned by the SIN is greater than the input arguments when aggregating a value with itself ( Fig. (1b) ). We will experimentally show that this behavior may not be desirable in this framework, as it may produce a loss of discrimination power in the FRBCS.
However, we have included this function aiming at obtaining a general overview of n-dimensional overlap functions and showing their behavior based on results.
Applying n-dimensional overlap functions in FRBCSs
One of the objectives of this work is to extend the usage of n-dimensional overlap functions introduced in [15] to other FRBCSs aiming at improving the performance when decomposition strategies are used. In this manner, we apply these functions to model the conjunction in fuzzy rules. As shown in the previous subsection, the aggregation of small values when using the product t-norm produces values with a low variation that tend quickly to 0. Moreover, when we consider FRBCSs where the number of antecedents can vary depending on the rule, this effect is even more accentuated in those rules with a higher number of antecedents. These factors have a different influence in baseline FRBCSs, as output values are not used beyond the classification. However, this is an undesirable circumstance when using decomposition strategies, since the knowledge acquired in the base classifiers is partially lost, producing a negative impact on the aggregation phase of these strategies. In order to minimize the loss of knowledge and to obtain more suitable confidences when using decomposition strategies and FRBCSs, we propose to use n-dimensional overlap functions to model the conjunction in fuzzy rules. In this manner, the greater variation of the outputs of these functions and the fact that they are independent of the number of input arguments make confidences more suitable for the aggregation phase.
With the aim of studying the performance of n-dimensional overlap functions in multiple types of FRBCSs and obtaining the broadest possible overview, we have considered four different FRBCSs. The following is a detailed description of the application of overlap functions in each classifier.
Introducing n-dimensional overlap functions in the FRM of CHI
In this classifier, overlap functions replace the t-norm used in the matching and association degrees computation (Eq. (3) and (4), respectively), in the same way as it was done in [15] :
• Matching degree:
• Association degree:
As we described in Section 3.2, CHI algorithm does not perform any feature selection process and thus, all rules have exactly the same number of antecedents. Moreover, during the learning stage a rule is generated for each single instance in the training set, so the number of rules is the same when we use any overlap function. Therefore, we can observe that the usage of overlap functions does not have any major effect in the learning process, since neither the matching degree nor the association degree are considered for the generation of rules, except for rule weights computation (Eq. (2)).
Introducing n-dimensional overlap functions in the FRM of SLAVE
The computation of the association and adaptation degrees (Eq. (9) and (10)) is carried out by an overlap function, instead of the product:
• Adaptation degree:
This algorithm (Section 3.3) carries out a feature selection process that is embedded into the learning stage, and therefore the number of antecedents may vary depending on the rule. In this case, the usage of overlap functions affects the learning process, and hence the number of antecedents and rules generated when using different overlap functions varies. The reason is that SLAVE makes use of the association and adaptation degrees during the feature and rule selection processes. Consequently, overlap functions are not only involved in the inference process but also have a direct influence on the rule base generated in the learning phase.
Introducing n-dimensional overlap functions in the FRM of FURIA
Overlap functions are applied in the same manner as in CHI (Eq. (31) and (32)), i.e., in the matching and association degrees (Eq. (3) and (4)). However, in this case the values to be aggregated are those returned by the different trapezoidal membership functions, instead of triangular ones.
FURIA (Section 3.4) learns all rules using RIPPER algorithm before fuzzifying them. This means that neither the number of antecedents nor the number of rules generated in the learning process depend on the overlap function used. Indeed, FURIA applies fuzzy sets theory after learning all rules in order to replace the interval of each antecedent by a trapezoidal membership function, but this fuzzification is performed only considering the purity of the rule (Eq. (14)), which is not computed using any t-norm. Thus, we can observe that overlap functions are not involved in the learning process of FURIA, except for the computation of rule weights (as in CHI).
Introducing n-dimensional overlap functions in the FRM of FARC-HD
The adaptation carried out in FARC-HD is the same as that performed in CHI (Eq. (31) and (32)). As in SLAVE, overlap functions are involved in all stages of the learning process of FARC-HD, since it makes use of both the matching and association degrees to extract the fuzzy rules and to perform the feature and rule selection processes. As we described in Section 3.5, this algorithm performs a lateral tuning of linguistic labels in order to improve the classification accuracy. Since the prediction is made using the matching and association degrees (Eq. (3)- (6)), the usage of overlap functions also affects the previously mentioned lateral tuning. This adjustment of membership functions helps FARC-HD to increase the benefits of overlap functions.
Experimental framework
This section is aimed at presenting the experimental framework setup used to carry out the experiments in Section 7, which is the same as that considered in [15] . First, we show the features of the datasets selected for the experimental study (Section 6.1). Next, the parameter setup considered for each method is described (Section 6.2). Finally, we introduce the performance measures and the statistical tests that are necessary to assess whether significant differences exist among the results obtained (Section 6.3).
Datasets
In order to test the performance of the different methods, we have considered twenty datasets selected from the KEEL dataset repository [3] . In Table 2 , we find a summary of the features of all datasets, indicating for each one the number of examples (#Ex.), number of attributes (#Atts.), number of numerical (#Num.) and nominal (#Nom.) attributes, and the number of classes (#Class.).
All the experiments have been carried out using a 5-fold stratified cross-validation model, i.e., we randomly split the dataset into five partitions of data, each one containing 20% of the examples, and we employed a combination of four of them (80%) to train the system and the remaining one to test it. Additionally, in each partition we consider three different seeds for the execution of the methods. Therefore, the result for each dataset is computed as the average of the five partitions using the three seeds in each one. In order to correct the dataset shift, that is, when the training data and the test data do not follow the same distribution, we will use a recently published partitioning procedure called Distribution Optimally Balanced
Cross Validation [41] , instead of the commonly used cross-validation. Table 3 shows the configuration and parameters that we have considered for each FRBCS. The source code of all baseline classifiers was obtained from KEEL software [3] . The selected values are common for all problems, and they were selected according to the recommendation of the authors of each algorithm. Even though the tuning of parameters for each method on each particular problem could lead to better results, we preferred to maintain a baseline performance on each method as the basis for comparison, since we are not comparing algorithms among them. 
Methods setup
Performance measures and statistical tests
In this paper we have used the most common metric to test the performance of different methods, that is, the accuracy rate, which measures the percentage of correctly classified examples related to the total number of examples. However, we cannot extract well justified conclusions based only on the accuracy.
For this reason, we apply some non-parametric tests [24] with the aim of providing statistical support to our results. Specifically, we use the Wilcoxon signed-ranks test [49] to perform pairwise comparisons, the Aligned Friedman test [27] to detect statistical differences among a group of methods, and the Holm post-hoc test [28] to find the algorithms that reject the null hypothesis of equivalence against the selected control method. A complete description of these tests can be found on the website: http://sci2s.ugr.es/sicidm/.
In addition to the previously mentioned performance measures, we also want to study the impact of overlap functions on the rule base. With this aim, we compute the average number of rules and antecedents per rule for each overlap function in both OVO and OVA models and in all baseline FRBCSs considered in this work. In the case of decomposition strategies, the average of all base classifiers is computed.
Experimental study
In this section, we study the results obtained by each method carrying out an analysis composed of four stages:
1. We test the performance of the different n-dimensional overlap functions when applying OVO and OVA models in all the FRBCSs considered in this paper (Section 7.1).
2. We study the impact of n-dimensional overlap functions on the rule base (Section 7.2).
3. We check whether the problems of WV with the confidences of FARC-HD are also present in the rest of FRBCSs considered in this paper comparing the original WV against WinWV (Section 7.3).
4. We discuss the results obtained in all previous points as a whole and we explain the reasons for the different behaviors in comparison with that obtained in FARC-HD (Section 7.4). Next, we explain the behavior of n-dimensional overlap functions in each baseline FRBCS, as well as when decomposition strategies are applied on them. We start describing the results obtained with FARC-HD, since n-dimensional overlap functions were first introduced in this FRBCS and we want to analyze the existing differences between the results obtained in this method with those in the remaining ones.
Analysis of the performance of n-dimensional overlap functions
• FARC-HD -Baseline: as we can observe in Table 4 , the five overlap functions considered in this paper obtain a similar performance. This is confirmed by the Aligned Friedman test shown in Table 5, since there are no statistical differences among them when executing the baseline FARC-HD algorithm.
This means that FARC-HD is able to maintain the necessary classification accuracy when using overlap functions. The reason is that these functions are involved in all stages of the learning process (Section 5.2.4) and the generated rules are general enough to retain the discrimination capability.
-OVO and OVA models: leaving the SIN aside, Tables 4 and 5 show that the greater the overlap function is, the better the results obtained are (although the GM is greater than the HM, both of them have a similar behavior). The problem with the SIN is that the value returned can be greater than all input values, which may not be a desirable behavior for an inference system because part of the discrimination capability is lost. Therefore, we observe that the best overlap functions in almost all cases are those returning the highest values preserving the idempotency property (HM and GM). Although the geometric and harmonic means return similar values, the latter one tends to obtain better results but without statistical differences. FARC-HD is able to take advantage of the confidences provided by these functions, since the classification accuracy is maintained when using overlap functions in the baseline model. Nevertheless, when LVPC and WV aggregations are used, the behavior of overlap functions changes due to the factors that will be described in Section 7.3. For this reason, a new aggregation strategy (WinWV) was presented in [15] , which solved the problems of LVPC and WV with the confidences given by FARC-HD.
This new aggregation method along with the problems of LVPC and WV when using FARC-HD are described in Section 7.3. • SLAVE -Baseline: looking at the accuracy rate (Table 4) , we can observe that the product performs much better than the remaining overlap functions. This situation is confirmed in the statistical tests (Table 6) , where there are significant differences in favor of the usage of the product when executing the baseline SLAVE. This classifier uses a different rule structure from that used in FARC-HD, which requires the greater discrimination capability provided by the product. There are some important differences between the rule structure of SLAVE and FARC-HD:
1. The rules generated in SLAVE are more specific (with more antecedents) than in FARC-HD.
2. As shown in Section 3.5, FARC-HD performs a lateral tuning in order to adjust the membership functions of fuzzy sets. As we stated, this adjustment is performed applying overlap functions (Section 5.2.4), and hence the classifier accuracy optimization is carried out considering the overlap functions, increasing the benefits with respect to SLAVE.
3. The values of the antecedents in SLAVE are subsets of linguistic labels instead of single linguistic labels as in FARC-HD. For this reason, SLAVE needs to model the disjunction in fuzzy rules, which can cause a different effect when using overlap functions.
-OVO model : Table 4 shows that the accuracy obtained by all overlap functions when OVO model is considered is similar, although a decreasing trend can be observed as the overlap function increases. Looking at the statistical analysis in Table 6 , we can observe that, even though accuracy rates are similar, there are statistical differences in favor of the product. However, it should be stressed that ranking differences between the product and the remaining overlap functions are reduced. This means that OVO takes advantage of the confidences returned by overlap functions, since the usage of these functions allows the performance of their respective base classifier to be raised in such a way that they obtain more similar results to that of the product. Therefore, the ratio of improvement of overlap functions in this model is greater than that of the product.
The problem is that in this case the base classifiers do not provide enough classification accuracy (as it was shown in the baseline SLAVE) to obtain an improvement in OVO model when using overlap functions as in the case of FARC-HD.
-OVA model : as we can observe in Tables 4 and 6 , contrary to the rest of the FRCBSs considered in this paper, the performance of this strategy is worse than that of the baseline SLAVE. This is due to the class imbalance problem that appears in this strategy and the inability of SLAVE to deal with this situation. Therefore, the behavior of overlap functions in this case is not representative in our framework. • CHI -CHI : taking a look at Table 4 , we observe that the greater the overlap function is, the worse the results obtained are. This situation is confirmed by the Aligned Friedman and Holm post-hoc tests (Table 7) , where we find significant differences in favor of the product. The reason for this behavior in comparison with FARC-HD is that the rules generated by CHI are much more specific than those of FARC-HD, since the number of antecedents is always equal to the number of features and they are learned considering all classes at the same time (whereas FARC-HD generates the rules class by class). Consequently, CHI algorithm needs more discrimination capability than FARC-HD due to the fact that the generated fuzzy rules are closer among themselves. Therefore, the usage of the product t-norm produces a greater discrimination power and leads to obtaining better results, whereas overlap functions highly affect the decision boundaries.
-OVO and OVA models: Table 4 shows that, contrary to FARC-HD, the usage of overlap functions in the baseline CHI algorithm implies a loss of accuracy. Although in SLAVE this problem appears as well, the loss of accuracy in CHI is too great to obtain benefits from the confidences provided by overlap functions, as it is confirmed in the Aligned Friedman tests shown in Table 7 . As a consequence, the behavior of these functions in OVO and OVA is the same as that observed in the baseline CHI. • FURIA -Baseline: Tables 4 and 8 show that the behavior of all the overlap functions is similar in FURIA, and hence this algorithm is able to maintain the classification accuracy when using these functions (except for the SIN). In this case, overlap functions are not involved in any of the learning stages of FURIA. This is because rules are generated by RIPPER algorithm and t-norms are not used in the subsequent fuzzification process. Thus, the rules generated when using different overlap functions will be the same. Furthermore, FURIA uses highly adjusted trapezoidal membership functions (whose adjustment is not performed using t-norms) which provide high membership degrees, and hence the differences among the values returned by different overlap functions when aggregating large values are lower ( Fig. 1a and 1b ).
-OVO and OVA models: as we can observe in Tables 4 and 8 , both OVO and OVA models provide a similar performance when using different overlap functions. Even though FURIA maintains the classification accuracy when using overlap functions, the confidences provided by overlap functions are very similar due to the highly adjusted trapezoidal membership functions. The exception to this situation is when using the SIN overlap function due to the same reasons as those explained in the case of FARC-HD. In the same manner, LVPC and WV aggregation methods present different behaviors, which will be described in Section 7.3. Summarizing, we can observe that the benefits of overlap functions are dependent on the learning process and the rule structure of each classifier. Therefore, the classifiers that are able to take advantage of overlap functions may be those which include these functions in their learning algorithms and have rules general enough to preserve the discrimination capability, maintaining the necessary classification accuracy. As we have shown, even though the confidences provided by overlap functions are more suitable for the aggregation performed in decomposition strategies, when the base classifiers do not provide enough classification accuracy these strategies do not obtain an improvement when using overlap functions.
Regarding decomposition strategies, Table 4 show their effectiveness when using FRBCSs, improving their performance in most of cases. However, the performance of OVA model can be affected by the increase in the imbalance ratio produced by the division performed in this strategy [20] , as it occurs in SLAVE. We should keep in mind that in OVA each base classifier has to distinguish one of the classes from all others, and hence the proportion of instances of that class with respect to the rest of classes will be probably much smaller, particularly in datasets with a high number of classes (even if the original dataset is balanced).
Impact of n-dimensional overlap functions on the rule base
This subsection is aimed at showing the impact of n-dimensional overlap functions on the rule base. Table 9 presents the average number of rules and antecedents per rule for each baseline FRBCS and for OVA and OVO models (using as base classifier the same FRBCS). These averages are computed in the same manner as in Table 4 , that is, by computing the average of each method in all datasets. The result of each dataset is computed as the average of the five partitions over the three different seeds. Next, we analyze the effect of n-dimensional overlap functions on the rule base of each FRBCS:
• FARC-HD: Table 9 shows that the usage of a greater overlap function implies a growing trend in the number of rules. A higher number of rules is needed in order to maintain or improve the discrimination capability, since the aggregation of the membership degrees returns larger values. On the other side, the number of antecedents is similar in all overlap functions, even though there is an upward trend when using greater overlap functions.
• SLAVE: As we can observe in Table 9 and contrary to FARC-HD, when we use greater overlap functions the number of rules decreases, whereas the number of antecedents increases. This behavior can be produced by two factors:
1. Due to the fact that SLAVE uses disjunctions in their rules, the usage of a greater overlap function may imply an increase in the number of linguistic labels in the antecedents, instead of implying an increase in the number of rules as in FARC-HD.
2. Since the rules generated in SLAVE are more specific than those generated in FARC-HD, the discrimination capability can be partially lost when using greater overlap functions, requiring the usage of more antecedents in the rules in order to maintain the necessary discrimination power.
• CHI: Since this algorithm does not perform any feature selection process, all rules will have exactly the same number of antecedents (equal to the number of features of the problem), and thus the usage of overlap functions does not alter the number of antecedents of the rules, as it can be observed in Table 9 . Furthermore, CHI algorithm generates a new rule for each example, and consequently overlap functions do not have any effect in the number of rules generated. Another consequence of generating a new rule for each example is that the number of rules is notably greater than in the rest of methods.
It should be noted, however, that the number of rules is usually considerably lower than the number of examples, since multiple rules are removed due to conflicts.
• FURIA: As in CHI, overlap functions are not involved in the learning process of FURIA, and hence the rules generated are the same for all overlap functions, as it can be observed in Table 9 .
With respect to the comparison between baseline and decomposition strategies, Table 9 clearly shows that the rule base becomes simpler when decomposition strategies are applied. This is because these strategies divide the original problem into easier-to-solve binary sub-problems, needing a lower number of rules and antecedents to solve each sub-problem. In the same manner, the rule base of the classifiers in OVO will be simpler than in OVA, since OVO scheme considers only the examples of two classes while OVA takes into account all examples in the training set. However, when OVA is applied with SLAVE, we observe that there are less rules and antecedents than in OVO. This is caused by the inability of this algorithm to deal with the increase in the imbalance ratio produced by the division performed in OVA (as mentioned in Section 7.1).
WinWV
As we showed in [15] and Section 7.1, WV and LVPC are severely affected by the poor quality of the confidences of the non-predicted classes provided by FARC-HD, which is accentuated in LVPC due to the difficulty in modeling the conflict and ignorance terms. We focused on solving the problems of WV with the confidence of the non-predicted class due to the fact that if the conflict and ignorance terms were not considered in LVPC, the original WV would be recovered [15] . In order to solve this problem, WinWV was proposed (described in Section 4.1).
In this section, we check whether this situation is also present in the remaining FRBCSs. To do so, we carry out a number of pair-wise comparisons using the Wilcoxon signed-ranks test to confront the proposed aggregation method and the original WV, considering all FRBCSs used in this paper (CHI, SLAVE, FURIA, and FARC-HD) and the five different overlap functions. Table 10 shows the results of these comparisons, where R+ and R-indicate the ranks obtained by WinWV and WV, respectively.
As we can observe, WinWV aggregation strategy statistically outperforms the original WV method with all overlap functions in the case of SLAVE and FARC-HD. On the contrary, when considering CHI and FURIA algorithms there are no statistical differences between both aggregation methods in almost all cases. The reason is that in these two algorithms the confidence of the non-predicted class does not equally affect the aggregation in WV, since they are likely to be equal to 0. In the case of FURIA, this is due to the highly adjusted trapezoidal membership functions, whereas in CHI the reason is the high number of antecedents in its rules. The exception appears when overlap functions that are also t-norms are applied on FURIA, where WV performs better than WinWV. The confidences of the non-predicted class provided by FURIA are usually large when they are higher than 0 due to the highly adjusted trapezoidal membership functions. As a consequence, the usage of overlap functions makes the confidences of the non-predicted class to be increased much more quickly than those of the predicted one, and hence both confidences become more similar. Consequently, this algorithm loses discrimination capability and obtains worse results with WinWV.
Discussion
After analyzing the performance of n-dimensional overlap functions and their impact on the rule base, we have shown that the results obtained depend on each FRBCS. Additionally, the experimental study shows that the problems of WV with the confidences of FARC-HD are not present in all FRBCSs. For this reason, in this section we summarize and discuss all the previously mentioned points:
• Performance of n-dimensional overlap functions
Even though the confidences provided by n-dimensional overlap functions are more suitable for the aggregation phase, decomposition strategies are not able to take advantage of these confidences if the base classifiers do not maintain the necessary classification accuracy when using these types of functions. This fact implies that the benefits obtained from the usage of n-dimensional overlap functions are strongly dependent on the learning algorithm and the rule structure of each FRBCS.
In the case of FARC-HD, the baseline algorithm is able to maintain enough classification accuracy allowing decomposition strategies to take advantage of the confidences provided by overlap functions. In SLAVE, despite the fact that baseline classifiers do not provide enough accuracy to obtain an improvement with respect to the product, the confidences obtained from overlap functions allow one to reduce these differences. On the other side, the baseline CHI algorithm dramatically loses discrimination capability when using overlap functions, and hence decomposition techniques are not able to exploit these functions. Finally, FURIA provides a similar performance with all overlap functions, since the confidences returned by this algorithm are too high to obtain an improvement from these functions.
• Effect of n-dimensional overlap functions on the rule base
The usage of n-dimensional overlap functions not only affects the model performance, but also the rule bases. In the case of FURIA and CHI the size of the rule base is exactly the same with all overlap functions, since they are not involved in the rules generation process. However, in those algorithms where overlap functions are involved in the learning process (FARC-HD and SLAVE), the rule base is different depending on the overlap function used. In FARC-HD, the usage of a greater overlap function implies an increase in the number of rules, whereas the number of antecedents remains similar with all of them. Regarding SLAVE, greater overlap functions produce less rules but with greater number of antecedents.
In all cases, the rule base of each classifier becomes simpler when decomposition strategies are used.
Likewise, the rule bases in OVO are simpler than in OVA. The exception is the case of OVA with SLAVE, where the rule base is even simpler than in OVO due to the class imbalance produced by OVA scheme (described in Section 7.1).
• WinWV
In the case of FARC-HD and SLAVE, WinWV performs much better than WV. However, the results obtained by WinWV and WV are similar when considering CHI and FURIA. The reason is that the confidences of the non-predicted class provided by these two algorithms are likely to be equal to 0.
All in all, we have shown that overlap functions improve the confidences of classifiers for the subsequent aggregation phase, but this improvement is only translated into a significant enhancement of the final performance if the baseline classifier is able to maintain the accuracy. In the rest of cases, the differences with respect to the product are reduced when decomposition strategies are used, which shows the benefits of overlap functions. However, a deeper analysis must be carried out in these cases in order to maintain the discrimination capability of the baseline classifiers while improving the confidences so that final accuracy could be boosted. At the same time, the rule base varies from one overlap function to another when these functions are involved in the learning process. Finally, in some FRBCSs the confidences obtained for the non-predicted class negatively affect the prediction in decomposition strategies, in which case WinWV is beneficial.
Conclusions
This work was motivated by the improvement found in FARC-HD when applying n-dimensional overlap functions and decomposition strategies. In this paper, we have carried out an exhaustive study that has allowed us to understand the influence of n-dimensional overlap functions in different FRBCSs.
In order to do so, we have studied whether the methodology presented in [15] improves the performance of four different FRBCSs (CHI, SLAVE, FURIA, and FARC-HD). As we have shown, the performance of overlap functions strongly depends on the learning process and rule structure of each classifier. Contrary to FARC-HD, CHI and SLAVE algorithms are not able to maintain the necessary discrimination capability when using overlap functions. Consequently, even though the confidences returned by overlap functions are more suitable for decomposition strategies, no improvement can be obtained from them. On the other side, FURIA is capable of preserving the classification accuracy when applying overlap functions, but the usage of highly adjusted trapezoidal membership functions implies that the membership degrees to be aggregated are likely to be 0 or close to 1. This produces small differences among the values returned by the different overlap functions, and hence they present similar behaviors in FURIA. In addition to the performance of overlap functions, we have analyzed their effect on the rule base of each FRBCS.
To sum up, after analyzing the behavior of overlap functions in four different FRBCSs, we can conclude that the performance of decomposition strategies will be significantly enhanced in those classifiers that involve the usage of overlap functions in their learning processes, maintaining the necessary discrimination capability and providing enough classification accuracy in the base classifiers.
There are several aspects that remain to be addressed in future works. Among them, the issue of noncompetent classifiers [21] must be considered when working with OVO scheme. Furthermore, a more in depth study of the effect of decomposition strategies on the interpretability of FRBCSs should be carried out. Finally, the comparison and combination between decomposition-based techniques and preprocessingbased fuzzy ensembles, such as bagging [48] , could also be studied. In this latter case, we would make use of fuzzy techniques with the unique aim of enhancing the classification performance, which is a completely different perspective than the one considered in this work.
