ABSTRACT Earth observation (EO) has become a valuable source of comprehensive, reliable, and persistent information for a wide number of applications. However, dealing with the complexity of land cover is sometimes difficult, as the variety of EO sensors reflects in the multitude of details recorded in several types of image data. Their properties dictate the category and nature of the perceptible land structures. The data heterogeneity hampers proper understanding, preventing the definition of universal procedures for content exploitation. The main shortcomings are due to the different human and sensor perception on objects, as well as to the lack of coincidence between visual elements and similarities obtained by computation. In order to bridge these sensory and semantic gaps, the paper presents a compound framework for EO image information extraction. The proposed approach acts like a common ground between the user's understanding, who is visually shortsighted to the visible domain, and the machines numerical interpretation of a much wider information. A hierarchical data representation is considered. At first, basic elements are automatically computed. Then, users can enforce their judgement on the data processing results until semantic structures are revealed. This procedure completes a user-machine knowledge transfer. The interaction is formalized as a dialogue, where communication is determined by a set of parameters guiding the computational process at each level of representation. The purpose is to maintain the data-driven observable connected to the level of semantics and to human awareness. The proposed concept offers flexibility and interoperability to users, allowing them to generate those results that best fit their application scenario. The experiments performed on different satellite images demonstrate the ability to increase the performances in case of semantic annotation by adjusting a set of parameters to the particularities of the analyzed data.
I. INTRODUCTION
There is a close dependency between the dynamics of Earth surface and the technological evolution. Since the beginning of remote sensing, a permanent cycle between applications and sensors development was generated and maintained by the need of more accurate data acquisition. The need to understand and exploit the environment had generated a loop where social response must be in line with scientific and industrial breakthroughs. The Earth Observation (EO) field comes as a consequence of human activities to monitor the surrounding processes. A wide range of new applications emerged from the development of remote sensing technology as various imaging sensors have been designed and manufactured to measure precise aspects of the Earth surface. Spatial, spectral and radiometric characteristics of the recorded data reveal important information to support a correct environment understanding in view of application scenario assessment and sustainable development. However, the capabilities to explore it are currently reduced, perhaps even missing in some situations. Human analysis for large and heterogeneous amounts of remotely sensed data is very hard to perform and the assistance of computers in the process is preferred. EO data mining systems must provide access to very large collection of data, including imagery, metadata or additional vector maps, with the main purpose of discovering hidden information, adding semantic labels and highlight those specific structures needed to support decision makers, large scale planning or thorough monitoring.
EO data structuring and analysis started with the development of content based image retrieval (CBIR) systems. The main idea in CBIR consists of searching semantic resemblance. To bridge the gap between the knowledge about the land cover and the data recorded can be a challenge due to different representations given by EO sensors. Moreover, the analysis of an image collection by a machine is only able to provide similarity by data processing. There are new discrepancies between machine and human interpretation, called semantic gap. The content is firstly described by means of its main characteristics (color, texture, shape) in order to extract objects and modeled as a feature vector using various algorithms. There is no standard descriptor, each aspect of the image content may be highlighted by a different algorithm. The same problem occurs when trying to group objects based on common patterns in order to express high level semantics. Based on a series of parameters, classification methods are always leading to different results. A user may also influence the results through the training process, where applicable. The behavior of each method and algorithm has been extensively studied [7] , [8] , [9] and explored in information mining and retrieval approaches.
One of such attempts in the EO field, KIM is a prototype of a knowledge-driven image information mining system developed for the exploration of large image archives [2] , [3] . The SemQuery approach in [4] is trying to enhance the effectiveness of the process by means of heterogeneous texture, color and shape features embedded in the images. The system supports visual queries by semantics-based clustering and indexing approach. These two systems are valuable solutions for the retrieval of images containing certain regions, mostly based on their primitive features. The VisiMine system was designed to support interactive classification and image retrieval by extending content modelling from pixel level to regions and scene modelling [5] . Perhaps the most evolved and complex CBIR system for EO imagery that has been designed is introduced in [6] . The GeoIRIS System contains automatic feature extraction, visual content mining from large-scale image databases and high-dimensional database indexing for fast retrieval in EO image archives. A generous overview of the CBIR systems developed for the EO field is presented in [1] . More recent approaches of query engines expand data modeling with linked open data and ontology-based analytics. Common very high resolution image products are transformed into actionable intelligence information, including image descriptors, metadata, image tiles, and semantic labels. [10] .
The literature refers to all these solutions as adaptable tools able to deal with rapid mapping, as well as with archive exploration [1] . The accent goes on dedicated techniques for a comprehensive analysis of the image content in the attempt to provide a universal tool that could be further optimized for fast searches in large databases. They all combine standard procedures, yet different algorithms, to enable functions such as data characterization, supervised content based annotation and indexing in the attempt of dealing with EO data particularities and variability. While there are no changes in the CBIR principles and data flow, this research domain is continuously expanding, mostly due to the new type of data to be analyzed and information to be retrieved. Periodic reviews of state of the art ideas, influences and trends [11] , [12] , [13] , [1] prove the increased interest of the research community on the image retrieval domain. There is a broad category of applications defined by constraints like the user intent, the data scope, the query category, the algorithmic process and the results visualization. The key elements that impact the search process in EO data collections are defined in [14] : template-based, attribute-based, metadatabased, semanteme-based and integrated retrieval. As a consequence, the process of browsing through collections of unstructured data is resuming at finding a series of patterns and defining interactions between them in order to explain concepts and create knowledge. Searching by association is the most interactive approach and is the easiest manner to tackle a database in pursuit of interesting objects [12] . In addition, there are applications focusing on finding categories of objects or just targeting specific information.
CBIR systems tailored to EO data are obviously an actual evolving topic trying to overcome issues concerning the particularities of the acquisition sensor, the emerging use applications and the final data interpretation. Each of the proposed solutions has its strengths, limitations and specific performances, without emphasizing a general solution, although there is a common framework. CBIR systems normally contain a set of functions to extract properties of image objects and combine them further in semantic levels. The human factor is acting like a bridge over the machine development and the domain issues. Active learning and relevance feedback functions are applied to discover that information similar to the knowledge shared by the user through his query. Only particular feature combination is targeted as a short list of available functions is limiting the system ability to distinguish between fine aspects of land cover structures. This shortcoming is even more underlined by the fact that no algorithm has been proven to maintain the same precision or recall when the type of data is changed. For instance, 2 images acquired over the same area with different sensor will illustrate different structures. The meaning of the scene is strongly depending by the resolutions (spatial, spectral or radiometric) of the acquisition sensor.
In order to overcome these limitations, we propose a compound framework addressing relevant information extraction that includes several algorithms for each of image processing levels: feature extraction and scene classification. Its configurable architecture represents the principal advantage, offering the user the opportunity to create specific representation based on the addressed application, or even to compare several results obtained with different configurations. In order to avoid misinterpretation and inappropriate selection of various parameters, a rate distortion theoretical approach will guide the user through the process. At the end, a validation module enables the comparison of the classified scene with a reference data set, when available. A prototype system was developed in order to demonstrate the proposed framework.
Apart from providing a solution adapted to the data and application at hand, the system was designed to reduce the differences between machine interpretation and human understanding of the data and also to deal with the influence of the EO imagery on the human reasoning on the real environment. There is a growing public awareness of the great impact that semantic and sensory gap have in the EO domain, caused mainly by the remote sensing technological development. The problem was carefully considered, as the results of unsupervised CBIR techniques are not always relevant and satisfactory in terms of user perspective [20] . Ontologies have been built and methods to add signs to small objects and symbols to larger areas have been conceived in order to provide a common understanding and bridge these gaps. In this context, the authors present a human machine communication concept to ease knowledge transfer from the user to the computer.
The rest of the paper is structured such that each section to address a point in the work logic dedicated to the understanding of heterogeneous EO datasets towards semantic representation. Section II is introducing the sensory gap and explains the different environmental perception. Section III presents the proposed framework for image information mining that is trying to unify the results of human and computer analysis. Section IV explains the semantic gap between image features and the user understanding, while Section V presents a list of parameters whose adjustment will guide the generation of relevant information. A human machine communication procedure to enable automatic associations between human reasoning and the numeric representation is introduced in Section VI. The final workflow is detailed in Section VII and the experimental results are illustrated in Section VIII. The last section is dedicated to conclusions.
II. EARTH OBSERVATION DATA UNDERSTANDING
In some aspects, the Earth Observation domain generated a revolution in the field of image understanding, impacting also the image processing procedures. First and foremost, the perspective on the objects around us was changed. The human beholds the scene at the same level, the eye level, while the satellite is looking from above (FIGURE 1). But for the pattern recognition techniques this is not an issue, as the identification of numerical similarities follow the same procedures. The user though had to learn new rules to bound group of elements into a meaningful object that matches the structures in everyday life.
There is an important number of instruments to remotely capture broad information about the environment in a fast way. The technological progress encouraged the development of many sensors for Earth Observation in order to capture various particularities of the land surface that are not available at a glance, but through prior knowledge (i.e. object composition) or further analysis (i.e. a large structure out passing the eye view). The amount of new information yields uncertainty in the knowledge regarding the state of the environment. The literature names it sensory gap and it refers to the discrepancies between the standard object and the information generated through computation by remote sensing instruments [12] .
The list of causes behind the sensory gap is not being limited to the scene content, but also to the variety and particularities of EO sensors. Sometimes it is difficult even for humans to understand an object by itself. A contextual analysis is required, as different spatial relations among a number of elements will generate different comprehension over the scene. For instance, an area containing trees, a lake and residential area could represent either a park inside a city, or an urban area besides the forest. Clutter and occlusion will also have a great impact on scene analysis. Unwanted echoes received during the image acquisition process (coming from clouds, atmospheric particles or ground targets) will deepen scene understanding and further semantic analysis. Moreover, objects may obstruct each other, due to different heights and acquisition angle.
From the sensor's point of view, the list of discrepancies becomes longer. Their properties deteriorates the scene understanding. The most common factors behind the sensory gap are the type of sensor, the spatial resolution and the spectral resolution.
With a slightly smaller impact on the sensory gap, the radiometric resolution deepens the differences in terms of discernible details, as the EO sensors are able to spot 65536 levels of radiation intensity, while the human eye cannot distinguish more than 256 levels. This particularity is not decisive for the applications targeting general classes of land cover. However, it can become crucial when small elements or details must be highlighted. The analysis of EO imagery can provide an advantage over visual inspection.
Much more insight over the Earth surface can be obtained based on the ability of sensors to capture energy outside the visible portion of the electromagnetic spectrum. Images obtained by measuring microwave, ultraviolet or infrared radiation will provide information that the human eye is not able to perceive, increasing thus the gap between the knowledge about scene and its actual composition. Structures have a unique way of reflecting the radiation in each portion of the electromagnetic spectrum. Besides revealing properties about the elements constituting the objects, EO sensors provide single spectral signatures that support a deeper land cover analysis where a semantic class can be divided into further semantic subclasses (i.e. inside an area of woodland we ca differentiate several areas of forests, based on the trees species, soil types can be differentiated). Exploiting this particularity of EO data in the image analysis process usually complements the visual interpretation.
The variety of EO sensors is increasing the sensory gap. The available instruments so far provide a rather large number of different perspectives on the scene geometry and reflected radiation due to different acquisition manner. The same object can be described using different energy signatures: microwaves in the Synthetic Aperture Radar (SAR) images and visible, ultraviolet and infra-red electromagnetic radiation in the multi-spectral data. An example of three different representations, underpinning complementary information, is showed in FIGURE 2. Illumination, acquisition mode, acquisition angle are just some more factors influencing the sensory gap. However, their impact is minor. Therefore, the framework proposed in this paper will focus mainly on providing a solution to cope with the differences introduced by the variety of EO sensors and their characteristics (spatial, spectral, radiometric resolutions).
The development of several sensors targeting specific information comes as a consequence of current needs and applications. For this matter, either optical or SAR data, together with their properties, impact the data understanding and interpretation process, for both human and computer based analysis. Same objects will have different representations for different acquisition modes, spatial and radiometric resolutions of the remotely sensed images. FIGURE 3 presents a comparison between different satellite images with spatial resolutions ranging from 30m to 0.5m, covering the same area over a region in Constanta, Romania.
The lower resolution images reveal the information regarding the land cover, while the high resolution ones highlight specific elements, such as buildings and industry structures. Besides, the details regarding the same structure are not as expressive in Sentinel-1 SAR images as they are in Sentinel-2 optical images. Additionally, SAR data tends to emphasize structures with high reflectivity/backscatter. 
III. FRAMEWORK FOR IMAGE INFORMATION MINING AND KNOWLEDGE DISCOVERY
As presented in the previous section, the remotely sensed object can induce different opinions over its nature, compared to the actual structure as perceived on the ground. Moreover, each EO sensor provides distinct information about the objects within the sensed scene, as per its designated purpose (i.e. optical imaging, thermal imaging, radar imaging, etc), making it hard for the machine to obtain a description matching human understanding. In our attempt to overcome the problem of EO data variety in the data analysis process, we introduce a compound, yet simple, framework for image information mining (IIM) (FIGURE 4). The procedure is targeting EO data in general, optical and radar imagery, adapting to the particularities (mainly to spatial and spectral resolutions) of each acquisition sensor. The user's intervention is required in the beginning of the process. He must define the size of the grid used to cut the scene into patches. A single patch becomes the main semantic element composing the image. The data turns into a collection of basic elements expressing those local features serving the definition of the overall scene understanding. Further spatial dependencies will be defined through a data modeling process aiming at grouping similar neighboring areas and transposing the data into a semantic annotation map. As each type of EO image and application requires a dedicated process, the data model selection is sustained by a rate-distortion analysis. Its goal lies in outlining those hidden VOLUME 6, 2018 relationships imposing the number and the geometric shape of the classes that best matches the user's perspective over the ground structures. As a result, the system presents to the user the appropriate number of distinct object categories best approximating the semantics of the selected scene given the statistical modeling. This information can be of great help for the user to understand the data and to support further selection of training set for scene classification. The chosen samples will serve two purposes: 1) to exploit the particularities of the data and transpose them into an individual procedure for feature extraction and classification; 2) to generate, based on the corresponding feature vectors, a data model that will be applied to the entire scene. The main innovation of this framework consists in the fact that it can create a distinctive procedure for each analyzed scene, tackling the issue of ''sensory gap''. We envisaged a list of several feature extraction and classification algorithms and methods for the content based analysis, aiming to highlight spectral, texture or contextual characteristics, in an unsupervised or supervised manner. For the image information mining procedure to be complete, the user is able to verify the obtained results against a reference data set.
Consequently, we propose a modular structure, where each of the six main component elements has a well-defined purpose:
-Repository -to store the data; -Control unit -enabling the selection of parameters for further processing; -Feature extraction module -includes several algorithms for image characteristics analysis; -Classification module -integrates different machine learning techniques for data modeling; -Validation module -where the results are compared against reference data; -Graphical User Interface -enables human integration into the process for the active learning techniques, data validation and results visualization. In the following sections, the authors unravel more details, as well as the methods and algorithms considered for the proposed framework.
A. REPOSITORY
The data repository refers to a structure designated to host large collections of heterogeneous EO images. It is desirable that the user can access this data in the minimum amount of time and retrieve basic metadata such as type of acquisition (multispectral or radar), quick preview and cloud coverage. This means that the general understanding of ''storage'' is not fulfilling the needs for the EO domain.
The proposed framework envisages a database to enable data partitioning and further ingestion of computed features, scene classification and reference datasets. A built-in project handler is responsible to store the main settings and intermediate results provided during the human machine interaction. This fact will ensure a fast transfer between the data and the processing unit. Also this will be of real importance in further analysis and assessments specific to each application scenario.
B. CONTROL UNIT
The variety and volume of EO imagery render significant information. Storage, management and access are mandatory, however, not enough to fully exploit that information. The list of separable patterns is expanding with every data analysis technique employed. The challenge consists of finding the method that is able to discover the most relevant content description with respect to the human understanding. It is known that the objects can be easier outlined from the rest of the scene if the image is analyzed at the pixel level. However, in order to reduce the influence of hazard and accidental grouping inside the scene, a region based analysis is more appropriate. The patches are the natural semantic units of a scene, in the sense that they contain a simple structure of objects, which can be labeled. Working with large areas of an image or with the whole scenes can lead to a generality lack.
This approach entails feature extraction and classification in the attempt to highlight those groupings carrying a semantic meaning for the user. At this point, the most important issue to be considered is the choice of the information extraction method to be employed. For this reason, the control unit is the core of the proposed framework. Its main role is to ensure that all the process is entirely lined up and correlated with the data content. Therefore, this unit will gather the user preferences and command the rest of the process. It demands the definition of five categories of parameters: the patch size, the number of semantic classes, a set of samples from each expected semantic class, the feature extraction algorithms and the classification methods. Setting appropriate values for these parameters is the main challenge of the information mining process and the scope of the control unit.
This paper introduces an innovative approach where the user must define only two of the five parameters, leaving the system to automatically suggest optimum values for the other three. The parameter selection can be considered as the baseline of the human-machine dialogue, where each participant is contributing towards the final decision regarding the image information extraction. The flowchart in FIGURE.5 illustrates that the user starts by choosing the patch size, with respect to his interest on the scene content.
We reach next a much debated topic, the number of distinguishable groups of elements able to express the semantics inside an EO image. We believe that information theory provides a coherent solution for this problem. Each object on the Earth surface is responsible for the generation of a measurement (i.e. the pixel value sums up the radiation reflected by that object) as a form of incertitude regarding the interpretation of reality. The aim is to transform these measurements into mutually exclusive areas and label them based on the similarities they share. The homogeneity of the areas is determined with respect to a set of discrete properties, such as spectral, texture or contextual features. All of these characteristics try to go beyond the perception of the human eye, as the recorded measurements do not always correspond to the visible electromagnetic radiation. The algorithmic process uses numeric resemblance to define groupings, propose classes of objects and express semantics. In order to align human and machine understanding and correlate them with the real land cover, the main challenge is to identify the amount of uniform areas for which one is able to generate classes of objects with semantic meaning and a unique symbolic representation. In the field of information theory, rate distortion theory is to provide the best source coding, eliminating redundancy [15] . The core of the processing lies in the minimization of the mutual information computed between the EO imagery and its semantic representation. When applied to our problem, the rate distortion function indicates the optimum number of groupings (classes of objects) that best estimates the Earth surface.
The control unit includes this analysis and hence, it automatically provides an estimation of the optimum number of semantic classes that machine can separate, given the image particularities. The user will take the result as a suggestion, a reference to consider when setting the parameter into the framework.
The next step in the parameter selection flowchart refers to the definition of a training data set that will be employed by the supervised classification methods we describe in the following sections. The user is responsible for this action and the main concern will be to extract the most relevant patches for each of the semantic classes. The control unit upholds the samples selection and storage into the repository for further use.
The last parameter to be defined enables the data processing itself. A variety of techniques for feature extraction and classification where introduced over the years, however the discussions did not converge to a conclusion regarding the best performances when applied to the EO imagery. As the available data is increasing and the CBIR approaches are evolving, the opportunity arises to learn from small amount of data and extent the knowledge to the full scene. In this regard, the training data set selected for scene classification, will also serve as reference data collection to help the identification of the most suitable data processing technique. The control unit will automatically demand the computation of all the ''feature extraction algorithm -feature classification methods'' combinations, together with a validation measure attached. The user will be informed on the performances that the available techniques can deliver for the analyzed image and provide guidance for a tailored selection of the methods and algorithms to be used to obtain the final result. Each EO image will be the object of a specific processing chain underpinning the particularities of the data. However, the double role of the training dataset can be a drawback for the proposed framework because the user will be compelled to create a consistent collection in order to provide reliability to the validation measures computed.
C. FEATURE EXTRACTION
In most of the data representation approaches, specific classes in the image being analyzed are grouped according to some dominant characteristics like coarseness, contrast, color distribution or directionality. Considering the diversity of image discernible properties, feature extraction methods sensitive to spectral, texture, and shape information have been proposed. The data is thus divided based on its informational content into multi-dimensional feature vectors, a mathematical representation of the image properties.
Due to the fact that remote sensing data is measured within specific wavelength intervals, there is no general rule that can be applied to create a universal information retrieval procedure regardless of the data being analyzed. In most of the cases we have to use specific algorithms for specific types of data. Furthermore, in the context of image indexing, most of the methods are based on identification and classification of image texture, image intensity or by using statistical models.
1) SPECTRAL ANALYSIS
The properties derived from the spectral values of the image pixels are efficient and easy to compute, compared with other feature extraction methods, being used on a large scale in scene classification and CBIR applications. Their most important advantages lie in the simplicity of extracting color information about the structures in the scene and the ability to represent the visual elements.
Some of the common spectral features for remote sensing image analysis are color histograms [9] and color moments [24] . Other methods are based on color coherence vectors [25] , color correlograms [26] and even on the dynamic color distribution entropy of neighborhoods [27] . Furthermore, in EO image analysis, specific feature extraction methods based on the spectral indexes [28] have emerged due to the high spectral resolutions provided by the multispectral remote sensing sensors.
In the frame of spectral analysis, the proposed approach includes algorithms to compute features based on Spectral Histogram and Spectral Indexes. Those features are efficient and easy to compute [18] .
2) TEXTURE ANALYSIS
The purpose of texture analysis is to quantify intuitive qualities of an image described by terms such as rough, smooth, silky, or bumpy as a function of the spatial variation in pixel gray levels. Dedicated procedures can be helpful when VOLUME 6, 2018 objects in an image are mainly characterized by their texture instead of intensity, and traditional thresholding techniques cannot be used effectively.
The utmost employed statistical approach for texture analysis is the grey level co-occurrence matrix (GLCM). Introduced in [22] , it was the first approach to describe and classify the texture inside an image. Haralick's GLCM approach assumes that texture can be represented using pure statistical description. The work in [23] states that for a better description of texture it is advisable to combine geometrical structures with statistical ones, such as in the case of the Statistical Geometric Features method.
Recent experiments in the field of EO data processing have revealed good results for texture analysis based on Gabor filtering [18] and Weber Local Descriptors [19] . The two algorithms have been included in the feature extraction process.
3) CONTEXTUAL ANALYSIS
Currently evolving texture analysis and local feature extraction techniques have led the way to mixed feature methods, that are joining texture and spectral features in the same descriptor, and also to Bag of Words (BoW) based methods, which are relying on learning dictionaries of visual words. Even though BoW was initially used for video search, a lot of derivate methods that emerged from it could solve problems like image classification, image retrieval and object recognition.
In the remote sensing community this technique has been recently introduced for image annotation, object classification, target detection and land use classification, and it has already proven its discrimination power in image classification [29] , by performing a vector quantization of the spectral descriptors in an image against a visual codebook. In the BoW framework, there are several ways to generate the visual codebook. Even though K-means is the most common clustering procedure used to produce a code list [30] , there are some attempts in using random dictionaries [29] . Depending on the features involved in the codebook generation, different classification results may be obtained.
The proposed framework considers both approached for contextual analysis. Joint features such as Gabor-Histogram Descriptor and WLD-Histogram Descriptor may be computed to provide one of the top precision score in literature for EO image classification [18] . For the BoW based descriptors, the authors focused on Bag of Spectral Indexes, a particular descriptor that is providing enhanced features for EO multispectral image classification [42] . The last one cannot though be applied to SAR imagery.
D. FEATURE CLASSIFICATION
Classification is a process employed to assign a class label to a set of measurements [31] . If the desired output consists of one or more continuous variables, then this process is referred to as a regression [33] . Moreover, the applications in which the training data comprises examples of the input vectors with their corresponding target vectors are known as supervised learning problems. For that particular situation when the training data consists of a set of input vectors that does not have any corresponding target labels, we are dealing with an unsupervised learning problem. This time, the purpose is to discover groups of similar examples within the data, whether they correspond or not to a visual, recognizable element.
Common classification procedures use, among others, minimum distance, maximum likelihood, Mahalanobis distance, parallelepiped algorithm and expectationmaximization. These algorithms are simple and can perform very fast. For remote sensing image classification, the use of classical approaches does not provide best results. New classification algorithms based on fuzzy logic have emerged. Experiments have showed that fuzzy algorithms can deal with mixed pixels and improve the accuracy of the classification [32] . Fuzzy equal relationship, fuzzy ISODATA, fuzzy synthesized judgement or fuzzy language are just some of the most popular techniques. Another special category of classification algorithms uses neural networks, such as multi-layer perceptron network (MLPN), radial basis function neural network or fuzzy self-organizing neural network. These classification algorithms are more complex, but provide enhanced accuracy of the classified data.
Given the fact that knowledge transfer from user to the machine is a central issue of the proposed framework, supervised learning actions are envisaged. Support Vector Machine (SVM) [35] , [36] algorithms and k-Nearest Neighbors (kNN) [37] , [38] classification algorithms were included. The aim is to model the EO images according to the training set provided by the user and a series of precomputed feature vectors describing the data content. To define the proper feature vectors is usually a challenge in the remote sensing application. Therefore, unsupervised classification methods are recommended to highlight data driven patterns that are naturally formed through statistical computation and guide further selection. Thereby, the authors included the k-means algorithm [34] to algorithmically outline those groupings to whom a semantic meaning can be attached.
E. VALIDATION MEASURES
The remote sensing process provides a set of measurements on the environmental condition as an additional information to the human knowledge. The data mining procedure aims at a joint exploitation that goes beyond the common knowledge and reveals the hidden information that is correlated to the human understanding. In other words, computer based processing is used to estimate facts about the land cover and surface transformations. Ambiguity is expected, therefore, validation metrics were developed to quantify the similarity degree between the estimated information and the perceivable situation. Generally, the uncertainty measured is influenced by the nature of the experiment. There is no universal metric that is widely recommended for computer simulations and human interpretation [39] . An evaluation of the most common validation metrics is presented in [40] . The type of data and the user bias have a great influence on the predictive capabilities of data collections exploration process. Efficient EO image information mining requires a set of methods and algorithms that are fit for the image content they analyze. The metrics become a tool to assess the model quality and select from the list of available techniques. The interest is to obtain an accurate representation of the real word from the perspective of the data properties and its role in the EO applications. For the proposed framework, individual PrecisionRecall curves are helpful in identifying among the potential groupings inside the data, the ones for which good matching to the users' interpretation is reached.
The proposed concept offers flexibility and interoperability to the user, generating those results that best fit the application scenario. The architecture of the proposed framework was designed such that new methods and algorithms can be added to the process, as long as a general data representation scheme is preserved. There must be an input / output correlation in order to avoid system and algorithmic errors. The feature extraction is computed independently of external factors. Nevertheless, data classification requires human intervention for feature selection and, sometimes, for training. The graphical user interface (GUI) will translate the user's perception and understanding of the scene into numeric indexes and statistical dependencies that will serve the information mining process. It assists the transfer between the human language and the machine representation, as defined in the next chapters. We can consider the interaction between user and the machine as a dialogue, where communication behavior guides the computational process through a set of elements. These elements are in fact the parameters in the control unit. By changing them, the human transfers his opinion to the machine in a way that is usable for it. The user integration in the process tries to reduce the ''semantic gap'', as described next.
IV. ADD SEMANTIC MEANING TO THE DATA
Most of the CBIR presented in the literature are facing serious issues regarding the semantic consistency of the information the machine considers relevant. The description that humans attach to an image is almost always related to visual elements that the eye can perceive and to the contextual relationships that the brain can comprehend. Although intensely debated, the lack of coincidence between the results of data processing and the user interpretation is yet a problem to be solved [12] . Periodic emergence of new types of data, due to the development of satellite missions, entails the definition of different pattern recognition approaches. The focus is to maintain the data-driven observable connected to the level of semantics and to human awareness.
The proposed concept tries to bridge the semantic gap by using a set of parameters to strategically guide the data modelling inside the information extraction procedure. A certain flexibility is assumed, turning the issue of unsupervised analysis into a user based parameter selection task. A common ground is thus defined between the mathematical handling of the full EO data and human interpretation based on visual data recordings. This turns into a matching problem between numerical similarities, obtained through acknowledged pattern recognition techniques, and semantic groupings, resulted after the human's inspection on visual elements (FIGURE 6).
FIGURE 6. A comparison of EO data interpretation between human understanding and computer perception.
The general idea behind the presented framework envisages the knowledge transfer from the user to the computer based on hierarchical representation of the data content. There will be at first a data decomposition into a set of basic elements with no visual meaning. Considering these numerical patterns, the literature offers a full set of algorithms capable to highlight specific features which can be linked with perceivable characteristics, such as color, texture or shape. At this point, the mathematical associations start to be adaptable and the user can enforce his judgement on the data processing results. The development can continue, and complex structures can be revealed if the proper feature combinations are identified. Mathematical and cognitive similarities can be correlated, as observable structures, with semantic meaning, are targeted. FIGURE 7 illustrates the hierarchical content representation supporting the analogies between human and machine understanding of the EO data. Along with the decomposition of the EO data, the set of points restraining the information extraction process is VOLUME 6, 2018 underpinned. The corresponding parameters allow the user to interfere with the machine learning process and try to wrap the mathematical modeling around the perceivable elements. Usually, there are few situations when the visual aspect is entirely embodied into the mathematical model. The struggle is however to identify those algorithms and adjust the parameters that best fit the data content in terms of semantics.
Given these considerations, the environment created by the proposed framework supports the human machine interaction in the sense that the core data model is defined in an attempt to harmonize the visual similarities with the groupings obtained by data processing. For this reason, the first step is to perform an unsupervised classification, such that the user to gain an insight on the numeric characteristics of the data. Then, he will preserve only the most semantically relevant samples from each class and provide them as a training set for the machine learning algorithms to adjust the data model. New visual rules will complement the mathematical relationships in order to separate classes of elements in strict correlation with human understanding and data properties. There is thus the promise of results for scene classification that will combine similarities by computation with the real meaning of the scene.
V. PARAMETER SETTING
An overview of the article so far reveals a modular framework for EO image information extraction that aims to bridge the semantic and sensory gaps caused by the EO data variety and the human's lack of ability to perceive data as a whole, beyond the visible domain. Unlike other CBIR approaches, this concept integrates a complete set of feature extraction and classification algorithms. The control unit provides full access to the user, enabling the data process configuration at his choice. This is a four steps task, and the parameters to be defined are presented in Section III. B (FIGURE.5). On this line, a set of additional constraints will add the human understanding to the data-driven computation. Further, the article details the way the parameters impact on data modeling, with respect to semantic interpretation.
At first, we introduce the patch, a parameter that is directly responsible for laying the foundations of the semantic meaning concept. It narrows the size of the searchable patterns composing the data. It also withholds the human's attention on configurations bound by visual and spatial relationships. The patch size is correlated with the amount of details the user is interested in distinguishing inside the scene, but also with the spatial resolution provided by the acquisition sensor.
For instance, in the case of a 30 m resolution image, one can't expect to discriminate objects like trees, gardens, houses, or even neighborhoods. It is more likely to search for general category of elements, such as urban area, forest or agriculture. Given their usual coverage, small patches of 25-50 pixels can be regarded as an element purely describing such structures, particularly for a 30 m spatial resolution image. However, for a higher level of semantics, such as ''harbor'', ''forest outside the city'' or ''rural area'' the size of the patch shall reach 100-120 pixels, in order to include a combination of two or three general categories of elements. As the patches get larger, the information is more uniformly distributed and separation between different classes becomes difficult [19] . We face a similar analysis for the case of very high resolution. Smaller patches tend to become a discriminant feature pattern for the discernible structures, while larger patches enclose a mix of elements whose scale and spatial interaction will determine the human understanding. From the semantic point of view, the size of the patches can have the same value as in the case of low resolution image data. Let us consider the case of a 2 m spatial resolution image. The user expects to distinguish precise objects, like buildings, construction sites, sport and leisure facilities, streets, water courses, types of crops and so on. A square area with a 50 to 100 m length side will capture the core features of these elements, while 200 to 240 m length side square area is large enough to outline groups of elements with semantic meaning.
In order to illustrate the impact that the patch selection has it on the understanding and analysis of EO images, FIGURE 8 presents various patches of different sizes, cut from images acquired over the same area with several sensors. If we consider the same patch size for all the images, we observe that the higher spatial resolution provides more details about the scene. On the other hand, larger patches tends to include groups of structures whose interpretation require contextual analysis. The purpose of the patch size is to enhance the aspects of the data content that are related to the final CBIR application. The information extraction framework creates knowledge in response to the idea of an use case scenario. As the variety and complexity of data prevails in the EO domain, a content based analysis can always result in different interpretations and concepts. There are two main levels of search: conceptual level and syntactic level [16] .
The first approach requires a certain amount of knowledge over the scene. Usually, when searching for a particular category of elements, the user is familiar with the meaning of the target. The object is easy to spot through the visual analysis, but the computer is not able to provide the same performance. Human input and a smaller patch are appropriate when trying to draw boundaries on regular areas. In the case of syntactic level, the user is aiming for the visual composition. The scene is not analyzed by singular objects but by the way they interact and form vicinities. These association provide high level semantic to an image. Larger patches are opportune for the applications where contextual information is preferred over the homogeneity based characterization.
The second parameter controls the partitioning of the image content into classes of similar patterns. From the computers' point of view, these patterns could stand for feature vectors compressing statistical characteristics. However, the user may consider them visual elements that support the definition of semantic meaning. Extremely debated topic in the literature, the image partitioning aims at enhancing the content based information with respect to the application, and not to describe the image entirely. In the context of the proposed framework, the challenge is to identify the image content representation that best fit the user understanding. Ideally, the number of computed classes must equal the number of visual element categories. The rate distortion theory will provide an estimate of the best possible representation achievable. Such an estimation of the optimum number of classes for Sentinel 2 data classification was presented in [19] . For the current paper we consider the same approach. We perform a k-means classification using Gabor_Histogram [18] as descriptor. The number of classes will range between 2 and 100 and the mean square error will be computed between two image classification results obtained with consecutive numbers. The unsupervised clustering process will reveal the patterns that are naturally grouping by data processing. The resulted associations are entirely based on statistical similarities and they offer the machine's perspective on the data. The Gabor-Histogram descriptor provides a complex description of the content characteristics because it underpins spectral and texture features at the same time. Experiments have shown that data analysis approaches based on this descriptor perform well, guaranteeing a precision above the mean for several types of EO data [18] .
The rest of the distortion could be adjusted further through a proper tailoring of the feature space representation for the data content. Spectral, texture or contextual characteristics are influencing the image representation, in both cases of data numerical processing and visual analysis. Each feature extraction algorithm will highlight a particularity of the image and each feature classification method will imprint on the way the identified patterns will cluster. Then, if the feature extraction is generating a low dimensional space with a lot of points, classification methods such as k-NN tend to perform a better separation. Instead, for a high dimensional feature space with few points, SVM algorithms will outperform the rest of the classifiers [41] . Altogether, these methods will act upon encoding the information in a hierarchical structure, where the intermediate layers are connected such that they restore the relationships perceived visually by the human eye. Nevertheless, the relevant information is changing from an application to another and depends on the properties of the data. An important parameter refers to the selection of the techniques that estimate best the associations of visual perception.
Defining an algorithm able to automatically determine perceivable interactions is rather utopic in the context of EO data. It is more likely to learn the semantics of an object from their appearance. Pattern recognition has been successfully integrated into the classification process [17] . Therefore, the last parameter required to bridge the semantic gap is a training data set to illustrate the human vision with respect on the representative categories of elements that carry a meaning. The selected samples must contain observable signs and symbols whose interaction is able to generate relevant information for each of the semantic categories considered. We established that the proper number of distinguishable and understandable classes is estimated through a rate distortion analysis.
The modularity of the proposed framework reflects in a divided process, where each step has a clear focus and can be adjusted based on a well-defined parameter. This approach results in a hierarchical representation of content data. In order to accommodate with the mathematical processing, the human interaction with the computer will follow the same hierarchy and guide the semantic annotation layer by layer.
VI. HUMAN MACHINE COMMUNICATION
The human-machine communication (HMC) is performed by means of graphical user interface (GUI). This creates automat associations between human reasoning and the numeric representation. The semantic meaning will correspond to a high level of image abstraction. The HMC concept is amplifying the capabilities of the proposed IIM framework, as the user is passing its knowledge to the algorithms, acting similar to a high level semantic indexing procedure.
The dialogue between the user and the computer is based on a language with discrete entities approximating the semantic meaning of human language. These entities are defined in terms of feature vectors and they express content characteristics that the user is able to confirm visually. The implementation of such dialogues in CBIR approaches is difficult, but the user integration into the processing cycle will reduce the semantic gap between data representation and the actual meaning of the data. The development of a HMC mechanism is important, together with dedicated algorithms to define ''signal -symbol -signal'' analogies. The knowledge transfer will be provided and the correct perception of the VOLUME 6, 2018 information will depend on its representation and not on its shape.
In the perspective of information theory, EO image is the result of a stochastic process and the pixels are a realization of a random variable that caries information in the form of uncertainty. The image information extraction implies the detection of the land cover structure defined by the recorded measurements. From the machine's point of view, this is a mathematical modelling problem. The human instead, will address the subject like a perceptual process, mainly based on visual interpretation and cognitive modeling. To this aim, it is imperative to define explanatory conventions for the content of an image, such that both mathematical and perceptual association are correctly expressed. We assume that a symbolic representation is the most appropriate way to express the common understanding.
There are four main categories of symbols to be employed: the patches (considered the smallest element of the images), the descriptors (feature vectors extracted from the patches), the classes of elements (groups of similar descriptors, patches sharing similar visual characteristics), semantic labels (classes of elements annotated by the user, in agreement to his perception). The machine is extracting step by step these categories of symbols from the data. The HMC is hierarchically performed. The human interaction is required at each level and it can be defined as a parameter setting. The information representation is shown in FIGURE 9. The way that the information is compressed in symbolic representation resembles to a coding and decoding process. The image is resumed to a series of component elements that are further clustered by means of similarities. New content composing rules are discovered and the focus will be on restoring the image in the shape of a map trying to reproduce the semantic content of the original image. A communication channel may be imagined (FIGURE 10) . The image represents the transmitter and the semantic annotation, the receiver. The information content is gradually codded, such that the correct message reach the destination. Any losses due to the symbolic approximation are considered to be a perturbation effect. The proposed image information mining framework is wrapped around such a communication channel where the computer tries to discover the relevant information about land cover hidden in the EO data. As expected, transmission is not perfect. Nevertheless, the perturbation effect is limited through the user interaction. Appropriate tools are provided by the GUI to the human in order to help him assist the machine during the process. A dialogue begins: the user is setting the parameters, while the computer provides adequate response. The values defined will be considered as input data. by the software modules. The processing is completed and the machine returns the results to the user through the GUI. During the dialogue, the database is accessed to read the data and save the feature vectors and semantic annotation. The GUI acts like a connection point, translating the user's vocabulary to the computer and vice versa. FIGURE 11 presents a state diagram for the human -computer interaction. Each step requires that a certain type of information to be transmitted between two component elements. TABLE 1 outlines the main technique employed to transmit the information and the relevant category of symbolic representation for each step.
VII. PROPOSED WORKFLOW
After presenting all the details of a conceptual framework for EO image information extraction, the paper continues with the engineering approach and experimental results. For the implementation of a prototype software system, we used ''.Net'' environment and open source libraries like GDAL and OpenCV.
The proposed architecture follows the same logic as the conceptual framework in FIGURE 4, with the main difference that process is not structured based on types of analysis (i.e. feature extraction, feature classification), but on groups of activities controlled entirely by a specific parameter. The diagram illustrating the workflow (FIGURE 12) includes six main software modules. 1) Data reader module, 2) Patch selection module, 3) Module for detection of optimum number of classes, 4) Module for detection of the best feature extraction method suitable for the input dataset, 5) Feature extraction and classification module, 6) Graphical user interface. The order to set the parameters during the data processing determines the interaction between the software components.
In the beginning of the process, the machine must identify the image type (i.e. multispectral or radar image) and convert it to a specific data format in order to browse the metadata and plot the geospatial data. Further, the definition of the patch size will enable the software to display a grid over the image. The user will be able to assess the computer understanding on the image partitioning and decide what the best patch size for his interest is. Once this step is completed, the computer will enter an iterative process with the purpose of pointing the optimum number of classes with respect to the analyzed data. When displayed, the rate distortion function will indicate an interval used for choosing the best number of classes in the analyzed image. After deciding how many relevant classes he is able to visualize inside the data, the user is compelled to build a dataset that includes samples from every class. Part of this selection will be employed as a training set for supervised classification methods, while the entire collection of samples will stand for a reference data set. The feature extraction and feature classification algorithms will complete a puzzle that the computer must solve. The solution consists in the data analysis procedure that provides the higher percentages for precision and recall. Once identified, it will be extended to the full EO image. The final scene classification will be displayed tot the user.
VIII. EXPERIMENTS AND DISCUSSION
In order to illustrate the capabilities of the described framework, we propose an assessment of a 2500 sq. km area picturing Bucharest, Romania, and surroundings. For this particular region of interest we considered 4 images, acquired with 4 different EO sensors: Envisat, Sentinel 1, Landsat 8 and Sentinel 2. The purpose of the experiment is to demonstrate the flexibility of the approach when dealing with heterogeneous data sets (both multispectral and synthetic aperture radar imagery).
Each image will be modeled using the same number of classes. We opt for a limited number of general land cover classes correlated to visual elements carrying a semantic meaning to the user: forest, agriculture, water, sparse urban and dense urban. The plan is to study the prototype system's behavior under real experimental conditions. For each EO image, the test requires the identification of the most efficient data processing technique. The obtained results are expected to be similar, but not identical. Much of the differences are due to the sensory gap (different sensors measure the Earth's surface differently). Moreover, each type of data will require a particular analysis technique, generating even more distortions between the final results.
Since the experiment envisages the retrieval of classes with general meaning, the patch is compelled to include only patterns representative for the selected class. They will be associated to visual symbols. Therefore, we will link the size of the patch to the size of a ground area and preserve the value for all the analyzed images. For this experiment, we consider a 60 × 60 square meters area as a relevant visual symbol.
A reference dataset of 630 patches was built for each image in part. The selection of patches was thus made simultaneously from all the images. The user selected the visually relevant samples for each class by looking at a single image. The machine withhold the geographical coordinates and cut the same area from the other images. Human perception may be influenced by the results of the imaging technique provided by different EO sensors. For the sake of the experiment, the purpose was to avoid supplementary distortions and the computer to learn about the data and model the scene according to the same amount of knowledge. The training set includes 10 samples of each class, while the entire user selection goes up to 140 patches for individual classes picturing forest, agriculture, sparse urban and dense urban. The poor water coverage identified in the area resulted in a smaller set, of only 70 patches comprising that class. 
A. 1 st USE CASE SCENARIO: ENVISAT IMAGE ANALYSIS
For the first use case scenario, the analyzed data was provided by the Envisat sensor. This is the case of a 30 m spatial resolution synthetic aperture radar image. A preview of the data is illustrated in FIGURE 13 . The size of the patch is 60x60 pixels. The rate distortion analysis recommends that the image classification to have at least 5 semantic categories of elements, but no more than 15 (FIGURE 14) . Consequently, the initial setting ranges inside the optimum interval.
FIGURE 15 provides an insight on the sensor's record over the areas containing forest, agriculture, water, sparse urban and dense urban. Further, the data was modeled using all the combinations feature extraction -feature classification that can be achieved using the algorithms included in the prototype software. The list includes 2 supervised classifiers and 5 feature extraction algorithms, excluding the methods dedicated to the multispectral analysis (Spectral Indexes and Bag of Spectral Indexes). The precision and recall computed against the reference dataset is presented in TABLE 2. We can observe from the table that all the patches including water were fully retrieved. However, SVM learning based on Gabor_Histogram descriptor has the highest average recognition of all the 5 classes (FIGURE 16). We applied this procedure to the entire scene and the result is illustrated in FIGURE 17.
B. 2 nd USE CASE SCENARIO: SENTINEL 1 IMAGE ANALYSIS
In the second use case scenario, the focus is also on a synthetic aperture radar image (FIGURE 18) . The acquisition sensor, Sentinel 1, encourages the discernment of details up to 10 m spatial resolution. The size of the patch is 60x60 pixels. Following the rate distortion analysis it appears that the optimum number of classes ranges between 5 and 15 (FIGURE 19) . The initial setting ranges inside the optimum interval. for SAR imagery. The feature extraction -feature classification combination that provides the highest average semantic recognition is Gabor descriptor -SVM classifier (FIGURE 21). TABLE 3 presents a more detailed information regarding the precision and recall of the other combinations. The Sentinel 1 image classification using Gabor descriptor and SVM classifier is depicted in FIGURE 22.
C. 3 rd USE CASE SCENARIO: LANDSAT 8 IMAGE ANALYSIS
The third experiment will address the analysis of a 30m spatial resolution optical image (FIGURE 23). Landsat 8 is the acquisition sensor. The size of the patch is 20x20 pixels. Samples from the training set are shown in FIGURE 25. As expected, the multispectral images enable the discernment of more semantic classes. The interval suggested through the rate distortion analysis lies from 5 to 20 (FIGURE 24) .The information extraction process is a little more performant when dealing with multispectral images. There are few situations when one or two classes are retrieved 100% (TABLE 4) . However, the highest average recognition of all the 5 classes is obtained when the BSI descriptors are grouped using the SVM learning method (FIGURE 26) . The final Landsat 8 image classification result is presented in FIGURE 27.
D. 4 th USE CASE SCENARIO: SENTINEL 2 IMAGE ANALYSIS
For the last use case scenario we considered a Sentinel 2 multispectral image (FIGURE 28). All the spectral bands were resampled to the best spatial resolution that is 10 m. Consequently, the patch size is 60×60 pixels. The rate distortion function is pointing a 5 to 20 number of classes (FIGURE 29). Samples form the training set are shown in TABLE 5 explains how well the data processing adjust to the human perception. The highest average retrieval is provided when the content is described in terms of Gabor descriptor and the semantic associations are performed by the SVM classifier (FIGURE 31). FIGURE 32 illustrates the best achievable classification result for the Sentinel 2 image. 
E. DISCUTIONS
There is a certain similarity between the 4 classification maps. There are visual elements expressing well known land structures whose symbolic representations are correlated with the user knowledge in all the experiments. Morii, Lake, Mihailesti Lake, Baneasa Forest or Raioasa Forest (FIGURE 33) are reference elements for the analyzed area.
TABLE 6 introduces an analytical comparison between the average achievable precision and recall for the described experiments. A rate of the obtained semantic coverage proves the capability of the framework to learn visual perception from the human interaction. Besides the flexibility and versatility, the approach has two important drawbacks. Firstly, the user must put more effort to create a relevant test dataset. This has to include a significant number of samples, larger than the usual training set. Secondly, the results obtained using the created reference dataset are roughly approximating the performance on data modelling. It is likely that the values or precision recall to decrease when the analysis is applied on a larger data set. However, they will indicate the most relevant descriptorclassifier combination for the content of the analyzed image.
IX. CONCLUSION
The paper advances the main aspects and shortcomings arising in the field of EO data processing. Intensively studied over the years, scientific progress is still required as the continuous development of remote sensing technologies yields new challenges with every new satellite mission. The heterogeneity of acquired data is particularly confusing due to the different perception and information the sensors are providing as compared to the human awareness. The literature calls this issue ''sensory gap'' and its main consequence consists in the fact that it prevents the definition of a general procedure for information mining from EO data collection. In this paper, the authors are summarizing all the related issues and their general impact on image understanding. Further, they present an integrated framework for image information mining and knowledge discovery from EO database to overcome them. The proposed procedure is targeting the analysis of EO data in general, offering flexibility and interoperability to the user, allowing him to design and develop unique application scenarios, according to his needs. The architecture is carefully described, with emphasis on the role and the functionality of the five component modules. A review of state of the art techniques for the main processes was meant to support the selection of appropriate algorithms for each function. The proposed approach adds human vision to the algorithmically computation to connect visual elements and similarities obtained by data processing. A dialogue is envisaged to support the knowledge transfer from the user to the computer that results in a hierarchical representation of the data content. The communication is performed by means of a graphical interface and wrapped around a mechanism to define ''signalsymbol-signal'' analogies that enables semantic annotations. After presenting all the details of the conceptual framework for EO image information extraction, the paper continues with the engineering approach and a series of experimental results. There were considered 4 EO images centered on the area of Bucharest city, Romania, acquired by the following sensors: Envisat, Landsat 8, Sentinel 1 and Sentinel 2. The proposed approach has proven to be successful for each of the presented use case scenarios.
