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Stripes and Superconductivity inCuprates
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Abstract
Holes doped into the CuO2 planes of cuprate parent compounds frustrate the antiferromagnetic order. The devel-
opment of spin and charge stripes provides a compromise between the competing magnetic and kinetic energies.
Static stripe order has been observed only in certain particular compounds, but there are signatures which sug-
gest that dynamic stripe correlations are common in the cuprates. Though stripe order is bad for superconducting
phase coherence, stripes are compatible with strong pairing. Ironically, magnetic-field-induced stripe order appears
to enhance the stability of superconducting order within the planes.
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1. Introduction
A quarter century after the discovery of high-
temperature superconductivity [1], the nature of hole-
doped copper-oxide compounds remains controversial.
The theoretical machinery that has been developed to
describe conventional superconductors is built on top
of Fermi liquid theory, but there is considerable ex-
perimental evidence suggesting that the normal state
properties of cuprates are inconsistent with Fermi liq-
uid predictions over much of the interesting part of
the phase diagram. The usual starting point of band
theory, in which minimizing the kinetic energy of the
conduction electrons plays a dominant role, is inad-
equate. Electron-electron interactions play a crucial
role; however, they are not so strong that one can ap-
ply a perturbation theory about the strong-coupling
limit. Interactions and kinetic energy are roughly com-
parable at the doping levels where superconductivity
occurs, and this intermediate-coupling regime poses a
particular challenge to theory.
Experiments indicate that the doped cuprates have a
mixture of characters. To see this, we start with an un-
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doped parent compound such as La2CuO4. This mate-
rial is an insulator with a charge-transfer gap of∼ 2 eV.
Antiferromagnetism develops within the CuO2 planes
as a consequence of strong onsite Coulomb repulsion
between electrons in the same Cu 3dx2−y2 orbital [2].
The effective magnetic interaction is well characterized
by the superexchange mechanism [3], and the magnetic
excitation spectrum is described quite well by spin-
wave theory with nearest-neighbor superexchange en-
ergy J ∼ 140 meV [4].
Things start to change as soon one begins to dope
holes into the planes. In La2−xSrxCuO4, the long-range
antiferromagnetic (AF) order is destroyed by x = 0.02,
to be replaced by a spin-glass phase with incommensu-
rate magnetic order that develops below 10 K; further-
more, there is evidence for phase separation between
the AF and incommensurate phases for x < 0.02 [5].
The rapid destruction of AF order as mobile charge car-
riers are introduced indicates a competition between
the tendency of the holes to delocalize, in order to re-
duce their kinetic energy, and the onsite Coulomb in-
teractions that drive the AF correlations. Part of this
effect can be understood if we think about a single-
band model (Cu-sites only) and consider an individual
hole moving in an AF background [6,7]. An electron
near the Fermi energy moving in the so-called “nodal”
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direction can hop on the same AF sublattice; no spin
flips are involved, so there is no conflict with the AF
correlations. In contrast, an electron hopping in the
antinodal direction, along Cu-O bonds, can only do so
by flipping spins and disrupting the AF correlations.
The impact of the doped holes on the AF background
becomes even more obvious when one takes account of
the fact that doped holes have strong O 2p character,
as a hole localized between on an O between a pair of
Cu ions will induce a ferromagnetic alignment of those
Cu spins [8,9]. In a different direction, there have been
proposals that doping should simply cause the spin cor-
relations to change to a spiral form [10]; however, in
that case, one would not expect to see such a dramatic
loss of order at x = 0.02.
Neutron scattering experiments show that dynam-
ical AF correlations survive in the doped cuprates
throughout most of the superconducting range [11],
but how can a symptom of the correlated insulator
state coexist with itinerant charge carriers?
2. Stripe order
One way for locally-AF spin correlations to coexist
with mobile holes is through the formation of charge
and spin stripes. These stripe patterns are easiest to
analyze when they are statically ordered. Theoretical
motivations for stripes have been reviewed in [12–14].
Experimentally, charge and spin stripe order is actually
quite common in layered, transition-metal-oxide com-
pounds such as La2−xSrxNiO4 [15] and La2−xSrxCoO4
[16,17]. Of course, these latter systems tend to be in-
sulating when stripe ordered. A key difference in the
cuprates is that magnetic Cu ions have a single un-
paired 3d electron, with spin S = 1/2, which is essen-
tial to the mobility of the doped holes [18].
The first indication of an anomaly possibly as-
sociated with stripes was the discovery of a sharp
depression in the superconducting transition tem-
perature, Tc, centered on the doping level x = 1/8
in La2−xBaxCuO4 (LBCO) [19], an effect not ob-
served (or, at least, not as strongly) in La2−xSrxCuO4
(LSCO). An x-ray diffraction study by Axe et al.
[20] demonstrated that La2−xBaxCuO4 exhibits a
subtle structural phase transition at low tempera-
tures that causes orthogonal Cu-O bonds within each
plane to become inequivalent. (The orientation of
the anisotropy rotates 90◦ from layer to layer.) This
structural anisotropy appears to be important to the
development of static stripe order, which was first
detected by neutron diffraction in the isostructural
compound La1.48Nd0.4Sr0.12CuO4 [21]. It proved chal-
lenging to grow La2−xBaxCuO4 crystals at the same
hole concentration, but eventually Fujita and collab-
orators [22] were successful, allowing confirmation of
stripe order in La1.875Ba0.125CuO4.
The phase diagram for charge and spin stripe or-
der in La2−xBaxCuO4 has now been established as a
function of doping through a combination of neutron
and x-ray diffraction, as well as magnetic susceptibility
measurements [23]. While the amplitude of the stripe
order is greatest at x = 1/8, weak charge stripe order
is still detectable at x = 0.095 and 0.155. Measure-
ments by other groups [24,25] are consistent with the
phase diagram after one calibrates the relative com-
positions through the doping dependence of structural
phase transition temperatures [23]. The maximum am-
plitude of the stripe order is correlated with aminimum
of Tc for bulk superconductivity; however, there is ev-
idence of superconducting correlations at much higher
temperatures [26,27], as will be discussed.
An important question concerns the strength of the
stripe order. Does it involve substantial local magnetic
moments or a weak spin-density modulation? How big
is the charge modulation? One measure of the mo-
ment size is given bymuon spin rotation measurements,
which probe the local hyperfine field at the muon site.
Analysis of such measurements indicates a maximum
ordered moment at low temperature of∼ 0.3 µB, about
60% of the value in AF La2CuO4 [28]; this is a sub-
stantial value, considering the importance of quantum
fluctuations. There have also been measurements of
the anisotropic bulk susceptibility on a single crystal
[29]. Below the spin-stripe-ordering transition, a large
temperature-dependent anisotropy of the susceptibil-
ity is found, consistent with what one would expect to
see in an AF insulator. With the field aligned along a
Cu-O bond direction, a spin-flop transition is observed
at ∼ 6 T [29], again consistent with behavior typically
found in systems where a local-moment description is
appropriate.
Regarding the charge, neutron and hard-x-ray
diffraction are sensitive just to atomic displacements,
which provide only an indirect measure of charge mod-
ulation. Abbamonte et al.[30] used soft x-ray scatter-
ing to demonstrate that the charge-order diffraction
peak is resonant at the energy of the O 2p pre-edge
peak in the O K-edge absorption spectrum. This di-
rectly demonstrates that the occupancy of the O 2p
states is spatially modulated with the period of the
charge stripes. Quantitative analysis indicated a sub-
stantial modulation amplitude [30], consistent with a
mean-field calculation by Lorenzana and Seibold [31].
Such resonant scattering measurements have since
been used to determine the charge-ordering phase di-
agram for La1.8−xEu0.2SrxCuO4[32], and to confirm
the charge-stripe order in La1.48Nd0.4Sr0.12CuO4 [33].
Weak incommensurate spin order has also been ob-
served in rather underdoped YBa2Cu3O6+x [34], and
this order is enhanced by an applied magnetic-field. At
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slightly larger hole doping, similar order can be induced
by substituting Zn for 2% of the Cu atoms [35]. While
the observed incommensurability at a given hole con-
centration is systematically smaller than that observed
in La2−xBaxCuO4 [36], the trend with doping and the
orientation of the modulation wave vector is quite sim-
ilar. Very recently, Wu et al. [37] have reported evi-
dence from nuclear magnetic resonance measurements
for charge stripe order at a hole concentration near 1/8
induced by magnetic fields greater than 25 T applied
perpendicular to the planes.
3. Stripe phase is 2D
While stripe order involves a unidirectional modula-
tion, the electronic character of the stripe-ordered layer
is two-dimensional (2D). Model calculations [38] indi-
cate that the Fermi surface corresponding to dispersion
along the charge stripes consists of flat sections in the
antinodal (pi, 0) and (0, pi) regions of reciprocal space,
while the states along the Fermi arc, extending about
(pi/2, pi/2), are much more homogeneous in terms of
distribution in real space. It has been pointed out that
the Fermi arc states have dominant oxygen character,
while the antinodal states have more copper character
[39].
Experimental angle-resolved photoemission spectro-
scopic (ARPES) studies on stripe-ordered
La1.875Ba0.125CuO4 display behavior very similar to
that seen in other cuprate superconductors [40,41].
The spectral function measured vs. energy shows
sharp peaks along the Fermi arc, but much broader
features in the antinodal region. A d-wave like gap is
found along the Fermi arc for T . 40 K, while a some-
what larger gap is present in the antinodal states. The
Fermi arc and antinodal gap have also been observed
in stripe-ordered La1.48Nd0.4Sr0.12CuO4 [42]. Despite
the coexisting magnetic order, there are no obvious
features in the ARPES spectra of either of these sys-
tems that would indicate the presence of stripe order.
Transport properties are also consistent with the
stripe-ordered state remaining effectively metallic.
The in-plane resistivity is dominated by states near
the Fermi arc, and in La1.875Ba0.125CuO4 it retains
a metallic temperature derivative below the charge-
ordering temperature Tco [26]. It should be noted
that Adachi et al. [43] have seen an upturn in the
in-plane resistivity on cooling below Tco; however,
the measurements are challenging due to the extreme
anisotropy of the electronic properties [44]. Optical
conductivity measurements with in-plane polariza-
tion show a narrowing of the Drude peak just below
Tco, consistent with metallic behavior [45,46]. Low-
temperature metallic behavior is not universal for all
stripe-ordered cuprates. For example, significant up-
turns in the in-plane resistivity have been observed in
La1.6−xNd0.4SrxCuO4 [47,48] and there is an absorp-
tion peak in the low-frequency optical conductivity for
La1.275Nd0.6Sr0.125CuO4 [49].
4. Diffraction vs. scanning tunneling
spectroscopy
Real-space modulations of tunneling conduc-
tance have been imaged on cleaved samples of
Bi2Sr2CaCu2O8+δ (Bi2212) and
Bi2−yPbySr2−zLazCuO6+x (Bi2201) [50–54]. The
modulations have a period of ∼ 4 lattice spacings,
which is similar to the charge stripe period in the
nh = 1/8 phase; however, the STS modulation wave
vector decreases with doping [54], whereas the stripe
wave vector increases with doping, before saturating
above nh = 1/8 [55]. Now, these results have been
measured in different systems, so they are not in direct
conflict; however, unpublished data on Bi2201 from
Fujita, Enoki, and Yamada indicate that the doping
dependence of the spin-stripe wave vector is actually
quite similar to that in LSCO. This leads to a chal-
lenge in how to reconcile the results of these distinct
techniques.
It has been proposed, based on ARPES work, that
the modulation seen by STS corresponds to 2kF scat-
tering determined by the parallel Fermi surface sheets
in the antinodal regions [56]. This matches fairly well
in magnitude and doping dependence. On the other
hand, in a recent ARPES study [57], it has been ar-
gued that there is a small but systematic discrepancy
between these quantities. It should be noted that the
“stripe”-like modulation signal in STS is strongest at
a substantial bias voltage, on the order of the pseudo-
gap energy, and the relevant wave vector at that energy
might be shifted from that at the Fermi energy (zero
bias voltage). Furthermore, the pseudogap energy is
measured from these antinodal states, so it seems likely
that they are connected.
If STS is detecting a 2kF-like modulation, it is
not incompatible with stripes. As discussed above,
charge stripes should have Fermi surface segments
in the antinodal regime [38]; however, the associated
modulation would be orthogonal to the charge-stripe
modulation. Parker et al. [53] have shown in Bi2212
that the STS modulation strength and temperature
onset maxima occur close to nh = 1/8, supporting a
connection to charge stripes.
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5. Stripe dynamics
Spin fluctuations disperse from the incommensurate
magnetic superlattice peaks in the stripe ordered phase
[22,24,58]. In La1.875Ba0.125CuO4, the spectrum has
been measured up to∼ 200 meV [59], and it is found to
share the same “hour-glass” dispersion as other cuprate
superconductors [11]. The energy Ecross of the cross-
ing point of the spectrum varies linearly with doping
on the underdoped side, decreasing towards zero as the
doping is reduced. Thus, the upwardly dispersing ex-
citations evolve into the spin waves of the AF phase.
The spectrum below Ecross is strongly modified from
the AF behavior because of the presence of the doped
holes. Many researchers have attempted to explain the
downwardly dispersing spectrum in terms of particle-
hole excitations of a homogeneous system [60]; how-
ever, such a mechanism is challenged when it comes to
explaining a number of the features observed in LBCO.
In La1.875Ba0.125CuO4, the low-energy incommensu-
rate spin fluctuations survive above Tco, indicating the
presence of fluctuating stripes [61]. These low-energy
excitations are very similar to those in LSCO through-
out the underdoped regime, suggesting that fluctuat-
ing stripes are a common feature.
At modest energies, the magnetic spectral weight in
the doped cuprates is comparable to that of AF spin
waves, but Stock et al. [62] have pointed out that the
spectral weight is suppressed above the pseudogap en-
ergy. This observation suggests that particle-hole ex-
citations compete with spin fluctuations, rather than
reinforcing them. Stripe-like segregation of spins and
holes provides a mechanism to maintain AF correla-
tions with local-moment character. There must be a
balance between the AF energy and the kinetic energy
of the holes, so it is reasonable to expect that the stripe-
like correlations will eventually disappear at sufficient
hole density.
6. Stripes and superconductivity
While stripe order competes with bulk supercon-
ducting order, evidence has been found for strong
two-dimensional superconducting (SC) correlations
that begin at a temperature comparable to the typi-
cal bulk Tc [26,27]. It is quite unusual to observe 2D
SC in a bulk crystal, as interlayer Josephson coupling
inevitably leads to 3D SC order. To explain the decou-
pling, a pair density wave (PDW) SC state has been
proposed [63,64]. In the PDW state, the pair wave
function is locally d-wave-like, but it is modulated by
an envelope function that oscillates sinusoidally, with
extrema aligned with the charge stripes, and nodes
centered in the spin stripes.
Berg et al. [65] considered mechanisms that would in-
duce the antiphase coupling of neighboring SC stripes.
A couple of recent calculations based on the 2D t-J
model have identified conditions where the PDWphase
appears to be the ground state. Loder et al. [66] have
analyzed mean field models valid for either small or
large J/t, while Corboz et al. [67] made use of a new
type of variational Monte Carlo scheme for an interme-
diate value of J/t. In the latter calculation, there is no
significant difference in energy between in-phase and
antiphase coupling between superconducting stripes.
Although stripe order can be bad for SC phase coher-
ence, it appears to be compatible with strong pairing.
Kivelson and Fradkin [68] have argued that stripe-like
inhomogeneity can enhance pairing and superconduc-
tivity. Empirically, a close relationship between stripes
and superconductivity is suggested by the fact that
stripe ordering temperatures are always close to Tc val-
ues. Dynamic fluctuations of the inhomogeneity may
be essential for optimizing the phase order at high tem-
perature.
7. Magnetic-field-induced stripe order
It has been known for some time that spin stripe
order can be induced by a c-axis magnetic field [69].
Recent measurements of LBCO with x = 0.095, which
has only very weak stripe order in zero field [23], have
shown for the first time that charge stripe order can
also be enhanced by a field [44]. The presence of the
stripe order appears to weaken the interplanar Joseph-
son coupling, but does not reduce it to zero. Transport
measurements indicate that the c-axis field can can
cause the interlayer resistivity to become finite while
the in-plane resistivity remains zero [44]. (Such behav-
ior violates conventional theoretical expectations, as
one expects for a layered superconductor in a magnetic
field that there is superconducting phase order in all
three dimensions or in none.) The condition of zero
resistivity for currents parallel to the planes is main-
tained to much higher fields and temperatures than
found for comparably doped LSCO [70,71]. Thus, it ap-
pears that the special crystal structure of LBCO is ca-
pable of pinning the magnetic vortices via the induced
stripe order, limiting dissipative flux flow, though not
preventing slips in the phase of the superconducting
order parameter when currents flow along the c axis.
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