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Abstract
This is a continuation of the paper (Comm. Math. Phys. 230 (2002) 329) on the study of the
compressible Navier–Stokes equations for isentropic ﬂow when the initial density connects to
vacuum continuously. The degeneracy appears in the initial data and has effect on the
viscosity coefﬁcient because the coefﬁcient is assumed to be a power function of the density.
This assumption comes from physical consideration and it also gives the well-posedness of the
Cauchy problem. A new global existence result is established by some new a priori estimates so
that the interval for the power of the density in the viscosity coefﬁcient is enlarged to ð0; 1
3
Þ:
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
This is a continuation of the paper [22] which is about the global existence of
solution to Navier–Stokes equations with degenerate viscosity coefﬁcient and
vacuum. The Navier–Stokes equations can be derived from the Boltzmann equation
through Chapman–Enskog expansion to the second order and the viscosity
coefﬁcient is a function of temperature. For the hardsphere model, it is proportional
to the square-root of the temperature. If we consider the isentropic gas ﬂow, this
dependence is reduced to the dependence on the density function by using the second
law of thermal dynamics. According to the previous study of the problem when the
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initial data is of compact support, cf. [5], the Cauchy problem is not well-posed if the
viscosity coefﬁcient does not vanish at vacuum. Therefore, there are many studies on
the case when the viscosity coefﬁcient is a power function of density, cf. [8,17,20–22].
Since Navier–Stokes equations is a parabolic–hyperbolic system, the discontinuity in
the density function propagates in time. Thus, if the initial data connects to vacuum
with a discontinuity, then the density function is strictly positive in time up to the
vacuum interface. This positiveness of the density function, or precisely the lower
bound of this function is crucial in the study on the global existence theory.
However, if the initial data connects to vacuum continuously, then the density
function vanishes at the vacuum interface and gives rise to degeneracy in the
viscosity coefﬁcient. As expected, there is less regularity effects on the solution and
more difﬁculties to overcome in the a priori estimates. In [22], global existence of
solutions is obtained when the power of the density function in the viscosity
coefﬁcient is in ð0; 2
9
Þ: In this paper, we extend the global existence result to the larger
interval ð0; 1
3
Þ by using some new energy estimates. It is noted that the case of
hardsphere model corresponds to the power 1
3
: Therefore, further study is needed to
include this important physical model.
The compressible Navier–Stokes equations for isentropic ﬂow in Eulerian
coordinates is written as
rt þ ðruÞx ¼ 0;
ðruÞt þ ðru2 þ PðrÞÞx ¼ ðmuxÞx;
(
ð1:1Þ
with initial data
rðx; 0Þ ¼ r0ðxÞ; uðx; 0Þ ¼ u0ðxÞ; apxpb; ð1:2Þ
where xAR1 and t40; and r ¼ rðx; tÞ; u ¼ uðx; tÞ and PðrÞ denote, respectively, the
density, velocity and the pressure, and mX0 is the viscosity coefﬁcient. For simplicity
of presentation, we consider only the polytropic gas, i.e., PðrÞ ¼ Arg with g41;
A40 being constants.
The advantage of the one-dimensional problem is the existence of Lagrangian
coordinates which converts the free boundaries to the ﬁxed boundaries by
conservation of total mass. By assuming that the weak solution under consideration
has the regularity properties stated in Section 2, we know that there exist two curves
x ¼ aðtÞ and x ¼ bðtÞ issuing from x ¼ a and b; respectively, which separate the gas
and the vacuum. Let
x ¼
Z x
aðtÞ
rðz; tÞ dz; t ¼ t:
Then the free boundaries x ¼ aðtÞ and x ¼ bðtÞ become x ¼ 0 and x ¼R bðtÞ
aðtÞ rðz; tÞ dz ¼
R b
a
r0ðzÞ dz by the conservation of mass, where
R b
a
r0ðzÞ dz is the
total mass normalized to be 1.
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Therefore, in the Lagrangian coordinates, the problem becomes
rt þ r2ux ¼ 0;
ut þ PðrÞx ¼ ðmruxÞx; 0oxo1; t40;
(
ð1:3Þ
with the boundary conditions
rð0; tÞ ¼ rð1; tÞ ¼ 0; ð1:4Þ
and initial data
ðr; uÞðx; 0Þ ¼ ðr0ðxÞ; u0ðxÞÞ; 0pxp1; ð1:5Þ
where PðrÞ ¼ Arg; m ¼ cry: Without loss of generality, we assume A ¼ 1 and c ¼ 1:
The main result of this paper is to generalize the result in [22] on global existence
of weak solutions to the case when 0oyo1
3
: The uniqueness of weak solutions is also
obtained when 0oyo1
ﬃﬃ
6
p
3
which is the subset of the interval for theta in the
existence theorem. This is due to the technical estimation given in Section 4 and
possible to be improved. But we will not pursue this issue here.
As mentioned before, the main estimate is to obtain the lower bound on the
density function. Since the density function vanishes at the vacuum boundary, we
can only obtain a lower bound in the form of a power function ðxð1 xÞÞa for some
constant a determined by the initial data and y: The better lower bound implies
larger interval of y for global existence. For this kind of free boundary problem, one
of the important features is that the interface separating the gas and vacuum
propagates with ﬁnite speed because the initial density has compact support. Please
refer to the survey paper [13] for the physical explanation of this kind of
phenomenon. It is interesting to notice that this property of ﬁnite-speed propagation
is not obtained before the lower bound of the density function is established. But it
can be justiﬁed after the LN norm of the velocity is given. In the Lagrangian
coordinates, this property is equivalent to
Z 1
0
1
rðx; tÞ dxoN: ð1:6Þ
We now brieﬂy review the previous works in this direction. First, when m is a
constant, Hoff and Liu [4] have shown that there is no continuous dependence on the
initial data of the solutions to the Navier–Stokes equations with vacuum. Thus, one
can only study the initial–boundary value problem instead of initial value problem.
Much has been done on global existence and the regularity of the solutions, the
interface behavior even for multi-dimensional case with spherical symmetry and with
gravity, cf. [1–3,5–7,11,12,15,16,19] and reference therein.
When m ¼ cry; where c and y are positive constants, the existence of solutions is
studied in [8,11,17,20] when the initial density connects to vacuum with
discontinuity. The most recent one is [8] which gives the interval of y as ð0; 1Þ:
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When the density function connects to vacuum continuously, since there is no strictly
positive lower bound for the density and the viscosity coefﬁcient vanishes at vacuum,
it gives rise to new analysis difﬁculties. To our knowledge, only a few of existence
results have been obtained in the case, cf. [21,22]. The main technique in [22] and
here is to introduce some appropriate weight functions in the form of ðxð1 xÞÞb; for
some constant b:
Finally, there has been a lot of investigation on the Navier–Stokes equations not
related to vacuum interface but are fundamental on existence in one-dimensional or
multi-dimensional problems, cf. [3,5,7,9,10,18] and reference therein. The non-
appearance of vacuum in the solutions for any ﬁnite time if the initial data does not
contain vacuum was proved in [6] when the viscosity is constant. When the
corresponding result holds for the density-dependent viscosity is not known to our
knowledge.
The rest of this paper is organized as follows. In Section 2, we give the deﬁnition of
the weak solution and then state the main theorem of this paper. In Section 3, we will
prove some a priori estimates which will be used to obtain global existence of weak
solutions when the initial data is of compact support in Eulerian coordinates. In
Section 4, we will construct the approximate solutions by the line method state and a
series of lemmas for proving global existence. The proofs of these lemmas in Section
5 are the same as or similar to those in [12,17]. Hence, they are omitted for brevity. In
Section 5, we give the uniqueness of the weak solution constructed in Section 4.
2. The main theorem
In this section, we will give the deﬁnition of the solution, the main theorem on
global existence and the uniqueness theorem. The main assumptions on the initial
data and the constant y can be stated as follows:
(A1) 0pr0ðxÞpCðxð1 xÞÞa with C40 and a40; and for sufﬁciently large
positive integer n; ðxð1 xÞÞ2n1½ðry0ðxÞÞx	2nAL1ð½0; 1	Þ; ðrg0ðxÞÞxAL2ð½0; 1	Þ and
ðxð1 xÞÞk1r10 ðxÞAL1ð½0; 1	Þ; where k14 12n;
(A2) u0ðxÞALNð½0; 1	Þ and ðr1þy0 ðxÞu0xÞxAL2ð½0; 1	Þ;
(A3) 0oyo1
3
; g41:
Under the above assumptions (A1)–(A3), we will prove the existence of global
weak solution to the initial–boundary value problem (1.3)–(1.5). The weak solution
deﬁned below is the same as the one in [17].
Deﬁnition 2.1. A pair of functions ðrðx; tÞ; uðx; tÞÞ is called a global weak solution to
the initial–boundary value problem (1.3)–(1.5), if for any T
r; uALNð½0; 1	 
 ½0; T 	Þ-C1ð½0; T 	;H1ð½0; 1	ÞÞ; ð2:1Þ
r1þyuxALNð½0; 1	 
 ½0; T 	Þ-C
1
2ð½0; T 	;L2ð½0; 1	ÞÞ: ð2:2Þ
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Furthermore, the following equations hold:
rt þ r2ux ¼ 0; ð2:3Þ
for almost all xAð0; 1Þ and any tX0; and
Z N
0
Z 1
0
ðuft þ ðPðrÞ  mruxÞfxÞ dx dt þ
Z 1
0
u0ðxÞfðx; 0Þ dx ¼ 0;
for any test function fðx; tÞACN0 ðOÞ with O ¼ fðx; tÞ: 0pxp1; tX0g:
In what follows, we always use C ðCðTÞÞ to denote a generic positive constant
depending only on the initial data (and the given time T).
We now state the main results in this paper as follows:
Theorem 2.2 (Existence). Under conditions ðA1Þ–ðA3Þ; the initial–boundary value
problem (1.3)–(1.5) admits a weak solution ðrðx; tÞ; uðx; tÞÞ and rðx; tÞ satisfies
CðTÞðxð1 xÞÞ1þk2prðx; tÞpCðTÞðxð1 xÞÞa0 ; ð2:4Þ
where k2 and a0 satisfy
2nyþ 1
ð2n  1Þ  2ny ¼ max
1
2n  1;
2nyþ 1
ð2n  1Þ  2ny
 
pk2p
1
2y
 1 1ð2n  1Þy;
a0 ¼ min a; 2n  1
2ny
; 1þ k2
 
;
8>><
>>:
ð2:5Þ
which implies that 0oyo1
3
for sufficiently large n:
Remark 2.3. It is noticed that the set of initial data ðr0ðxÞ; u0ðxÞÞ satisfying all the
assumptions in Theorem 2.2 is not empty. For example, if we choose r0ðxÞ ¼
Aðxð1 xÞÞa with the exponent a satisfying
0oao1;
then it satisﬁes all assumptions on density. Notice also that when initial data is given
in the form of Aðxð1 xÞÞa; condition (A1) implies that 1þ k2Xa0:
Theorem 2.4 (Uniqueness). Assume ðA1Þ; ðA2Þ and 0oyo1
ﬃﬃ
6
p
3
; let ðr1; u1Þðx; tÞ
and ðr2; u2Þðx; tÞ be two weak solutions to the initial–boundary value problem (1.3)–
(1.5) in 0ptpT as described in Definition 2.1. Then ðr1; u1Þðx; tÞ ¼ ðr2; u2Þðx; tÞ a.e.
in ðx; tÞA½0; 1	 
 ½0; T 	:
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3. Some a priori estimates
In this section, for simplicity of presentation, we establish certain a priori estimates
in continuous version to the initial–boundary value problem (1.3)–(1.5). The
corresponding discrete version will be given in Section 4.
First we list some useful identities
Lemma 3.1 (Some identities). Under the conditions of Theorem 1.1, we have for
0oxo1; t40; that
d
dt
Z x
0
uðy; tÞ dy ¼ d
dt
Z 1
x
uðx; tÞ dy; ð3:1Þ
ðr1þyuxÞðx; tÞ ¼ rgðx; tÞ þ
Z x
0
utðy; tÞ dy ¼ rgðx; tÞ 
Z 1
x
utðy; tÞ dy ð3:2Þ
and
ryðx; tÞ þ y
Z t
0
rgðx; sÞ ds ¼ ry0ðxÞ  y
Z t
0
Z x
0
utðy; sÞ dy ds
¼ ry0ðxÞ þ y
Z t
0
Z 1
x
utðy; sÞ dy ds: ð3:3Þ
The proof of Lemma 3.1 is standard and, hence, we omit the details. But it should
be noticed that ðr1þyuxÞð0; tÞ ¼ ðr1þyuxÞð1; tÞ ¼ 0 is used and this can be justiﬁed
rigorously by the construction of the approximate solutions. The following lemma is
the standard energy estimate for (1.3)–(1.5). Therefore, its proof is omitted, cf. [17].
Lemma 3.2. Under the conditions in Theorem 2.2, the following energy estimates
holds:
Z 1
0
1
2
u2 þ 1
g 1r
g1
 
dx þ
Z t
0
Z 1
0
r1þyu2x dx dt
¼
Z 1
0
1
2
u20ðxÞ þ
1
g 1 r
g1
0 ðxÞ
 
dx
pC; 0otpT : ð3:4Þ
The following lemma was proved in [20]. We restate it here for later use.
Lemma 3.3. For any positive constant nX1; we have
Z 1
0
u2n dx þ nð2n  1Þ
Z t
0
Z 1
0
u2n2r1þyu2x dx dspCeðn1Þð2n1ÞtpCðTÞ: ð3:5Þ
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The following lemma gives us the upper bound for density function rðx; tÞ; cf. [22].
It is noticed an upper bound in the form of a power function of xð1 xÞ is required
in later analysis, cf. (3.41).
Lemma 3.4. Under the conditions of Theorem 2.2, we have
rðx; tÞpCðTÞðxð1 xÞÞa0 ; ð3:6Þ
where a0 ¼ minfa; 2n12ny g:
Now we will prove a weighted energy estimate on the function ðryÞx:
Lemma 3.5. Under the conditions of Theorem 2.2, we have for any positive integer n
Z 1
0
ðxð1 xÞÞ2n1½ðryÞx	2n dxpCðTÞ: ð3:7Þ
Proof. From (1.3), we have
ðryÞt ¼ yr1þyux; ð3:8Þ
which implies by using again (1.3)
ðryÞxt ¼ yðut þ ðrgÞxÞ: ð3:9Þ
Integrating (3.9) in t over ½0; t	; we have
ðryÞx ¼ ðry0Þx  yðuðx; tÞ  u0ðxÞÞ  y
Z t
0
ðrgÞx ds: ð3:10Þ
Multiplying (3.10) by ðxð1 xÞÞ2n1½ðryÞx	2n1 and integrating it in x over ½0; 1	; we
have
Z 1
0
ðxð1 xÞÞ2n1½ðryÞx	2n dx ¼
Z 1
0
ðxð1 xÞÞ2n1ðry0Þx½ðryÞx	2n1 dx
 y
Z 1
0
ðxð1 xÞÞ2n1ðuðx; tÞ  u0ðxÞÞ½ðryÞx	2n1 dx
 y
Z 1
0
ðxð1 xÞÞ2n1½ðryÞx	2n1
Z t
0
ðrgÞx ds dx:
ð3:11Þ
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Using Young’s inequality abpep
p
ap þ 1
qeqb
q ð1
p
þ 1
q
¼ 1; p; q41; a; bX0; e40Þ;
we have
Z 1
0
ðxð1 xÞÞ2n1½ðryÞx	2n dx
p1
2
Z 1
0
ðxð1 xÞÞ2n1½ðryÞx	2n dx þ C
Z 1
0
ðxð1 xÞÞ2n1½ðry0Þx	2n dx
þ C
Z 1
0
ðxð1 xÞÞ2n1u2nðx; tÞ dx þ C
Z 1
0
ðxð1 xÞÞ2n1u2n0 ðxÞ dx
þ C
Z 1
0
ðxð1 xÞÞ2n1
Z t
0
jðrgÞxj ds
 2n
dx: ð3:12Þ
By using Lemma 3.3, we have
Z 1
0
ðxð1 xÞÞ2n1½ðryÞx	2n dx
pCðTÞ
Z 1
0
ðxð1 xÞÞ2n1
Z t
0
½ðrgÞx	2n ds dx þ CðTÞ
pCðTÞ
Z t
0
max
½0;1	
ðrgyÞ2n
Z 1
0
ðxð1 xÞÞ2n1½ðryÞx	2n dx ds þ CðTÞ
pCðTÞ
Z t
0
Z 1
0
ðxð1 xÞÞ2n1½ðryÞx	2n dx ds þ CðTÞ:
Gronwall inequality implies Lemma 3.5. &
Based on Lemmas 3.3–3.5, the following lemma gives this kind of estimate with a
weighted function ðxð1 xÞÞk1 :
Lemma 3.6. For any k14 12n; let ðxð1 xÞÞk1r10 ðxÞAL1ð½0; 1	Þ: Then
Z 1
0
ðxð1 xÞÞk1
rðx; tÞ dxpCðTÞ: ð3:13Þ
Proof. From (1.3), we have
ðxð1 xÞÞk1
rðx; tÞ
 !
t
¼ ðxð1 xÞÞk1uxðx; tÞ: ð3:14Þ
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Integrating (3.14) over ½0; 1	 
 ½0; T 	 and using Young’s inequality, we have
Z 1
0
ðxð1 xÞÞk1
rðx; tÞ dx
¼
Z 1
0
ðxð1 xÞÞk1
r0ðxÞ
dx þ
Z t
0
Z 1
0
ðxð1 xÞÞk1uxðx; sÞ dx ds
p
Z 1
0
ðxð1 xÞÞk1
r0ðxÞ
dx þ C
Z t
0
Z 1
0
ðxð1 xÞÞk11juðx; sÞj dx ds
pC þ C
Z t
0
Z 1
0
u2nðx; sÞ dx ds þ C
Z t
0
Z 1
0
ðxð1 xÞÞ
2nðk11Þ
2n1 dx ds: ð3:15Þ
By using Lemma 3.3 and noticing when k14 12n; i.e.,
2nðk11Þ
2n1 4 1; we haveZ 1
0
ðxð1 xÞÞk1
rðx; tÞ dxpCðTÞ: ð3:16Þ
This proves Lemma 3.6. &
Remark 3.1. The ﬁnite propagation property implies that the ﬁniteness of the
integral
R 1
0
1
rðx;tÞ which is stronger than Lemma 3.6. However, this boundedness
cannot be obtained here without using a weight ðxð1 xÞÞk1 ; where k1 is a positive
constant which can be arbitrarily small. The boundedness of
R 1
0
1
rðx;tÞ holds once the
LN bound on the velocity is given in Lemma 3.11.
If we choose k1 ¼ 12n1 ð4 12nÞ in Lemma 3.6, then we have the following result
which is used to get the lower bound estimate of the density function rðx; tÞ:
Corollary 3.7. The following estimate holds:
Z 1
0
ðxð1 xÞÞ 12n1
rðx; tÞ dxpCðTÞ: ð3:17Þ
The next lemma gives an estimate on the lower bound for the density function
rðx; tÞ: This crucial estimate can be used to study the other property of the solution
ðr; uÞðx; tÞ for compactness of the sequence of the approximate solutions given in the
next section.
Lemma 3.8. For any 0oyo1; there exists a positive integer n such that yo2n1
2n
: Let
k2X 2nyþ12n12ny satisfy (2.5). Then the following estimate holds:
rðx; tÞXCðTÞðxð1 xÞÞ1þk2 : ð3:18Þ
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Proof. Now by using Sobolev’s embedding theorem W 1;1ð½0; 1	Þ+LNð½0; 1	Þ and
Ho¨lder’s inequality, we have by Corollary 3.7 and Lemma 3.5
ðxð1 xÞÞ1þk2
rðx; tÞ p
Z 1
0
ðxð1 xÞÞ1þk2
rðx; tÞ dx þ
Z 1
0
ðxð1 xÞÞ1þk2
rðx; tÞ
 !
x

dx
p max
½0;1	
ðxð1 xÞÞ1þk2 12n1
Z 1
0
ðxð1 xÞÞ 12n1
rðx; tÞ dx
þ
Z 1
0
ðxð1 xÞÞ1þk2 jrxðx; tÞj
r2ðx; tÞ dx
þ ð1þ k2Þmax½0;1	 ðxð1 xÞÞ
k2 12n1
Z 1
0
ðxð1 xÞÞ 12n1
rðx; tÞ dx
pC þ 1
y
Z 1
0
ðxð1 xÞÞ1þk2 jðryðx; tÞÞxj
r1þyðx; tÞ dx
pC þ 1
y
Z 1
0
ðxð1 xÞÞ2n1½ðryÞx	2n
  1
2n


Z 1
0
ðxð1 xÞÞðk2þ 12nÞqrð1þyÞq
 1
q
pC þ CðTÞ
Z 1
0
ðxð1 xÞÞ 12n1
rðx; tÞ dx
0
@
1
A
1
q

max
½0;1	
ðxð1 xÞÞðk2þ 12nÞq 12n1
rð1þyÞq1
0
@
1
A
1
q
pC þ CðTÞmax
½0;1	
ðxð1 xÞÞ1þk2
rðx; tÞ
 !1þy1
q
ðxð1 xÞÞk3 ; ð3:19Þ
where q ¼ 2n
2n1 and k3 ¼ k2 þ 12n  1qð2n1Þ  ð1þ k2Þð1þ y 1qÞ:
When k2X 2nyþ1ð2n1Þ2ny and n sufﬁciently large, we have
k3 ¼ k2 þ 1
2n
 1
qð2n  1Þ  ð1þ k2Þ 1þ y
1
q
 
X0:
This and (3.19) show
max
½0;1	
ðxð1 xÞÞ1þk2
rðx; tÞ pC þ CðTÞ max½0;1	
ðxð1 xÞÞ1þk2
rðx; tÞ
 !1þy1
q
;
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i.e.,
max
½0;1	
ðxð1 xÞÞ1þk2
rðx; tÞ pC þ CðTÞ max½0;1	
ðxð1 xÞÞ1þk2
rðx; tÞ
 !yþ 1
2n
: ð3:20Þ
For 0oyo1; there exists a positive integer n; such that yo2n1
2n
; i.e., 0oyþ 1
2n
o1:
Therefore, (3.20) implies
max
½0;1	
ðxð1 xÞÞ1þk2
rðx; tÞ pCðTÞ:
This proves (3.18) and the proof of Lemma 3.8 is completed. &
Lemma 3.9. Under the assumptions of Theorem 2.2, for 0oyo1
3
; k2p 12y 1; we haveZ 1
0
u2t dx þ
Z t
0
Z 1
0
r1þyu2xt dx dspCðTÞ: ð3:21Þ
Proof. Differentiating ð1:3Þ2 with respect to time t and then integrating it after
multiplying by 2ut with respect to x and t over ½0; 1	 
 ½0; t	; we deduce
Z 1
0
u2t dx þ 2
Z t
0
Z 1
0
ðrgÞxtut dx ds ¼
Z 1
0
u20t dx þ 2
Z t
0
Z 1
0
ðr1þyuxÞxtut dx ds: ð3:22Þ
Since
u0t ¼ ðr1þy0 u0xÞx  ðrg0Þx; ð3:23Þ
we have from assumptions (A1) and (A2) that
Z 1
0
u20tðxÞ dxpC: ð3:24Þ
On the other hand, using integration by parts, we have from ð1:3Þ1
2
Z t
0
Z 1
0
ðr1þyuxÞxtut dx ds
¼ 2
Z t
0
Z 1
0
fðr1þyuxÞtutgx dx ds  2
Z t
0
Z 1
0
ðr1þyuxÞtutx dx ds
¼ 2
Z t
0
Z 1
0
r1þyu2xt dx ds þ 2ð1þ yÞ
Z t
0
Z 1
0
r2þyu2xuxt dx ds: ð3:25Þ
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As to the second term on the left-hand side of (3.22), we can get similarly
2
Z t
0
Z 1
0
ðrgÞxtut dx ds
¼ 2
Z t
0
Z 1
0
fðrgÞtutgx dx ds  2
Z t
0
Z 1
0
ðrgÞtuxt dx ds
¼ 2g
Z t
0
Z 1
0
r1þguxuxt dx ds: ð3:26Þ
Here in (3.25) and (3.26), we have used the boundary condition (1.4) and Eqs. (1.3).
Substituting (3.24)–(3.26) into (3.22), we haveZ 1
0
u2t dx þ 2
Z t
0
Z 1
0
r1þyu2xt dx ds
pC þ 2ð1þ yÞ
Z t
0
Z 1
0
r2þyu2xuxt dx ds  2g
Z t
0
Z 1
0
r1þguxuxt dx ds: ð3:27Þ
From Cauchy–Schwarz inequality, we have
2ð1þ yÞ
Z t
0
Z 1
0
r2þyu2xuxt dx ds
p1
2
Z t
0
Z 1
0
r1þyu2xt dx ds þ 2ð1þ yÞ2
Z t
0
Z 1
0
r3þyu4x dx ds ð3:28Þ
and
 2g
Z t
0
Z 1
0
r1þguxuxt dx ds
p1
2
Z t
0
Z 1
0
r1þyu2xt dx ds þ 2g2
Z t
0
Z 1
0
r2gþ1yu2x dx ds: ð3:29Þ
Therefore,Z 1
0
u2t dx þ
Z t
0
Z 1
0
r1þyu2xt dx ds
pC þ 2ð1þ yÞ2
Z t
0
Z 1
0
r3þyu4x dx ds þ 2g2
Z t
0
Z 1
0
r2gþ1yu2x dx ds
¼ C þ 2ð1þ yÞ2I1 þ 2g2I2: ð3:30Þ
Now we estimate I1 and I2 as follows:
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By Ho¨lder’s inequality, we have
I1 ¼
Z t
0
Z 1
0
r3þyu4x dx dsp
Z t
0
max
½0;1	
ðr2u2xÞVðsÞ ds; ð3:31Þ
where
VðsÞ ¼
Z 1
0
r1þyu2xðx; sÞ dx:
On the other hand, from (3.2), Lemmas 3.4 and 3.8, we have
r2u2x ¼ r2yðr1þyuxÞ2
¼ r2y
Z x
0
utðy; tÞ dy þ rg
 2
pCr2yxð1 xÞ
Z 1
0
u2t dx þ Cr2g2y
pCðTÞðxð1 xÞÞ12yð1þk2Þ
Z 1
0
u2t dx þ CðTÞ: ð3:32Þ
When 0oyo1
3
and k2p 12y 1; for sufﬁciently large n; we have
1 2yð1þ k2ÞX0;
which implies
max
½0;1	
ðr2u2xÞpCðTÞ
Z 1
0
u2t dx þ CðTÞ:
Therefore,
I1pCðTÞ
Z t
0
VðsÞ
Z 1
0
u2t dx ds þ CðTÞ
Z t
0
VðsÞ ds: ð3:33Þ
Similarly, we have
I2 ¼
Z t
0
Z 1
0
r2gþ1yu2x dx dspCðTÞ
Z t
0
VðsÞ
Z 1
0
u2t dx ds
þ CðTÞ
Z t
0
VðsÞ ds: ð3:34Þ
From (3.30), (3.33) and (3.34) and Lemma 3.3, we haveZ 1
0
u2t dx þ
Z t
0
Z 1
0
r1þyu2xt dx dspCðTÞ 1þ
Z t
0
VðsÞ
Z 1
0
u2t dx ds
 
: ð3:35Þ
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Gronwall’s inequality and Lemma 3.2 giveZ 1
0
u2t dxpCðTÞ exp CðTÞ
Z t
0
VðsÞ ds
 
pCðTÞ: ð3:36Þ
Combining (3.35) with (3.36), we can get (3.21) immediately. This completes the
proof of Lemma 3.9. &
Lemma 3.10. Under the assumptions in Theorem 2.2, we have
Z 1
0
jrxðx; tÞj dxpCðTÞ; ð3:37Þ
jjr1þyðx; tÞuxðx; tÞjjLNð½0;1	
½0;T 	ÞpCðTÞ ð3:38Þ
and
Z 1
0
jðr1þyuxÞxðx; tÞj dxpCðTÞ: ð3:39Þ
Proof. Since
r1þyux
 ðx; tÞ ¼ R x0 utðy; tÞ dy þ rgðx; tÞ;
ðr1þyuxÞxðx; tÞ ¼ utðx; tÞ þ ðrgÞxðx; tÞ;
(
ð3:40Þ
(3.38) and (3.39) follows from Lemmas 3.4, 3.5 and 3.9.
On the other hand, from Lemmas 3.4 and 3.5, we have by using Young’s
inequality
Z 1
0
jrxðx; tÞj dx ¼
Z 1
0
jðxð1 xÞÞ2n12n ðryÞxjðxð1 xÞÞ
2n1
2n r1y dx
p 1
2n
Z 1
0
ðxð1 xÞÞ2n1½ðryÞx	2n dx
þ 2n  1
2n
Z 1
0
ðxð1 xÞÞ1r
2nð1yÞ
2n1 dx
pCðTÞ þ CðTÞ
Z 1
0
ðxð1 xÞÞ1þ
2nð1yÞ
2n1 a0 dx
pCðTÞ; ð3:41Þ
which implies (3.37).
This proves Lemma 3.10. &
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Lemma 3.11. Under the assumptions in Theorem 2.2, for 0oyo13; k2p 12y 1 1ð2n1Þy;
we have R 1
0 juxðx; tÞj dxpCðTÞ;
jjuðx; tÞjjLNð½0;1	
½0;T 	ÞpCðTÞ:
(
ð3:42Þ
Proof. From (3.2), we have
uxðx; tÞ ¼ rg1yðx; tÞ þ r1y
Z x
0
utðy; tÞ dy: ð3:43Þ
By Lemma 3.9 and using Ho¨lder’s inequality, we haveZ 1
0
juxðx; tÞj dxp
Z 1
0
rg1yðx; tÞ dx þ
Z 1
0
r1yðx; tÞ
Z x
0
jutðy; tÞj dy dx
p
Z 1
0
rg1yðx; tÞ dx
þ
Z 1
0
r1yðxð1 xÞÞ12 dx
Z 1
0
u2t ðx; tÞ dx
 1
2
p
Z 1
0
rg1yðx; tÞ dx þ CðTÞ
Z 1
0
ðxð1 xÞÞ12r1y dx: ð3:44Þ
The next we will prove ð3:42Þ1:
Case 1: If g 1 yo0; then we have by Lemma 3.8Z 1
0
rg1yðx; tÞ dxpCðTÞ
Z 1
0
ðxð1 xÞÞðg1yÞð1þk2Þ dx:
Since
k2p
1
2y
 1 1ð2n  1Þy;
we have for g41
ðg 1 yÞð1þ k2ÞX 1þ y g
2y
þ 1þ y gð2n  1Þy4 1:
Therefore Z 1
0
rg1yðx; tÞ dxpCðTÞ: ð3:45Þ
Case 2: If g 1 yX0; then (3.45) follows by Lemma 3.4.
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On the other hand, by Corollary 3.7 and Lemma 3.8, we have
Z 1
0
ðxð1 xÞÞ12r1y dxp max
½0;1	
fðxð1 xÞÞ12 12n1ryðx; tÞg
Z 1
0
ðxð1 xÞÞ 12n1r1 dx
pCðTÞ max
½0;1	
fðxð1 xÞÞ12 12n1ryðx; tÞg
pCðTÞ max
½0;1	
ðxð1 xÞÞ12 12n1yð1þk2Þ: ð3:46Þ
When 0oyo1
3
and k2p 12y 1 1ð2n1Þy; we have
1
2
 1
2n  1 yð1þ k2ÞX0:
Eqs. (3.44)–(3.46) show
Z 1
0
juxðx; tÞj dxpCðTÞ: ð3:47Þ
On the other hand, by Sobolev’s embedding theorem W 1;1ð½0; 1	Þ+LNð½0; 1	Þ and
Young’s inequality, we have from (3.47) and Lemma 3.2
juðx; tÞjpCðTÞ:
This completes the proof of Lemma 3.11. &
Our last lemma in this section is about the L1-continuity of the terms in the
equations (1.3) with respect to time.
Lemma 3.12. Under the conditions in Theorem 2.2, we have for 0osotpT that
Z 1
0
jrðx; tÞ  rðx; sÞj2 dxpCðTÞjt  sj; ð3:48Þ
Z 1
0
juðx; tÞ  uðx; sÞj2 dxpCðTÞjt  sj ð3:49Þ
and Z 1
0
jðr1þyuxÞðx; tÞ  ðr1þyuxÞðx; sÞj2 dxpCðTÞjt  sj: ð3:50Þ
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Proof. We ﬁrst prove (3.48). To do so, from ð1:3Þ1 and Ho¨lder’s inequality, we
deduce
Z 1
0
jrðx; tÞ  rðx; sÞj2 dx ¼
Z 1
0
Z t
s
rtðx; ZÞ dZ


2
dx
¼
Z 1
0
Z t
s
ðr2uxÞðx; ZÞ dZ


2
dx
p jt  sj
Z t
s
Z 1
0
ðr4u2xÞðx; ZÞ dx dZ
p jt  sj
Z t
s
max
½0;1	
r3yVðZÞ dZ
pCðTÞjt  sj: ð3:51Þ
Since
Z 1
0
juðx; tÞ  uðx; sÞj2 dx ¼
Z 1
0
Z t
s
utðx; ZÞ dZ


2
dx
p jt  sj
Z t
s
Z 1
0
u2t ðx; ZÞ dx dZ
pCðTÞjt  sj; ð3:52Þ
(3.49) follows.
Finally, we prove (3.50). For this, we ﬁrst obtain from Ho¨lder’s inequality that
Z 1
0
jðr1þyuxÞðx; tÞ  ðr1þyuxÞðx; sÞj2 dx
¼
Z 1
0
Z t
s
ðr1þyuxÞtðx; ZÞ dZ


2
dx
pjt  sj
Z t
s
Z 1
0
½ðr1þyuxÞtðx; ZÞ	2 dx dZ: ð3:53Þ
On the other hand, from (1.3) and (3.2), we can get
ðr1þyuxÞtðx; tÞ ¼ ðr1þyuxtÞðx; tÞ þ ð1þ yÞðryrtuxÞðx; tÞ
¼ ðr1þyuxtÞðx; tÞ  ð1þ yÞðr2þyu2xÞðx; tÞ: ð3:54Þ
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From (3.21), we have
Z t
s
Z 1
0
½ðr1þyuxÞtðx; ZÞ	2 dx dZ
p
Z t
0
Z 1
0
r2þ2yu2xt dx ds þ C
Z t
0
Z 1
0
r4þ2yu4x dx ds
pCðTÞ þ C
Z t
0
VðsÞ max
½0;1	
ðr3þyu2xÞ
 
ds: ð3:55Þ
Similar to (3.32), we have
r3þyu2x ¼ r1yðr1þyuxÞ2
¼ r1y
Z x
0
utðy; tÞ dy þ rg
 2
pCðTÞ: ð3:56Þ
Therefore
Z t
s
Z 1
0
½ðr1þyuxÞtðx; ZÞ	2 dx dZpCðTÞ 1þ
Z t
0
VðsÞ ds
 
pCðTÞ: ð3:57Þ
This and (3.53) implies (3.50) and then we complete the proof of Lemma 3.12. &
4. Construction of weak solution
To construct a weak solution to the initial–boundary value problem (1.3)–(1.5), we
apply the line method as in [14], which can be described as follows. For any given
positive integer N; let h ¼ 1
N
: Discretizing the derivatives with respect to x in (1.3), we
obtain the system of 2N ordinary differential equations
d
dt
rh2mðtÞ þ ðrh2mðtÞÞ2
uh2mþ1ðtÞ  uh2m1ðtÞ
h
¼ 0;
d
dt
uh2m1ðtÞ þ
Pðrh2mðtÞÞ  Pðrh2m2ðtÞÞ
h
¼ 1
h2
fGðrh2mðtÞÞðuh2mþ1ðtÞ  uh2m1ðtÞÞ  Gðrh2m2ðtÞÞðuh2m1ðtÞ  uh2m3ðtÞÞg;
8>>>><
>>>>:
ð4:1Þ
with the boundary conditions
rh0ðtÞ ¼ rh2NðtÞ ¼ 0; ð4:2Þ
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and initial data
rh2mð0Þ ¼ r0 2m
h
2
 
;
uh2m1ð0Þ ¼ u0 ð2m  1Þ
h
2
 
;
8>><
>>:
ð4:3Þ
where m ¼ 1; 2;y; N; GðrÞ ¼ mðrÞr: And for m ¼ 1 and N; we set uh1ðtÞ ¼
uh2Nþ1ðtÞ ¼ 0:
In the following, we will use ðr2m; u2m1Þ to replace ðrh2m; uh2m1Þ for simplicity
without any ambiguity.
By using the arguments in [17], we can prove the following lemmas for obtaining
the uniform estimate to the approximate solutions to (4.1)–(4.3) with respect to h:
Since they are the same as or similar to those in [17], we omit the proofs for brevity.
Interested readers please refer to [17]. In the following, we consider the solutions to
(4.1)–(4.3) for 0ptpT where T40 is any constant.
Lemma 4.1. Let ðr2mðtÞ; u2m1ðtÞÞ; m ¼ 1; 2;y; N; be the solution to (4.1)–(4.3).
Then we have
XN
m¼1
1
2
u22m1ðtÞ þ
1
g 1 r
g1
2m ðtÞ
 
h þ
Z t
0
XN
m¼1
Gðr2mðsÞÞ
u2mþ1ðsÞ  u2m1ðsÞ
h
 2
h ds
¼
XN
m¼1
1
2
u22m1ð0Þ þ
1
g 1 r
g1
2m ð0Þ
 
h: ð4:4Þ
As a consequence of (4.4), problem (4.1)–(4.3) has a unique global solution for any
given h:
Lemma 4.2. There exists CðTÞ independent of h such that for any positive integer n
r2mðtÞpCðTÞðmhð1 mhÞÞa0 ð4:5Þ
and
XN
m¼1
ðmhð1 mhÞÞ2n1 r
y
2mðtÞ  ry2m2ðtÞ
h
 2n
hpCðTÞ; ð4:6Þ
where a0 defined by (2.8).
Lemma 4.3. For any positive integer n; we have
XN
m¼1
ðmhð1 mhÞÞ 12n1r12mðtÞhpCðTÞ; ð4:7Þ
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XN
m¼1
u2n2m1ðtÞh þ nð2n  1Þ
Z t
0
XN
m¼1
u2n22m1ðsÞr1þy2m ðsÞ
u2m1ðsÞ  u2m3ðsÞ
h
 2
h ds
pCðTÞ ð4:8Þ
andXN
m¼1
d
dt
u2m1ðtÞ
 2
h þ
Z t
0
XN
m¼1
r1þy2m ðsÞ
d
dt
u2m1ðsÞ  ddt u2m3ðsÞ
h
 2
h dspCðTÞ: ð4:9Þ
Furthermore, we have
r2mðtÞXCðTÞðmhð1 mhÞÞ1þk2 ; ð4:10Þ
where k2 is defined by (2.5).
Based on Lemma 4.3, similar to the arguments in [13] and those in the proof of
Lemmas 3.10, 3.11 and 3.12 in the last section, we can get the following estimates.
Lemma 4.4. There exists CðTÞ such that the following estimates hold:
XN
m¼1
jr2mðtÞ  r2m2ðtÞjpCðTÞ; ð4:11Þ
XN
m¼1
ju2mþ1ðtÞ  u2m1ðtÞjpCðTÞ; ð4:12Þ
ju2mþ1ðtÞjpCðTÞ; ð4:13Þ
r1þy2m ðtÞ
u2mþ1ðtÞ  u2m1ðtÞ
h

pCðTÞ; ð4:14Þ
XN
m¼1
Gðr2mþ2ðtÞÞ
u2mþ1ðtÞ  u2m1ðtÞ
h
 Gðr2mðtÞÞ
u2m1ðtÞ  u2m3ðtÞ
h


pCðTÞ; ð4:15Þ
XN
m¼1
jr2mðtÞ  r2mðsÞj2hpCðTÞjt  sj; ð4:16Þ
XN
m¼1
ju2m1ðtÞ  u2m1ðsÞj2hpCðTÞjt  sj ð4:17Þ
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and
XN
m¼1
Gðr2mðtÞÞ
u2m1ðtÞ  u2m3ðtÞ
h
 Gðr2mðsÞÞ
u2m1ðsÞ  u2m3ðsÞ
h


2
h
pCðTÞjt  sj: ð4:18Þ
Now we can deﬁne the sequence of approximate solutions ðrhðx; tÞ; uhðx; tÞÞ for
ðx; tÞA½0; 1	 
 ½0; T 	 as follows:
rhðx; tÞ ¼ r2mðtÞ;
uhðx; tÞ ¼ 1
h
x  m  1
2
 
h
 
u2mþ1ðtÞ þ m þ 1
2
 
h  x
 
u2m1ðtÞ
 
;
8><
>: ð4:19Þ
for ðm  1
2
Þhoxoðm þ 1
2
Þh: Then we have ðm  1
2
Þhoxoðm þ 1
2
Þh;
@xuhðx; tÞ ¼ 1
h
ðu2mþ1ðtÞ  u2m1ðtÞÞ ð4:20Þ
and
CðTÞðxð1 xÞÞ1þk2prhðx; tÞpCðTÞðxð1 xÞÞa0 ;
juhðx; tÞjpCðTÞ;
R 1
0 j@xuhðx; tÞj dxpCðTÞ;
jGðrhðx; tÞÞ@xuhðx; tÞjpCðTÞ;R 1
0
j@xðGðrhðx; tÞÞ@xuhðx; tÞÞj dxpCðTÞ:
8>>><
>>>:
ð4:21Þ
By using Helly’s theorem and arguments in one of the references [11,12,15–17,20], we
complete the proof of Theorem 2.2. &
Remark 4.5. The lower bound of the density function rðx; tÞ obtained above is not
optimal. In order to obtain the detailed description of the evolution of the interface
separating the vacuum and gas, optimal decay rate of the density function is desired.
However, such decay rate estimate has not been obtained even for the case when the
density function connects to vacuum with discontinuities.
5. Uniqueness of weak solution
In this section, we will prove the uniqueness of the weak solution constructed in
Section 4. To do this, we ﬁrst give the following lemma.
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Lemma 5.1. For 0oyo12; let
l1 ¼ 1þ y 1
2ð1þ k2Þ ðp1Þ: ð5:1Þ
Then there exists a constant CðTÞ such that
jjðrl1uxÞðx; tÞjjLNð½0;1	
½0;T 	ÞpCðTÞ: ð5:2Þ
Proof. From (3.2) and Lemmas 3.4, 3.8, 3.9, we have by Ho¨lder’s inequality
rl1ux ¼ rgþl11y þ rl11y
Z x
0
utðy; tÞ dy
pCðTÞ þ rl11y
Z 1
0
u2t ðx; tÞ dx
 1
2
ðxð1 xÞÞ12
pCðTÞ þ CðTÞðxð1 xÞÞ12ð1þk2Þðl11yÞ: ð5:3Þ
From (2.5), we have
1
2 ð1þ k2Þðl1  1 yÞ40:
This and (5.3) show (5.2) and the proof of Lemma 5.1 is completed. &
Proof of Theorem 2.4. Let ðr1; u1Þðx; tÞ and ðr2; u2Þðx; tÞ be the solutions to initial–
boundary value problem (1.3)–(1.5) as described in Deﬁnition 2.1. Then from
Lemma 5.1, we have
jjðrl1i @xuiÞðx; tÞjjLNð½0;1	
½0;T 	ÞpCðTÞ; i ¼ 1; 2: ð5:4Þ
Let
fðx; tÞ ¼ ðr1  r2Þðx; tÞ;
cðx; tÞ ¼ R x0 ðu1  u2Þðy; tÞ dy;
(
ð5:5Þ
for 0pxp1 and 0ptpT :
By the boundary condition (1.4), we have
fð0; tÞ ¼ fð1; tÞ ¼ cð0; tÞ ¼ cð1; tÞ ¼ 0; ð5:6Þ
for 0ptpT :
In the following, we may assume that ðr1; u1Þðx; tÞ and ðr2; u2Þðx; tÞ are suitably
smooth since the following estimates are valid for the solutions with the regularity
indicated in Theorem 2.2 by using the Friedrichs molliﬁer.
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It follows from (1.3) and (5.5)
f
r1r2
 
t
þcxx ¼ 0 ð5:7Þ
and
ct þ
Pðr1Þ  Pðr2Þ
r1  r2
f ¼ r1þy1 cxx þ
r1þy1  r1þy2
r1  r2
fu2x: ð5:8Þ
Multiplying (5.7) by rl21 r
1
2 f; we have
ðr1þl21 r22 f2Þt þ ð1þ l2Þrl21 r22 f2u1x þ 2rl21 r12 fcxx ¼ 0; ð5:9Þ
where
ypl2p
1
1þ k2  2y
 
a0
1þ k2  y: ð5:10Þ
Integrating (5.9) in x over ½0; 1	 and using Cauchy–Schwartz inequality, we have
d
dt
Z 1
0
r1þl21 r
2
2 f
2 dx
pC
Z 1
0
rl2l11 r
2
2 f
2jrl11 u1xj dx þ
1
4
Z 1
0
r1þy1 c
2
xx dx þ C
Z 1
0
r2l21y1 r
2
2 f
2 dx
pCðTÞ
Z 1
0
rl2l11 r
2
2 f
2 dx þ C
Z 1
0
r2l21y1 r
2
2 f
2 dx þ 1
4
Z 1
0
r1þy1 c
2
xx dx: ð5:11Þ
From (5.1) and (5.10), we have
l2  l1X 1þ l2
and
2l2  1 yX 1þ l2:
Therefore
d
dt
Z 1
0
r1þl21 r
2
2 f
2 dxpCðTÞ
Z 1
0
r1þl21 r
2
2 f
2 dx þ 1
4
Z 1
0
r1þy1 c
2
xx dx: ð5:12Þ
Multiplying (5.8) by cxx; we have
1
2
c2x
 
t
þr1þy1 c2xx ¼
Pðr1Þ  Pðr2Þ
r1  r2
fcxx 
r1þy1  r1þy2
r1  r2
fu2xcxx þ ðctcxÞx: ð5:13Þ
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Integrate (5.13) in x over ½0; 1	 to get
d
dt
Z 1
0
1
2
c2x dx þ
Z 1
0
r1þy1 cxx dx
¼
Z 1
0
Pðr1Þ  Pðr2Þ
r1  r2
fcxx dx 
Z 1
0
r1þy1  r1þy2
r1  r2
fu2xcxx dx
p1
4
Z 1
0
r1þy1 c
2
xx dx þ CðTÞ
Z 1
0
r1y1 f
2 dx þ CðTÞ
Z 1
0
r1y1 f
2u22x dx
p1
4
Z 1
0
r1þy1 c
2
xx dx þ CðTÞ max½0;1	 ðr
yl2
1 r
2
2Þ
Z 1
0
r1þl21 r
2
2 f
2 dx
þ CðTÞ max
½0;1	
ðryl21 r22u22xÞ
Z 1
0
r1þl21 r
2
2 f
2 dx
p1
4
Z 1
0
r1þy1 c
2
xx dx þ CðTÞ max½0;1	 ðr
yl2
1 r
2
2Þ
Z 1
0
r1þl21 r
2
2 f
2 dx
þ CðTÞ max
½0;1	
ðryl21 r22l12 Þ max½0;1	 ðr
l1
2 u2xÞ2
Z 1
0
r1þl21 r
2
2 f
2 dx
p1
4
Z 1
0
r1þy1 c
2
xx dx þ CðTÞ max½0;1	 ðxð1 xÞÞ
ð22l1Þa0ðyþl2Þð1þk2Þ


Z 1
0
r1þl21 r
2
2 f
2 dx: ð5:14Þ
From (5.1) and (5.10), we have
ð2 2l1Þa0  ðyþ l2Þð1þ k2ÞX0:
Therefore,
d
dt
Z 1
0
1
2
c2x dx þ
Z 1
0
r1þy1 c
2
xx dxp
1
4
Z 1
0
r1þy1 c
2
xx dx
þ CðTÞ
Z 1
0
r1þl21 r
2
2 f
2 dx: ð5:15Þ
Eqs. (5.12) and (5.15) show
d
dt
Z 1
0
r1þl21 r
2
2 f
2 dx þ
Z 1
0
1
2
c2x dx
 
þ 1
2
Z 1
0
r1þy1 c
2
xx dx
pCðTÞ
Z 1
0
r1þl21 r
2
2 f
2 dx: ð5:16Þ
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From Granwall’s inequality, we have for any t40
Z 1
0
r1þl21 r
2
2 f
2 dx ¼ 0 ð5:17Þ
and
Z 1
0
c2x dx ¼ 0: ð5:18Þ
This proves Theorem 2.4. &
Remark 5.2. Assumptions (5.10) and (2.5) imply
0oyo1
ﬃﬃﬃ
6
p
3
: ð5:19Þ
In fact, (5.10) says
ð1þ k2Þ2 þ ð1þ k2Þa0  1
2y
a0p0; ð5:20Þ
which implies
1þ k2o a0
2
þ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a20 þ
2a0
y
r
: ð5:21Þ
From (2.5) and (5.21), we have
2n
2n  1 2nyo
a0
2
þ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a20 þ
2a0
y
r
;
i.e.,
4n2
ð2n  1 2nyÞ2 þ
2na0
2n  1 2nyo
a0
2y
: ð5:22Þ
Eq. (5.22) can be rewritten as follows:
a04
8n2y
ð2n  1 2nyÞð2n  1 6nyÞ: ð5:23Þ
From a0o1; we have
8n2yoð2n  1 2nyÞð2n  1 6nyÞ: ð5:24Þ
For sufﬁciently large n; (5.24) implies
2yoð1 yÞð1 3yÞ; ð5:25Þ
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i.e.,
0oyo1
ﬃﬃﬃ
6
p
3
: ð5:26Þ
Remark 5.3. The whole sequence of the approximate solutions fðrh; uhÞg con-
structed in Section 4 converges as h-0þ:
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