Nonparametric machine learning for mapping forest cover and exploring influential factors by Liu, Bao et al.
 
DRO  
Deakin Research Online, 
Deakin University’s Research Repository  Deakin University CRICOS Provider Code: 00113B 
Nonparametric machine learning for mapping forest cover and exploring 
influential factors 
This is a post-peer-review, pre-copyedit version of an article published in Landscape ecology: 
Liu, Bao, Gao, Lei, Li, Baoan, Marcos-Martinez, Raymundo and Bryan, Brett A. 2020, 
Nonparametric machine learning for mapping forest cover and exploring influential factors, 
Landscape ecology, vol. 25, pp. 1683-1699. 
The final authenticated version is available online at: https://doi.org/10.1007/s10980-020-





This is the accepted manuscript. 
©2020, Springer Nature B.V. 






Downloaded from DRO: 
http://hdl.handle.net/10536/DRO/DU:30139565  
 1 
 Nonparametric machine learning for mapping forest cover 
and exploring influential factors 
	
To cite this version:  
 
 
Bao Liu, Lei Gao, Baoan Li, Raymundo Marcos-Martinez, and Brett A. Bryan, 
Nonparametric machine learning for mapping forest cover and exploring 








Nonparametric machine learning for mapping forest cover 




Bao Liua, Lei Gaob,c,*, Baoan Lia, Raymundo Marcos-Martinezd, and Brett A. 
Bryane 
 
a College of information and control Engineering, China University of Petroleum (East China), 
Qingdao 266580, China 
b CSIRO, Waite Campus, Urrbrae, SA 5064, Australia 
c School of Business, Shandong Normal University, Ji’nan, 250014, China 
d CSIRO, Black Mountain, ACT 2601, Australia 













*Corresponding author:  
Dr. Lei Gao 
Senior Research Scientist 
CSIRO Land and Water 
Private Mail Bag 2, Waite Road 
Glen Osmond SA 5064, Australia 
Ph: +61-8-8273 8109 








The contribution of forest ecosystem services to human well-being varies over space following the 
dynamics in forest cover. Use of machine learning models is increasing in projecting forest cover 
changes and investigating the drivers, yet references are still lacking for selecting machine learning 




We assessed the ability of nonparametric machine learning techniques to project the spatial 




We developed, evaluated, and compared the performance of four nonparametric machine learning 
models: support vector regression (SVR), artificial neural networks (ANN), random forest (RF), and 




The results demonstrated that RF far outperformed the other three models in both fitting and 
projection accuracy, and required less computional costs. GBRT outperformed SVR and ANN in 
projection accuracy. However, RF exhibited serious overfitting due to the full growth of its decision 
trees. The influence rankings of explanatory variables on spatial patterns of forest cover were different 
under the four models. Land tenure type and rainfall were identified among the top four most 
influential variables by all four models. The ranking produced by the RF model was significantly 
different with topographic factors associated with land clearing and production costs (elevation and 




We encourage practitioners to consider nonparametric machine learning methods, especially RF, 
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Forests provide a range of ecosystem services such as water and soil conservation, carbon 
sequestration, and biodiversity conservation, which contribute to human well-being in many ways 
(McMichael et al. 2005). The supply of forest ecosystem services differs over space and time in 
response to changes in forest cover (Baskent and Kadiogullari 2007; Lin et al. 2017; Zhou et al. 2011). 
However, tools that can accurately project forest cover change in response to changes in human and 
environmental systems are still lacking. It is also urgent to better understand the factors influencing 
forest cover change to protect and enhance the long-term provision of forest ecosystem services 
(Marcos-Martinez et al. 2019). Identifying the relative importance of forest cover drivers can help 
discard redundant inputs, refine projection models, as well as inform investment in gathering and 
analysing additional data for improving model projections (Gao and Bryan 2016; Gao et al. 2016). 
Therefore, it is necessary to improve the capacity to confidently project the spatial dynamics  of 
forest cover and identify the key factors driving the heterogeneity. This can inform forest 
management policies and contribute to achieving a sustainable provision of ecosystem services (Gao 
and Bryan 2017). 
Remotely sensed data and statistical methods have been widely used to project forest cover 
changes and investigate the drivers (e.g., Giriraj et al. 2008; Hu et al. 2014; Makinano-Santillan et al. 
2001; Nahib and Suryanta 2017). Machine learning (ML) methods have also been used for this 
purpose, which have great advantages in dealing with high-dimensional nonlinear spatial data and 
providing more accurate prediction and mapping results (Cracknell and Reading 2014; Micheletti et 
al. 2014; Ye et al. 2019). ML methods can be divided into two types—parametric and 
nonparametric—depending on whether they summarise data with a fixed number of parameters with 
respect to the sample size (Russell and Norvig 2016). Parametric ML methods usually require 
modellers to have sufficient understanding and prior knowledge on modelling problems. Such a 
method assumes a specific form for the objective function or distribution to be learned, and estimates 
the parameters for the function or distribution through the training data. Examples of parametric ML 
methods include perceptron, logistic regression, gauss discriminant analysis, naive Bayes, and linear 
support vector machines. While nonparametric ML methods do not assume the form of the mapping 
function, but seek to best fit the training data. They can fit a large number of functional forms and 
usually require much more training data to achieve higher fitting performance. Note that 
nonparametric ML methods are called ‘nonparametric’ not because there are no parameters in the 
model. Indeed, nonparametric ML models typically have one or more hyperparameters (external 
parameters of the model and their values cannot be estimated from the data), plus a number of 
common parameters (internal parameters whose values can be estimated using the data). Examples 
of nonparametric ML methods include k-nearest neighbours, decision trees, and nonlinear support 
vector machines. 
Both parametric and nonparametric ML methods have been applied in projecting forest land use 
and land cover changes. Freitas et al. (2010) used generalized least squares regression models to 
assess the influences of topography, land use, and road density on forest cover changes near Sao 
Paulo city, Brazil, and found the influences changed in the two studied periods. Kumar et al. (2014) 
applied a logistic regression model into the projection of forest cover change (with an accuracy of 
ROC = 87%) and assessed the anthropogenic pressure on forest conversion. They found that forest 
change was more likely to occur in regions that are closer to forest edges. Hansen and DeFries (2004) 
used a regression tree method to simulate global changes in forest cover for the period 1982–99 based 
on an 8-km Pathfinder dataset, and they found that the method typically underestimated high-cover 
sites and slightly overestimated low-cover sites. Simard et al. (2011) applied regression trees to 
estimating canopy height and achieved a reasonable projection result of 69% without 
outliers. Leinenkugel et al. (2014) used regression tree algorithm to predict percentage tree cover in 
an area that had distinct wet and dry seasons, and their model obtained a very good fit (93%). Huang 
et al. (2008) developed support vector regression (SVR) to map forest cover change using the 1990 
and 2000 Landsat images in major forest biomes areas across the globe, and the overall accuracy 
 5 
values were over 89%. Ludwig et al. (2019) used RF to predict woody vegetation of the Molopo Area 
in South Africa with a projection accuracy rate of 44%. With demonstrated capacity to project forest 
land use and land cover changes, ML methods can serve as a basis to provide new insights into land 
future changes and their drivers. 
Some studies reported performance comparisons among different ML methods in projecting land 
use and land cover changes. Gleason and Im (2012) found SVR outperformed linear mixed-effects 
regression, random forest (RF), and Cubist in the forest biomass projection of Heiberg Memorial 
Forest. Schwieder et al. (2014) also found SVR had a higher accuracy than RF and Partial Least 
Squares in fractional shrub cover estimation in southeastern Portugal. Sun et al. (2018) compared five 
parametric and nonparametric ML methods (stepwise linear regression, geographically weighted 
regression, RF, nonparametric constant k-nearest neighbours, and improved nonparametric constant 
k-nearest neighbours) in mapping percentage vegetation cover. Their results demonstrated that 
nonparametric methods were superior to parametric. Wang et al. (2016) found RF outperformed 
stepwise linear regression, quantile regression neural network, and SVR in forest cover modelling of 
Youyu county in China’s Shanxi province. Lin et al. (2017) found that RF more accurately predicted 
natural forest cover in Hainan Island, China than generalized linear model, generalized additive 
model, and ANNs. Ye et al. (2019) found that deep neural networks greatly outperformed a state-of-
the-art spatial-econometric model in projecting Australia’s forest cover dynamics at continental, state, 
and grid-cell scales. Mayfield et al. (2017) reported that Bayesian networks produced more stable 
results than generalized linear models, generalized linear mixed models, and ANNs across different 
sampling methods in predicting deforestation in two study regions. The above research efforts 
demonstrate that nonparametric methods outperformed parametric ones in their flexibility (capable 
of fitting plenty of functional forms without prior function assumptions) and projection accuracy, and 
are well suited to high-dimensional complex data modelling. There are also relatively few 
applications of these methods in investigating key drivers of forest cover variation systematically. 
In this study, we aimed to assess several state-of-the-art nonparametric ML techniques for their 
ability to project spatial forest cover and estimating the relative importance of key drivers of forest 
cover distribution and change, using a case study the intensive agricultural areas of Tasmania, 
Australia. We developed, evaluated, and compared four popular nonparametric models—support 
vector regression (SVR), artificial neural networks (ANN), random forest (RF) and gradient boosted 
regression tree (GBRT)—for projecting spatial distribution in forest cover and identifying the factors 
that drive the spatial heterogeneity, based on a multi-dimensional, high-resolution (~1.1 km grid) 
spatial dataset. The results can guide land-use and forest policy for the sustainable management of 
ecosystem services such as biodiversity and habitat, water quality, and carbon sequestration. 
 
2. Methods  
 
2.1. Study area 
 
This study was carried out in Tasmania, Australia, with a focus on forest in the agriculturally 
intensive region of the state and outside protected areas (Fig. 1), as over 73% of Tasmania has native 
vegetation cover and a higher proportion of forest is in larger patches in this state (72%) than 
nationally (Forest Practices Authority 2017). The study areas with high forest cover index are mainly 
distributed in the northeast, central and north-western regions, and the two major islands in the north. 
The remaining regions have lower forest cover. The study area covers 29,563 individual 1.1 km2 
spatial resolution grid-cells. Forest cover is defined as land with no less than 20% of existing or 
potential canopy cover and with the potential to grow more than two meters in height (Lehmann et 
al. 2013). The study area also excludes water bodies, and non-agriculture/non-forest areas (e.g. 




Fig. 1. Geographical distribution of study area (in green), with smaller insert map identifying the 
region in Australia. 
 
 
2.2. Spatial data 
 
The forest cover index (fci2014), which represents the proportion of land covered by forest in 
each grid area in 2014, was used as the target variable. 25 m resolution Landsat-derived forest/non-
forest data from the Australian National Carbon Accounting System–Land Cover Change Program 
was used to calculate the forest cover index (Caccetta et al. 2012). A range of spatial data (Table 1) 
layers were used as explanatory/predictor variables to train and test the spatial forest cover projection 
models. The Accessibility and Remoteness Index of Australia (ARIA) (GISCA 2001), spatial layers 
quantifying agricultural profit (Marinoni et al. 2012) and distance to nearest protected area 
(Department of the Environment 2014) were used to represent population pressure, opportunity costs, 
and potential spill-over effects of forest conservation (Andam et al. 2008; Pressey et al. 2002), 
respectively. Considering the impact of geographical characteristics on the productivity of forest and 
alternative agricultural land-uses, the work also included slope, elevation and soil data. Since rainfall 
and temperature have direct impacts on tree growth (Palmate et al. 2017), we also used annual total 
rainfall and annual average maximum temperature as projection model inputs (Australian Bureau of 
Meteorology 2015b; Jones et al. 2009). Since the study area includes a significant proportion of forest 
plantations, we included Euclidean distance to timber mills and ports to account for the effects of 




Table 1. Spatial input variables for forest cover projection models. 
Categories Input Variables and Sources Abbreviation Unit Resolution 
Socio-
economics 
Accessibility and remoteness index (GISCA 
2001) aria score 1 km 
Potential agricultural profit, Highest profit for 
Agricultural land uses in 2006. (Marinoni et al. 
2012) 




Slope (ACLEP 2014) slope degree 95 m 
Elevation (Gallant et al. 2011) elevation meter 95 m 
PH level in the upper 30cm soil layer (calcium 
chloride extract method 1:5) (ACLEP 2014) ph30 - 250 m 
Percent of clay content in the upper 30 cm soil 
layer (ACLEP 2014) clay30 % 250 m 
bulk density in the upper 30 cm soil layer 
(ACLEP 2014) bulkd30 Mg/m
3 250 m 
Land type 
Land tenure type (0:Not defined; 1:other crown 
land; 2:private; 3:leaseholds; 4:nature 
conservation reserve; 5:multiple use forest. 
(ABARES 2014; Department of Agriculture and 
Water Resources 2013) 
tenure categorical 100 m 
Land owned by indigenous people (0: non-
indigenous tenure, 1: indigenous tenure) 
(Department of Agriculture and Water 
Resources 2013) 
indigenous 
land binary 100m 
Distance 
Euclidean distance to protected areas in the year 
2014 (Department of the Environment 2014) ED2014 km 1.1 km 
Euclidean distance to timber facilities (ports, 
mills). simple measurement of how far forests 
are from forestry infrastructure. 
ED2timbfac -  
Climate 
Total rainfall in 2014 (Australian Bureau of 
Meteorology 2015b) rain2014 mm 0.05
o 
Average maximum temperature in 2014 
(Australian Bureau of Meteorology 2015b) tmax2014 
oC 0.05o 
 
2.3. Explanatory data analysis 
 
We first analysed the statistical characteristics of the explanatory data. Then to reduce the 
modelling time and parameter optimization time as well as to eliminate multiple variables that have 
an approximate linear relationship or the same trend (one of the purposes of this work is to quantify 
the relative importance of the predictors of forest cover change, see section 2.6 for the quantification 
approach), a Pearson product-moment correlation analysis was performed to detect collinearity 
between explanatory variables, and correlations between these explanatory variables and the target 
variable. Explanatory variables that were highly correlated (r ≥ 0.8) with other explanatory variables, 
and that had high variance inflation factors (VIFs ≥ 10) in the multivariate linear regression analysis 
were excluded from the modelling. Finally, the processed explanatory data was further standardized 
to have zero mean and unit variance. 
 
2.4. Spatial modelling and prediction 
 
This section gives an overview of four machine learning approaches (SVR, ANN, RF, and 
GBRT), which we used for mapping and projecting forest cover. The details of how the projection 
models are built using the four approaches are presented in Appendix A1–A4. 
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Support vector machines (SVM) is a non-parametric ML algorithm for classification and 
regression (Brereton and Lloyd 2010). SVM first implicitly projects explanatory data to a high-
dimensional feature space where complex non-linear tasks can be solved more easily than the original 
input space. It then establishes a global optimal hyperplane to separate the data into different classes 
by maximizing the margin of data points to the optimal hyperplane. SVR is a regression scheme of 
SVM, and we use it in this paper to fit a linear model to predict a one-dimensional forest cover index 
in this new feature space. 
ANNs are a ML framework inspired by the characteristics and mechanisms of the human brain 
neural network and have been extensively applied to solve classification, regression, and prediction 
problems by establishing nonlinear structural relationships between the input and the output data. 
ANNs are a powerful modelling tool, especially when the data have unknown implicit relationships 
(Mas et al. 2004). The most commonly used neural network prediction model is the multi-layer 
perceptron (MLP), which is a layered feedforward neural network based on the supervised learning 
process. In this study, a three-layer MLP is used in combination with a backpropagation learning 
algorithm (LeCun et al. 2012), which mainly includes an input layer, a hidden layer and an output 
layer. 
RF is a nonparametric and ensemble learning technique. RF is a technique for classification and 
regression (Breiman 2001) that combines several base models in order to produce one optimal 
predictive model. The underlying idea of this technique is combining weak classifiers into a strong 
one. Even if a weak classifier obtains a wrong prediction, other weak classifiers can correct the error. 
Initially developed as an extension of the classification and regression tree (CART) (Breiman et al. 
1984), it can generate an aggregated predictor to improve the performance of prediction models 
(Breiman 1996). In this study, RF was selected to project spatial forest cover by growing aggregated 
regression trees based on recursive partitioning. During the construction of the RF, each regression 
tree was built from the sample drawn with bootstrap sampling (with replacement) from the original 
training set. Each node of the tree was split using the best split among a random subset of the 
explanatory variables (Breiman 2001). 
GBRT is an ensemble learning method that constructs a strong learning model by sequentially 
aggregating a set of weak CART regression tree submodels (Breiman 1984; Friedman 2001; Opitz 
and Maclin 1999). The key concept of GBRT is that each new regression tree submodel is built in the 
gradient direction of residual reduction to reduce the residual with the previous model. In this study, 
The GBRT model was designed as a weighted sum of weak regression tree models by a least-squares 
regression method (see Appendix A4 for details). 
The hyperparameters of these four machine learning approaches were optimized using the 
random search method (Bergstra and Bengio 2012) and the grid search method. 
 
2.5. Model training and testing 
 
In this study, the data for 29,563 grid-cells were randomly split into a training dataset S!"#$% and 
a test dataset S!&'! at a ratio of 4:1 using the stratified shuffle sampling method. Then S!"#$% (26,606 
grid-cells) was used to train and validate the four models, and S!&'! (2,957 grid-cells) was used to 
test and compare the projection performances of the four proposed models. To reduce the error 
produced by data splitting, five-fold cross-validation (Kohavi 1995) was applied into both the overall 
dataset (29,563 grid-cells) and four training datasets (26,606 grid-cells). In other words, the five-fold 
cross-validation method randomly divided 29,563 grid-cells into five training datasets and five test 
datasets (the ratio of a training dataset to a test dataset is 4:1), and, the method divided each training 
dataset into five equal subsets, and this was repeated five times. Each time, four subsets were used to 
train the projection models and the remaining one was used to validate the models. All the relevant 
results presented in this paper were averaged over the five iterations. Then, a set of optimal 
hyperparameters was selected by comparing the performance indicators over the five iterations to 
train the models based on the whole training set	S!"#$%. 
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The root mean square error (RMSE) and the determination coefficient (R2) were selected as 
evaluation indicators of forest cover projection performance. They were used to measure the deviation 
degree between the observed value and the predicted value (Eq. 1) and the fitting degree of the 







R( = 1 −
6 (y$ − y2$)(
%!
)




where y$ is the observed value, y2$ is the predicted value and n) is the number of observed values 
in the test dataset samples. The closer the R( (R( ∈ [0,1]) value is to 1, the better the projection 
performance of a regression model. A smaller RMSE value also indicates a better projection 
performance.  
The numeric data of calculated forest cover indices and the projection errors were first converted 
into raster data format in ArcGIS 10.5. Then we mapped the spatial distribution of the projections and 
the spatial distribution of the projection errors for four models. For a grid cell	g, the projection error 
e* was calculated as the difference between its projection and observation values. Following Ye et 
al. (2019), we defined grid-cells with e* ≥ 0.3 as highly overestimated and grid-cells with e* ≤
−0.3 as highly underestimated. 
 
2.6. Identifying influential input variables 
 
A ∆RMSE evaluation method was used to quantify the variable importance of the forest cover 
drivers. The central idea of the method can be described as: (1) exclude an explanatory variable 𝑖 
from the whole dataset, (2) apply the five-fold cross-validation method into the new dataset; (3) for 
each fold, train a new model using the new dataset; (4) for each fold, calculate a RMSE change 
(∆RMSE+ = RMSE,-+ − RMSE, ) obtained between the model trained in the original dataset (all 
𝑁	variables) and the new dataset (all variables except variable 𝑖); (5) calculate the average ∆RMSE.8888888888 
over the five iterations and use the average ∆RMSE (∆RMSE.8888888888) as the influence indicator for the 
excluded explanatory variable; (6) apply steps (1)-(5) to all explanatory variables (at each time, only 
one explanatory variable was excluded from the original dataset); and (7) rank explanatory variables 
in terms of their average values of ∆RMSE. In this way, we assessed the importance of each variable 
for the SVR, ANN, RF and GBRT models. 
 
2.7. Performance evaluation under different proportional training datasets 
 
We also evaluated the performance of the four ML models under different proportions of the 
training dataset to the overall dataset. Each of the four models was reconstructed with nine 
proportions of the training dataset to the overall dataset: 50%, 66.7%, 75%, 80%, 83.3%, 85.7%, 
87.5%, 88.9%, and 90%. To reduce variability in splitting the dataset, the cross-validation method 
was also used to calculate evaluation indicators for different proportional training datasets. The 
proportion of each training dataset corresponded to the fold number of cross-validation, therefore 2-
fold, 3-fold, 4-fold, 5-fold, 6-fold, 7-fold, 8-fold, 9-fold, and 10-fold cross-validation methods were 
used, respectively. An average RMSE over different iterations was selected as the performance 
indicator. 
 
2.8. Implementation and result visualization 
 
The SVR, ANN, RF, GBRT models were built based on the Regressor modules of Python scikit-
learn library (Pedregosa et al. 2011), including MLPRegressor, RandomForestRegressor, SVR and 
GradientBoostingRegressor. Modelling, data preparation, analysis and visualization were carried out 
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in Python®3.7 and ArcGIS®10.5. All experiments in this work were conducted in a computer with 





3.1. Explanatory data analysis 
 
The Pearson’s coefficients (r) among all 14 modelling variables and the VIFs of 13 explanatory 
variables are presented in Table B1 (Appendix B). Pearson’s coefficients (r) ranged between -0.41 
(tmax2014) and 0.44 (tenure), representing the correlations between target variables and the 
explanatory variables. Among the predictors, all coefficients were less than the threshold value 0.8 
and the VIFs were also less than 10, thus, all explanatory variables were reserved.  
The descriptive statistics of target variables and 13 explanatory variables are shown in Table B2 
(Appendix B). Forest cover indices in 2014 (fci2014) ranged from 0 to 1, with a mean of 0.55 and a 
median of 0.63. Their coefficient of variation (CV) and standard deviation were 0.7 and 0.39, 
respectively, indicating high dispersion of forest cover indices. The Skewness and Kurtosis were -
0.23 and -1.56, respectively. The two metrics were very low and negative, indicating the data 
distribution has thinner tails and the tail is on the left side of this distribution. According to the CV 
values of these 13 explanatory variables, their data distributions and value ranges were greatly 
different. 
 
3.2. Spatial model evaluation 
 
3.2.1. Model performance 
 
The projection performance of four ML models was compared in terms of four metrics on both 
training and test datasets (Table 2). We also compared the training time and the number of 
hyperparameters to be adjusted. The training time was defined as the running time of the program 
required to fit the model. A hyperparameter is an external parameter that cannot be estimated from 
the data. It is set manually based on experience before starting the learning process, rather than 
obtained through training, such as C of SVR model or n!"&& of RF model. 
 
Table 2. Averages of projection performance indicators for the ML models on both training and test 
datasets split by the five-fold cross-validation method. The standard deviations are presented in 
brackets. #1The RF model was trained by excluding explanatory variables slope and profit06. 































Number of hyperparameters 
to be adjusted 2 4 2 2 5 
Test 
dataset 



















In terms of the projection accuracy on the training dataset, the RF model had the best 
performance, with the highest R2 value, the lowest RMSE value, and the lowest measure uncertainty 
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(standard deviations). The GBRT model was second only to the RF. The SVR and the ANN 
performed considerably worse than the RF and the GBRT. Furthermore, the RF only had two 
hyperparameters to be adjusted and it needed much less training time than the GBRT and SVR models. 
The SVR had the worst projection performance and it took the longest time to train/fit the model, 
compared with the other three models. Overall, the RF model far outperformed the other three models 
in projection accuracy in the training dataset and training time. In terms of performance evaluation 
on the test dataset, the trained RF model achieved the best projection accuracy. The rankings of the 
other three models in terms of the projection accuracy were the GBRT, the ANN, and the SVR. We 
also found that including explanatory variables slope and profit06 in training and projecting the RF 
decreased its fitting performance (see section 3.5). The performance gap between the best model (the 
RF excluding slope and profit06) and the other three models was broad on the test dataset, ranging 
from 0.0907 to 0.1835 in the R2 value and from -0.0618 to -0.0327 in the RMSE value. These results 
exhibited reasonably good projection capabilities of the RF and GBRT model. However, compared 
to the results obtained by the four models on the training dataset with those on the test dataset, we 
found that there was serious overfitting of the RF model, but the other three models showed stable 
projection performances without apparent overfitting. 
 
3.2.2. Spatial projection of forest cover 
 
The original and projected geographical distributions of forest cover in Tasmania are displayed 
in Fig. 2. The projection error maps of forest cover indices produced by the SVR, the ANN, the RF, 
the GBRT for 29,563 grid-cells are shown in Fig. 3. Comparing intuitively spatial distributions of 
forest cover projection errors generated by the four methods, we found that the SVR and the ANN 
produced much more projection errors (both underestimation and overestimation errors) than the RF 
and the GBRT. The maximum overestimation errors produced by the SVR, the ANN and the GBRT 
were 0.914, 0.886 and 0.845, respectively, while the one produced by the RF was only 0.377. The 
maximum underestimation errors produced by the SVR, the ANN and the GBRT were 0.990, 0.945 




Fig. 2. Observed and projected forest cover distributions by SVR, ANN, RF and GBRT. (a) 
observations, (b) projections produced by SVR, (c) projections produced by ANN, (d) projections 





Fig. 3. Projected spatial errors of forest cover indices. Fig. 3(a)-(d) are spatial projection errors 
produced by the SVR, the ANN, the RF, and the GBRT, respectively. 
 
3.3. Impact of different training dataset sizes on projection performance 
 
The RMSE results for the four models in seven training dataset proportions were presented in 
Table 3. Raising the training dataset proportion could improve the performance of all models. Overall, 
the rankings in projection performance were the RF, the GBRT, the ANN and the SVR in all tested 
training dataset proportions. When the proportion increased, the improvement in the performance of 
all models became increasingly difficult. 
Table 3. The calculated RMSE values for the four models 
in different training dataset proportions. 
K-Fold Proportion SVR ANN RF GBRT 
2 50% 0.2547 0.2515 0.2081 0.2253 
3 66.7% 0.2537 0.2502 0.2039 0.2241 
4 75% 0.2528 0.2489 0.2015 0.2240 
5 80% 0.2527 0.2482 0.2002 0.2236 
6 83.3% 0.2524 0.2482 0.1999 0.2235 
7 85.7% 0.2523 0.2482 0.1992 0.2235 
8 87.5% 0.2522 0.2482 0.1988 0.2233 
9 88.9% 0.2522 0.2481 0.1990 0.2233 
10 90% 0.2521 0.2481 0.1985 0.2233 
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3.4. Projection errors of the four models 
 
The distributions of grid-cells whose projection errors were within different ranges, projected 
by the four models are shown in Table 4. The RF model had 46.16% of grid-cells whose projection 
errors were within ±5% projection error range, followed by the GBRT (19.96%), the SVR (19.34%), 
and the ANN (16.87%). Within ±10% projection error range, the RF model also had the highest 
number of grid-cells (approximately 72.84% of the total grid-cells), followed by the GBRT (41.34%), 
the SVR (37.08%), and the ANN (34.08%). Approximately 0.64% of grid-cells were highly 
underestimated or highly overestimated by the RF model (|e*| > 0.3), while the other models 
performed worse: the GBRT, the ANN, and the SVR had 15.93%, 21.71%, and 22.31% of highly 
underestimated or highly overestimated grid-cells, respectively. In terms of the deviation degree 
between the projected and the observed values, the RF model had the best performance, with the 
highest number of grid-cells within a small error range (|e*| ≤ 0.1). The GBRT model performed 
worse than the RF, but much better than the SVR and the ANN. 
Table 4. Numbers of grid-cells whose projection errors (e*) in different error ranges. 
Method 
e" 
(0.3,+∞) (0.1,0.3] (0.05,0.1] [0,0.05] [-0.05,0) [-0.1,-0.05) [-0.3,-0.1) (-∞,-0.3) 
SVR 3291 6094 2093 2334 3384 3152 5911 3304 
ANN 3245 6619 2095 2145 2841 2993 6451 3174 
RF 73 4045 3856 6361 7286 4030 3796 116 
GBRT 2467 6291 2594 2887 3013 3727 6341 2243 
 
3.5. The relative importance of the explanatory variables 
 
The relative importance of 13 explanatory variables was quantified using ∆RMSE.8888888888 (see section 
2.6 for its calculation), as shown in Table 5. The values of ∆RMSE.8888888888 for the four models had different 
ranges: (a) SVR (0.0010~0.0142), (b) ANN (0.0001~0.0125), (c) RF (-0.0048~0.0051), and (d) 
GBRT (0.0001~0.0081), and the ranges indicated the projection performance did not significantly 
decrease when excluding any variable. The results showed tenure was the most important variable in 
three projection models (SVR, ANN, and GBRT) and elevation was identified as the most influential 
one in the RF model. The influence rankings of explanatory variables were different for the four 
models. The top five influential variables in the SVR model were identified as tenure, profit06, slope, 
rain2014, and ED2014. tenure, profit06, slope, rain2014, and clay30 contributed the most to the 
ANN model. The five most influential variables for the RF were elevation, ED2TimbFac, rain2014, 
tenure, and aria. While tenure, rain2014, elevation, profit06 and slope were identified as the five 
most influential variables by the GBRT. The influence of the top five explanatory variables on the 
projection accuracy of the RF model was similar (their differences in the ∆RMSE.8888888888 value were less 
than 0.001). In the RF, including slope or profit06 decreased the projection performance. By 
excluding both slope and profit06, we achieved the best projection performance in this paper with 




Table 5. The relative importance of explanatory variables represented and ranked by ∆RMSE.8888888888 for 
the four ML methods. 
ML methods 
SVR ANN RF GBRT 
Ranked variables ∆RMSE&&&&&&&&&& Ranked variables ∆RMSE&&&&&&&&&& Ranked variables ∆RMSE&&&&&&&&&& Ranked variables ∆RMSE&&&&&&&&&& 
tenure 0.0142  tenure 0.0125 elevation 0.0051 tenure 0.0081  
profit06 0.0081  profit06 0.0061 ED2TimbFac 0.0043 rain2014 0.0045  
slope 0.0077  slope 0.0050  rain2014 0.0042  elevation 0.0045  
rain2014 0.0063  rain2014 0.0050  tenure 0.0041  profit06 0.0041  
ED2014 0.0037  clay30 0.0044  aria 0.0026  slope 0.0025  
clay30 0.0036  elevation 0.0029  tmax2014 0.0026  clay30 0.0021  
elevation 0.0028  ph30 0.0022  ph30 0.0018  ED2TimbFac 0.0018  
ph30 0.0020  ED2014 0.0021  clay30 0.0016  ph30 0.0015  
bulkd30 0.0015  bulkd30 0.0018  bulkd30 0.0015  ED2014 0.0015  
aria 0.0012  ED2TimbFac 0.0010  ED2014 0.0014  aria 0.0015  
ED2TimbFac 0.0037  indigenous 0.0005  indigenous 0.0004  bulkd30 0.0011  
tmax2014 0.0063  aria 0.0005  profit06 -0.0018  tmax2014 0.0006  




4.1. Projection performance comparison 
 
We compared the projection performance of the four models using four metrics (Table 2). The 
results suggested that the RF model was the best model for projecting forest cover dynamics (highest 
R2 values and the lowest RMSE values) on both training and test datasets. RF had very few grid-cells 
(0.64% of all grid-cells) whose average projection errors were greater than 30%. Moreover, compared 
with the other models, the RF required calibrating fewer hyperparameters and took less time for 
training the model since the RF model allowed parallel execution inherently. The GBRT model 
performed worse than the RF model but better than the SVR and the ANN in terms of projection 
accuracy (Table 2). However, the RF exhibited serious overfitting, as its projection performance 
decreased greatly in the test dataset, compared to that in the training dataset. This model was based 
on the tree-ensemble principle and the overfitting could be attributed to the full growth of its decision 
trees. Compared with the RF model, although the other three models had no apparent overfitting, 
their projection performance were worse. The ANN model was commonly regarded as a ‘black box’ 
model. It was difficult to manipulate the internal parameters of the model and a relatively large 
amount of data was needed to calibrate/optimise the model. The SVR model mapped the data to the 
high-dimensional space using the kernel function, which solved the nonlinear problem but still 
depended on the modeller’s experience in selecting the kernel function and adjusting the 
hyperparameters. 
 
4.2. Influential variable identification 
 
The relevance of land tenure type to model the spatial distribution of forests in Tasmania (Table 
5) reflects expected management differences between planted forests and remnant forests within 
agricultural lands (Marcos-Martinez et al. 2018; Wheeler et al. 2013). Forests face higher clearing 
pressure in regions where economic returns to alternative land uses are higher, either due to more 
favourable physiographic conditions or due to lower clearing and logistic costs (Ferretti-Gallon and 
Busch 2014). Consistently, agricultural profits and other factors related to agricultural and forestry 
financial returns (e.g. rainfall, distance to markets or forestry infrastructure) were on aggregate the 
most influential factors to explain the spatial distribution of forest cover in the study area. The SVR, 
ANN, and GBRT models ranked tenure, agricultural profits, slope, and rainfall as the most influential 
variables of spatial forest cover patterns. However, the RF model generated a markedly different 
ranking with topographic factors associated with land clearing and production costs (elevation and 
distance to timber facilities) being the two most influential variables. The indigenous forest estate in 
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Tasmania is mostly within protected areas which explains the low influence of the indigenous land 
variable across all models (ABARES 2014). Overall, the results of the influential variable 
identification are consistent with analyses of the drivers of forest cover and agricultural land-use 
change in Australia (Marcos-Martinez et al. 2017; Marcos-Martinez et al. 2018; Ye et al. 2019). 
 
4.3. Benefits, limitations and further research 
 
Nonparametric ML methods have demonstrated advantages over parametric ones in projecting 
forest/vegetation cover (e.g., Lin et al. 2017; Sun et al. 2018). In our case, RF outperformed the other 
three models in projection accuracy and training time. The superior of RF over the other methods is 
consistent with some studies (e.g., Lin et al. 2017; Wang et al. 2016) that showed RF performed better 
than linear regression models, generalized additive model, SVR, quantile regression neural network, 
and ANNs in forest cover projection. This observation is opposite to the studies by Gleason and Im 
(2012) and Schwieder et al. (2014), which showed SVR outperformed RF in the forest biomass 
projection and in fractional shrub cover estimation, respectively. The fitting performance presented 
by RF (96.7%) in this study exceeded that of regression tree algorithm (93%) in Leinenkugel et al. 
(2014). The projection capability of RF (75.6%) outperformed those of ANN (65%), RF (44%), 
regression trees (69%), and applied radiometric normalization (70%) in Pijanowski et al. (2002), 
Ludwig et al. (2019), Simard et al. (2011), and (Cohen et al. 2001), respectively. 
Studies have proved that nonparametric ML methods can fully process nonlinear relationships 
without considering multi-collinearity (e.g., Dormann et al. 2013; Lin et al. 2011). Our work also 
demonstrated this advantage—the SVR, ANN, RF and GBRT can discover the complex 
representations between raw input variables and forest cover and present good projection 
performance. These models can also be easily trained. There are some knowledge and lessons we can 
share with newcomers in applying nonparametric ML methods. Firstly, data quality is as important 
as the model itself. Analysis of the modelling data is necessary to remove redundant features before 
building models. This could reduce the dimensionality of the model and computational demands, and 
provide better estimates of the relative influence of the modelled parameters. Secondly, contrary to 
parametric methods, nonparametric ones are not constrained to the specified form, but provide 
improved predictions. This holds true in our case. However, the advantages come at a higher 
computational cost. If the case is extended to large scale and dimension, for example, projecting 
Australia’s spatiotemporal dynamics in forest cover (see Ye et al. 2019), high-performance 
computing resources (Bryan 2013; Gao et al. 2004) may be demanded. Thirdly, the parameter 
optimisation analysis is critical for improving model performance by adjusting hyperparameters 
(Freeman et al. 2015; Wang et al. 2016). We also found that the ratio of training dataset size to test 
dataset size increases after a threshold (80% in this work), the projection performance of all four 
nonparametric ML models is difficult to improve. 
There are three main limitations to further improvement in the forest cover projection modelling.  
(1) Compared to parametric ML methods, one limitation of nonparametric ones is more of a risk 
to overfit the training data. This is not evident for SVR, ANN, and GBRT in our case. However, there 
was severe overfitting in the RF model because of the ensembles of fully-grown regression trees in 
the model (Geurts et al. 2006). A fully-grown tree can learn as many features as possible in the 
training data so that this RF model can perfectly fit the training data, but the trained model fails to 
predict the test data at a similar level of accuracy. Our future work aims to mitigate overfitting. We 
will explore a suitable minimum sample size for splitting a node to improve the robustness of the 
model (Breiman 2001; Geurts et al. 2006), e.g., the date from scattered grid-cell in remote areas. 
(2) The ensemble method usually outperforms every single method/learner. As all four models 
presented in this paper had good projection performance, we are interested in combining these four 
models together to build a powerful ensemble model by integrating the strength of each model. This 
could increase the accuracy of the projections in the validation dataset. 
(3) Future work will also apply these models to inland areas of Australia and the whole nation. 
The computational expenses for extending the ML models to a larger scale (e.g., the national scale) 
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will considerably increase, and this computational requirement may demands high-performance 
computing and advanced machine learning methods. Recent deep learning technologies (Jiang et al. 
2019; LeCun et al. 2015; Wei et al. 2020) that have been making ground-breaking advances in many 
fields are suitable for big datasets and are expected to bring new insights into the projection of forest 
cover changes. In addition, the trained models are likely to underperform for projecting forest cover 
in other areas. To improve the projection performance of our models in other regions, these models 
need to be retrained using the corresponding datasets. Furtermore, in future work, more 
environmental variables such as the soil nitrogen content (Foley et al. 2005) will be added to further 
improve the model projection performance, as this explanatory variable can reflect the decline in land 
use capacity caused by anthropogenic factors (such as dryland salinization and soil erosion). Future 
work also includes the quantification of the uncertainty in projection results, which has been widely 
involved in classical projection models (Dong et al. 2015; Gao et al. 2017; Peeters et al. 2018), but 




Nonparametric methods are reported in the literature to outperform parametric ones in flexibility, 
projection accuracy, and suitability for high-dimensional complex data modelling. Based on a multi-
dimensional, high-resolution (~1.1 km grid) spatial dataset in Tasmania, Australia, we further 
assessed four state-of-the-art nonparametric ML models (SVR, ANN, RF, and GBRT) for forest cover 
spatial projection and key driver exploration. The assessment results demonstrated RF outperformed 
the other three models in both fitting (in the training dataset) and projection (in the test dataset) 
performance, and was superior to some other methods in the literature. Compared to the other three 
models, RF required calibrating fewer hyperparameters, needed less training time, had smaller 
overestimation and underestimation errors at the grid-cell level, and lower measure uncertainty. 
However, RF exhibited serious overfitting and no apparent overfitting was found in the other three 
models. We also found that increasing the ratio of training dataset size after a threshold, the 
improvement in projection performance of nonparametric ML models is insignificant. The 
importance rankings of all explanatory variables associated with the observed spatial patterns of 
forest cover were different for the four models. Land tenure type and rainfall were identified among 
the top four most influential variables by all four models. RF identified topographic factors associated 
with land clearing and production costs (elevation and distance to timber facilities) as the two most 
influential variables. 
We encourage practitioners to consider nonparametric ML methods when facing problems of 
complex environmental data modelling. Nonparametric ML methods can fit a large number of 
funcational forms and provide improved predictions. But it is important to know that the advantages 
come at costs: more training data are required, high-performance computing resources may be 
demanded, and overfitting the training data may occur. Among the four nonparametric ML methods 
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Appendix A:  Spatial modelling and prediction using four nonparametric ML methods 
 
A1. Support vector regression (SVR) 
 
Given a set of training samples	(x$, y$), where i = 1,2, … , n, x$ ∈ R/, y$ ∈ R), x	is a vector of 
the input explanatory variables, y is the target values (forest cover indices), n is the number of 
training samples, and p is the number of explanatory variables. The SVR develops a linear function 
f(x)  while minimizing the Vapnik’s ε -insensitive cost function (Eq. (A1)) to reduce model 
complexity and empirical risk (Smola and Schölkopf 2004). 
L1Ty − f(x)U = V
0 for	|y − f(x) < ε|
|y$ − f(x)|− ε otherwise
 (A1) 
where ε is a threshold of error tolerance. The training data samples whose errors exceed ε were 
penalized, while samples within the ε-defined margin were ignored. The development of SVR model 
function	f(x) actually was a dual quadratic programming optimization problem shown in Eq. (A2) , 
and solved by an updated version of the SMO-type decomposition method (Chang and Lin 2011; Fan 
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0 ≤ α$, α$∗ ≤ C, i = 1,… , n
 (A3) 
where α$	and α$∗ are feature weights (Lagrange multipliers), which determine the influence of each 
sample point on the model (support vectors are the data with non-zero weights) (Were et al. 2015); 
KTx$, x4U is the kernel function used to realize the data projection from original input space to high-
dimensional space; and parameter C regularizes the trade-off between model complexity and training 
error frequency (Brereton and Lloyd 2010; Smola and Schölkopf 2004). The SMO-type algorithm 
decomposed the optimization problem into smaller sub-problems to be minimized, which were solved 
at multiple iterations. At each iteration, the algorithm selected a two-element working set by WSS1 
(Working set selection via the “maximal violating pair”) to optimize the two Lagrange multiplier 
values, and updated the gradient of f(α)	to reflect the new values (Fan et al. 2005; Keerthi et al. 2001). 
The decomposition process stopped until the Lagrange multipliers converged. Finally, the SVR 
function f(x) can be described as follows: 
f(x) =.(−α$ + α$∗)
%
$7)
KTx$, x4U + b (A4) 
where b is a constant threshold. The Gaussian radial basis function (RBF) was used because of its 
ability to generalize nonlinear functions and effectively manage large data sets (Jain et al. 2014). The 
RBF kernel function is formulated as follows: 
K(x$, x) = exp8-9‖;#-;‖
$< (A5) 
where γ is the structural parameter that determines the radius of influence for each training data point 
in the high-dimensional space. The best values for C, γ and ε were optimized as 0.7, 0.04 and 0.1, 
respectively.  
If the magnitude of the variance between the variables differs greatly, the prediction performance 
of the SVR model will be greatly affected (Pedregosa et al. 2011). Therefore, we applied a 
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standardization process to each dimension d of the p-dimensional input of the training dataset to 
generate zero mean and unit variance for the data. The standardization formula as follows: 
z$= =
x$= − x8=
d 1n − 1∑ (x$
= − x8=)%$7)
 (A6) 
where z$= and x$=	are the ith standardized value and the observed value of the dth-dimension variable, 
respectively. x8= is the mean value of the dth-dimension variable. n is the number of training set 
samples. Note that the standardization process is also applied to the test dataset using the mean and 
standard deviation of the training set. 
 
A2. Artificial neural networks (ANNs) 
 
We used a three-layer MLP in combination with a backpropagation learning algorithm (LeCun 
et al. 2012) for the spatial forest cover projection. The three-layer MLP includes an input layer, a 




Fig. A1. Demonstration of a three-layer MLP structure. 
 
The first layer, known as the input layer, receives p dimensional explanatory variables 
x(x), x(, … , xp). Each neuron in the hidden layer transforms the values from the previous layer with 
a non-linear activation function based on a weighted linear summation (Eq. (A7)). In this study, the 
Rectified Linear Units (ReLu) function g was used as it can greatly speed up convergence (Huang et 
al. 2019; Krizhevsky et al. 2012). The magnitude of the bias measures how easy it is for a neuron to 




x$ +w>4), i ∈ (1,2, … , p), j ∈ (1,2, … ,m)
g(h) = max{0, h}
 (A7) 
where h4 is the i-th neuron’s value in the hidden layer; x$ is the i-th dimension data of the forest 
cover explanatory variables. w$4	represents the weight between the i-th input neuron and the j-th 
hidden neuron. Similarly, the output layer receives the values from the hidden layer and transform 





h4+k>, j ∈ (1,2, … ,m), t = 1 (A8) 
where f(x)	 is the single dimension prediction vector for forest cover, k4  represents the weight 
between the j-th hidden neuron and the only output layer neuron. The weights w$4  and k4  are 












where y$  and y2$  is the i-th observation value and prediction value for forest cover respectively. 
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(
‖W‖(  penalizes the ANN model and α  is a non-negative hyperparameter that controls the 
magnitude of the penalty. Once the loss was computed, a backward pass propagates it from the output 
layer to the previous layers, and the stochastic gradient optimizer Adam was selected to provide each 
weight parameter with an update value meant to decrease the loss, which performs very well in 
training time and verification scores in a relatively large data set (including thousands of training 
samples or more) (Kingma and Ba 2014). At an epoch, the optimizer Adam trained on a small dataset 
that contains n@#!AB samples divided randomly from the whole training dataset. The solver stopped 
until convergence or the number N of epochs. The learning and generalization capabilities of MLP 
depend on its network structure (the number of layers and neurons in the hidden layer) and 
hyperparameters (learning rate, number of iterations, etc.) (Du et al. 2018). The best	m,	α, n@#!AB and 
N were adjusted to 400, 0.5, 300, 300, respectively. It was found that the ANN could improve its 
performance by the normalization process (Sola and Sevilla 1997). The data was then standardized 
as the same way as the SVR model. 
 
A3. Random Forest (RF) 
 
Given the training samples 	(x$, y$) , where 	i = 1,2, … , n , x$ ∈ R/,  y$ ∈ R) , n!"&  bootstrap 
samples was randomly drawn from n original training samples of forest cover as new training 
samples of the single regression tree (n!"& = n), and p!"& variables were randomly selected from the 
p original variables (p!"& ≤ p). We then constructed the binary decision tree to recursively divide the 
input sample space into two sub-regions according to the following steps:  
a) Select the j-th variable x(4) and its value s from p!"& variables as the splitting variable   and 
the splitting point, thus two regions R)(j, s) and R((j, s) can be obtained as follows: 
R)(j, s) = lx|x(4) ≤ sm	and	R((j, s) = lx|x(4) > sm (A10) 
Here, the squared error ∑ (y$ − f(x$))(	;#∈F%(4,')  was selected to represent the prediction error 
of the regression tree for the training dataset m (m = 1,2). The optimal output value in each region 
was obtained by calculating the minimum squared error. Thus, the optimal output value c) in region 
R)(j, s) is actually the mean of all the values for the target variable y$ in this region. 
c? = minA%
. (y$ − c?)(
	;#∈F%(4,')	
= aveTy$px$ ∈ R?(j, s)U		 (A11) 
b) To find the optimal j and	s, a heuristic method was used to solve the minimization question, as 
shown in Eq. (A12). 
min
4,'
	[c) + c(] (A12) 
After traversing all variables, the optimal pair (ȷ̂, s2) was selected and the corresponding output 
value c2? could be determined. 
c2? = ave(y$|x$ ∈ R?(ȷ̂, s2)), x ∈ R?, m = 1,2 (A13) 
c) Repeat the partitioning process in two sub-regions until all the stop conditions were met. 
d) In this way, the sample space was divided into M regions	R), R(, ⋯ , RG, Then the regression 
tree model can be described as: 





Indication	function	I = V1, x ∈ R?0, x ∉ R?
 
Finally, T%H?	trees were built and the final outcome of the RF model is the average of all trees 
(Cutler et al. 2007). In this RF modelling, apart from the parameters n!"& and p!"&, the stopping 
criterion parameters T'!I/  represents the minimum sample size for splitting a node, which were 
chosen to prune regression tree. To improve the accuracy of model, the decision trees were not pruned, 
so the parameters T'!I/ were set to 2. The other two parameters T%H? and p!"& were adjusted to 500 
and 5, respectively. As RF is a probability-based model, which only consider the dividing boundary 
rather than the feature value, data normalization is not required. 
 
A4. Gradient Boosted Regression Trees (GBRT) 
  
Here, we designed the GBRT model as a weighted sum of weak regression tree models by a 
least-squares regression method (Eq. (A15)). 




where M is the number of regression tree submodels, that is, the number of steps for gradient 
boosting; h?(x) is the m-th regression tree model which is usually called a weak learner. GBRT 
starts with an initial model f>(x)	then adds new regression models by minimizing the loss function 
L to improve the current ensemble model f?-)(x) (Hastie et al. 2009; Taieb and Hyndman 2014). 




A steepest stochastic descent method was used to solve this minimization problem. The steepest 
descent direction is a negative gradient of the loss function evaluated at the current model 
f?-)(x)	(Friedman 2002; Pedregosa et al. 2011). In this study, GBRT takes residuals [y − f(x)] as 
the fitting value of regression h(x) to improve the ensemble predictor, and this is also the negative 
gradients of the loss function	LTy, f(x)U. 
LTy, f(x)U =
1
2 (y − f(x))
( (A17) 
So the gradient boosting process proceeds via the following steps:  
(1) Given the forest cover training set	(x$, y$), i = 1,2, … , n; x$ ∈ R/, y$ ∈ R), calculate the f>(x), 














= y$ − f?-)(x$) (A19) 
(3) Fit a regression tree h?(x) to the residual using the training set	Tx$, r?,$U, where i = 1,2, … , n; 
and the tree grows until the maximum depth controlled by the parameter	T=&/!B. 
(4) Update the model  
f?(x) = f?-)(x) + h?(x) (A20) 
(5) Obtain the GBRT model: 
f?(x) = fG(x) (A21) 
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In this study, three regulation strategies were used to improve the model performance. Firstly, 
the learning rate µ was introduced into the update step of regression tree to reduce the contribution 
of each submodel (as presented in Eq. (A21)). Smaller values of µ require more weak learners to 
maintain a constant training error. 
f?(x) = f?-)(x) + µ ∙ h?(x) 0<µ ≤ 0.1 (A22) 
Secondly, the GBRT algorithm drew a subsample at random (without replacement) from the 
original training data set at each stage, then the randomly drawn samples were used to fit the new 
regression tree submodel and compute the model update for the current step (Friedman 2002). This 
makes a great difference compared with the traditional AdaBoosting (Freund and Schapire 1996). 
Thirdly, the variables for node splitting were also subsampled from p original variables in the growth 
of new regression trees, analogous to the random split of the RF model. There were five parameters 
that needed to be adjusted in the GBRT model, including M,	n'H@,	µ, p!"&, and T=&/!B, which were 







Appendix B: Data analysis results of explanatory variables 
Table B1. The Pearson’s coefficients between the variables used in spatial modelling. 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1. tenure 1.00              
2. indigenous -0.02 1.00             
3. aria 0.06 0.16 1.00            
4. slope 0.15 0.01 -0.13 1.00           
5. elevation 0.16 -0.04 0.01 0.28 1.00          
6. profit06 -0.14 -0.02 -0.09 -0.13 -0.16 1.00         
7. ph30 -0.28 0.00 -0.08 -0.06 -0.14 0.04 1.00        
8. clay30 -0.05 -0.04 -0.24 0.09 0.21 0.07 0.20 1.00       
9. bulkd30 -0.21 0.05 -0.03 -0.14 -0.15 0.03 0.24 -0.19 1.00      
10. ED2TimbFac -0.04 0.07 0.75 -0.05 0.10 -0.12 -0.02 -0.13 -0.06 1.00     
11. ED2014 -0.08  0.05  -0.08  -0.13  -0.09  0.11  0.07  0.07  0.07  -0.10  1.00     
12. rain2014 0.33  -0.01  0.08  0.17  0.24  -0.06  -0.41  0.02  -0.47  0.11  -0.14  1.00    
13. tmax2014 -0.23  0.03  -0.10  -0.21  -0.77  0.12  0.25  -0.17  0.25  -0.12  0.13  -0.51  1.00   
14. fci2014 0.44  0.00  0.02  0.36  0.38  -0.25  -0.31  0.00  -0.23  0.23  0.00  0.14  0.13  1.00 
VIFs 1.33  1.05  2.90  1.30  3.28  1.11  1.45  1.86  1.42  2.01  2.77  1.35  2.21   
 
 
Table B2. Descriptive statistics of target variable and explanatory variables 
variables Min Max Range Mean Median CV Std Skewness Kurtosis 
fci2014 0.00 1.00 1.00 0.55 0.63 0.70 0.39 -0.23 -1.56 
tenure 0.00  5.00  5.00  2.71  2.00  0.50  1.36  0.94  -0.80  
indigenous 0.00  1.00  1.00  0.01  0.00  11.15  0.09  11.06  120.30  
aria 0.00  16.98  16.98  5.69  5.27  0.53  3.04  1.83  4.60  
slope 0.00  46.13  46.13  6.17  4.31  0.94  5.81  1.51  2.49  
elevation -6.15  1394.57  1400.72  311.73  246.12  0.80  248.08  0.95  0.30  
profit06 0.00  5000.00  5000.00  131.19  0.00  3.31  434.45  7.80  74.10  
ph30 0.00  8.40  8.40  5.43  5.40  0.14  0.75  0.28  0.31  
clay30 0.00  67.00  67.00  25.73  27.00  0.48  12.42  0.49  0.79  
bulkd30 0.00  1.70  1.70  1.09  1.10  0.16  0.17  -0.91  3.89  
ED2TimbFac 0.00  161.21  161.21  47.18  39.82  0.67  31.39  1.22  1.47  
ED2014 0.00  15.56  15.56  3.11  2.83  0.68  2.13  1.01  1.18  
rain2014 324.00  3081.00  2757.00  844.75  756.00  0.47  400.41  1.65  3.52  
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