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Nous avons tenté d'élaborer un outil, et plus 
un modèle de mesures de performances pour 
d ' exploitation UNIX(*) tournant sur le POP 11/45 




ta mise au point d'un tel outil est complexe et il ne nous a 
pas toujours été possible d'approfondir tous les détails de sa 
réalisation avec les mêmes soins que ceux attribués par une 
équipe de chercheurs. 
Nous nous sommes également attardés a la réalisation d'un 
mesureur dont le but est de fournir les données d'entrée 
nécessaires au modèle ainsi que de comparer les résultats obtenus 
avec ceux du modèle. 
Bien sar, avant d'en arriver la 
déroulée en plusieurs étapes. 
notre étude s·est 
Tout d'abord, il nous a fallu acquérir les notions de 
métrologie nécessaires au démarrage du projet. Nous avons donc 
synthétisé quelques règles de base de la métrologie dans notre 
chapitre premier. 
Parallèlement, nous devions égalemen1 acquérir une certaine 
connaissance de UNIX. Ce fut le but du stage qui s · est déroulé 
dans la division mathématique de la Vrije Universiteit 
d'Amsterdam. Les particularités de UNIX nécessaires pour la 
réalisation du modèle se trouvent résumées dans le chapitre deux. 
Le chapitre trois est consacré 
l'explicitation du modèle choisi. 
l'élaboration et 
L'utilité des résultats d ' un modèle est nulle s ' ils ne sont 
pas comparés a certaines valeurs de référence. Le chapitre 
quatre contient une description du mesureur utilisé pour vérifier 
la validité du modèle. 
T,élaboration du modèle ayant nécessité un certain nombre 
d ' hypothèses, celles-ci sont examinées dans le chapitre cinq. 
Le dernier chapitre est consacré a 1 · analyse statistique des 
résultats du modèle. 
Unix est une marque déposée par les Bell Laboratories 
et a été mis au point par D. M. Ritchie et K. Thompson. 
- 9 -
I. LES MESURES DE PERFORMANCES. 
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• 
1. Buts des mesures de performances. 
Les mesures de performances de systèmes informatiques sont 
souvent dèsirées par les responsables de ces systèmes afin 
- de mieux comprendre le fonctionnement du système en vue de 
son amèlioration éventuelle. 
t·intérêt économique d · une bonne utilisation des 
ressources est certain car le coQt et la complexité du 
matériel et du logiciel ont tendance a augmenter. 
d·élaborer les critères de choix d · un nouveau système. 
Le choix d·un nouveau système nécessite la connaissance 
des conditions d·exploitation et des performances que 1·on 
désire obtenir. 
- etc ... 
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2. Objet des mesures. 
Voici une liste non exhaustive de quelques objets que 1·on 
peut désirer mesurer: 
le rendement du système en terme de taux a·utilisation 
le temps de réponse moyen ou le nombre de dépassements 
d'un temps limite de réponse lors d ' interactions types aux 
terminaux d'un système conversationnel 
la fréquence des pannes de divers sous-ensembles matériels 
l'état des files d'attente (premier arrivé-premier servi, 
dernier arrivé-dernier servi, priorités, ... ) 
et, pour les chercheurs en modélisation ou en simulation 
- les fréquences d ' arrivées d'évenements de nature logique 
ou physique 
les durèes de services aux différents serveurs 
le comportement des files d'attente. 
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3 , Les méthodes de mesures. 
La méthode la plus souvent utilisée pour etudier le 
comportement d ' un système est l ' élaboration d ' un modèle 
représentant une description formalisée de la compréhension que 
nous avons de la réalité, 
Il existe deux types de modè l es: 
- le modèle mathématique. 
Ce type de modèle est caractérise par un ensemble de 
relations liant l'évolution d'un certain nombre de variables 
typiques du système observé. Il permet de prédire le 
comportement du système lorsqu ' il est soumis a des 
sollicitations d ' un type déterminé. 
Malheureusement, un modèle mathématique ne permet pas 
de prendre en considération le système global : il demande un 
certain nombre de simplifications et d ' hypothèses non 
réalistes . De plus, il est souvent diffi cile de donner une 
représentation précise de la charge a laquelle est soumise 
le système, or la validité des résultats fournis par le 
modèle dépend justement de celle-ci. 
- le simulateur. 
Dans un simulateur, les relations ari thmétiques sont 
remplacées par des algorithmes . Il est donc possible de 
modéliser le système global de facon plus précise, ceci a 
cond~tion d'introduire des algorithmes proches de la 
~éalitè. 
Mais un simulateur coute cher a 1 · exècution et sa 
complexité entraine une grande difficulté de mise au point. 
Les résultats fournis par les 
données brutes qui devront encore 
analyse statistique. La validité 
1 · exactitude de l'interprétation . 
- 1 3 -
modèl es ne sont que des 
être interprétées par une 
du modèle dépendra de 
4. Techniques et outils d'extraction. 
Un système informatique en exècution est, en fait, un 
ensemble d'objets dont les valeurs èvoluent avec le temps et une 
suite d'évènements correspondants aux changements d ' état 
résultant de 1 · utilisation de ces objets ou de 1·arrivèe de 
signaux. Suivant le niveau auquel nous nous plaçons dans le 
système, ces entités (objets et évènements) ont un caractère de 
nature physique ou logique . 
L'objectif d ' un extracteur (ou "mesureur" ) est de prélever 
le maximum d ' informations sur le matériel, mais aussi et surtout 
sur le logiciel. 
Nous avons donc le choix entre deux catégories d ' outils 
d ' extraction: 
- outi ls logiciels: appropriés pour l ' observation d ' entités 
de type logique 
- outils matériels: appropriés pour l ' observation d ' entités 
de type physique 
Outre le fait qu'il doive être approprié au type d'entité 
que 1 · on veut mesurer , le choix d'un extracteur est ègalement 
guidé par les paramètres suivants: 
- adaptabilité et portabilité face a de nouvelles mesures ou 
de nouveaux systèmes 
- degré de perturbation induite dans 1·ut ilisation des 
différentes ressources du système (unité centr ale, mémoire) 
facilité de mise en oeuvre et d'emploi 
ensemble dès couts engendrés. 
4 . 1. Les outils d'extraction logiciels(mesureurs "programmés") . 
4 . 1 . 1. Introduction. 
S ' il est d ' utilisation souple , un 
permettre a 1 · utilisateur: 
extracteur devrait 
- de lancer 1·extraction et de 1·arrêter au moment de son 
choix 
d ' utiliser les moyens de stockage de son choi x 
de choisir ses mesures en fonction de ses besoins parmi 
les possibilites qui lui sont offertes soit au lancement de 
1·extraction , soit dynamiquement durant celle- ci (ceci est 
possible lorsque 1·outil est conçu selon une architecture 
modulaire) 
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Il devrait également être facilement extensible, c·est-
a-dire que 1·utilisateur devrait pouvoir écrire ses propres 
programmes de collecte et les inclure dans 1·outil existant. 
L'extracteur devrait également introduire une perturbation 
minimale, c·est-a-dire que lorsque 1·on accède aux variables, 
cela devrait pouvoir être fait sans risques pour le 
fonctionnement du système En fait, il faudrait toujours 
s·assurer de ne pas trop modifier les performances du système. 
Malheureusement, l'objectif de non perturbation est, en 
général en contradiction avec les objectifs précédemment définis, 
a savoir généralité et facilité de mise en oeuvre. Il faudra 
donc tenter de trouver un compromis entre la précision des 
mesures et la perturbation introduite. 
4.1.2. Les fonctions de base d'un outil d'extraction logiciel. 
Afin d' éviter une perturbation trop importante du système, 
1·extracteur doit s·exécuter sur un niveau prioritaire afin 
d ' empêcher une autre tache de prendre le contrôle de 1 · unitè 
centrale lorsqu·une prise de mesures est en cours. 
4.1.2.1. Les techniques d'activation de 1·extracteur. 
Il existe deux techniques a·activation: 




1·exécution atteint un certain point de mesure, 
prend le contrôle de 1·unitè centrale afin de 
variables désirées. 
Inconvénients de cette technique: 
- il est rarement possible de prévoir le nombre de fois 
que 1·on passera par tel ou tel point de mesure 
- la mise au point( localisation des sondes et des 
points de mesures) risque d'être difficile si 1·outil 
n·est pas conçu en même temps que le système pour 
lequel il est prévu. 
b. Par èchantillonage. 
Cette technique permet de prélever des variables 
quantitatives ou qualitatives servant a la gestion de l'état 
du système. 
Le problème principal lors de la mise en oeuvre d'une 
telle technique est le choix de la période d·echantillonage. 
En effet, il faut arriver a établir un compromis entre la 
finesse des observations, le volume des données et le temps 
passé dans 1·extracteur. 
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4.1.2.2. La sortie des données. 
a. Sortie de données non analysées. 
Elle permet un minimum de perturbations car les données sont 
très peu élaborées. L'analyse différée peut être très détaillée 
car elle travaille sur des données brutes . 
b. Sortie de données deja êlaborêes . 
Cela permet de réagir sur le système, et plus prêcisement 
sur sa charge, en cours d'exécution. Ceci peut se faire: 
soit automatiquement 
L'extracteur fournit les données a un système de 
pilotage qui modifie les paramètres dynamiques du système en 
fonction des valeurs de celles-ci. 
soit indirectement 
L ' opèra~eur pouvant connaitre 
système ou d'unf tache donnée , 
modifier la charg(. 
4.1.2.3. Architecture de l'extracteur. 
a tout moment l'état du 
a donc la possibilité de 
La souplesse d'utilisation et d'extension est largement liêe 
a 1·utilisation d'une structure modulaire qui permet de ne 
charger que les collecteurs que l'on désire. 
Il existe deux architectures possibles pour un extracteur: 
a. L'extracteur peut être implanté sans modifier le système. 
Les extracteurs de ce type sont bases uniquement sur 
1·echantillonage et sont consideres connue des taches 
indépendantes mais privile9iees du système. 
b. Il peut également se présenter connue une série de 
modifications ou d'ajouts au systeme . 
4.1.2.4. Les différentes phases d'une session de mesures. 
a. L'initialisation 
détermination des mesures a effectuer 
introduction des sondes aux points de mesures définis 
actions spécifiques dues aux mesures lancées . 
b. Extraction. 
b . Terminaison. 
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sortie d·enregistrements 
restauration de 1·etat anterieur du système. 




utilise un outil d·extraction 
lorsqu·i1 s·est avere que 
insuffisantes en qualitê . 
materiel pour mesurer un 
toutes les autres methodes 
Son domaine d·activite est 1·espace physique constitue de 
1·unite centrale, des canaux et des diffêrents periphêriques qui 
lui sont connectes. 
Malgre sa porta.bilite et le fait qu•il introduise une 
perturbation minimum, un tel outil est assez difficile a mettre 
en oeuvre car il exige une connexion physique au système. De 
plus, il est surtout adapte au comptage d·evenements et ne permet 
pas de prêlever des résultats en mémoire centrale. 
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S . outils d'analyse et de dèpouil lements des rèsultats. 
Les informations fournies par une sèrie de mesures ne sont 
jamais utilisables directement, ceci de par leur volume et leur 
nature (origines diverses, structure hètèrogène, rangement 
sèquentiel en fonction du temps, ), De plus, il est 
difficile d'effectuer des calculs trop approfondis lors de la 
phase de mesures, a moins d'introduire une perturbation dans les 
performances du système. 
En fait, il y a deux dèmarches possibles: 
a. 1·analyseur est incorporè dans 1·extracteur. 
Dans ce cas, les mesures fournissent des 
directement disponibles ce qui permet une 
d ' action innnèdiate sur le système. 
informations 
possibilitê 
Par contre , les traitements effectuès sur les mesures 
sont très rudimentaires , ceci a cause des perturbations. 
b. l ' analyseur est sèparê de 1·extracteur. 
Il travaille donc en diffêrê avec la prise , e mesures 
et êvite donc les perturbations. 
Mais, il supprime la possibilitê d'agir innnèdiatement 
sur le système. 
En fait, l ' idèal serait un analyseur construit en deux 
parties, 1·une effectuant un depouillement élémentaire lors de la 
prise de mesures, 1·autre effectuant un traitement plus 
approfondi a la demande de 1·opèrateur. 
Les spécifications d'un bon outil d'analyse sont donc les 
suivantes: 
- lors d ' une première passe, a partir du fichier de mesures, 
on extrait les informations essentielles. Ces informations 
sont traitées et placées dans un autre fichier . 
- ensuite, on peut procéder a une analyse plus dètaillèe de 
ces fichiers a l'aide de programmes classiques . 
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a. La charge 
Les mesures de performances s • inscrivent toujours dans un 
certain environnement constitué du système informatique et de sa 
charge. Celle-ci peut être définie comme étant un ensemble de 
travaux mobilisant des ressources tant matêrielles que 
logicielles. 
Les rêsultats fournis par les mesures et la charge sont donc 
fortement liês car si celle-ci n·est pas reprêsentative de ce qui 
se passe rêellement dans le système, les résultats obtenus ne 
sont d·aucun intêrêt et risquent en plus d"être mal utilisés. 
Nous avons choisi d "effectuer les mesures sur la charge 
réelle et non sur une charge synthétique, ceci pour deux raisons: 
l "êlaboration d·une charge reprêsentative risquait de 
prendre un certain temps car elle nécessite une êtude 
complète et prêcise de la charge rêelle. 
- la charge pouvant varier très fortement d"un jour a 
1 · autre, notamment a cause des travaux pratiques effectués 
sur le sy·stème, il nous a semblé plus utile de mettre au 
point un outil de mesure qui pouvait être utilisé pour 
comparer les performances rêelles a des moments et pour des 
charges différentes. 
- l.9 -
II . L. ENVIRONNEMENT EXPERIMENTAL 
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l. ~·environnement matêriel. 
Nous disposions pour effectuer nos mesures du POP 11/45 de 
DtGtTAL EQUIPEMENT installê aux Facultês et possêdant entre 
autres 
le memory management unit (mêmoire virtuelle) 
un processeur virgule flottante 
128 Kbytes de mêmoire core et de 128 Kbytes de mêmoire MOS 
un contrôleur PMDC 11/80 reliê a un disque PMDS 11/80 de 
62,4 Mêgabytes 
- un contrôleur RK 10 reliê a 3 disques cartouches RK 05 de 
2,5 Mêgabytes chacun 
- un contrôleur de bande magnêtique reliê a 2 drivers TU 10 
(l'un disposant d'une densitê de 800 bpi et de 9 
pistes, 1·autre de 800 bpi êgalement mais de 7 pistes) 
un contrôleur LP 11 reliê a une imprimante PMLP /300 
14 terminaux parmi lesquels: 
1 LA 34 (console) 
5 VT 100 
2 Microbee DM 20 
2 Northstar Horizon 
3 Apple 2 
1 Sanders varioprinter 
I 
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2. L· environnement logiciel: UNIX. 
2.1. Description générale de UNIX. 
UNIX est un système d·exploitation en temps partagé, 
développé par les BELL Laboratories sur des minis-ordinateurs de 
la gamme de DIGITAL EQUIPEMENT. 
Largement répandu dans les centres 
dispose d·un important logiciel de base 






Ce système développé initial ement pour les machines de la 
série POP 11 a été étendu ensuite sur d·autres machines: VAX 
11/780, INTERDATA 8/32, LSI 11/23, 
Z 8000, 
L·architecture de UNIX s·inspire des systèmes CTSS et 
MULTICS développés par le MASSACHUSSETS INSTITUTE OF TECHNOLOGY 
(MIT) et repose sur les concepts suivants: 
- création dynamique de processus suivant la relation père-
fils 
- communication entre processus 
- système de fichiers hiérarchisé, chaque fichier étant 
défini comme un ensembl e de caractères ( la notion 
d·enregistrement n · existe pas au niveau du système) 
- les entrées/ sorties sont synchronisées avec 1·exécution 
du processus de traitement. 
L· essentiel du langage est écrit dans un langage de haut 
niveau, la langage c. Celui-ci est assez proche du PASCAL ( on 
retrouve les notions de types structurés; instructions "if-then-
else", "while", "case", ... ) et il permet en plus 1· arithmétique 
sur des objets de type pointeurs . 
Nous allons maintenant nous attarder sur quelques aspects de 
UNIX qui nous semblent importants pour la bonne compréhension de 
la suite du mémoire. 
2.2. Les processus. 
un processus correspond a 1·exécution d·un programme en 
mémoire. 
La totalité du programme doit être chargée en mémoire 
centrale pour qu•il puisse être exécuté et il y reste jusqu· a ce 
que 1 · arrivee d·un programme plus prioritaire entraine son 
transfert sur disque ( la gestion de la mémoire se fait au moyen 
de 1·a1gorithme de "swapping" décrit au point 2.3.) 
2.2.1. Mémoire allouée a un processus. 
A un processus sont associées 3 zones de mémoire: 
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1. Un segment de texte contenant le code a execute. 
Il est accessible uniquement en lecture et sa copie se 
trouvant sur disque restera donc a jour. Cela permet 
d·eviter le transfert de ce segment sur disque ("swap-out"). 
2. Un segment de donnees reserve a 1·utilisateur. 
La creation d·un processus genere un certain 
données qui doivent rester strictement privées 
Elles seront donc contenues dans un segment 
reservé au processus et a son utilisateur. 




ce segment de longueur fixe est reservé aux donnees 
créées par le système et contient donc toutes les donnees 
dont le système doit disposer pour la gestion du processus 
correspondant (descripteurs de fichiers ouverts, ... ). 
L·utilisateur ne peut acceder a ce segment . 
Les segments de données utilisateurs et systemes sont places 
de façon contigüe en mémoire afin de reduire le temps de 
transfert entre mémoire primaire et secondaire. 
2.2.2. Arrivée d·un nouveau processus dans le système. 
A 1·exception de la phase initiale de chargement du système 
("bootstrap"), tous les nouveaux processus sont crees par la 
primitive système "fork". Le nouveau processus est une copie du 
processus courant, c·est-a-dire de celui qui est actif au moment 
de la creation. 
En fait, lors de la creation d·un processus, tous les 
segments accessibles en ecriture appartenants au processus 
courant sont recopies pour le nouveau processus. De même, les 
fichiers qui etaient ouverts pour le processus courant restent 
ouverts pour le nouveau. 
Les processus "père" et "fils" sont ensuite informes de leur 
participation dans une relation et choisissent leur propre 
destination. 
2.2.2.1. Réservation d·une entree dans le tableau des processus. 
Lorsqu·un nouveau processus est creé dans le système, un 
processus "systeme" se charge de parcourir le tableau des 
processus afin de vérifier s • il existe encore une entree libre 
dans celui-ci. Ce tableau qui reside en permanence en memoire 
centrale contient des informations utiles pour la gestion des 
processus (êtat du processus , priorité, ). 
Le nombre de processus que ce tableau peut contenir est 
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parametrable. Sur la version de UNIX tournant aux Facultes ce 
nombre a ete fixe a 50 et signifie donc que le système ne peut 
supporter plus de 50 processus en concurrence. 
s·il n·y a plus de place disponible dans ce tableau, le 
système signale a 1 · utilisateur qu·il doit essayer de relancer sa 
commande plus tard (espérant que d · autres processus aient 
termines leur session d•ici la). 
2.2.2.2 . Allocation de mémoire pour un processus. 
Le processus nouvellement cree demande la meme part de 
mémoire que celle qui a ete attribuée au processus courant. 
s · i1 y a suffisannnent de place en memoire centrale, celle-ci 
est attribuée au nouveau processus et on signale dans le tableau 
qu·i1 est charge en memoire et pret a etre exécute. Sinon ce 
processus, ou plus exactement la copie du processus courant est 
transferee sur disque. 
Ensuite , le processus actif au moment de la creation 
redevient actif. 
2.3. La gestion de la mémoire. 
En general, il y a trop peu de 
pour contenir toutes les donnees 
processus. Donc, il faudra parfois 






des zones de 
L·allocation de la mémoire centrale et secondaire est 
realisêe par le même algorithme "first-fit", c·est-a-dire que dès 
que 1·on trouve une zone de memoire assez grande pour contenir le 
code et les données associées au processus, on la lui alloue. 
L· autre algorithme utilise par certains systèmes d · exploitation 
est celui du "best-fit" (on optimise 1·a11ocation car on choisit 
une zone mémoire suffisante mais la plus petite possible). 
Description du processus de transfert (ou processus de 
"swapping"). 
c·est un processus "système" qui gère les transferts 
entre la memoire centrale et le disque. Celui-ci examine la 
table des processus cherchant un processus se trouvant sur 
disque et qui serait pret a tourner s·i1 disposait de la 
mémoire centrale. Il lui alloue de la mémoire et effectue le 
transfert en mémoire oa il pourra maintenant se disputer 
1 · usage du processeur avec d · autres processus. 
s · il n·y a pas de mémoire centrale disponible, le 
processus de "swapping" va essayer d · en liberer 
choisissant dans la table un processus pouvant 
transfère sur disque. Ce processus est transfere sur 





un autre a. transfêrer en mêmoire central.e ("swap-in"). 
Il. y a donc deux al.gori thmes spêcifiques au processus 
de "swapping": 
1.. Quel. est parmi l.es processus se trouvant sur 
disque cel.ui qui est susceptihl.e d ' être transfêrê 
en mêmoire central.e afin d' y être exêcutê? 
Le processus l.e pl.us ancien et 
est prêt est choisit l.e premier. 
l.êgêre pênal.itê l.iêe a. l.a tail.l.e. 
dont 1. · êtat 
Il. y a une 
2. Quel. est parmi l.es processus 
central.e cel.ui qui est 
transfêrê sur disque afin de 
chargês en mêmoire 
susceptihl.e d"être 
l.ihêrer del.a pl.ace? 
Les processus en attente d'êvênements a. 
faihl.e prioritê( c·est-a.-dire l.es processus qui ne 
sont pas actifs ou qui n·attendent pas l.a fin 
d"une entrêe/ sortie)sont choisis l.es premiers, 
les pl.us anciens d "abord en tenant compte 
êgal.ement de pênalitês liêes a. l.a taille. Les 
autres processus sont examinês par l.e même 
al.gorithme mais on ne l.es retire pas del.a mêmoire 
avant qu·il.s aient atteints un certain age. 
Le processus de "swapping" n·a aucun impact sur 
1.·exêcution des processus rêsidants. 
Le processus de "swapping" est donc êquival.ent a 
un serveur FIFO. 
2.4. Le "scheduling" du processeur. 
La synchronisation des processus est realisèe au moyen 
d'êvènements. 
La signal.isation 
processus n·a aucun 
êvènement attendu par 
processus. 
d ' un évènement qui n·est attendu par aucun 
effet . De même, l.a signal.isation d ' un 
pl.usieurs processus réveil.le tous ces 
Comme il. n·y a pas de mémoire associée aux êvènements( 
contrairement aux opérations P et V de Dijkstra), on ne peut 
ajouter une notion de "grandeur" a. ceux-ci. Supposons, par 
exempl.e, que des processus dêsirant de la mémoire attendent un 
êvènemènt associé a. 1. · a1.location de la mêmoire. Lorsque une 
partie de l.a mêmoire sera liherêe, 1. · êvênement sera signalê. 
Tous l.es processus en compéti tion pour la mémoire seront donc 
reveil.l.ês et se disputeront la nouvelle part de mémoire alors 
qu · en fait el.le ne sera peut être pas assez grande pour n • importe 
l.equel de ces processus. 
Si un êvênement se produit entre l. ' instant ou un processus 
- 25 -
dècide de se mettre en attente et l'instant oa ce processus se 
met en attente, il attendra un èvènement qui s·est dèja produit 
et qui risque de ne plus se reproduire. ceci est du au fait 
qu·il n·y a pas de mèmoire associèe a l'èvènement, mèmoire qui 
permettrait d'indiquer que l'èvènement s·est dèja produit; · la 
seule action rèsultant d'un èvènement est la modification de 
l'ètat des processus. 
Supposons maintenant qu·un processus actif se mette en 
attente d'un èvènement, le processus qui disposera maintenant du 
processeur sera un processus dont l'èvènement aura dèja ètè 
signalè et qui est aussi a l'ètat prêt. 
Quel processus choisir parmi les processus qui sont prêts? 
A chaque processus est associè une prioritè. La 
prioritè des processus "systèmes" est assignèe par un 
certain code lies aux evènements. Les evènements associes a 
tout ce qui concerne le disque ont une prioritê elevee, les 
êvênements associes aux vidêos ont une prioritê moins elevèe 
et ceux associes au temps la prioritê la plus faible. Les 
prioritês des processus "utilisateurs" sont toutes moins 
elevèes 1ue la moins elevêe des prioritês associêes aux 
processus "systèmes". 
La priorite associee aux processus utilisateurs est le 
rapport temps d'exêcution sur temps reel pour un certain 
intervalle de temps. Un processus qui a utilise beaucoup le 
processeur lors du dernier intervalle de temps rêel aura 
donc une faible prioritê. 
L'algorithme de "scheduling" choisit d'abord les 
processus les plus prioritaires ,executant d'abord les 
processus "systèmes" et ensuite les processus 
"utilisateurs". Les ratios "temps d·exêcution / temps reel" 
sont mis a jour toutes les secondes. 
L'algorithme de "scheduling" s·arrange aussi pour qu·un 
processus disposant d ' une prioritê elevêe ne monopolise pas 
le processeur. En effet dans ce cas sa priorite decroit. 
De même si un processus a faible prioritê est ignore depuis 
longtemps, sa prioritê va s·accroitre . 
Les processus charges de 
interrompre le processeur a 
taches hautement prioritaires. 
files d'attentes, on peut 
la gestion du système peuvent 
tout instant car ils executent des 
Mais, en terme de thèorie des 
nêanmoins considêrec le processeur 
comme etant un serveur a discipline prioritaire sans prèemption. 
En effet, les processus "systèmes" se placeront en avant dans la 
file d' attente devant le processeur mais n ' interrompront pas le 
service en cours. 
2.5. Les entrees/sorties. 
Les entrees sorties dans UNIX sont conçues pour êliminer les 
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différences entres les divers types de pêriphériques et méthodes 
d · accés. 
Du point de vue de 1 · utilisateur, les opêrations de lecture 
et d·écriture de fichiers sont des opêrations synchrones et 
immédiates (sans tamponnage). 
Mais, en réalité, le système assure une gestion complexe de 
tampons pour réaliser une mémoire cache entre la mémoire centrale 
et le disque. cette mémoire cache permet d · augmenter 
l'efficacité du système en conservant en mémoire les zones 
auxquelles on accède frèquenunent. 
La cache est gérée de façon a retarder les écritures et si 
le système s·arrète subitement , il y aura des entrées/sorties 
logiquement complètes mais physiquement incomplètes. Il existe 
une primitive qui permet la mise a jour de la mémoire secondaire 
mais une utilisation fréquente de celle-ci ne rèsoud que 
partiellement le problème. Il y aura donc des moments où les 
structures de données sur disques sont incohérentes même si le 
logiciel exécute les entrées/sorties dans le bon ordre . 
En fait,UNIX dispose de deux systèmes d · entrèe/sortie, un 
système d · entrèe/sortie par blocs (ou structure) et un autre par 
caractère (ou non structure). 
Le système d · entrèes/sorties par caractère regroupe tous les 
pêriphèriques qui ne tombent pas dans la classe des 
entrées/sorties par blocs: il s · agit donc de tous les 
périphériques typiquement caractères tels que les bandes papier 
perforées, les vidéos les imprimantes mais aussi les bandes et 
les disques qui ne sont pas utilisés de manière stèrèotypêe ( par 
exemple des enregistrements de ao bytes sur bande). 
La désynchronisation des entrées/ sorties physiques due a 
la présence de la mémoire cache a très peu d · effets sur la 
discipline des files d · attente des serveurs a · entrêes / sorties 
qui peut être considêrêe comme êtant de type PIFO 
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III. LE MODELE. 
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1. Objectifs du modèle. 
Le but des mesures ètant 1·ètude du système d·exploitation 
UNIX soumis a une charge type universitaire, nous allons êlaborer 
un modèle de capable de nous fournir des rêsultats reprêsentatifs 
du comportement de celui-ci. Ces rèsultats seront des 
estimations qu·i1 nous faudra encore comparer avec les mesures 
afin de valider ou de rejeter le modèle . 
L·outil choisi est le modèle mathêmatique plutôt que le 
simulateur car il nous a semblê plus facile a mettre au point vu 
que certaines formules de modèles de rêseaux de files d·attente 
se retrouvent telles quelles dans la littêrature . 
Lorsque nous disposerons d·un modèle fiable, c·est-a-dire 
quand il fournira des valeurs proches de celles mesurêes, nous 
pourrons utiliser ses rêsultats conune êtant reprêsentatifs de la 
rêalitê. 
Suivant les valeurs fournies, nous pourrons peut-être 
envisager de faire varier certains paramètres du système afin 
d·ètudier 1·èvolution de son comportement. 
o·autres modifications sont également envisageables, conune 
par exemple la redistribution de 1·espace disque parmi les 
différentes catêgories d·utilisateurs en fonction des taux 
d·utilisations des "pseudos-disques" . 
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2. Représentation du modèle. 
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fig. 3 . 1. 
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Nous avons choisi de reprêsenter le modèle sous forme d·un 
graphe orientè car il s·agit de la manière la plus simple de 
reprêsenter un rêseau de files d'attente. Les rectangles 
reprêsentent les serveurs et les arcs indiquent les diffêrents 
chemins que les processus peuvent suivre lorsqu·ils se dèplacent 
dans le rêseau. 
Ce modèle reprèsente en fait le comportement d'un processus 
dans un univers de multiprogrammation: il est caractêrisê par une 
alternance de pèriodes d'utilisation processeur et de pèriodes 
d·entrèes / sorties, prêcêdèes en gènêral par des attentes devant 
ces serveurs. 
Les processus lancès a partir des terminaux passent 
exclusivement par le processeur qui sera donc l'intermédiaire par 
lequel se feront les èchanges entre les terminaux et le reste du 
système: nous appelerons donc le processeur serveur d'èchanges. 
Les diffêrentes transitions entre les serveurs sont dues aux 
particularitês du scheduling et des entrees / sorties de UNIX. 
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3. Notions de la théorie des files d·attentes. 
Le modèle que nous nous proposons d·èlaborer sera constitué 
d · un certain nombre de serveurs (processeur, e ntrées-sorties, 
défaut de pages, .. . ), de files d · attente prêcêdant les serveurs 
et de chemins de transitions entre ceux-ci . 
- Le serveur. 
Il s·agit d · une ressource non partageable du système. 
Dans notre êtude, nous avons considèrê que le disque PM 
était constitué de plusieurs serveurs car chacun de ceux-ci 
sert en fait un espace phys i que diffèrent: le "pseudo-
disque" constitué d · un certain nombre de cylindres. Ceci 
nous permettra de mesurer les taux d·utilisations du 
contrôleur de chaque "pseudo-disque" ainsi que le nombre 
d·accès a chacun de ceux-ci. 
- La file d · attente . 
Plusieurs demandes de services peuvent se présenter 
lorsqu · un serveur est dêja requis par un autre processus(le 
serveur est a 1 · êtat actif ) , on adjoint donc au serveur une 
file d·attente dans laquelle viendront se placer tous les 
processus dont il ne pourra satisfaire la demande de service 
immédiatement. 
Les files d · attente pourront être gérées de façon 
différente suivant le serveur auquel elles appartiennent. 
Parmi les disciplines de fi l es d·attente nous citons les 
plus courannnent utilisées: 
i . FIFO(first in/ first out). 
Les processus sont servis dans 1 · ordre de leur 
arrivée dans la file d · attente. 
ii . LIFO(last in/ first out) . 
Les processus sont servis dans 1 · ordre inverse de 
leur arrivée dans la file d·attente c · est -a-di re que le 
dernier processus arrivé est le premi er s ervi. 
iii. Priorité. 
non prêemptive 
Les processus de plus haute priori té seront 
servis d · abord, mais sans i nterrompre l e service 
en cours . 
prêemptive 
Les processus disposant de la priorite la 
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plus èlevèe seront servis les premiers et les 
nouveaux processus entrants dans la file peuvent 
interrompre le service du processus en cours s•ils 
disposent d · une priorité plus èlevèe que celui-ci. 
Il existe bien sur un algorithme qui met a jour les 
priorités des processus en attente, ceci afin d·eviter qu · un 
processus reste éternellement dans la file. 
Réseau de files d·attente. 
Lorsque les processus doivent passer successivement dans 
plusieurs systèmes composes d·un serveur et d · une file d · attente, 
nous nous trouvons devant un rèseau de files d·attente . Celui-ci 
est caractèrisè par sa structure, c·est-a-dire par les liaisons 
qui existent entre les sous-systèmes qui le composent et, par la 
nature de ces sous-systèmes. 
On peut distinguer principalement deux types de réseaux: 
réseau ouvert 
Un réseau est ouvert lorsqu·il est alimente par une 
source extérieure disposant d·un nombre infini de clients. 
réseau fermé 
Un réseau est fermé lorsque le nombre total de 
processus dans le système est fini et, en général constant. 
La théorie des files d·attente nous permet d·estimer un 
certai n nombre de grandeurs caractéristiques du système observe, 
comme par exemple: 
- le taux d·utilisation des différents serveurs c·est-a-dire 
l e temps d . activité du serveur par rapport au temps total 
d·activite du système. 
- le nombre moyen de processus se trouvant dans les diverses 
files d·attente. 
- etc .. . 
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4 . T .e modèle . 
4.l. Hypothèses. 
Nous devons poser. plusieurs hypothèses avant de pouvoir. nous 
lancer. dans 1· êtude du modèle: 
nous avons a faire a des serveurs: 
+ obêissants a une discipline FIFO. 
+ jacksonniens 
Un serveur est jacksonnien lorsque son dêbit 
dêpend uniquement du nombre de clients se trouvant dans 
sa file d'attente. 
+ exponentiels. 
Un serveur est exponentiel lorsque les dur.êes de 
service sont indêpendantes les unes des autres et 
distr.i.huêes suivant une loi exponentielle. 
- il existe un r.égime permanent 
t, 
Si p (t ) est la probabilitê de l'état n a l'instant 
n 
avec t = o, 1, 2, 
Alor.s,lorsque t -> CO 
lim p (t) = p n 
o n . 
avec L'un au moins 
~ p = l ~ n 
4.2. Décomposition du modèle. 
= 0, 1, 2, ... 
des p non nul. 
n 
4. 2 . L Not ion de dècomposi tian et de système êqu i va lent. ( B( 3] ) 
Système êqu i.va lent. 
A l'intèr.ieur d'un même réseau, deux systèmes d'attente 
sont êquivalents si les distributions conjointes du nombr.e 
de clients dans chacun de ces systèmes et du nombr.e total 
dans les autr.es centres du réseau sont identiques. 
Décomposition. 
Un système est presque complètement décomposable si. les 
inter.actions entre sous-systèmes sont suffisamment faibles 
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4.2.2. Substitution du modèle par un modèle èquivalent. 
Les interactions internes du système composè du serveur 
d·êchange et des serveurs d·entrèes / sorties sont nombreuses 
comparées aux interactions de ce système avec le monde 
extérieur(cfr annexe 1: les probabilités de transitions), nous 
allons donc décomposer le système global en deux sous-systèmes: 
les terminaux d · une part (système S2). 
le serveur d · êchanges et les serveurs d·entrèes / sorties 
d·autre part(système Sl). 
4.2.2.1. Etude du système global. 
Le système global de la figure 3.1. sera remplacé par celui 
de la figure 3.2. 
fig. 3. 2. 
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Nous allons, dans cette décomposition, supposé que 
1·ensemble des terminaux puisse être remplacé par un serveur 
unique de taux de service À * . ( N - n) avec 
l /À: temps de réflexion au terminal. 
N - n: nombre de terminaux en cycle de réflexion. 
En général, les auteurs considèrent que 1·on peut 
attacher au plus un processus a un terminal. Ceci. 
n·êtant pas le cas avec UNIX, nous choisissons: 
N = 50 
processus) 
nombre d·entrées dans la table des 
n = nombre de processus dans le système Sl 
Ainsi, (N - n) reprê~entera le nombre de processus 
pouvant encore se présenter g.ans S1 sans bloquer le 
système. Nous considérons que cèla fournit une bonne 
-représentation du nombre de terminaux "logiques" se 
trouvant en cycle de réflexion. 
T..e sous-système S1 composé des serveurs d·entrèes / sorti.es · 
"jacksonni.ens" et du serveur d·êchange exponentiel de dêbi.t de 
servi.ce u0 (n), avec un processus d·arrivée poissoni.en de paramètre (n), lorsqu·il y a au total n processus dans le 
système, est équivalent, a 1·êtat stationnaire, s·il existe, a un 
seul serveur exponentiel de taux de servi.ce A0(n)p0 (n)u0(n) 
avec A
0
(n): probabilité conditionelle stationnaire que 
le serveur d·echange soit actif êtant donne 
que le nombre de processus dans le sous-sys-
tème est n. 
p 0 (n): probabilité que le processus qui. finit son 
service au serveur d·êchange quitte le sys-
tème lorsque le nombre total de processus 
présents dans ce dernier est n. 
ce théorème est dêmontrè dans (B[3) ) , 
Nous obtenons alors 
exponentielles de taux de 
calculer la di.tribution de 
un réseau de 2 files d'attente 
service dépendant den et nous pouvons 




1 ( À C) 
n 
H(N) ( N-n) 1 TT A0 ( i ) i•l 






( N-n) 1 TT A0 ( i) i=l 
Le temps moyen de réponse dans ce système est donné par 
n 
t .. 
A"' (N - n) 
4.2.2.2. Etude du système S1. 
Si le système S1 interagit faiblement avec son 
environnement, nous pouvons considérer que la probabilité 
conditionnelle d'activité du serveur d'échanges A0(n) ne devrait pas être trop différente de la probabilité que le serveur 
d ' échanges soit actif dans un réseau fermé obtenu en coupant les 
liens entre S1 et le monde extérieur. 
Les équations du réseau de la fig. 3.1. s ' obtiennent 
facilement grace a l'hypothèse que les temps de services sont des 
variables aléatoires indépendantes et distribuées selon une loi 
exponentielle (serveurs exponentiels). 
Nous ne développerons pas ces èquations qui, sous forme 
matricielle s · écrivent: 
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P(t+l) a P(t) * Q 
avec P( t) : vecteur des probabilités d'état p(n, ... ,n ,t) 
(n. = nombre de processus au serveu~ i, i=O, .. ,1 
ef n = nombre de processus au serveur T 
T reirèsentant le serveur des terminaux 
et l le nombre de serveurs ) 
Q =A+ I, A étant la matrice des taux de transitions 
et I la matrice unité. 
Ch 1 d 1 . d. . ( J. ( l+l+N)) d l aque va eur e · in ice J = 1, ... , 1 + i e a 
matrice Q se rapporte a un état diffèrent (n0 ,n , ... ,n1 
,n ) du réseau. Nous choisissons un arrangement !es lignes et 
de~ colonnes de Q tel que n soit la variable qui varie le plus 
lentement dans (n ,n, ... ,n1 , n ), c·~st-a-dire que nous 
considérons d'~rd1 tous leÎ états possibles avec n = o, 
ensuite avec nT= 1, T 
Nous désignons par Q(N,K) , K = 1 + 1, N > o, K > l la 
matrice Q d'ordre (K~N) définie par cette numérotation des 
états. 
) : 
Voici maintenant 2 lemmes et un théorème démontrés dans (B(3] 
T.emme 1. 
Les éléments de la matrice Q(N,K) peuvent être partagés 
en (N+l) sous- matrices principales Q' (nT),nT _• O, ... ,N 
de façon que 1·ensemble des éléments non diagonaux de 
chaque sous-matrice Q'(n ), n = X, soit lTensemble de 
toutes les probabilités dI ~rîfi~ition entre tout couple 
d'états distincts parmi les ( +K~1-x) états avec nT = X, 
c·est-a-dire n • N - X. 
Lemme 2. 
Tout élément non diagonal de Q(N,l) situé en dehors des 
sous-matrices principales Q'(n ) vaut soit zéro, 
soit cl ( n + 1) * u ( n + 1) * p ( n + 1) 
ou biend?nT+ 1) *~nT+ 1) * (1°! PTT (nT+ 1)) 
avec~(j) = o si j = o ou N+l 
= 1 sinon 
où n = N - nT,nT correspondant a la 





La mat-rice stochastique Q(N,K), N > o, K > 1, dêfi.ni.t un 
système presque complètement décomposable en (N+1) systèmes qui. 
peuvent être r~prêsentês par des matrices stochastiques Q(X) N+K-X-:-1 
a·o-rdr.e ( K-1 ) , X = o, . .. ,N co-rrespondant a toutes les 
i.nte-racti.ons possibles entre les êtats (n0 , ••• ,¾) avec nTm 
X. 
Ce théorème fournit une condition suffisante pour consi.dêrer 
le -réseau de la fig. 3.1. comme êtant presque complètement 
décomposable . T,es matrices stochastiques Q( X) dêc-ri. vent en fa i. t 
le comportement d'un rêseau fermê obtenu en supprimant les li.ens 
entre les sous-systèmes S1 et S2. Nous dêduisons de la 
défi.ni.ti.on des syst èmes presque complètement décomposables que la 
p-robabi.li.tê conditionnelle A (n) que le serveur d'êchanges soit 
acti.f êtant donnê qu'il y a g clients dans le sous-système Sl est 
approximativement ègale a la probabilitê que le serveur 
d'échanges soit actif dans le réseau fermé décrit pat: Q(N-n) (cfr 
fig. 3.3. ). Le calcul de cette probabilitê ne pose aucun 






Nous allons donc étudier ce modèle et nous intéresser tout 
parliculièrement aux probabilités d'activité de ses différents 
serveurs. 
- calcul de la probabilité d ' activité du serveur d ' échange. 
Posons A ,la probabilité 
d'échange soit0 occupè. 
que le serveur 
Si p(n0 , n1 ,n .... , n ) est la probabilité qu'il y ait2 conjoiniement n processus au 
d'échange et n . (1 < i < l) aux autres serveurs. 
1 - ... 
avec p(no, nl ... ,nl ) = 0 Si!,n . = N 1 
et p(no, n 1 ... ,nl ) 
-
1 
no, nà, · · · ,nl 
l: n . "" 
1 
serveur 
Le serveur est actif s'il y a 
processus dans sa file d'attente 
traduire en termes de probabilités par: 
au moins un 
ce qui peut se 
p(no, nl, 
l 
!n . <N-1 
i • 1 1 
... , nl) 
Or, le théorème de Jackson nous dit que dans un 
reseau exponentiel,en regime permanent, la 
superposition des regimes permanents des systemes 
composants donne encore un régime permanent global. 
Nous avons donc: 
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dèbit de service du serveur i 
probabilitè de choisir le ième 
serveur après un service au 
serveur d'èchange. 
1 n . 
G(N) • TT (
pi uo) 1 
1 i=1 u 
Ln . ~N i 
i-1 
1-
(Constante de normalisation) 
1 nombre de serveurs(36) 
N nombre de processus dans le 
système fermè. 
- les autres serveurs. 
Posons A . , la probabilitè d ' activitè du serveur 
j (l~j~l). J 
- 42 -




~r s: t: n. <N G(N) i_ ... l i-n. >l ]-
n. 
l (71 36 GJ' A.= TT J G(N) u . ~n.<N-1 i.=l 
J i-11 
\ p~:~) G(N-1) Cuo) ... ... -1:~ A 0 G(N) 
Ce qui. fou-rnit la loi de conservati.on des flu: _ qui. 
est vé-ri.fi.ée même si les serveurs ne sont pas 
exponent i.e ls . 
- cal.cul. de la constante de no-rmalisation. 
Elle peut être calculée aisément en uti.li.sant 
1 · algo-ri.thme sui.vant( cf-r. B [14) ) . 
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Soi.t n = (n n a' 1., ... , nl ) 
u. ,. 
et S(N,l)={<no, nl.=/= ... , nl ):i:n . = Net n,_.>av';_} 
L::.O l. 
Avec ces notati.ons: 
l n . 
G(N) ... [ TT X l. 
- S( N, l) i.=l l. n 
m n. 
g(n,m) t TT l. Notons = X. 
né S(n,m) i.=1 l. 
A 1.o-rs g( n, l ) =- G( N) 
et g(n,m) = g(n,m-1) + X g(n-1,m) 
m 
avec . g( o, m) = 1. m • 1, _ . . , . 1 
g( n, a) = 1. n - a, ... , N 
T..a p-ri.nci.pale di.ffi.cultè consiste-ra a èvaluer N, car. i.l est 
peu probable que le nombre de processus dans le système rèel soi.t 
constant. Nous pensons donc que le nombre moyen de jobs dans le 
système pendant la période d'observation peut fou-rni.-r une bonne 
appr.oxi.mati.on de N (nous pouvons ègalement travaille-r avec un 
intervalle de valeu-rs centrès en N). 
4.7..7..3. Btude du système S2. 
Nous supposons que 1·ensemble des terminaux puisse êt-re 
remplacè par un serveur unique de taux de service.)\* ( N-n). 
Ceci. reste a vè-ri.fi.er mais cette hypothèse peut trouver une 
justi.ficati.on dans le -fait que les terminaux constituent tous des 
postes sans attente : nous pensons donc pouvoir les remplacer. par 
un seul poste sans attente. 
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IV. LE MESUREUR. 
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l. Objectif. 
Les mesures réalisées sur un système réel au moyen d · un 
mesureur permettent, tout conune celles obtenues avec un modèle, 
d · etudier les performances. De plus, si cela s·avêre necessaire 
le système peut exploiter celles-ci dynamiquement (exemple : 
suppression des fichiers temporaires lorsque 1·espace disque 
atteint un certain seuil) . 
Le modèle élaboré étant destiné a nous fournir des résultats 
aussi proches que possibles de la réalité, le but du mesureur 
sera de vérifier la validité du modèle par comparaison des 
résultats du mesureur et de ceux du modèle. 
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2. Nature des mesures. 
T.es données élémentaires collectées par les mécanismes de 
mesures sont pour. la plupart, des contenus de mémoire, des 
évènements ou des comptages d'évènements. 
Nous allons nous attarder principalement sur 3 groupes de 
données: 
l. tntervalles de temps . 
Pour mesurer par exemple le taux 
différents serveurs nous mesurerons 
d'activité des serveurs ainsi que le temps 




T,e rapport temps d'activité du serveur sur le temps 
d'activité du mesureur nous fournira le taux d'utilisation 
du serveur. 
2. Grandeurs instantanées autres que le temps. 
· Pal:'l1li celles-ci ·, nous pouvons par exemple inclure la 
longueur de la file d'attente du processeur . 
3. Dénombrements dans le temps. 
tl s·agit de fréquences d'évènements dans le temps 
col!'al\e par exemple les transitions entre les différents 
serveurs. 
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3. Mècanisme des mesures. 
Pour d·evidentes raisons de simplicitè , nous n·utiliserons 
pas les mesures cablèes et nous mettrons donc au point un 
extracteur logiciel ou "programme" qui necessitera bien · sar une 
connaissance approfondie du système. 
Le mesureur se prèsentera connne une sèrie d·ajouts ou de 
modifications a UNIX et nous permettra d·acceder a un certain 
nombre de variables du système. 
Nous distinguerons deux mèthodes d·acquisition de données : 
- les mesures non synchronisèes avec les changements d·ètats 
du système (ou activation des sondes par èchantillonage ). 
Ce sont les mesures pêriodiques 
nombre de processus se trouvant 
longueur de la file d·attente du 
mesurees toutes les 90 secondes ). 
conune celle mesurant le 
dans le système et la 
processeur ( valeurs 
- les mesures synchronisèes avec 1·evolution du système ( ou 
act vation des sondes sur èvènements ). 
L·èvolution du système est caractèrisèe aussi bien par 
les changements d·etats ( synchronisation des mesures des 
temps d·activitè sur 1·ètat de ceux-ci : le compteur n·est 
incrèmentè que lorsque le serveur est actif ) que par les 
transitions des processus d·un serveur a 1·autre ( 
probabilites de transition ). 
Les deux mêthodes seront donc utilisêes dans le mesureur et 
le choix de 1·une plutôt que 1·autre dèpendra de la frequence 
demandèe ainsi que de la nature de la mesure. 
- 48 -
4. T,es grandeurs a. mesurer. 
pour utiliser le modèle. 
+ Nombre de processus dans le système. 
~yant supposé que nous nous trouvions dans un 
système fermé, le nombre de processus dans le système 
devrait rester constant. 
Ceci. peut parfois se vèri fi.er en péri.ode 
d'utili.sation normale mais en cas de fortes charges se 
nombre peut varier considérablement. 
Nous considèrerons donc le nombre 
processus durant la période de mesures 
reprèsentatif du nombre de processus dans 
f.ermè. 





T.es différents chemins 
serveurs comprendront des 
i.ncrèmentès chaque fois qu·un 
de ces chemins. 
de transi.ti.ons ent-re 
compteurs qui. seront 
processus passera par un 
T,es probabil i.tès de transition sont obtenues en 
di.visant la valeur du compteur associé a. un chemin par 
la somme des compteurs de tous les chemi.ns. 
+ Taux ou dèbi.ts de service (u_ ). 
1 
Le taux de service d'un serveur correspond au 
nombre de processus servis par celui.-ci. par uni.té de 
temps. 
Nous comptabiliserons donc 
du serveur et diviserons 
nécessité pour les mesures. 
le nombre d ' activations 
celui.-ci. par le temps 
+ Taux d'uti.lisation. 
t ls sont fournis par le rapport temps d · act i.vi.tè 
du serveur sur temps nècessitê pour les mesures. 
+ Temps de réflexion au terminal . 
Il représente le temps mis par 1·utilisateur 
préparer son prochain message après rêception 
prêcédant. 




+ Longueur de la file d·attente du processeur. 
Elle sera utile pour vèrifier si nous nous 
trouvons bien dans le cas d·un règime permanent (cfr V) 
et est mesurèe en sèlectionnant les processus disposant 
d·un certain ètat et de certaines "ètiquettes" dans le 
tableau des processus. 
+ Pèriodes d·activitè des diffèrents serveurs . 
Ces valeurs seront utilisèes pour vèrifier si les 
serveurs sont exponentiels. (cfr. V) 
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s. Introduction des sondes. 
Nous avons introduits aux points de mesures dêfinis 
prêcêdemment un certain nombre de sondes destinêes a nous 
fournir des renseignements sur le comportement du système. 
Celles-ci sont essentiellement des compteurs et des "êtiquettes" 
nous permettant de mesurer les grandeurs dèfinies au point 4. 
Cette ètape a necessitè une êtude complète et détaillée de 
UNIX car l ' introduction des sondes a entra~né un certain nombre 
de modifications du système. 
UNIX ètant composé d ' une sèrie de programmes qui sont 
ensuite compilés ensembles afin de fournir une version exècutable 
, nous dressons ici une liste indicative des programmes auxquels 
nous avons apporté des modifications. Les personnes désirant des 
renseignements complémentaires sont libres de consulter les 
sources du système. 
Main.c : diverses initialisations de UNIX 
Slp.c : scheduling . 
Clock.c gestion des interruptions en provenance de 
l ' horloge . 
Sysl.c : appels systèmes. 
Bio.c : gestion des entrèes / sorties par blocs. 
Pm.3.c : contrôleur du disque PMDS 11/80. 
Rk.c : contrôleur des disques RK os. 
Tty.4.c. : contrôleur des terminaux. 
Alloc.c : allocation des espaces disques. 
Fio.c & rdwri.c 
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6. Lancement du mesureur. 
Comme le mesureur fait partie de UNIX 
réinitialisé a chaque redémarrage de celui-ci. 
il sera donc 
L'acquisition des données se fera donc tout au long de la 
période d'activité du système. L'accès au POP 11/45 n·ètant pas 
autorisé durant la nuit les différentes sondes seront 
réinitialisées lors du redémarrage matinal , la collecte des 
résultats se fera le soir lors de la mise en veilleuse 










pratiques, car l'initialisation des sondes et 
résultats peuvent avoir lieu n'importe quand. 
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système pour un 
lors des travaux 
la collecte des 
7. Collecte des rêsultats. 
Le système d'exploitat ion UNIX dispose d'un fichier 
(/dev/kmem) qui est une representation du contenu de la mèmoire 
attri.buèe au système. En accèdant a ce fichier nous pouvons 
donc connaitre a tout moment la valeur des variables du système. 
Le programme collectant les rèsultats du mesureur pourra 
donc sèlectionner les valeurs qui l ' intêressent dans ce fichier, 
il effectuera certains traitements sur celles-ci et, ensuite 
passera la main au modèle . La perturbation introduite a ce 
niveau sera minimale car nous ne risquons pas de modifier le 
fonctionnement du système ètant donnè que le programme de 
collecte s·exècute comme un programme ordinaire. 
Les valeurs fournies par les mesures et les valeurs estimèes 
par le modèle seront placèes dans un fichier afin de pouvoir leur 
appliquer des tests statistiques plus complets. 
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a. Perturbation introduite par les mesures. 
La perturbation introduite par un mesureur est fonction de 
la durée et de la fréquence des mesures. 
Ces deux données n·etant pas faciles a observer étant donné 
la nature du mesureur nous ne nous sommes pas attarder 
d'avantage sur ce point, constatant de visu que le système était 
fiable et que la surcharge introduite n·apparaissait pas a 
1·usager derrière son terminal. 
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V. VERIFICATION DES HYPOTHESES 
RELATIVES AU MODELE. 
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t. Introduction 
T.,ors du choix de notre modèle, nous avons été 
poser un certain nombre d'hypothèses dont il 
vèrifier la véracité. Cela sera chose faite dans 
cinq. 
obligés de 
nous reste a 
ce chapitre 
Il nous semble utile, a ce stade de notre 
une mise en garde En effet malgrè 
hypothèses , la réalis~tion et la vérification 
doit pas être un but en soi. 
étude de faire 
le bien-fondé des 
de celles-ci ne 
Dans le cas où elles ne seraient pas vérifiées nous 
exécuterons malgré tout notre modèle et 1· un des attraits de 
celui-ci sera alors de nous amener a réfléchir aux divergences 
entre les mesures et les estimations ainsi qu · a leurs causes. 
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2 . Le régime permanent. 
En termes de théorie des files d·attente et d·après la 
définition du régime permanent (cfr. III.4.1) , nous pouvons 
considérer : 
soit x: longueur d"une file d "attente du réseau mesurée en 
un instant t quelconque. 
si Ex (longueur moyenne de la file) 
cov(xt,xt+s) sont indépendantes du temps 
var(x) et 
alors, nous avons un processus stationnaire. 
Nous avons donc mesuré la tai11e de 1a file a · attente d "un 
certain serveur en 1·occurence le processeur . Nous avons 
choisi celui-ci car il nous semblait le plus représentatif de 
l "ètat du système et car il suffisait d"accèder au tableau des 
processus pou-r c_omptabiliser le nombre de processus composant sa 
file d "attente. 
La longueur de cette file 
intervalles constan· 3. A la fin 
la longueur moyenne , JX différents 
120· avec t - o i, i + i, 
mesure). Nous procédons ensuite 
moyennes. 
est mesurée régulièrement a 
de la journée, nous calculons 
instants t, t + 60 " t + 
( i étant l " intervalle de 
a une comparaison de ces 
Nous pouvons remarquer sans peine sur les résultats de la 
fig. 5.1. que les variations entre longueurs moyennes sont 
faibles et donc nous pouvons espérer que que l"ètat de la file 
d "attente du processeur est stationnaire. 
Le processeur étant, si nous pouvons nous exprimer ainsi 
le système nerveux du système, nous pensons pouvoir estimer que 
si 1·etat de sa file d"attente est stationnaire 1·etat des 
autres files d"attente du réseau a de fortes probabilités d "être 
stationnaire également. Dans ce cas, nous nous trouvons donc 
bien dans l "hypothése d "un régime permanent 
Nous aurions, bien sor, pu réaliser des tests statistiques 
beaucoup plus complets épreuves d "hypothéses ou régions de 
confiance par exemple). Malheureusement, le temps qui nous a 
été• imparti s·est écoulé inexorablement et nous a empêché de nous 
attarder trop sur certains points . 
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Mean cpu queue lenght 
at t, t + 60' ,t + 120·, ... with t = o, 3, 6, 9, ... 
0 IIIIIIIIIIIIH-
3 1111111111++++ 
6 1111111111 •+++ 
9 11111111111111 
12 1111111t1111111 
15 1Il1111 H-+++++ 





3. Distribution du temps de service des serveurs. 
3.l. Présentation. 
L'hypothèse émise concernant la distribution des temps de 
services des différents serveurs revient a vérifier si ces temps 
de services suivent une loi exponentielle de fonction de 
répartition: 
] -ma F(a) = Pr(x ~ a = 1 - e 
avec m = moyenne de 1·echantillon. 
Si le coefficient de variation 
pas nécessaire d'effectuer un 
distribution n·est certainement pas 
est supérieur a 2 , il 




Par contre ,. s ·il est· inférieur a 2 , nous utiliserons le 
test de Kolmogorov-Smirnov qui consiste a comparer la 
distribution observée du temps de service d'un certain serveur a 
une distribution exponentielle théorique de même moyenne. 
3 . 2 . T,e test de Ko lmogorov-Smirnov 
ce test permet de comparer une distribution observée avec 
une distribution théorique donnée et détermine si les valeurs 
observées peuvent ou non appartenir a la population définie par 
la distribution théorique. 
te test de Kolmogorov-Smirnov est plus puissant que le test 
du Chi-carré car il est, contrairement a ce dernier, applicable 
dans tous les cas indépendamment du nombre d'observations et 
surtout de la découpe en classes . 
Voici un résume de la démarche a suivre 
l. Choix de la distribution théorique. 
Six est une certaine valeur, F
0
(x) représente la 
proportion des éléments ayant une valeur égale ou inférieure 
a x. 
2. Construire le diagramme cumulatif de l'échantillon. 
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1 1 
Si x est une certaine valeur observée SN(x) 
représente la proportion des éléments ayant une valeur égale 
ou inférieure a x. 
3. A chaque SN(x) observé, associer un F0(x). 
6. Consultation des tables avec D ainsi obtenu et pour un 
certain niveau de signification. 
3.3. Choix des serveurs testés. 
Avec une précision de 1·ordre du 1/60 de seconde limite 
qui nous était fixée par le système, nous nous sonunes attardés a 
récolter les temps de services de 3 serveurs : le processeur, un 
serveur d'entrées/ sorties et un terminal. 
Le nom de serveur d'échanges attribué au processeur 
justifie en quelque sorte le rôle primordial joué par celui-ci 
dans le réseau et il était donc tout a fait logique que nous 
testions la distribution de son temps de service. 
Nous n·avons mesuré que les temps de services d'un seul 
serveur d ' entrées / sorties pour plusieurs raisons qui semblent 
pouvoir nous permettre d'étendre nos considérations a tous ces 
serveurs : 
- la philosophie du contrôleur de PM est identique a celle 
du RK 
(cfr. Comparaison de pm.3.c et rk.c ) 
- la taille des "pseudos-disques" définis sur le disque PM 
correspond exactement a la taille d'un disque-cartouche RK 
- la fréquence et le nombre de mesures effectuées risquaient 
si nous n·y prenions garde , de perturber le système qui 
était déja soumis a une forte charge 
- le manque de temps. 
Nous avons également testé les "temps de services" d'un 
terminal car nous avions supposé dans notre modèle, que 
1·ensemble des terminaux pouvait être remplacê par un seul 
serveur de taux de service À * ( N - n) ( avec 1/ >-. : temps de 
réflexion au terminal ) Nous allons donc vérifier si la 
distribution du temps de service de ce terminal est également 
exponentielle. 
3.4 . Les résultats. 
Les résultats obtenus pour les différents serveurs se 
trouvent résumés en fig. 5.2. , 5.3. et 5.4. 
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Distribution of cpu active time slices 
************************************** 
Unit of time : (1/60) sec. 
Number of observations : 3300 
+ - 64 observations. 










coefficient of variation: 0,7642 
Signification level 0.20 













Distribution of rk active time slices 
************************************* 
Unit of time : (1/60) sec. 
Number of observations : 5400 
+ - 64 observations 
+++++++++++++++++ 
+111111+-







Coefficient of variation: 18.3900 
cv is greater than 2 
Distribution is certainly not exponential 
fig. 5. 3. 
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l •• 
Distribution of ttye active time slices 
*************************************** 
Unit of time : (1/60) sec. 
Nurnber of observations : 745 
Coefficient of variation: 5.8177 
cv is greater than 2 
Distribution is certainly not exponential 
fig. 5.4. 
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Nous constatons sans peine que les distributions des temps 
de services des terminaux et des serveurs d·entrèes / sorties ne 
sont certainement pas exponentielles car deja leur 
coefficient de variation est fort eloignee de 1. 
Par contre, lorsque nous observons la distribution du temps 
de service du processeur, nous constatons que celle-ci n·est pas 
très èloignèe d'une distribution exponentielle bien que 
l'hypothèse d ' ègalitè soit rejetèe par le test de Kolmogorov -
Smirnov. 
- 64 -
4. Discipline des serveurs. 
Normalement, les diffêrentes files d'attente constituant le 
rêseau doivent obêir a une discipline FIFO, c·est-a-dire que la 
file est gêrêe de façon a ce que les processus soient servis dans 
leur ordre d'arrivêe dans la file. 
Malheureusement, nous avons pu 
prêsentant UNIX, que si cela s·avêrait 
serveurs d'entrêes / sorties ainsi que 
de pages , il n·en êtait pas de même 
file suit une discipline a prioritês. 
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voir dans le chapitre 
exact pour les diffêrents 
pour le serveur de dêfauts 
pour le processeur dont la 
s. conclusi.on · 
La mi.se en garde formulêe au début de ce chapi.tre prend tout 
son sens lorsque nous sommes obligês de constater que peu 
d"hypothèses sont vêri.fiêes dans leur entieretè. 
Arri.vês a ce stade de notre êtude 
di.fficilement choisir d"êlaborer un autre 
dont la mi.se au point risquerait d"être plus 
nous pouvi.ons 
modèle plus complexe 
longue encore. 
En effet, l "hypothêse d·une distribution exponentielle des 
serveurs faci.li.te 1 · analyse du système car les N(t) = (n0 , ... 
,n1 ) (l êtant le nombre de serveurs) forment un processus Markovien c·est-a-di.re que 1·êtat du système ne dépend nullement 
de son passé . 
T.,a méthode généralement choisie pour 
di.sposant de distributions de services non 
"Method of stages" développée par Kleinrock 
traiter les rêseaux 
exponentielles est la 
( Cfr. B [ll] ) . 
Bri.èvement, cette méthode représente en fai.t un serveur 
quelconque par une combinaison de serveurs exponenti.els Si. le 
processus d · arri.vée au serveur est Poissonnien, le système peut 
être décri.tau moyen d"un processus Markovien et la di.stri.buti.on 
du temps de service de ce serveur sera approchée par une 
di.stri.but i.on coxi.enne. 
Cette méthode a étê appliquée avec succès par Kleinrock (Cfr •. 
'B [ll] p. 217). 
Nous avons donc décidé de poursuivre les mesures avec notre 
modèle et d"étudi.er sa validité par rapport aux mesures réelles 
au moyen d·analyses statistiques . 
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vt. ANALYSE DES RESULTATS. 
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l. 1nt-roducti.on. 
Ce n·est pas tout d'êlaborer un modèle et de mettre au poi.nt 
un mesureur , encore faut-il comparer leurs rêsultats . T,e but 
de not-re mesureur êtant d ' ailleurs de valider ou de rejeter le 
modèle. 
Comme annoncê prêcêdernment l'objectif de ce derni.er 
chapi.tre sera justement de comparer ces rêsultats au moyen de 
tests statistiques. Malheureusement des contraintes 
temporelles nous ont empêché de développer ces tests et nous 
avons da nous résoudre a réaliser certains tests élémentaires. 
Malgré cela leurs résultats peuvent quand même nous 
fournir certaines indications sur l ' orientation que prendrait une 
analyse plus précise. 
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?., Choix des données testées. 
Nous avons inséré, en annexe l, un exemple de résultats 
fournis par le modèle. Parmi ceux-ci nous retrouvons 
- les taux de servi.ce des différents serveurs 
- le nombre moyen de jobs dans les files d·attente de ces 
différents serveurs. 
le taux de servi.ce au serveur T serveur unique 
remplacant les terminaux dans notre modèle 
- le taux de service du système Sl composé du serveur 
d · êchanges et des serveurs d · entrées / sorties 
- le temps moyen de réponse du système. 
Nous allons donc comparer les résultats fournis par le 
modèle aux résultats du mesureur. Malheureusement, nous ne 
pourrons effectuer toutes les comparaisons car certaines données 
ne sont pas accessibles par notre mesureur. 
En effet, le choi x du modèle nous a fait introduire dans ce 
dernier un certain nombre de concepts logiques propres a celui -ci 
comme, par exemple, la découpe en sous-systèmes Sl et s~ ainsi. 
que la substitution de 1 · ensemble des terminaux par un erveur 
unique. 
o·autres données sont également inaccessibles 
mesureur pour des motifs différents : 
par le 
- le nombre de jobs se trouvant dans les files d ' attente 
autres que celle du processeur ne peuvent être mesurés de 
façon précise au moyen de techniques simples. 
- la complexité de la gestion du contrôleur des terminaux 
(cfr fig . 6.l.) ne nous a pas permis d · avoir une idée 
précise du temps de réponse du système. 
Nous en sommes donc réduits a analyser uniquement le nombre 
de jobs dans la file d · attente du processeur ainsi que les taux 
d·utilisation des serveurs les plus utilisés a savoir ceux 
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3. Choix des techniques statistiques. 
3.l . T..a statistique multivariée. 
Nous avons obtenu un certain nombre de résultats groupés en 
échantillons et issus du modèle et du mesureur Ceux-ci 
correspondent chacun en termes statistiques a une popul ation . 
Nous allons , pour tenter de valider le modèle effectuer 
un test d ' homogénéité a 12 variables. Ce test peut être 
considéré comme une généralisation des tests d'homogénéités 
classiques a une seule variable et fait partie de la 
statist i que multivariée. 
Tout comme un test t de Student permet de contrôler dans 
certaines conditions la validité d'une hypothèse d ' égalité des 
moyennes de deux populations, le test décrit ci-après permet de 
comparer les moyennes de 2 populations dont les échant i llons sont 
groupes par paires. 
3.2. Le test (cfr.B[s] p. 245). 
Comme ·a une dimension, lorsque les échantillons dont on 
dispose sont associes par paires, le test d ' égalité des moyennes 
de deux populations se confond avec le test de conformité a zero 
de la moyenne des différences. 
Nous devons donc calculer les différences obset."Vèes 
relatives a chaque variable et pour les 2 populations. 
d . . = J· . - x . . (i=l, ... ,p;j=l, . .. ,n) 
1 Javec1 ~ no~iJ de variables 
n nombre d ' observations . 
Nous allons en dédui re les moyennes E(d . . ) les placer 
dans un vecteur d et calculer la matrice d~Jsomme des carrés et 





d ' * A * d 
p 
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Pour un population normale a 2 dimensions et pour un 
êchantillon alêatoire et simple, le rejet de l'hypothèse nulle : 
doit intervenir lorsque la valeur F b est supérieure ou êgale 
a la quantite F -t{ trouvêe dans0 1.~s tables et relative a la 
distribution de Sn~decor a pet n-p degrês de liherte , et au 
ni veau de signification c{ • 
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4. T.es tests . 
4.l . Les donnêes. 













Mean measured values 
uo 0 . 30238845 
Ul 0.00733690 











Mean ot diffe~ences between observed and measured values. 
d(O] 0.14320597 
d[l] 0.00084927 
d \:2} 0,00146998 
d (3J 0.00342566 
d [4] 0.01084784 
d [5} 0 . 01452783 
d{6 J 0.02209200 
d [7] 0 . 00106608 
d ta] 0.00033523 
d f 9} 0.00140048 
d[lOJ 0.00343182 
d[uJ: -5 . 08937211 
Standard deviations for those means 
ec[o1 : 0.11895076 
ec [1] : 0.00186948 
ec [2J : 0.00301386 
ec [31 : 0.00733639 
ec [ 4] : 0.01286188 
ec [5] : 0.01196143 
ec [6] : 0.04225373 
ec [7] : 0.00097501 
ec (a1 : 0.00058831 
ec [9] : 0.00182582 
ec [10] : 0 . 00445875 
ec [11] : 2.98592097 
- 74 -
4.2. Mise en oeuvre du test de comparaison des moyennes. 
Le test dêcrit en 3.2. a tout d'abord ete realisê avec 27 
observations et 12 variables. 
Nous avons calcule les d .. et nous avons obtenu le vecteur 
d. F.nsui.te nous avons ca!~ulê la matrice de somme des carres 
et produit des êcarts A dont nous avons pris l'inverse au 
moyen de la ro~tine LI~3P de IMSL (*). Les e~iments de cette 
matrice etant assez petits ( de 1·ordre de 10 ) , nous avons 
eu des problèmes de prècision qui ont entraine des erreurs dans 
la matrice inversée ( non-symetricitê de celle-ci). Nous avons 
donc applique a la matrice de départ un coefficient correcteur de 
l04 que nous avons déduit après l'inversion de celle-ci. 
Nous avons alors obtenu : 
F = 428.875 
obs 
~ l2 et l5 degres de liberte. 
Ce résultat etant franchement mauvais, nous avons cherché a 
savoir d'où provenaient les divergences car les résultats fournis 
par le modèle (cfr. Annexe 1) nous semblaient plutôt proches de 
ceux du mesureur. 
Nous allons donc pour chaque d . effectue un test t de 
Student. 1 
4.3. Elaboration d'une région de confiance pour chaque d . . 
1 




cr . Qt ( l -q /2) 
1. 11\-j 




.s. d. + 
1 
CT .Qt ( l -di 
1 '")°'i ( 
V (n - l) 
'l ( d. . d . ) 
avec (T . = !--1---J ___ i__ i. d ,. - ,p 
1. d=i 
Qt ( l -d/2) 
1-1 
n 
quantile t de student 
an - l degres de liberté 
pour un niveau de signification 
( *) TMST, est une librai rie mathématique dont dispose le DEC 
2060 des Facultés. 
- 75 -
Alors nous ne pouvons rejeter l'hypothèse d· ègalitè des 
moyennes m1 i. et m 2i au niveau de significationc( . 
4.3.2. t..e test. 
Si. nous établissons une region de confiance pour la moyenne 
des di.ffêrences entre les observations et les mesures , nous 
obtenons les résultats suivants pour les différents serveurs : 
* Cpu rejet de l'hyp. m = m avec = 0.001 
* t?m00 rejet " " 
1,01 2,01 
0.005 non m = m avec = 




avec 0.005 non ml 03 m 2,03 
* Pm06 non rejet " " m' = m avec = 0.005 
* t?m08 rejet " 1,04 2,04 0.005 non m = m avec 
* t?ml0 rejet " 1,05 = 2,05 avec 0.001 m m = 
* t?mll rejet " 1,06 2,06 0.005 non m = m avec = 
* t?ml4 rejet " 
1,07 2,07 
0.001 m m avec 
* t?ml5 rejet " " 1,08 2,08 0.005 non m = m avec = 
* t?ml7 rejet " 1,09 2,09 0.005 non m ... m avec ,.. 
* t?m26 rejet " 1,10 2,10 0.005 non m m avec 
* Fi. le rejet " 
1,11 2,11 
0.001 m = m avec = 1,12 2,12 
T,es hypothèses 1 , 6 et 8 bien qu non acceptées au ni. veau 
de si.gni.fi.cati.on le plus large, peuvent a la limite ne pas être 
rejetées car les valeurs fournies comme bornes pour 
l ' intervalle sont malgré t out assez proche de o. 
cece n·est malheureusement pas le cas pour l'hypothèse l'- et 
nous allons donc recommencer le test décrit en 3.2. en èli.mi.nant 
les observati.ons correspondant a cette variable. 
4 . 4. Repri.se du test de comparaison des moyennes. 
Si. nous reprenons le test décrit en 3,2. avec les ll 
premières variables nous obtenons 
F' = 8.439 
a
0
~î et 16 degrés de liberté 
et nous devons donc toujours rejeter l'hypothèse d'ègali.tê des 
moyennes. Mais nous obtenons une valeur beaucoup plus proche de 
celles fournies dans les tables. 
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5. Conclusion. 
De ces analyses statistiques èlèmentaires nous pouvons 
dèduire que les valeurs estimèes pour les diffèrentes taux 
d'utilisation semblent malgrè tout reprèsenter une bonne 
estunation de la rèalitè. 
Nous avons vu dans le chapitre 
hypothèses concernant les distributions 
les disciplines des fi l es d'attente des 
toutes vèrifièes. 
precedent que les 
des temps de services et 
serveurs n·etaient pas 
Néanmoins les estimations des diffèrents taux 
d ' utilisations semblent fiables et nous pouvons en conclure 
qu · elles ne dèpendent pas des hypothèses du modèle . Ceci se 
trouve confirme par la loi de conservation des flux: 
A 0 * u *p.= A. * u 0 J J j 
qui signifie qu·a partir du moment où nous avons dèterminè les 
flux d'une partie du système, nous avons ègalement détermine les 
flux dans le reste du système. 
Par contre il semblerait que pour obtenir des 
estimations plus proches de la rèalitè pour le nombre de jobs 
dans la file d'attente du processeur, il faille modifier les 
formules permettant d'obtenir les Qi (1 si~ 1) dans notre 
modèle. 
Mais , ceci implique, en partie, une modification de notre 
modèle, modification qu•i1 ne nous est plus possible de realiser 




Ce mémoire nous a permis d·etudier, dans certains de ses 
détails un système a·exploitation très bien conçu Nous 
pensons a·ailleurs devoir rendre honnnage a D. M. Ritchie et a K. 
Thompson ainsi qu · a toutes les personnes qui ont collabore a la 
mise au point de UNIX. En effet, UNIX a été réalisé dans le 
souci d·en faciliter 1 · accès par un néophyte. 
Nous avons également eu 1·occasion, lors de notre stage a 
la Vrije Universiteit d·Amsterdam de cotoyer des personnes 
connaissant très bien UNIX, pour 1·avoir modifier a maintes 
reprises , et qui nous ont donné la possibilité de travailler sur 
une version de UNIX différente de celle des Facultés. 
T,ors de notre retour en Belgique nous avons du nous 
adapter a cette version ce qui a retardé le choix de notre modèle 
d·autant plus qu· a 1 · origine les modifications avaient été 
conçues pour un modèle très simple. 
Si nous mettons tant 1·accent sur cette partie du travail 
cela est du au fait que ce sont les diverses manipulations du 
système qui ont occupés le plus clair du temps et qui ont donc 
empiétés sur d·autres parties de notre travail. 
o • ailleurs, il apparait a 
chapitres que beaucoup de choses 
de contraintes temporel les. 
la lecture des deux derniers 
n·ont pu être réalisées a cause 
De plus, sur la fin, nous avons encore été retardés par 
divers problèmes et nous avons notamment perdu beaucoup de temps 
pour la réalisation des transferts entre le POP 11/45 et le DEC 
2060 ainsi que pour 1 · utilisation adéquate des routines de la 
librairie mathématique IMSL. 
s·il nous fallai t donner suite a ce mémoire nous 
orienterions nos recherches vers le développement d·un modèle 
plus proche encore de la réalité ainsi que sur la réalisation 
d · un contrôleur de terminaux particulier permettant de mesurer le 
temps de réponse du système de façon aisée car celui-ci reste 
malgré tout, la "valeur étalon" lorsqu· on parle de performances 
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CPU -> OUT 0.0042 
CPU -> CPU 0.6055 
CPU -> RKO 0.0046 
CPU -> RK.l 0.0000 
CPU -> RK2 0.0555 
CPU -> PMO 0.0000 
CPU -> PMl 0.0000 
CPU -> PM2 0.0000 
CPU -> PM3 0.0000 
CPU -> PM4 0.0000 
CPU -> PM5 0.0000 
CPU -> PM6 0.03.14 
CPU -> PM7 0.0000 
CPU -> PM8 0.0.168 
CPU -> PM9 0.0.187 
CPU -> PMlO O.l.40_6 
CPU -> PMl.l 0.0962 
CPU -> PM12 0.0038 
CPU -> PM13 0.0000 
·CPu -> PM14 0.0036 
CPU -> PM15 : 0.0007 
CPU -> PM16 0.0000 
CPU -> PM17 O.OOl.5 
CPU -> PM18 0.0000 
CPU -> PM19 0.0000 
CPU -> PM20 0.0000 
CPU -> PM2l. 0.0000 
CPU -> PM22 0.0000 
CPU -> PM23 0.0000 
CPU -> PM24 0.0000 
CPU -> PM25 0.0000 
CPU -> PM26 0.0077 
CPU -> PM27 0.0093 
CPU -> PM28 0.0000 
CPU -> PM29 t 0.0000 
CPU -> PM30 0.0000 




CPU -> OUT 0.0036 
CPU -> CPU 0.6100 
CPU -> RKO 0.0036' 
CPU -> RKl 0 , 0000 
CPU -> RK2 0.0050 
CPU -> PMO 0.0000 
CPU -> PMl 0,0000 
CPU -> PM2 0.04ll 
CPU -> PM3 0,0000 
CPU -> PM4 0,0000 
CPU -> PM5 0.0000 
CPU -> PM6 0,0000 
CPU -> PM7 0,0000 
CPU -> PM8 0.0559 
CPU -> PM9 0.0007 
CPU -> PMlO 0.1591 
CPU -> PMll 0.0824 
CPU -> PMl2 0.0000 
CPU -> PMl3 0.0000 
CPU -> r•u4 0.0065 
CPU -> F n5 0.0155 
CPU -> PMl.6 0.0000 
CPU -> PMl7 0.0000 
CPU -> PMl8 0.0000 
CPU -> PMl9 0 . 0000 
CPU -> PM20 0.0000 
CPU -> PM2l 0.0000 
CPU -> PM22 0.0000 
CPU -> PM23 0.0000 
CPU -> PM24 0.0000 
CPU -> PM25 0.0000 
CPU -> PM26 0.0032 
CPU -> PM27 0.0134 
CPU -> PM28 0 . 0000 
CPU -> PM29 0.0000 
CPU -> PM30 0.0000 
CPU -> PM3l 0.0000 
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l 
Résultats fournis par le modèle. 
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RESUT,TS FOR SUBSYSTEM S1 
***************************************************************** 
* SERVER * MEASURED UTILIZATION * ESTIMATED UTtLt7..ATtON * 
***************************************************************** 
* cpu * 0,3060 * 0.4022 * 
* "Ck0 * 0.0000 * 0.0012 * 
* "Ckl * 0.0000 * 0.0000 * 
* "Ck?. * 0.0000 * 0.0000 * 
* pmOO * 0.0000 * 0.0000 * 
* pmOl * 0.0000 * 0.0000 * 
* pm02 * 0.0039 * 0.0051 * 
* pm03 * 0.0000 * 0.0000 * 
* pm04 * 0.0000 * 0.0000 * 
* pmo5 * 0.0000 * 0.0000 * 
* pm06 * 0.0216 * 0.0284 * 
* pm07 * 0.0005 * 0.0006 * 
* pm08 * 0.0084 * 0.0111 * 
* pm09 * 0.0000 * 0.0000 * 
* pml0 * · 0.0316 * 0.0416 * 
* pmll * 0.0151 * 0.0198 * 
* pml2 * 0.0000 * 0.0000 * 
* pml3 * 0.0000 * 0.0000 * 
* pml4 * 0.0023 * 0.0030 * 
* pm15 * 0.0005 * 0.0006 * 
* pml6 * 0.0000 * 0.0000 * 
* pml7 * 0.0000 * 0.0000 * 
* pml8 * 0.0000 * 0.0000 * 
* pml9 * 0.0000 * 0.0000 * 
* pm20 * 0.0000 * 0.0000 * 
* pm2l * 0.0000 * 0.0000 * 
* pm22 * 0.0000 * 0 . 0000 * 
* pm23 * 0.0000 * 0.0000 * 
* pm24 * 0.0000 * 0.0000 * 
* pm25 * 0.0000 * 0.0000 * 
* pm26 * 0.0018 * 0.0024 * 
* pm27 * 0.0042 * 0.0056 * 
* pm28 * 0.0000 * 0,0000 * 
* pm29 * 0.0000 * 0.0000 * 
* pm30 * 0.0000 * 0.0000 * 




*S'ERVF.R * Nb JOBS * 
************************* 
* cpu * 6. 52 * 
* rkO * 0.00 * 
* rkl * 0.00 * 
* rk?. * o.oo * 
* pmOO * o.oo * 
* pmOl * 0.00 * 
* pm02 * O.Ol * 
* pm03 * o.oo * 
* pm04 * o.oo * 
* pmOS * 0.00 * 
* pm06 * 0.07 * 
* pm07 * o.oo * 
* pmoe * 0.03 * 
* pmoq * 0.00 * 
* pmlO * O. ll * 
* pmll * a.os * 
* pml?. * o.oo * 
* pml3 * o.oo * 
* pml4 * O.Ol * 
* pmlS * o . oo * 
* pml6 * o.oo * 
* pml7 * o.oo * 
* pml8 * o.oo * 
* pml9 * o.oo * 
* pm?.O * 0.00 * 
* pm?.l * o.oo * 
* pm2?. * o.oo * 
* pm23 * 0.00 * 
* pm?.4 * o.oo * 
* pm25 * o.oo * 
* pm26 * 0.01 * 
* pm27 * O.Ol * 
* pm?.8 * 0.00 * 
* pm2q * 0.00 * 
* pm30 * 0.00 * 
* pm3l * 0.00 * 
* total * 6.82 * 
************************* 
Measured number of jobs in CPU queue 
'l'O'l'AT, R'ESULTS 
'l'ermtnal. se1':Vtce rate:5.0906 
System S?. se"CVtce rate:0 . 0602 
Mean response ttrne:4.5181 
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13. 3533 
~~[~ 
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ANNEXE 2 .. 
MODIFICATIONS APPORTEES A UNIX •. 
DESCRIPTION DES METHODES 
DE MESURES. 
Nous allons maintenant decrire en quelques mots, 
dont nous avons effectue nos mesures. 
No us expliquons notamment comment nous avons mesure 
les taux d'utilisation des differents serveurs. 
- les probabilites de transition 
les taux de service des differents serveurs 
le temps de reflexion a un certain terminal 
le nombre de Jobs dans le systeme. 
la facon 
1 . Mesure des ta ux d'utilisation des differents serveurs. 
Le taux d'utilisation d'un serveur est fourni par le rapport 
du temps total d'uilisation du serveur durant la periode de 
mesures sur l e temps pri s par cette periode de mesures. 
Nou s a v ons donc comptabilise le temps d'activite des 
differe nts serveurs (processeur & serveurs d'entrees-sorties) 
ainsi que le temps total necessite par une session de mesures. 
Pour realiser cela, nous avons introduit dans la routine 
"clock()" du fichier clock. c un certain nombre de compteurs 
c orrespondant chacun a un serveur. Ces compteurs sont 
incrementes tous les 1/10 eme de seconde si le "flag" q_ui leur 
est associe est positionne, c'est-a-dire s'il est different de 
la valeur nulle. En realite , la routine "clock()" est activee 
tous les 1/60 eme de seconde mais nous avons choisi de travailler 
avec une precision de l'ordre du 1/10 eme de seconde afin de ne 
pas trop surcharger le systeme . 
1 . 1. Modifi cation des "flags". 
loop 
Processeur. 
Dans la routine chargee du scheduling du processeur 
( routine "swtc h( )" du fichier slp . c) , nous retrouvons les 
instructions suivantes : 
I* 
* if no process is runnable , idle. 
*I 
if(p == l\!ULL> 
{ 
p = rp; 
MISE A O DU FLAG ASSOCIE AU PROCESSEUR; 
idle(); 
MISE A 1 DU FLAG ASSOCIE AU PROCESSEUR; 
goto loop; 
} 
Nous pouvons donc constater qu'en modifiant la valeur 
du flag de cette maniere, le compteur comptabilisant le 
temps d'activation du processeur ne sera incremente ~ue 
lorsqu e le processeur sera actif . 
- Serve urs d'entrees -sorties (rk et pm) . 
Nous croyons utile de rappeler ici que le PDP 11/45 des 
Facu ltes dispose de 3 disques cartouches RK 05 et d'un 
d isq ue PM DS 11/80 qui a ete subdivise en un certain nombre 
je "pse L1dos - di sques" de facon a assurer la compatibilite 
er,trE: la taille d'un RV, et d' un "pseudo-disque". 
Lorsq ue __ , , dans la suite de 
parlons de rk ou de pm 
cette description nous 
d' ent rees-sorties associe a 
il s'agit en fait du serveur 
l'un des RK ou a l'un des ' 
"pse udos-disques" du PM. 
+ Mise a zer o du fla g . 
Celle-ci se fait soit dans la routine 11 rkintr()" 
du fichier rk. c lorsque le serveur d'entrees-sorties 
consid ere est un r k, soit dans la routine "pmintr()" 
d u fic hier pm. 3 . c l orsqu ' il s ' agit d ' un pm . 
Ces routines sont destinees 
interruption s entrainees par la 
d'entr ee-sortie physique . sur disque . 
a traiter les 
fin d'une operation 
La mise a zero du flag est realisee a la fin de 
cette routine apres les differents controles et apres 
la liberation des ressources necessaires pour une 
operat ion d'entree-sortie physique ( 11 iodone() 11 ). 
+ Positionnement du flag . 
Celui -ci se fait dans la rou ' i ne 11 devstart( ) 11 du 
-Fich ier· bio . c et ceci aussi bie. pour les rk que pour 
1 es pm. 
Nou s avo ns place les 11 flags 11 de facon a ce qu'ils 
soient positionnes avant la prise en main de 
l'operation d'entree-sortie par le hardware. 
1 . 2 . L'incrementation des compteurs. 
Organigr amme d'in c reme ntation : 
if(t_loop == 1/10 sec) 
{ 
t_loop = 0; 
if( cpu != idle) 
t_cpu++; 
for ( i=O; i ( 3; i++) 
if(rk[iJ != idle) 
t_rk[iJ++; 
for( i = O; i<:32 ; i++) 
if( pm[ iJ ~= idle) 




avec t _loop precision de 1/10 
t _cpu temps d'activite 
t rkCiJ: temps d'activite 
-
t_p m[ i J : temps d'activite 
t 
-
real temps d'activite 
1. . 3 . Calcul des taux d'utilisation. 
sec 
processeur 
RKi ( i = 1, 2, 3) 
PMi ( i = 1, • • • I 32) 
tota 1. 
Ceux -ci se calculent lors de la collecte des resultats et 
par exempl e pour le processeur il suffira de calculer le 
rapport t _ cpu s ur t _real. 
2 . Les probabili tes de t r a ns i t i on . 
Lorsqu'un pr oc e s s us quitte un serveur, il se deplace dans 
l e reseau en suiva nt un certain chemin. Les differents chemins 
~ue peu vent suivre l es processus se trouvent representes sur le 
graphe de la fig. 3 . 1 . No us appellons pr(i, J) la probabilite que 
l e processus ail le au se rveur J, une fois qu'il a fini son 
service au serveur i . ( Dans le reseau que nous avons etudie, 
t ous les e c hange s s e fo n t par l'intermediaire du processeur et 
s euls l es pr(i,J) -a v ec l e serveur i = processeur sont differents 
de l. ou de 0) . 
2. 1. I n cr e men t a ti on des compteurs. 
Ch e min : processeur - > processeur . 
A chaq ue appel de la routine 11 swtch() 11 du 
no u s i n crementons un compteur. En effet , 
est cha r gee d u s chedul i ng du processeur : 
fichier slp . c 
cette routine 
+ ell e r emp l ace le processus courant par un processus 
s e tr o uvant dans la file d'attente du processeur 
+ ell e replace le processus courant dans la file 
d ' a t tente du processeur . 
Chemin : proc e sseur - :> monde exterieur . 
Nous comptabilisons le nombre de Jobs quittant le 
system e en incrementant un compteur a chaque appel de la 
rou t ine "ex it( ) 11 du fichier des appels systemes sysl. c. 
Ch e mi n : processeur -> serveurs d ' entrees-sorties. 
No us avons i ntroduit dans differents fichiers (bio. c, 
rdwr ix . c , sys 3 . c, alloc . c, fic . c) des compteurs qui sont 
incremen tes a ch aque entree-sortie physique c'est-a-dire 
cha qu e f o i s qu'a pp ar a it une ligne : 
av ec x x x 
(*b de v sw[dev . d_maJorJ . d_xxx) () 
ou 






Chaque fo is q u 'apparait une telle ligne , nous calculons le 
"ma Jo r de v ice number" (permet de voir si l'on travaille avec 
un rk ou un pm ) et le "minor device number" (permet de 
se l e c ti onner l'un des rk ou l'un des pm) . Disposant de ces 
2 informa ti ons , nous pouvons ·maintenant incrementer le 
c ompt e ur correspondant au serveur .selectionne. 
2 . 2. Calcul de s probabilites de transition. 
Pour calculer le s probabilites, nous effectuons d'abord la 
s omme des compte urs associ es a cha~ue chemin et la probabilite de 
t ransition d'un chemin est donc le rapport du compteur associe a 
ce chemin par cette somme. Ceci sera fait lors de la collecte 
de s resul t ats des mesures . 
3 . Calcul des taux de s ervice. 
Le taux de service d'un serveur est defini comme etant le 
no mbre d ' unites servies par unite de temps. Comme nous disposons 
deJa des temps d'utilisati on des differents serveurs, il nous 
re ste un iquement a calculer le nombre d'activations de ces 
s er v eurs . Le tau x de se r vic e sera calcule lors de la collecte 
des resultats en effectuant le rapport nombre d'activations sur 
temps d'activation . 
- Nombre d'ac t ivati ons du processeur . 
Ce nombr e correspond 
ont ~uitte le processeur 
nombr e a deJa ete calcule 
compteurs associes aux 
quittant le processeur. 
en fait au nombre de processus qui 
lors de la periode de mesures. Ce 
et correspond a la somme des 
differents chemins de transition 
Nombre d ' activations des serveurs d'entrees-sorties. 
Les routine s "pmintr" C) ou "rkintr" <) sont appelees a 
chaque fin d'operation d'entree-sortie physique. Une fois 
selection ne le rk ou le pm (utilisation du "minor device 
number") il ne nous reste qu'a incremente le compteur qui 
lui est associe. 
4 . Ca l cul du tem ps de reflexion au terminal. 
Le t emps de r e fle x ion au terminal est defini comme etant le 
te mps eco1Jle ent re l e moment ou l'ordinateur renvoie le "prompt" 
et l e moment ou l 'ut ilisateur renvoie une nouvelle commande . Il 
s' a g it don c du t emps ~ue l'utilisateur met pour preparer sa 
co mmande. Po ur plu s d e facilite et pour eviter de surcharger le 
s ysteme nous n e calculerons le temps de reFlexion que sur un 
s eul te r minal. 
Co mme po ur le calcul des taux d'utilisation, nous utilisons 
un 11 fl ag 11 • Lorsque celui-ci est positionne nous incrementons le 
c ompt e ur co rrespondant dans la routine "clock()" du Fichier 
clock. c ( a v ec une precision de 1/60 eme de seconde). 
- mise a 1 du 11 f la g 11 • 
est logiquement actif la routine Si le terminal 
11 ttread 11 de t ty . 4 . c 
attend que l e terminal 
posit io nnons donc le 
met te en at ten t e . 
, qui a pour sous-routine "canon()", 
lui envoie des caracteres. Nous 
flag Juste avant que cette routine ce 
mi se a O du - " flag" . 
Nou s r emettons le "Flag" a zero des que le terminal est 
logiquement i nactif et des qu'il envoie des caracteres dans 
le s tam pon s ( routine "canon()") . 
No us av on s place ces temps de reflexion dans un tableau qui est 
transfe r e da ns 1 ' es pace utilisateur chaque fois q_u _'il est rempli . 
Pour eff e ctue ce transfert de l'espace noyau vers l'espace 
utilisateL1r, nous avo ns cree l'appel systeme 11 s ·vtime". 
5 . Nombre de pro ce ssus dans le systeme . 
Nous calculons le nombre de processus dans le systeme au 
moyen d'un programme utilisateur ("p_accnt. c") qui effectue un 
a cces a la table des processus (cfr proc . h) et comptabilise tous 
les proces s us don t l'etat n'est pas SSTOP. 
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/param. h 11 
/user . h" 
/buf. h" 
/conf . h" 
/systm. h" 
/proc . h" 
/seg . h" 
/perfo. h 11 
* This is the set of buffers proper, whose heads 
* were declared in buf. h . There can exist buffer 
* headers not pointing here that are used purely 
* as arguments to the I/0 routines to describe 
* I/0 to be done-- e . g . swbuf, Just below, for 







* Declarations of the tables for the magtape devices; 
* s e e b d wr i t e . 
*I 








I* number of processes waiting for an associated buffe1 
I* number of processes waiting for a free buffer *I 
I* 
* The following several routines allocate and free 
* buffers with various side effects. In general the 
* arguments to an allocate routine are a device and 
* a black number, and the value is a pointer to 
* to the buffer header ; the buffer is marked "busy" 
* so that no on else can touch it . If the black was 
* already in core, no I/0 need be done; if it is 
* already busy, the process waits until it becomes free. 




* Eventually the buffer must be released, possibly with the 















reg1ster struct but *rbp ; 
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} 
p_bio. c 
register drname, drno; 
rbp = getblk(dev, blkno); 
i f (rbp->b_flags&B_D0NE> 
return(rbp); 
rbp->b_flags =: B_READ; 
rbp->b_wcount = -256; 
I* system measures *I 
drname = dev . d_maJor; 
drno = dev . d_minor & 037; 
if(drname == MRK) 
addd(rkrout[drnoJ, 1); 
else if(drname == MPM> 
addd(pmrout[drno], 1); 




* Read in the black, like bread, but also start I/0 on the 
* read-ahead black (which is not allocated to the caller) 
*I 
breada{adev, blkno, rablkno) 
{ 
register struct buf *rbp, *rabp ; 
register int dev; 
int drname, drno; 
dev = adev; 
rbp = 0; 
if { ! incore(dev, blkno)) { 
} 
rbp = getblk(dev, blkno); 
if ((rbp->b_flags&B_D0NE) == 0) { 
rbp->b_flags =: B_READ; 
rbp->b_wcount = -256; 
I* system measures *I 
drname = adev. d_maJOT'ï 
drno = adev. d_minor ~ 037; 
if(drname == MRK> 
addd (rkrouttdrnoJ, 1); 
else if(drname == MPM> 
ad d d ( p mr out t d r no ] , 1 ) ; 
C*bdevsw[adev. d_maJorJ. d_strategy > (rbp ); 
} 
if (rablkno && !incore(dev, rablkno)) { 
rabp = getblk(dev, rablkno); 




rabp->b_flags =l B_READlB_ASYNC; 
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p _b i o. c 
rabp->b_wcount = -256; 
I* system measures *I 
drname = adev. d_maJor ; 
drno = adev. d_minor & 037; 
if(drname == MRK) 
addd (rkrout[drnoJ, 1); 
else if(drname == MPM) 
ad d d ( p mr out Cd r no J, 1 ) ; 









* Wr i t e t h e b u f f e r , w a i t i n g f or c o m p 1 et i on . 
* Then release the buffer . 
*I 
bwrite(bp) 
struct buf *bp; 
{ 
register struct buf *rbp; 
register flag; 
int drname, drno; 
rbp = bp; 
flag = rbp->b_flags; 
rbp-)b_flags =& "'<B_READ 
rbp->b_wcount = -256; 
I* system measures *I 
B_DONE 
drname = rbp->b_dev. d_maJor; 
drno = rbp-)b_dev. d_minor & 037; 
if(drname == MRK) 
addd (rkrout[drnoJ, 1); 
else if(drname == MPM) 
addd(pmroutCdrnoJ, 1); 
B_ERROR 
(*bdevswCrbp->b_dev. d_maJorJ. d_strategy) (rbp); 





} else if ((flag&B_DELWRI>==O) 
geterror(rbp); 
B_DELWRI >; 
* Release the buffer, marking it so that if it is grabbed 
* for another purpose it will be written out before being 
* given up <e. g. when writing a partial black where it is 
Page 3 
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p _b i o. c 
* This can't be done for magtape, since writes must be done 
* in the same order as requested. 
*f 
bdwrite(bp) 
struct buf *bpi 
{ 
register struct buf *rbp; 
register struct devtab *dpi 
rbp = bp; 
dp = bdevswCrbp-)b_dev. d_maJorJ . d_tabi 






rbp->b_flags =: B_DELWRI 
brelse(rbp); 
B_DONE ; 
* Release the buffer, start I/0 on it, but don't wait for completion. 
*f 
bawrite(bp) 




register struct buf *rbpi 
rbp = bpi 
rbp->b_flags =: B_ASYNCi 
b wr i te ( r b p ) i 
* release the buffer, with no I/0 implied . 
*f 
brelse(bp) 
struct buf *bp; 
{ 
register struct buf *rbp, **backp; 
register int spsi 
rbp = bpi 
if (rbp-)b_flags&B_WANTED) 
wakeup(rbp)i 
if (bfreelist. b_flags&B_WANTED> { 




rbp-)b_dev . d_minor = -li I* no assoc. on error *I 
backp = &bfreelist. av_back; 
sps = PS->integi 
spl6( )i 
rbp->b_flags =& ~<B_WANTEDlB_BUSYlB_ASYNC); 
<*backp)->av_forw = rbp; 
rbp->av_back = *backpi 
*backp = rbp; 
rbp->av_forw = &bfreelist; 
PS->integ = sps; 
Page 4 
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p_bio. c 
I* 
* See if the black is associated with some buffer 





register int dev; 
register struct buf *bp; 
register struct devtab *dp; 
dev = adev; 
dp = bdevsw[adev. d_maJorJ . d_tab; 
for (bp=dp-)b_forw; bp != dp; bp = bp->b_forw) 




*Assigna buffer for the given block. If the appropriate 
* black is already associated, return it; otherwise search 
* for the oldest non-busy buffer and reassign it. 
* When a 512-byte area is wanted for some random reason 
* (e. g. during exec, for the user arglist) getblk can be called 




register struct buf * l~; 
register struct devta · *dp; 
extern lbolt; 
if(dev. d_maJor >= nblkdev) 
panic("blkdev"); 
loop : 
if (dev < 0) 
dp = &bfreelist; 
else { 
} 
dp = bdevsw(dev. d_maJorJ . d_tab; 
ifCdp == NULL> 
panic("devtab"); 
for Cbp=dp-)b_forw; bp != dp ; bp = bp-)b_forw) { 




if Cbp->b_flags&B_BUSY) { 
bp->b_flags =l B_WANTED; 
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} 
p _b i o. c 
if (bfreelist . av_forw == &bfreelist) { 
bfreelist. b_flags =: B_WANTED; 
addd(freewait, 1)i 
sleep<8<bfreelist, PRIBI0) i 
spl0Oi 
goto loop i 
} 
spl0(); 
notavail(bp = bfreelist . av_forw)i 
if (bp->b_flags & B_DELWRI) { 
} 
bp->b_flags =: B_ASYNCi 
b wr i t e ( b p ) ; 
goto loopi 
bp->b_flags = B_BUSY I B_REL0C; 
bp-)b_back->b_forw = bp->-b_forwi 
bp->b_forw->b_back = bp-)b_backi 
bp->b_forw = dp->b_forwi 
bp->b_back = dp; 
dp->b_forw-) b_back = bp; 
dp->b_forw = bpi 
bp->b_dev = dev; 
bp->b_blkno = blknoi 
return(bp)i 
f* 
* Wait for I/0 completion on the bufferi return errors 
* ta the user. 
*f 
i owait(bp) 
struct buf *bp; 
{ 
} 
register struct buf *rbpi 







* U link a buffer from the available list and mark it busy. 
* Cinternal interface) 
*f 
notavail(bp) 
struct buf *bp; 
{ 
register struct buf *rbp; 
register int sps; 
rbp = bpi 
sps = PS->integ; 
sp16( ); 
rbp->av_back->av_forw = rbp-)av_forw; 
rbp->av_forw->av_back = rbp->av_backi 
rbp-)b_flags =I B_BUSY; 
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p _b i o. c 
} 
I* 
* Mark I/0 complete on a buffer, release it if I/0 is asynchronous, 
* and wake up anyone waiting for it . 
*I 
iodone(bp) 




register struct buf *rbp; 
rbp = bp; 
if(rbp->b_flags&B_MAP) 
mapfree(rbp); 





r b p - > b _ f l a g s =& "'B _WANTED i 
wakeup(rbp)i 
* Zero the core associated with a buffer. 
*I 
clrbuf(bp) 






p = bp-:>b_addr; 
C = 256i 
do 
*p++ = 0; 
wh i 1 e ( --c ) i 
* Initialize the buffer I/0 system by freeing 




register struct buf *bp; 
register struct devtab *dp; 
register inti; 
struct bdevsw *bdpi 
bfreelist. b_forw = bfreelist. b back = 
bfreelist. av~forw = bfreelist.av_back = &bfreelist; 
for < i=O; i<NBUF; i++) { 
bp = &bufCili 
bp-:>b_dev = -1; 
bp-)b_addr = buffersCi]; 
bp-:>b_back = &bfreelist; 
bp->b_forw = bfreelist. b_forwi 
bfreelist. b_forw-)b_back = bp; 
• 
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p _b i o. c 
} 
i = 0; 
bp->b_flags = B_BUSY; 
brelse(bp); 
for (bdp = bdevsuli bdp-:>d_open; bdp++) { 







nblkdev = ii 
dp-)b_forw = dp; 
d p - > b _b a c k = d p i 
* Device start routine for disks 
*ad other devices that have the register 
* l a yout of the older DEC controllers <RF, RK, RP, TM) 
*I 
#define IENABLE 0100 
#define WCOM 02 
#define RCOM 04 
#define GO 01 
devstart(bp, devloc, devblk, hbcom) 
struct buf *bp; 
int * devloci 
{ 
register int *dpi 
register struct buf *rbpi 
register int com; 
int drname, drnoi 
dp = devloc; 
rbp = bpi 
*dp = devblki 
*--dp = rbp->b_addr; 
*-~dp = rbp->b_wcount; 
l GO 
/* block address *I 
I* buffer address *I 
I* word count *I 
com = (hbcom<.-CS> 1 IENABLE 
((rbp-)b_xmem & 03) 
if <rbp-)b_flags&B_READ) 
corn =: RCOMi 
<< 4) i 
} 
else 
com = 1 WCOM; 
/* system measures *I 
drname = rbp->b_dev. d_maJ0T'i 
drno = rbp-)b_dev. d_minor & O37i 
if(drname == MRK) 
rkrunCdrnoJ = SACTIVE; 
else if(drname == MPM) 
pmrunCdrnoJ = SACTIVE; 
*--dp = com; 
I* command + x-mem *I 
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p_bio. c 
*I 
#define RHWCOM 060 
# define RHRCOM 070 
rhstart(bp, devloc, devblk, abae) 
• struct buf *bpi 
int *devloc, *abaei 
{ 
} 
register int *dpi 
register struct buf *rbpi 
register int comi 
dp = devloci 
rbp = bp; 
if(cputype == 70) 
*abae = rbp->b_xmemi 
*dp = devblk; I* black address *I 
*--dp = rbp->b_addr; I* buffer address *I 
*--dp = rbp->b_wcounti I* word count *I 
corn= IENABLE : GO : 
((rbp->b_xmem & 03) << 8)i 
if (rbp->b_flags&B_READ) I* command + x-mem *I 
corn=: RHRCOM; else 
c om = 1 RHWCOM; 
*--d p = c omi 
I * 
* 11/70 routine to allocate the 
* UNIBUS map and initialize for 
* a unibus device . 
* The code here and in 
* rhstart assumes that an rh on an 11/70 




struct buf *abp; 
{ 
register i, ai 
register struct buf *bp; 




maplock =: B_WANTED; 
sleep(&maplock, PSWP)i 
} 
maplock =l B_BUSY; 
splO( ); 
bp = abpi 
bp->b_flags =I B_MAP; 
a = bp->b_xmem; 
for( i=16; i<32; i=+2) 
UBMAP->rCi+1J = a; 
for(a++; i<48; i=+2) 
UBMAP->rCi+1J = a; 
bp-)b_xmem = 1; 
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p_bio. c 
mapfree(bp) 




bp->b_flags =& ~a_MAP; 
if(maplock&B_WANTED> 
wakeup(&maplock); 
map 1 oc k = 0; 
* swap I/0 
*I 
swap ( blkno, coreaddr, count, rdflg) 
{ 
register int *fp; 
register drname, drno; 
fp = &swbuf . b_flags; 
spl6< ); 
while <*fp&B_BUSY> { 
} 
*fp = l B_WANTED; 
s 1 e e p < f p , P SWP ) ; 
*f p = B_BUSY I B_PHYS I rd f 1 g; 
swbuf. b_dev = swapdev; 
swbuf. b_wcount = - <count<<5); 
swbuf. b_blkno = blkno; 
I* 32 w/block *I 
swbuf. b_addr = coreaddr<<6; I* 64 b/block *I 
} 
swbuf. b xmem = (coreaddr>>lO) & 077; 
I* system measures *I 
drname = swbuf. b_dev. d_maJor; 
drno = swbuf. b_dev . d_minor & 037; 
if(drname == MRK> 
addd(rkroutCdrnol, 1); 
else if(drname == MPM) 
addd(pmroutCdrnol, 1); 
(*bdevswCswapdev>)SJ. d_strategy) (8<swbuf); 
spl6( ); . 
while<<*fp&B_DONE>==O> 
s 1 e e p < f p , P SWP > ; 
if (*fp&B_WANTED) 
wakeup(fp); 
_sp 10 < >; 
*fp =& ~cB_BUSY:B_WANTED); 
return(*fp&B_ERROR); 
I* 
* make sure all write-behind blocks 
* on dev (or NODEV for all) 
* are flushed out . 
* ( from umount and update) 
*I 
Page 1 
bf lush ( dev) 
3, 1981 18 : 21 FUN - Computer Science La b - UNIX system Page 1 
p_bio. c 
{ 
register struct buf *bp; 
loop: 
spl6() ; 
for (bp = bfreelist. av_forw; bp != 8<bfreelist; bp = bp->av_forw) { 
} 









* Raw I/0. The arguments are 
* The strategy routine for the device 
* A b u f fer, w h i c h w i 11 a 1 wa y s b e a s p e c i a 1 b u f fer 
* header owned exclusively by the device for this purpose 
* The device number 
* Read/write flag 
* Essentially all the work is computing physical addresses and 
* va l idating them. 
*I 
phys i o(strat, abp, dev , rw) 
struct buf *abp; 
i nt <*strat) ( ); 
{ 
register s t ·uct buf *bp; 
register c ~ r *base ; 
register int nb; 
int ts; 
bp = abp; 
base = u . u_base; 
I* 
* Check odd base, odd count, and address wraparound 
*I 
if (base&0l : : u. u_count&01 : 1 base>=base+u. u_count) 
goto bad; 
ts = (u . u_tsize+127) & ~0177; 
if (u . u_sep) 
ts = 0 ; 
nb = (base)>6> ~ 01777; 
I* 
* Check overlap with text . (ts and nb now 
* in 64-byte clicks) 
*I 
if (nb < ts) 
goto bad; 
* Check that transfer is either entirely in the 
* data or in the stack : that is, either 
* the end is in the data or the start is in the stack 
* <remember wraparound was already checked). 
*I 
if ( ( ( (base+u. u_count)))6)&01777) >= ts+u. u_dsize 
&& nb < 1024-u . u_ssize> 






while (bp-)b_flags&B_BUSY) { 
bp-)b_flags =: B_WANTED; 
sleep(bp, PRIBIO); 
} 
bp-) b_flags = B_BUSY B_PHYS rw ; 
bp->b_dev = dev; 
I* 
* Compute physical address by simulating 
* the segmentation hardware . 
*I 
bp->b_addr = base&077; 
base= Cu. u_sep? UDSA : UISA>->rCnb>>7l + Cnb&0177); 
bp-:>b_addr =+ base<:-C6; 
bp->b_xmem = (base >:> 10) & 077; 
bp-)b_blkno = lshift(u. u_offset, -9); 
bp->b_wcount = -((u. u_ceunt:>:>1) & 077777); 
b p-:>b _errer = O; 
u. u_precp->p_flag =l SLOCK; 
<*strat)Cbp); 
spl6(); 
while (Cbp->b_flags&B_DONE) -- 0) 
sleep(bp, PRIBIQ); 




bp->b_flags =& ~cB_BUSYlB_WANTED) ; 
u. u_count = (-bp->b_resid><<1; 
geterrer(bp); 
return; 
u. u_error = EFAULT; 
I* 
*Pickup the device's errer number and pass it to the user; 
* if there is an errer but the number is O set a generalized 
* code. Actually the latter is always true because devices 
* don't yet return specific errers. 
*I 
geterror(abp) 
struc t buf *abp; 
{ 
} 
register struct buf *bp; 
bp = abp; 
if (bp-:>b_flags&B_ERROR> 
if ((u. u_error = bp-)b_errer)==O) 
u. u_errer = EIO; 
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p_pm. 3. C 
I* 
* PM Disk Driver 
* * Modified version of the original UNIX 6. 0 RP11 driver 
* * This driver has been modified to support the extended 
* capacity of the PM DDll/80 Disk Drive. The PM DCll/80 
* Disk controller performs an address conversion ta en-
* sure complete software compatibility with older DEC 









Data organization on 













* This allows the use of 62.4 MBytes CDC9877 disk packs . 
* * Minar device numbers O thru 31 refer ta drive number 1, 
* Miner device numbers 32 thru 63 refer ta drive number 2, 
* and so on. 
* Since there are NPM drives in the configuration, up ta 
* NPM*32 minor's are legal . 
* 
* Jpa. fun'0180 
* * Modified 05. 09. 80 to reduce size of pseudo-disks 
* to 5000 blacks . /etc/mkfs them with 4872 blacks to 
* have the same size as an RK cartridge. 
* Jpa . FUN 
*I 
#include 11 •• /param. h" 
#include " . . /buf. h" 
#include 11 •• /conf. h" 
#include 11 •• /user. h 11 
#include " .. /perfo. h" 
I* REGISTER LAYOUT *I 
#define PMADDR 0176710 I* starting address of registers *I 
struct{ 







I* 0176712: error *I 
I* 0176714 : control & status *f 
I* 0176716: word count *I 
I* 0176720 : bus address *f 
I* 0176722 : cylinder address *I 
f* 0176724 : disk address *f 
}; 
#define NPM 1 I* number of drives in config *I 
#define NPPM 28 I* number of minors per drive *f 
I* DATA ORGANIZATION *I 
Page 1 
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struct { 
char *nb 1 oc k s; I* size in blocks *I 
int cyloff; I* starting cylinder of miner *I 
} pm_sizesCJ { 
I* size Cblocks) cylinder offset miner *I 
5000, 0, I* 0 *I 
5000, 25, I* 1 *I 
5000, 50, I* 2 *I 
5000, 75, I* 3 *I 
5000, 100, I* 4 *I 
5000, 125, I* 5 *I 
5000, 150, I* 6 *I 
5000, 175, I* 7 *I 
5000, 200, I* 8 *I 
5000, 225, I* 9 *I 
5000, 250, I* 10 *I 
5000, 275, I* 11 *I 
5000, 300, I* 12 *I 
5000, 325, I* 13 *I 
5000, 350, I* 14 *I 
5000, 375, I* 15 *I 
5000, 400, I* 16 *I 
5000, 425, I* 17 *I 
5000, 450, I* 18 *I 
5000, 475, I* 19 *I 
5000, 500, I* 20 *I 
5000, 525, I* 21 *I 
5000, 550, I* 22 *I 
I* some bigger disks overlaying the other ones. *I 
7400, 575, I* 23 *I 
12400, 550, I* 24 *I 
17400, 525, I* 25 *I 
I* and some smaller ones for temporaries *I 
2400, 338, I* 26 *I 
2600, 325, I* 27 *I 
}; 






















I* Home Seek *I 
I* Interrupt Enable *I 
I* Selected Unit File Unsafe *I 
I* Selected Unit Seek Underway *I 
I* Selected Unit Seek Incomplete *I 
Page 2 
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#define HNF 010000 I* Header Not Found *I 
I* 
* use av_back to save track+sector 
* use b_resid for cylinder 
*I 
#define trksec av_back 
#define cylin b_resid 
I* STRATEGY ROUTINE *I 
pmstrategy(abp) 
struct buf *abp; 
{ 
} 
register struct buf *bp; 
register char *pl, *p2; 
bp = abp; 
if ( bp->b_flags&B_PHYS) 
mapalloc(bp); I* if we got a 11/70 *I 
pl= &pm_sizestbp->b_dev. d_minor&037J; 
/* bits O thru 5 give the actual miner*/ 
/* bits 6, 7 give the drive select *I 
if(bp->b_dev . d_minor >= NPPM 11 
} 
bp->b_blkno >= pl->nblocks) { 
bp->b_flags =I B_ERROR; 
i o don e ( b p ) ; 
return; 
b p->av _forw = 0; 
bp->cylin = pl->cyloff; 
pl= bp-)b_blkno; 
p2 = lrem(p1, 10); 
pl = ldiv(p1, 10); 
bp-)trksec = (p1%20><<8 p2; 
bp->cylin =+ p1/20; 
spl5( ); 
if ( (pl = pmtab. d_actf) == 0) 
pmtab. d_actf = bp; 
else-C 
} 
for(; p2 = p1->av_forw; pl = p2) { 
if( pl->cylin <= bp->cylin 
&& bp->cylin < p2->cylin 
11 pl->cylin >= bp->cylin 
&& bp->cylin > p2->cylin> 
break; 
} 
bp->av_forw = p2; 
p1->av_forw = bp; 
if ( pmtab. d _active == 0) 
pmstart (); 
splOC ); 
/* START ROUTINE *I 
pmstart() 
Page 3 
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{ 
} 
register struct buf *bp; 
if ( (bp = pmtab. d_actf) -- 0) 
return; 
pmtab. d_ac t ive++; 
PMADDR->pmda = bp-)trksec; 
devstart(bp, &PMADDR->pmca, bp->cylin, bp-·:>b_dev. d_minor>:>5); 
> 
· /* INTERRUPT ROUTINE *I 
pmintr<) 
{ 
register struct buf *bp; 
register int ctr; 
register int drno; 
if(pmtab . d_active == 0) 
return; 
bp = pmtab. d_actf; 
pmtab. d_active = 0; 
if <PMADDR->pmcs < 0){ I* errer bit *I 
deverror(bp, PMADDR->pmer, PMADDR->pmds); 
if(PMADDR->pmds & CSUFU:SUSI:HNF)){ 
PMADDR->pmcs. lobyte = HSEEK:GO; 
ctr = 0; 
while(<PMADDR-)pmds&SUSU) && --ctr); 
} 
PMADDR->pmcs = RESETlGO; 
C tr = 0; 
while<<PMADDR->pmcs&READY> -- 0 && --ctr); 




bp->b_flags =l B_ERROR; 
} 
pmtab. d_errcnt = 0; 
pmtab. d_actf = bp-)av_forw; 
bp-:>b_resid = PMADDR->pmwc; 
iodone(bp); 
I* system measures *I 
drno = bp-)b_dev. d_minor & 037; 
if(drno >= MPMOO && drno <= MPM31> 
{ 
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physio(pmstrategy, Y.~rpmbuf, dev, B_READ); 
} 




physio(pmstT'ategy, Y.~rpmbuf, dev, B_WRITE); 
} 





c = lshift(u. u_offset, -9); 
c =+ ldiv(u . u_count+511, 512); 
if(c > pm_sizesCdev. d_minor & 037] . nblocks> { 









Modified 4/7/76 to handle EAI and VT52 in similar ways 
em 
Modified 11/16/76 to include RARE mode (same as RAW mode but recognizes 
the "signal" characters and generates the corresponding signal), 
to introduce a filter for EAI terminals 
and to correct a bug related to RAW mode for "REVERSE" 
Page 
Modified 14/03/77 to structure "era.se" and "kill" · programming in ttyinput 
and to include the General Purpose signal (SIGGP) . 
Modified 12/20/77 to implement the TRANSP(arent) mode. 
Mo d ified 11/13/78 to implement XON/XOFF independently of output mechanism 
Modified on Aug 79 : communication between UNIX and MPX . 
(either kl or mpx> 
*I 
I* 
* Modified 020580 to remove EAI handling . 
* simply because we don't have such beasts! 
* Jpa. fun 
* Also modified to include MONITOR mode for 
* use with BARCO monitors : put a tab after each cr 
*I 
I* 
* Modified 290781 to measure reflexion time at ttye 
* 
* Cornil Dirk . 
*I 
I* 
* general TTY subroutines 
*I 


















/binar/usr/sys/file . h" 
/b inar/usr/sys/reg. h 11 
11 /binar/usr/sys/conf. h" 
11 /binar/usr/sys/drmxp. h 11 
"/binar/usr/sys/perfo . h" 
* In_put mapping ta--ble-- if an entry is non-zero, when th _~., 
* c or r e s p on d i n g c h ara c t e r i s t y p e' d p r e c e d e d b y 11· \ " th e · es cap e 
* sequence is replaced by the table value. Mostly used for 








000,000,000 , 000,000,000,000,000, 
0001 I: II 0001 1 # I 1 0001 0001 0001 I \" 1 1 
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}; 
I* 
' { ', '} ', 000, 000, 000, 000, 000, 000, 
000,000,000,000,000,000,000,000, 
000,000,000,000,000,000,000,000, 
1 @ 1 ,000,000,000,000,000,000,000, 
000,000,000,000,000,000,000,000, 
000,000,000,000,000,000,000 , 000, 
000,000,000,000,000,000, '~',000, 
000 I I A /, / B /, / C / 1 / D /' / E / 1 / F / 1 / G / 1 
'H .', ' I ' , 'J ', 'K ', 'L ', 'M ', 'N ', '.0 .' , 
/ p / I I G I , · I R / 1 / s / 1 / Î / I I u / I I V / / / w / ; 
'X' , 'Y', 'Z',000,000,000,000, 177, 
* The actual structure of a clist block manipulated by 
* getc and pute (mch . s> 
*I 
struct cblock { 
}; 
struct cblock *c_next; 
char info[6J; 
I* The character lists-- space for 6*NCLIST characters *I 
struct cblock cfreeCNCLISTJ; 
I* List head for unused character blocks . *I 
struct cblock *cfreelist; 
I* 
* The routine implementing the gtty system call. 







register *up, *vp; 
vp = Vi 
sgtty(vp); 
if ( u. u_error) 
return; 
up = . u. u_argCOJ; 
suword ( up, *vp++ >; 
suword(++up, *vp++); 
suword(++up, *vp++); 
* The routine implementing the stty system call. 





register int •up; 
up . = u. u_ar-g[OJ; -
u. u_argCOJ = fuword(up); 
u. u_argC1J = fuword(++up); 
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I* 
* Stuff common to stty and gtty. 
* Check legality and switch out to individual 
* device routine. 
* v is 0 for stty; the parameters are ta ken from u. u_argCJ. 
* c is non-zero for gtty and is the place in which the device 






register struct file *fp; 
register struct inode *ip; 
if ((fp = getf(u. u_ar0[R0J)) -- NULL) 
return; 
ip = fp->f_inode; 
if ( ( ip-)i_mode~1.IFMT) != IFCHR) { 
u. u_error = EN0TTY; 
return; 
} 
(*cdevswCip->i_addr(0J . d_maJorJ . d_sgtty) (ip->i_addrC0J, v); 
I* 
* Wait for output to drain, then flush input waiting. 
*I 
wflushtt(J(atp) 




register struct tty *tp; 
tp = atp; 
spl5(); 
while (tp->t_outq_. c_cc) { 





* Initialize clist by freeing all character blocks, then count 




register int cep; 
register struct cblock *cp; 
register struct cdevsw *cdp; 
cep = cfree; 
for (cp=(ccp+07H-~"'07; cp <= &cfreeCNCLIST-1J; cp++) { 
cp->c_next = cfreelist; 
cfreelist = cp; 
} 
CC p = Ûi 
for(cdp = cdevsui; cdp->d_open; cdp++) 




nchrdev = c;cp; 
I* 
* flush all TTY queues 
*I 
flushtty(atp) 
struct tty *atp; 
{ 
} 
register struct tty *tp; 
register int sps; 
tp = atp; 
while (getc(&tp->t_canq) >= 0); 
while (getc(&tp-) t_outq) >= 0); 
wakeup (&tp->t_rawq); 
wakeup(&tp->t_outq); 
sps = PS-:>integ; 
spl5(); 
while (getc(&tp-:>t_rawq) :,= 0); 
tp->t_delct = 0; 
PS->integ = sps; 
/¼ 
* transfer raw input list to canonical list, 
* doing erase-kill processing and handling escapes . 
* It waits until a full line has been typed in cooked mode, 
* or until any character has been typed in raw mode . 
*I 
canon(atp) 
struct tty *atp; 
{ 
register char *bp; 
char *bpi; 
register struct tty *tp; 
register int c; 
int tyname, tyno, Ji I* system measures *I 
tp = atp; 
I* system measures *I 
tyname = tp->t_dev. d_maJor & 027; 
tyno = tp->t_dev . d_minor & 017; 
spl5< ); 
while (tp-:>t_delct==O> { 
if <<tp->t_state&CARR_ON>==O) 
{ 
'. ,- .-. 
I* system measures *I 
ty f lag 1 = REFNO; 
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I* system measures *I 
if(tyname == 16 && tyno --
{ 
tyflag1 = REFN0; 
if(tycnt <: SMAX) 
{ 
tyflag1 





tyflag2 = 1; 
for(J=0; J<SMAX; J++) 
{ 
REFYES) 
tysave[JJ = tytimeCJJi 
tytime[JJ = 0; 
} 
tycnt = 0; 
} 
ts_tty = 0; 
} 
if <tp-)t_flags & TRANSP) { 
} 
if ((c=getc<&tp-:>t_rawq)) < 0) return(0); 
pute (c, &tp-:>t_canq_); 
tp-)-t_d e 1 c t--; 
return(l); 
bp = &canonb[2J; 
while ((c=getc(&tp->t_rawq)) >= 0) { 
if (c==0377) { 
- .. .. - - . -· . 
} 
tp-:>t_d el c t--; 
break; 
if < (tp->t_flags&<RAW>==0 && (tp->t_flags&RARE>==0> < 
if (bpC-1J!='\\') < 
} 
if Cc==tp->t_erase) < 
} 








if (maptabCcJ && (maptabCcJ==c 1: (tp->t_flags&LCASE: 
if (bpC-2J != '\\') 
} 
c = ma p ta b C c J ; 
bp--; 
*bp++ = c; 
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} 




bpl = bp; 
b p = ~-1.canonb C2J; 





* Place a character on raw TTY input queue, putting in delimiters 
* and waking up top half as needed. 
* Also echo if required . 
* The arguments are the character and the appropriate 






11 \033: X \033*" i 
11 \033 : \033 X \033* 11 i 
ttyinput(ac, atp) 
struct tty *atp; 
{ 
register int t_flags, c; 
register struct tty *tp; 
int *t_state; 
tp = atp; 
c = ac; 
t_flags = tp->t_flags; 
t_state = &tp-~t_state; 
I* handle inncoming XOFF and XON <CTRL-S and CTRL-G) to switch 
output stream off and on temporarily 
if<<t_flags & RAW> == 0 &~ (t_flags & TRANSP> -- 0) { I* previously 






*t_state =l HOLD; 
return; 
*t_state =& ~HOLD; 
mxstart(tp); 
return; 
I* restart output if , 
if(*t_state &HOLD> return; 




if (tp-)t_flags & TRANSP> < 
....,,1981 18 : 22 FUN - Computer Science Lab - UNIX system Page 
p_tty. 4. C 
} 
wakeup(&tp-)t_rawq); 
if(putc(c, &tp->t_rawq) -- 0) 
tp->t_delct++; 
return; 
if ((c =& 0177) == '\r' && t_flags&CRMOD) 
C = '\n'; 
else if((c == LARROW) && (t_flags&EAI)) c = BACKSP 
because of EAI's odd conventions 





if(t _f l ag s~""<APPLE) { 
if(c 
--
013) C = ' C , ; I* ·"·K *I 
else if(c 
--
002) C = I \ \ I j I* ··'-B *I 
else if(c 
--
027) C = I I • I* "·W *I I 
I* this was added 12-feb-81 Jpa'fun because the APPLE-II *f 
I* has no complete ASCII keyboard. So we generate chars *I 
I* we need as we can ! */ 
else if < (t_flags&RAW>==O : : (t_flags&RARE) ) { 
if <c==CGUIT t: c==CINTR> { 
} 










*t_state =l BSLSW; 
if((*t_state&ESCSW> == 0) 
ttyecho('\\', tp); 
} 
if Cc== ESC) { *t_state =: ESCSW; return; } 
if <*t_state & ESCSW> { 
f*general purpose signal*/ 
f*sorry, but a D CHAR on the BDM20 generates a ESC Pi 
if ( ( c == 'P ' && ( t _fla g s&FRENCH==O) ) l l c == 'G' : l c == 'R ') { 
} 
signal < t p, SI GGP ) ; 
goto escfull; 
if(Ct_flags&FRENCH) && <<t_flags&RARE> == 0)) { 
if(c=='M') { c = tp->t_kill; goto escpart;} 
if(c=='P') { c = tp-)t_erase; goto escpart; 
l*special echo of other escape sequences*/ 
putc<ESC,&tp->t_rawq); putc(c,&tp->t_rawq); 
*t_state =& ~ESCSW; 
} 
if(t_flags &ECHO> { 
} 
return; 
fresc2C:3J = c; 
frecho(fresc2, tp); 
putc(ESC, &tp->t_rawq); 
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*t_state =& ~ESCSW; 
} 
} 
if <t_flags&LCASE && c>='A' && c <='Z'> 
c =+ 'a ' - 'A '; 
putc(c, &tp->t_rawq); 
if ( t_f lags&RAW l: t_f lags&RARE l l c== '\n' l l c==CEOT) { 
wakeup(&tp->t_rawq); 
} 
if (putc(0377, &tp->t_rawq)==O) 
tp-:>t_d el c t++; 
if <t_flags&ECHO) { 
if(t_flags&FRENCH) { 
} 
if(c==BACKSP l l c == FF) { 





if ((t_flags&REVERSE) && (t_flags&RAW)==O && (t_flags&RARE)== 
I* erase and kill characters treatment *I 
i f ( C == ' \ \ ' ) 





if < c==tp->t_erase l l c==tp->t_kill) { 
if < <*t_state & BSLSW> == 0 > { 
I* erase or kill */ 
} 
if < c==tp->t_erase ) { 
ttyoutputCBACKSP, tp l 
ttyerase(tp, 1); 






else if((*t_state&ESCSW) == 0) 
ttyoutput CBACKSP, tp); 
l*erase backslash*/ 
*t_state =& ~asLSW; 
additionna! routine for special echo 
on Micro Bee DM20 terminal 
<FRENCH mode) 
frecho<s, tp) 
char *s; struct 
{ 
tty *tp; 
register char *Pi 
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* put char acter on TTY out p ut queue, ad d in g de 1 a y s, 
* expanding tabs, and handling the CR/NL bit . 
* It is called both from the top half for output, and from 
* interrupt level for echoing. 
* The arguments are the character and the tty structure. 
*I 
ttyoutput(ac, atp) 
struct tty *atp; 
{ 
register int c; 
register struct tty *tp; 
tp = atp; 
c = ac; 
if(tp->t_flags & TRANSP) 
putc(c, &tp->t_outq); 
else 
t t t ra n s ( c &O 1 77, t p ) ; I * wa s t t y su, t c h * / 
} 
ttyecho(ac, tp) 
struct tty *tp; 
{ 
} 
struct tty *rtp; 
rtp = tp; 
ac = 1 0200; 
if(rtp->t_state&ERMOD> { 
} 
pute< '\n', &rtp-:>t_outq_); 
/* this is linefeed only , no newline 1 1 */ 
rtp->t_state =& ~ERMOD; 
tttrans(ac, tp); I* u,as ttyswtch *I 
I* comment out this routine . . . 
ttyswtch(ac, tp) 
struct tty *tp; 
{ 
if(( tp ->t_flags&HCT302) && ((tp->t_flags & SCREEN> == 0}} { 
if(ac & 0200) { 
COMMENT: We're echoing something 
if( tp->t_state & BLACK> { 
tp->t_state =& ~BLACK; 
tttrans(ESC, tp); 
tttrans ( '3 ', tp >; 
} 
} else { 
if((tp-)t_state & BLACK>== 0) { 
tp-:>t_state =I BLACK; 
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tttrans (ESC, tp) i 
tttrans( ' 4', tp); 
end of comment *I 
tttrans (ac, tp) 
struct tty *tp; 
{ 
register int c; 
register struct tty *rtp; 
register char *colpi 
int ctype; 
rtp = tp; 
c = ac&0177; 
I* 
* Ignore EOT in normal mode to avoid hanging up 
* certain terminals. 
*I 
if (c==CEOT && (rtp-)t_flags&RAW>==O && (rtp->t_flags&RARE>==O> 
return; 
I* 
* Turn tabs to spaces as required 
*I 
if (c=='\t' && rtp-)t_flags&XTABS) { 
do 
} 




* for upper-case-only terminals, 
* generate escapes. 
*I 
if (rtp-)t_flags&LCASE> { 
} 
C O 1 p = Il ( { ) } ! : ,,._,.,, / ,. Il i 
while(*colp++) 
if(c == *colp++) { 
} 
ttyoutput( '\\', rtp); 
c = c o l p C -2 l; 
breaki 
if ('a'<=c && c<='z') 
c =+ 'A ' - 'a· ' i 
I* 
* turn <nl) to <cr)(lf) if desired . 
*I 
if <c=='\n' && rtp->t_flags&CRMOD) 
ttyoutput( '\r', rtp); 
* take the odd EAI conventions . into account 
* i.e . the left movement on the screen isn't 
* the ASCII BS character but LARROW 
* 
Page 
...:> 1 1981 18 : 22 FUN - Computer Science Lab - UNIX system 
p_tty.4. C 
if((c == BACKSP) && (rtp->t_flags&EAI>) c = LARROW; 
* removed 025080 Jpa 
*I 
if (pute <c, ~-1:rtp- :> t_outq)) 
return; 
I* Take the stupid lack of a complete ASCII ch~r set on the 
* APPLE-II keyboard into account and echo some controls 
* by chars we need. Sarry for this patch but this 
* should be only · temparary . We'll try to fix this inside 
* the apple system and clean up UNIX with such garbage. *f 




if(c == 013) C = '['; 
else if(c -- 002) c = 
else if(c == 027) c = 
* Calculate delays. 
/ * ·"K *I 
'\\'; I* ·"·B *I 
I '; I* AW *' 
* The numbers here represent clock ticks 
* and are not necessarily optimal for all terminais . 
* The delays are indicated by characters above 0200, 
* thus (unfortunately) restricting the transmission 
* path to 7 bits. 
*I 
calp = &rtp->t_cal ; 
ctype = partabCcJ; 
I* Calculate correct tabs for the Cable Print - ESC x takes 
* no raom at all or ESC is -1 column wide 
*I 
if(c == ESC && rtp-)t_flags&HCT302) <*colp)-- ; 
C = Q ; 
switch (ctype&077) { 
f* ordinary *I 
case 0 : 
(*CO 1 p) ++; 
I* non-printing *I 
case 1 : 
break ; 
I* backspace *I 
case 2: 
if <*colp > 
(*CO 1 p )--; 
break; 
I* newline *I 
case 3: 
ctype = (rtp->t_flags >> 8) & 03; 





c = max«*colp>:>4) + 3, 6); 
2) { I* vt05 *I 
C = 6; 
*colp = 0; 
break; 
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I* tab */ 
case 4: 
! ******************************************* 
* ctype = (rtp->t_flags >> 10) & 03; 
* if(ctype == 1) { COMMENT tty 37 
* c = 1 - (*colp : "'07); 




C = 0; 
****************************removed 04. 24 . 80 for FRENCH mode** Jpa *I 




I* vertical motion *I 
I* carriage return *I 
case 6 : 
ctype = (rtp->t_flags >> 12) P.'( 03; 
if(ctype == 1) { /* tn 300 *I 
C = 5; 
} else 
if(ctype == 2) { /* ti 700 */ 
C = 10; 
} 





* Restart typewri ar output following a delay 
* timeout . 
* The name of the routine is passed to the timeout 





register struct tty *tp; 
tp = atp; 
tp->t_state =& "'TIMEOUT; 
mxstart(tp); 
I* 
* Start output on the typewriter. It is used from the top half 
* after some characters have been put on the output queue, 
* from the interrupt routine to transmit the ~ext 
* character, and after a timeout has finished . 
* If the SSTART bit is off for the tty the work is done here, 
* using the protocol of the single-line interfaces <KL, DL, DC); 
* otherwise the address word of the tty structure is 
* taken ta be the name of the device-dependent startup routine. 
*I 
ttstart(atp) 
struct tty *atp; 
{ 
register int *addr, c; 
Page 
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register struct tty *tp; 
i nt i; 
char *first; 
tp = atp; 
ad d r = t p - :> t _a d d r ; 
c = tp->t_state; 
if (c&TIMEOUT 11 c~HOLD> 
r e t .u r n ( 0 ) ; 
/* c = aux. variable *I 
if ( (c=getc (&tp-:>t_outq)) :>= 0) { I* now c = char. *I 
if(c<=0177 11 <tp-:>t_flags&TRANSP)) { 
if C(tp->t_flags & TRANSP) == 0) { 
I* 
if < <tp->t_flags&EAI) && <<c==010) 11 
(c==016) 1 1 1 1 
else 
* removed 020580 Jpa 
*I 
} 







addr->tttcsr =I IENABLE; 
addr->tttbuf = c; 




} else { 
} 
timeout(ttrstrt, tp, c&0177); 




* Called from device's read routine after it has 
* calculated the tty-structure given as argument. 
* The pc is backed up for the duration of this call. 
* In case of a caught interrupt, an RTI will re-execute. 
*I 
ttread(atp) 
struct tty *atp; 
{ 
register struct tty *tp; 
register tyname, tyno; 
tp = atp; 
I* system measures *I 
tyname = tp->t_dev. d_maJor & 027; 
tyno = tp-)t_dev. d_minor & 017; 
if ((tp-)t_state&CARR_ON>==O> 
return; 
I* system measures *I 
I* system measures *I 
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if(tyname == 16 && tyno == 2) 
tyflagl = REFYES; 
if (tp-)t_canq. c_cc li canon(tp)) 
while (tp->t_canq. c_cc && passc(getc(&tp-)t_canq)J)=OJ; 
I * 
* Called from the device's write routine after it has 
* calculated the tty-structure given as argument . 
*I 
t twrite(atp) 
struct tty *atp ; 
{ 
} 
register struct tty *tp; 
register int c; 
tp = atp; 
if ( ( tp-> t_s tate~-:CARR_ON) ==O) 
return; 
while ((c=cpass<>>>=O) { 
spl5C ); 
} 
while Ctp->t_outq. c_cc > TTHIWAT) { 
mxstart(tp); 
} 








* Common code for gtty and stty functions on typewriters . 
* If vis non-zero then gtty is being done and information is 
* passed back therein; 
* if it is zero stty is being done and the input information is in the 
* u_arg array . 
*I 
ttystty(atp, av) 
int *atp, *av; 
{ 
register *tp, *Vï 
tp = atp; 
if ( v = av) { 
} 
*v++ = tp->t_speeds; 
v->lobyte = tp-)t_erase; 
v->hibyte = tp->t_kill; 
vC1J = tp->t_flags; 
return(1); 
wflushtty(tp); . 
v = u. u_arg; 
tp->t_speeds = *v++; 
tp->t_erase = v->lobyte; 
tp->t_kill = v->hibyte; 
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} 
tp-)t_flags = v(1J; 
return(O); 
t tyerase(tp, c) 




register int i; 
register struct tty *rtp; 
rtp = tp; 
if(rtp->t_flags&HCT302){ 
} else { 
} 
ttyoutput('X', rtp); ttyoutput<BACKSP, rtp); 
ttyoutput('O', rtp); ttyoutput(BACKSP, rtp); 








t t y ou t p u t ( ESC, r t p ) ; 
ttyoutput( 'M', rtp); 
} else { 
} 
for ( i =O; i <BO; i ++ ) t t y output ( ' ' , r t p ) ; 
ttyoutput< '\r', rtp); 
* Sort out tty terminals for non-interrupt output 
*I 
mxstart(adp) struct tty *adp; { 
} 
register struct tty *dp; 
register int *addr; 
struct { int <*func)(); } 
dp = adp; 
ad dr = d p-:•t_ad dr; 
if (dp->t_state g,. SSTART) { 
(*addr. func > (dp ); 
return; 
} 
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/par am . h" 
/inode. hfl 
/user . h fi 
/buf . h" 
/conf . h" 
/systm. h 11 
/seg.h 11 
/proc . h 11 
/reg . h 11 
/perfo . h 11 
* Read the file corresponding to 
* the inode pointed at by the argument . 
* The actual read arguments are found 








core address for destination 
byte offset in file 
number of bytes to read 
read to kernel/user 
I* Amended to allow reading of zero characters on a 
* character device Cneeded for semaphores), by moving 
* the test for null u. u_count after the call to the 
* d_read routine of cdevsw; this is consistent with 
* what happens in writei . 
*I 
I* 
* function modification May 1979/pdc 
* 
* 
* If the read command must transfer a number of bytes larger 
* than 512, and if some of the physical blocks which are 
* involved happen to be contiguous, as many bytes as 
* possible are directly read in at 
* the base ad d r es s u . u _base b y n fis i o C ) in s te ad of fi r s t be in g 
* read into buffers and then transfered one at a time to the 
* base address. 
* 
* Function bmapc is used to compute 'u. u_rdblkc ', i.e. the number 
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This requires the addition of a new variable to the _u structure : 
u . u _rd b 1 k c. 
struct buf rxkbuf; 
int ffflag; 
readi(aip) 
struct inode *aip; 
{ 
int *bp; 
int lbn, bn, on; 
reg i ster n; 
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int dn ; 
int drname, drno; I* system measures *I 
register struct inode *ip; 
ip = aip; 
i p - :> i _ f 1 a g = : I AC C ; 
if((ip->i_mode&IFMT> == IFCHR) { 
} 
I* system measures *I 
drname = ip-)i_addr[OJ. d_maJor; 
drno = ip->i_addrCOJ. d_minor & 037; 
if(drname == MRK> 
addd (rkrout[drnoJ, 1 ); 
else if(drname == MPM) 
addd (pmrout[drnoJ, 1 ); 
(*cdevsw[ ip-:>i_addrCOJ. d_maJorJ. d_read) ( ip->i_addrCOJ); 
return; 




lbn = bn = lshift(u . u_offset, -9); 
on= u. u_offsetC1J & 0777; 
n = min(512-on, u . u_count); 
ifC<ip-:>i_mode&IFMT> != IFBLK> < 
dn = dpcmp < ip->i_size0&0377, ip->i_sizel, 
u . u_offsetCOJ, u . u_offset[lJ); 
if< dn <= 0 > < 
return; 
} 
n = min(n, dn); 
I* procedure 'bmapc ()' replaces 'bmap ()' of the original unix *I 
if < ( b n = b ma p c ( i p, lb n, on) ) == 0) -C 
return; 
} 




dn = ip->i_addrCOJ; 
rablock = bn+l; 
u . u_rdblkc = < (u . u_count + 511><<9); 
I* 'u. u_rdblkc' contains the number of contiguous blocks counting from 
* the returned black address. 
*I 
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} 
if (ip->i_lastr+1 == lbn) 
bp = breada(dn, bn, rablock); 
else 
bp = bread(dn, bn); 
ip->i_lastr = lbn; 
iomove(bp, on, n, B_READ); 
brelse(bp); 
} while(u. u error==0 &~--: u. u count!=0); 
- - , 
if (u. u_error) 
printf("er=0'ï.o; \n", u. u_error); 
} 
I* ----------------------- *I 
/* 1) Like the original bmap(), function bmapc() converts the logical 
* block number ( parameter 'bn') of the block to be read 
* into a physical block number which it returns. The 
* parameter 'on' is the offset of the first byte to be read 
* in this block. 
* 2) At the same time, bmapc() counts the number of blacks 
* following the block to be read and which are contiguous on 
* the block device ; it stores this result into 'u. u_rdblkc '. 
*I 
b ma p c < i p , b n , on > 




int snb, ssnb, scount; 
. i n.t f..i r s t t, d ; 
int *bp; 
register i, nb; 
register *bap; 
I* initialisations *I 
u. u_rdblkc = 1; 
firstt = ssnb = 0; 
d = ip-)i_dev; 
I* read offset inside block not e~ual to 0 or odd base *I 
if «on) Il (u . u_base&01)) { 
return(bmap<ip,bn)); 
} 
scount = (u . u_count - 1) >> 9; 
I* small file *I 
if ((ip-)i_mode~ILARG) == 0) { 
ssnb = snb = ip-)i_addrCbnJ; 
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} 
scount = min(bn+scount,7); 
for(bn=bn+1; bn<=scount; bn++) 
if (++snb != ip->i_addr[bnJ) 
return(ssnb); 
else 
u . u_rdblkc++; 
return(ssnb) ; 
I* large file algorithm : 
* determine which i_addr[J should be used; each i_addrC:J points 
* to 256 physical black numbers 
*I 
n X t1 : 
i = bn:::.-:>8; 
if (bn & 0174000) 
i = 7; 
n b = i p -> i _ad d r [ i J ; 
bp = bread(d,nb); 
bap = bp->b_addr; 
I* case of double indirection in the addressing of physical blocks *I 
if < i == 7) { 
} 
i = <<bn>>B> & 0377> - 7; 
nb = baptiJ; 
brelse(bp); 
bp = bread(d,nb); 
bap = bp-)b_addr; 
I* b_addr· points to the black containing the physical black number 
* of 'bn'; 
*I 
if (firstt == 0) { 
firstt = 1; 
i = bn&0377; 
} 
ssnb = snb = bapCiJ; 
bn++; 
u. u_rdblkc = 1; 
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I* loop counts the number of contiguous blocks in the 'mapping' block */ 
loop: 
for(i = bnl!-<0377; i < 256; i++) { 
if ( (u . u_rdblkc :>-= scaunt) : : (++snb != bapCiJ)) { 
I* if black count limit is reached 
* or current black net cantiguous 
* to the previous one: return; 
*I 
rablack = 0; 
if <<i<255) && (u.u_rdblkc<=1)) 
3,1981 18 : 40 FUN - Computer Science Lab - UNIX system 
p_rdwri x. c 
rablock = bap[i+1J; 
brels e (bp); 




u. u _r d b 1 k c ++; 
} 
} 
I* if the caunt limit has not been reached 
* read the black containing the next 256 black numbers 
*I 
brelse(bp); 
if (u. u_rdblkc >= sca unt) { 





I* ------------------------- *I 
I* 
* Cal led by readi ( > to read 'u. u_rdblkc' cantiguous physical blacks 
* d ire c t 1 y in t o ma in star a g e a t the ad d r es s u. u _base; 
* the global I/0 parameters: u. u_base, u. u_count, and u. u_offset 
* are updated accordingly; 
*I 
nfisio(b, dev) 
int b, dev; 
{ 
register struct buf * b p; 
register char *base; 
register int nb; 
i nt n; 
int drname, drno; 
b p = t.,.r x k bu f; 
base = u. u_base; 
nb = (base>)6)&01777; 




/* system measures *I 
/* this value must be even *I 
spl6(); 
while Cbp->b_flags&B_BUSY> { 
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bp->b_flags = B_BUSY 
bp->b_dev = dev ; 
B_PHYS B_READ; 
I* compute the base address in core for the read operation; 
* it will always be situated in user space 
*I 
bp->b_addr = basee-(077; 
base= (u . u_sep ? UDSA : UISA)-)r[nb)>7J + < nb&0177); 
bp-)b_addr =+ base<<:6; 
bp->b_xmem = (base >>10) & 077; 
bp->b_blkno = b ; 
n = (u . u_rdblkc << 9) & 077777; 
if ( n > u . u_count) n = u . u_count ; 
bp->b_wcount = -<n :>:> l); 
bp-> b_error = O; 
u . u_procp-) p_flag =I SLOCK; 
I* system measures *I 
drname = dev. d_maJor; 
drno = dev . d_minor & 037; 
if(drname == MRK> 
addd(rkrout[drnoJ, 1); 
e l se if(drname == MPM) 
addd(pmroutCdrnoJ, 1); 
( * b d evsu,[dev . d_maJorJ . d_st r ategy > ( bp ); 
s pl6(); 
uihile C(bp->b_flags~B_DONE> == 0) 
sleep(bp,PRIBIO); 
u . u_procp->p_flag =& ~sL• CK; 
if Cbp->b_flags&B_WANTED) 
u,a k eu p < b p > ; 
bp-) b_flags =& ~(B_BUSYlB_WANTED); 
geterror(bp); 
splO(); 
I* update I/0 control variables in the '_u' structure *I 
u. u_count =- n; 
u. u_base =+ n; 




u . u_error = EFAULT; 
* Write the file corresponding ta 
* t h ~ inode pointed at by the argument. 
* The actual write arguments are found 




core address for source 
byte offset in file 
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u_seg f lg 
number of bytes to write 
write to kernel/user 
writei(aip) 
struct inode *aip; 
{ 
int *bp; 
int n, on; 
int drname, drno; 
register dn, bn; 
register struct inode *ip; 
ip = aip; 
ip->i_flag =l IACCI IUPD; 
if({ip->i_mode&IFMT> == IFCHR) { 
I* system ~easures *I 
I* system measures *I 
drname = ip-)i_addr[OJ . d_maJor; 
drno = ip->i_addrCOJ . d_minor & 037; 
if(drname == MRK> 
addd {rkroutCdrnoJ, 1 ); 
else if(drname == MPM) 
addd (pmrout[drnoJ, 1 ); 
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if (u. u_count == 0) 
. return; 
do { 
bn = 1 sh if t ( u. u_of f set, -9); 
on= u. u_offsetC1J & 0777; 
n = min(512-on, u . u __ count); 
if(< ip->i_mode&IFMT) != IFBUU { 
} else 
if ((bn = bmap(ip, bn)) == 0) 
return; 
dn = ip-)i_dev; 
dn = ip-:>i_addr.COJ; 
if(n == 512) 
bp = getblk(dn, bn); else 
bp = bread(dn, bn); 
iomove(bp, on, n, B_WRITE); 
if(u. u_error != 0) 
brelse(bp); else 
if ((u. u_offsetC1J&0777)==0) 
b a wr i te ( b p > ; e l s e 
bdwrite(bp); 
if(dpcmp(ip-)i_size0&0377, ip->i_sizel, 
u. u_off setCOJ, u. u_offsetC 1 J) <: 0 && 
(ip->i_mode&(IFBLK&IFCHR)) == 0) { 
ip-)i_sizeO = u . u_offsetCOJ; 
ip-:>i_size1 = u . u_offset[1J; 
} 
i p -) i _ f 1 a g = 1 I UP D; 
} while(u. u_error==O && u . u_count!=O); 
.. - - - - - --- .. ,.., __ ------- ..... - ----- -- - -------------
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I* 
* Return the logical maximum 
* of the 2 arguments . 
*I 
max(a, b ) 
char *a, *b; 
{ 
} 
if(a :> b) 
return (a); 
return ( b); 
I* 
* Return the logical minimum 
* of the 2 arguments. 
*I 
min(a, b) 
char *a, *b; 
{ 
} 




* Move 'an' bytes at byte location 
* &bp->b_addr[oJ to/from (flag) the 
* user/kernel (u. segflg) area starting at u. base . 
* Up date all the arguments by the number 
* of bytes moved. 
* 
* .There are 2 algorithms, 
* if source address, dest address and count 
* are a ll even in a user capy, 
* then the machine language copyin/copyout 
* is called. 
* If not, its done byte-by-byte uiith 
* cpass and passe . 
*I 
iomove(bp, a, an, flag) 
struct buf *bp; 
{ 
register char *cp; 
register int n, t; 
n ~ an ; . 
cp. = bp->b_addr + o; 
i f ( u. u _se g f . l g ==O &8( ( ( n : c p : u. u _base ) &O 1 ) ==O) { 
if (flag==B_WRITE) 
c p = c op y i n < u. u _b as e, c p , n > ; 
else 
cp = copyaut(cp, u . u_base, n); 
i-f (cp) { 
} 
u . u_error = EFAULT; 
return; 
u. u_base =+ n; 
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dpadd (u . u_offset, n); 
u. u_c ount =- n; 
return; 
if (flag==B_WRITE) { 
wh i 1 e ( n--) { 
} else . 
} 
if ((t = cpass()) < 0) 
return; 
*cp++ = t; 
wh i 1 e ( n--) 
if(passc(*cp++) < 0) 
retur:n; 
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/systm . h" 
/reg . h" 
/buf . h" 
/filsys . h " 
/user. h li 
/inode. hll 
/file. hll 
/conf. h 11 
/perfo . h" 
I* 







f p = g et f ( u. u _a r O [ R O J ) ; 
if(fp == NULL> 
return; 
statl(fp->f_inode, u. u_arg[OJ); 








ip = namei(&uchar, 0); 
if(ip == NULL> 
return; 
s ta t 1 ( i p, u . u _a r g C 1 J ) ; 
iput(ip); 
* The basic routine for fstat and stat: 





register i, *bp, *cp; 
iupdat(ip, time); 
bp = bread(ip-:>i_dev, ldiv(ip->i_number+31, 
c p = . b p~>-b _ad dr + 32* 1 rem ( i p-)-i_numb er+31, 
ip = &<ip->i_dev); 
for ( i=O; i·G4; i++> { 
suword(ub, *ip++); 
ub =+ 2; 
} 
16 > >; 
16) + 24; 
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for(i=O; i·C4; i++) { 
} 
su w or d ( u b , * c p ++ ) ; 
ub =+ 2; 
brelse(bp); 






register i, *fp; 
fp = getf(u . u_arOCROJ); 
if(fp == NULL> 
return; 
if ((i = ufalloc()) < 0) 
return; 
u. u_ofile[iJ = fp; 
fp->f _count++; 




i nt d; 
int drname, drno; 
register *ip; 
reg i ster struc t mount *mp, *smp; 
extern uchar; 
d = getmdev(); 
if ( u. u_error) 
return; 
u. u_dirp = u . u_arg[lJ; 
ip = namei(&uchar, 0); 
if(ip == NULL) 
return; 
if ( ip->i_count ! ,;.1 ( ip->i_modee,c( IFBU'.~-<IFCHR >) ! =O> 
goto out; 
smp = NULL; 
for(mp = &mount[OJ; mp < &mountCNMOUNTJ; mp++) { 
if(mp->m_bufp != NULL> { 
if(d == mp->m_dev) 
goto out; 
} else 
if(smp == NULL> 
smp = mp; 
} 
if(smp == NULL> 
goto out; 
I* system measures *I 
drname = d . d_maJor; 
drno = d. d_minor & 037; 
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if(drname == MRK) 
addd (rkrout[drnoJ, 1 ); 
else if(drname == MPM) 
ad d d < p mr out [ d r no J , 1 ) ; 
(*bdevsw[d . d_maJorJ . d_open) (d, !u . u_arg[2J); 
if(u . u_error) 
goto out; 
mp = bread(d, 1); 




smp->m_inodp = ip; 
smp-:>m_d ev = d; 
smp-)m_bufp = getblk(NODEV); 
bcopy (mp->b_addr, smp-:>m_bufp-:>b_addr, 256); 
smp = smp->m_bufp->b_addr; 
smp->s_ilock = 0; 
smp->s_flock = 0; 
smp-:•s_ronly = u . u_arg[2J & 1; 
brelse(mp); 
i p - > i _ f 1 a g = l I MOUNT; 
prele(ip); 
return; 
u . u_error = EBUSY; 
iput(ip); 






int drname, drno; 
register struct inode *ip; 
register struct mount *mp; 
update(); 
d = getmdev(); 
if(u. u_error) 
return; 
I* system measures *I 
for(mp = &mounttOJ; mp < &mounttNMOUNTJ; mp++) 
if(mp->m_bufp!=NULL && d==mp->m_dev) 
g oto found; 
u. u errer= EINVAL; 
return; 
for < i p = f-d no d e E O J ; i p < & in o d e ENI NODE J ; i p ++ ) 
if(ip->i_number!=O && d==ip->i_dev) { 
u . u_error = EBUSY; 
return; 
} 
I* system measures *I 
- -·-· ---·- ---- ---·· - --•·· ·--------- ------ ----
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drname = d. d_maJor; 
drno = d. d_minor ~~ 037; 
if(drname == MRK) 
addd(rkrout[drnoJ, 1) ; 
else if(drname == MPM) 
addd(pmrout[drnoJ, 1); 
(*bdevsw[d. d_maJorJ . d_close) (d, 0) ; 
ip = mp->m_inodp; 
ip->i_flag =& ~IMOUNT; 
iput(ip); 
ip = mp->m_bufp; 
mp->m_bufp = NULL; 
brelse(ip); 
I* 
* Common code for mount and umount. 
* Check that the user's argument is a reasonable 





register d, *ip; 
extern uchar; 
ip = namei(!?.-<uchar, 0); 
. if .Ci p :;:::.. NUl:::L.:··) ···· 
return; 
if((ip->i_mode&IFMT> != IFBLK) 
u . u_error = ENOTBLK; 
d = i p-) i _ad d r [ 0 J; 
if(ip->i_addr[OJ. d_maJor >= nblkdev) 
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I* 
* Everything in th i s file is a routine implementing a system call. 
*I 
#include 11 • /param . h" 
# include " /user . h" 
#include " /reg . h" 
#include " /inode . h" 
#include " /systm . h" 
#include " /proc . h" 


















u . u_ar0[R0J = SW-> integ; 
u . u_ar0CR0J = time[0J; 
u. u_ar0[RlJ = time(lJ; 
if(suser()) { 
} 
timeC0J = u . u_ar0CR0J ; 
time(lJ = u. u_ar0CRlJ; 
wa k eu p < tout ) ; 
register uid ; 
uid = u. u_ar0CR0J. lobyte; 
if(u. u_ruid == uid. lob y te l l suser() > { 
} 
u . u_uid = uid; 
u . u_procp-> p_uid = uid ; 
u . u_ru id = u id; 
u . u_ar0CR0J . lobyte = u. u_ruid ; 
u. u_ar0CR0J. hibyte = u. u_uid ; 
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gid = u . u_arO[ROJ . lobyte; 
i f(u . u_rgid == gid. lobyte 
u . u _g i d = g i d ; 
u . u _r g id = g id; 
} 
suser()) { 
u . u_arOCROJ. lobyte = u . u_rgid ; 
u. u_arOCROJ. hibyte = u. u_gid; 
u. u_arO[ROJ = u. u_procp->p_p id; 
update( ); 
register n; 
n = u. u_arO[ROJ; 
i f(n > 20) 
n = 20; 
if(n < 0 ~d!-< ! suser()) 
n = 0; 
u . u_proc p-:>p_n i ce = n; 
} 
I* 
* Unlink system call. 




register *ip, *pp; 
extern uchar; 
pp= namei<e-<uchar, 2); 
if(pp == NULL> 
return; 
prele(pp); 
ip = iget(pp-:.>i_dev, u. u_dent. u_ino); 
if(ip == NULL> 
panic("unlink -- iget"); 
if((ip-:.>i_mode&IFMT>==IFDIR && !suser<>> 
goto 'out; 
u . u_offset[lJ =- DIRSIZ+2; 
u. u_base = &u. u_dent; 
u. u_count = DIRSIZ+2; 
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u. u_dent . u_ino = 0; 
writei(pp); 
i p -> i _n l in k -- ; 





ip = namei(&uchar, 0); 
if(ip == NULL) 
return; 
if ( ( ip-)i_mode&IFMT) != IFDIR) { 







iput(u . u_cdir); 
u . u_cdir = ip; 
prele(ip); 
register *ip; 
if ((ip = owner()) -- NULL) 
return; 
ip->i_mode =& "'07777; 
if <u . u_uid) 
u . u_argClJ =& "'ISVTX; 
ip-:>i_mode =: u. u_argC1J&07777; 
· i p - > i _ f l a g = l I UP D; 
iput(ip); 
register *ip; 
if ( !suser() 1 1 1 1 
return; 
(ip = owner()) 
ip-)i_uid = u . u_argClJ . lobyte; 
ip->i_gid = u. u_arg[1]. hibyte; 
i p - > i _ f 1 a g = l I UP D; 
iput<ip); 
* Change modified date of file: 





3 , 1981 18 : 40 
p_sys4. c 
FUN - Computer Science Lab - UNIX system 
* This call . has been withdrawn because it messes up 
* incremental dumps (pseudo-old files aren't dumped) . 










register struct inode *ip; 
register int *tp ; 
int tbuf[2J; 
if ((ip = owner()) -- NULL) 
return; 
i p - > i _ f 1 a g = : I UP D; 
tp = &tbufC2J; 
*--tp = u . u_arOCR1J; 
*--tp = u . u_arOCROJ; 
iupdat(ip, tp); 
ip->i_flag =& ~IUPD; 
iput(ip); 
register a; 
a = u . u_arg COJ; 
if<a<=O : : a >=NSIG : : a ==SIGKIL) { 
u . u_error = EINVAL; 
return; 
} 
u . u_arOCROJ = u . u_signal[aJ ; 
u. u_signaltaJ = u. u_argt1J ; 
if(u . u_procp-) p_sig == a) 
u . u_procp->p_s i g = 0; 
register struct proc *P• *q; 
register a; 
i nt f; 
f = 0 ; 
a = u. u_arOCROJ; 
q_ = u. u_procp; 
for(p = 8r.procCOJ; p < &procCNPROCJ; p++) { 
if(p == q) 
continue; 
if(a != 0 && p->p_pid != a) 
continue; 
if(a -- 0 && (p-)p_ttyp != q-)p_ttyp : : p <= &proc[1J) > 
continue; 
if(u. u_uid != 0 && u . u_uid ! = p-~p_uid) 
continue; 
f++; 
p s i g na 1 ( p , u. u _a r g CO J ) ; 
} 
if(f == 0) 
u . u_error = ESRCH; 
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for< p = P.-<u. u ut ime; p < e~u . u_ut ime+6; > { 
suword(u. u_arg[OJ, *p++); 
u . u_arg CO] =+ 2; 
} 
u . u_prof COJ = u . u_argCOJ & "'1 ; I* base of sample buf 
u. u_1:>rof t 1 J = u . u_argtl]; I* size of same *I 
u. u_prof t2J = u . u_argt2J; I* pc offset *I 
u. u_prof C3J = ( u. u_arg C3J:>>1) & 077777; I* pc scale 
\n"); printf("system halt. 
update(); I* perform a sync *I 
aloop(); I* Jump to hardware boat *I 
*I 
*I 
/* this is machine dependent and asks for 
a little modification in . . /conf/1. s *I 
I* system measures *I 
register J i 
register *p; 
p = &ty f lag2; 
suword ( u. u_arg tOJ, *P); 
u . u_arg COJ =+ 2; 
for(J=O; J<SMAX; J++) 
{ 
p = &tytimetJ]i 
suword ( u. u_arg CO], *P); 
u. u_argtOJ =+ 2; 
} 
tyflag2 = 0; 
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* 
This table is the switch used ta transfer 
* 
ta the appropriate routine for processing a system cal 1. 
* 
Each row contains the number of arguments expected 
* 




0, &nullsys, I* 0 = indir *I 
0, ?.-<re xi t, I* 1 = exit *f 
0, krork, f* 2 = fork *I 
2, ?.-<read, I* 3 = read *I 
2, &wri te, I* 4 = u,r i te *I 
2, &open, I* 5 = open *I 
0, ?.-!close, I* 6 = close *I 
0, &wa i t, I* 7 = wait *f 
2, ?.-!creat, I* 8 = creat *I 
2, ?.dink, I* 9 = link *I 
1, ?.-<unlink, f* 10 = unlink *I 
2, &ex ec, I* 11 = exec *I 
1, &ch di r, I* 12 = chdir *I 
0, ?.-<gtime, I* 13 = time *f 3, &mknod, I* 14 = mknod *I 
2, &chmod, I* 15 = chmod *I 
2, ?.s<chown, I* 16 = chown *I 
1, P.-<sbreak, I* 17 = break *I 
2, &stat, I* 18 = stat *I 
2, &see k, I* 19 = seek */. 
0, &getpid, I* 20 = getpid *I 
3, i-!smount, I* 21 = mount *I 
1, ?.-<sumount, I* 22 = umount *I 
0, ?.-<setuid, I* 23 = setuid *I 
0, 1--<getuid, I* 24 = getuid *f 
0, ?.-<stime, I* 25 = stime *I 
3, l!-<ptrace, I* 26 = ptrace *f 
0, &nos y s, I* 27 = X *f 
1, &fstat, f* 28 = fstat *f 
0, &nosys, f* 29 = X *I 
1, ?.-!nu 11 s y s, I* 30 = smdate; inoperative *I 
1, ?.-<stty, I* 31 = stty *f 
1, P.-<gtty' I* 32 = gtty *f 
0, &nosys, I* 33 = X *I 
0, &ni ce, f* 34 = nice *I 
0, l!-<sslep, f* 35 = sleep *f 
0, &sync, I* 36 = sync *I 
1, tr.kill, f* 37 = kill *I 
0, &getswi t, I* 38 = switch *f 
0, i<pinit, /* 39 = pin i t; system measures *I 
1, l!-<svtime, I* 40 = svtime; system measures *f 
0, &dup, f* 41 = d u-p *I 
0, t<pipe, I* 42 =-pipe' ·*/ 
1, e.,.times, f* 43 = times *f 
4, &profil, f* 44 = prof *f 
0, &nos y s, f* 45 = tiu *f 
0, &setgid, f* 46 = setgid *I 
0, ?..,.getgid, f* 47 = getgid *I 
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2, ?.-:ssig, f* 48 = sig *f 
0, &nosys, I* 49 = X *I 
0, ?.-:nos y s, I* 50 = X *I 
0, &nosys, I* 51 = X *I 
0, ?.,mosy s, I* 52 = X *I 
0, &nosys, I* 53 = X *I 
0, &nos y s, I* 54 = X *I 
0, ?.-:nos y s, I* 55 = X *I 
0, &nos y s, I* 56 = X *I 
0, &nosys, I* 57 = X *I 
0, ?.-:nos y s, I* 58 = X *I 
0, ?.-:nos y s, I* 59 = X *I 
0, ?.-:nos y s, I* 60 = X *I 
0, &nosys, I* 61 = X *I 
0, ?.-:setmag tape, I* 62 = setmagtape *I 
0, &nosys I* 63 = X *I 
}; 
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/param. h 11 
/systm . h" 
/user . h" 
#include " . /proc. h" 






* clock is called straight from 
* the real time clock interrupt. 
* 
* Functions : 
* reprime clock 
* copy *switches to display 
* implement callouts 
* maintain user/system times 
* maintain date 
* profile 
* tout wakeup <sys sleep) 
* lightning bolt wakeup (every 4 sec) 
* alarm clock signals 
* Job the scheduler 
*I 
clock(dev, sp, r1, nps, rO, pc, ps) 
{ 
register struct callo *PL *p2; 
register struct proc *pp; 
int i; 
I* 
* restart clock 
*I 
*lks = 0115; 
I* 





* if none, Just return 
* else update first non-zero time 
*I 
.i f < c a 1 l o ut CO J . c ~ f un c -- 0 ) 
goto out; 
p2 = &calloutCOJ; 




* if ps is high, Just return 
*I 
UNIX system Page 1 
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out : 






if(calloutCOJ . c time <= 0) ··{ 
p1 = &calloutCOJ; 




p2 = &calloutCOJ; 
while(p2->c_func = pl->c_func) { 
p2->c_time = pl->c_time; 






* lightning bolt time-out 
* and time of day 
*I 
I* system measures *I 
if(t_loop == CTICKS) 
{ 
t_loop = 0; 
if(cpurun == SACTIVEj 
ad d d ( t _c pu, 1 ) ; 
for ( i =O; i <3; i ++ > 
if(rkrunCiJ == SACTIVE) 
addd(t_rkCiJ, 1); 
f or < i =O; i <:32; i ++ > 





if(tyflag1 == REFYES) 
ts_tty++; 
if((ps&UMODE) == UMODE) { 
u . u_utime++; 
if Cu. u_profC3J) 
incupc(pc, u. u_prof); 
} else 
u . u_stime++; 
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p.p = u. u_proc·p; 
if(++pp->p_cpu == 0) 
p p->p _c pu--; 
if(++lbolt )= HZ> { 
if((ps&0340) != O> 
return; 
} 
1 b o 1 t =- HZ; 
if(++timeClJ == 0) 
++timeCOJ; 
spll(); 
if(timeC1J==toutC1J && timeCOJ==toutCOJ) 
wakeup(tout); 




for(pp = ~"'procCO_J; pp<: f"'procCNPROCJ; pp++) 
i~ (pp->p_stat) { 
} 
if(pp-)p_time != 127'-) 
p p->p _t ime++; 
if((pp->p_cpu & 0377) > SCHMAG> 
pp->p_cpu =- SCHMAG; else 
pp->p_cpu = 0; 
if(pp->p_pri > PUSER> 
setpri(pp); 
if(runin!=O) { 
runin = 0; 
wa k eu p ( &r uni n); 
} 
if((ps&UMODE) == UMODE) { 





* timeout is called to arrange that 
* fu~<•rg) is called in tim/HZ seconds. 
* An entry is sorted into the callout 
* structure . The time in each structure 
* entry is the number of HZ's more 
* than the previous entry. 
* In th is wayJ decrementing the 
* first entry has the effect of 
* updating all entries. 
*I 
timeout(fun, arg, tim) 
{ 
register struct callo *p1, *p2; 
register t; 
int Si 
t = tim; 
s = PS-)integ; 
p1 = &calloutCOJ; 
spl7( ); 
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while(p1->c_func != 0 && p1->c_time <= t) { 
t =- p 1-:>c_time; 
p 1++; 
} 
p 1->c_t ime =- t; 
p2 = pl; 
while(p2->c_func != 0) 
p2++; 
while(p2 >= pl) { 
} 
(p2+1>->c_time = p2->c_time; 
(p2+1>->c_func = p2->c_func; 
(p2+1>->c_arg = p2->c_arg; 
p2--; 
p1->c_time = t; 
p1->c_func = fun; 
p1-:>c_arg = arg; 
PS->integ = s; 
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/param . h 11 
/systm. h 11 
/user. h 11 
/proc . h" 
/buf. h 11 
/reg . h 11 
/inode . h" 
/perfo. h" 
I* 
* exec system call. 
* Because of the fact that an I/0 buffer is used 
* to store the caller's arguments during exec, 
* and more buffers are needed to read in the text file, 
* deadly embraces waiting for free buffers are possible . 
* Therefore the number of processes simultaneously 
* running in exec has to be limited to NEXEC . 
*I 
#define EXPRI -1 
exec() 
{ 
int ap, na, ne, *bp; 
int ts, ds, sep; 
register c, *ip; 
register char *cp; 
extern uchar; 
I* 
*pickup file names 
* and check various modes 
* for execute permission 
*I 
ip = namei<&uchar, 0); 
if(ip == NULL) 
return; 
while(execnt ·>= NEXEC> 
sleep(&execnt, EXPRI); 
execnt++; 
bp = getblk(NODEV>; 
if(access(ip, IEXEC) l: (ip-)i_mode8cIFMT> !=O> 
goto bad; 
I* 
* pack up arguments into 
* allocated disk buffer 
*I 
cp = bp-)b_addr; 
na = 0; 
ne = 0; 
while(ap = fuword(u. u_argC1J)) { 
na++; 
if(ap == -1) 
goto bad; 
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u . u_arg[1J =+ 2; 
for(;;) { 
c = fubyte(ap++); 
if(c == -1) 
goto bad; 
*cp++ = c; 
ne++; 
if(nc > 510> { 
} 
u . u_error = E~BIG; 
goto bad; 




if( <nc&l) != 0) { 




* read in first 8 bytes 
* of file for segment 
* sizes: 
* wO = 407/410/411 (410 implies RO text) (411 implies sep ID) 
* 
w1 = text size 
* w2 = data size 
* 
w3 = bss size 
*I 
u . u_base = &u. u_arg[OJ; 
u. u_count = 8; 
u . u_offset[1J = 0; 
u. u_offset[OJ = 0; 
u. u_segflg = 1; 
readi(ip); 
u. u_segflg = 0; 
if(u. u_error) 
goto bad; 
sep = 0; 
if(u. u_arg[O] == 0407) { 
u. u_arg[2J =+ u. u_arg[l]; 
u. u_arg[lJ = O; 
} else 
if(u. u_argCO] == 0411) 
sep++; else 
if ( u . u _a r g [ 0 J ! = 0410) { 
} 
u . u_error = ENOEXEC; 
goto bad; 
if(u. u_argC1J!=O && (ip->i_flag&ITEXT>==O && ip->i_count!=1> { 




* find text and data sizes 
* try them out for possible 
* exceed of max sizes 
*I 
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ts = ((u. u_argt1J+63>>>6) & 017771 
ds = (Cu. u_argt2J+u. u_argt3J+63>>>6) & 017771 
if(estabur(ts, ds, SSIZE, sep)) 
goto bad1 
I* 
* allocate and clear core 
* a t th i s p o in t , c o mm i t te d 
* to the new image 
. *I 




c = USIZE+ds+SSIZE1 
expand(c)1 
while<--c >= USIZE> 
c learseg ( u. u_procp->p_addr+c) 1 
I* 
* read in data segment 
*I 
estabur(O, ds, 0, 0); 
u. u_base = 0; 
u. u_offsett1J = 020+u. u_argt1J; 
u. u_count = u. u_argt2J; 
readi(ip); 
I* 
* initialize stack segment 
*I 
u. u_tsize = ts, 
u. u_dsize = ds; 
u. u_ssize = SSIZE, 
u. u_sep = sep; 
estabur(u . u_tsize, u. u_dsize, u. u_ssize, u. u_sep)1 
c p = b p - > b _a d d r 1 
ap = -ne - na*2 - 4; 
u . u_arOtR6J = ap; 
suword(ap, na); 
c = -ne; 
·wh i 1 e <na--> { 
suword(ap=+2, c); 
do 
SU b y te ( C ++, * c p ) i 




* set SUID/SGID protections, if no trac ing 
*I 
if (Cu. u_procp->p_flag&STRC>==O> { 
if(ip-:>i_mode&ISUID> 
if Cu. u _u id ! = 0) { 
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u. u_uid = ip-)i_uid; 
u . u_procp->p_uid = ip->i_uid; 
} 
if(ip->i_mode&ISGID) 
u . u_gid = ip-:>i_gid; 
} 
I* 
* clear sigs, regs and return 
*I 
C = ip i 
for(ip = &u . u_signal[OJ; ip -C &u . u_signal[NSIGJ; ip++) 
if((*ip & 1) == 0) 
* i p = 0; 
for(cp = &regloc[OJ; cp < 8<regloc[6J; 
u. u_arOC*cp++J = 0; 
u . u_ar0CR7J = 0; 
for(ip = &u . u_fsavCOJ; ip < ~.,.u . u_fsav[25J;) 
*ip++ = 0; 









* exit system call: 





u. u_argCOJ = u. u_arOCROJ << 8; 
exit(); 
I* 
* Release resources . 
* Save u. area for parent to look at. 
* Enter zombie state. 
* Wake up parent and init processes, 




register int *Q., a; 
register struct proc *Pi 
u . u_procp->p_flag =& ~sTRC; 
p = u. u_procp; 
if( Cp->p_sig != 0) && ( Cq=p->p_ttyp) != 0)) 
I* exit on a signal=> flush the tty queues *I 
flushtty(q); 
for(q_ = 8'-u. u_signalCOJ ; q_ < &u. u_signal[NSIGJ;) 
*q++ = 1; 
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for(q = &u. u_ofile[O]; q ( &u . u_ofile[NOFILE]; q++) 
if(a = *q) { 
} 
iput(u . u_cdir); 
xfree(); 
*q = NULL; 
closef(a); 
a = ma 11 oc ( s uia p ma p, 1 ) ; 
if(a == NULL> 
panic("out of swap"); 
p = g et b l k < s uia p d e v, a ) ; 
bcopy(&u, p-:>b_addr, 256); 
bwrite(p); 
q = U . U _p T' 0 C p i 
mfree<coremap, q->p_size, q-:>p_addr); 
q-)p_addr = a; 
q->p_stat = SZOMB; 




for(p = &proc[OJ; p < &procCNPROCJ; p++) 
if(q-)p_ppid· == p-:>p_pid) { 
wakeup(&procC1J); 
wakeup(p); 
for(p = &procCOJ; p <: &procCNPROC]; p++) 
i f < q - :, p _p i d == p - > p _p p i d ) { 
p->p_ppid = 1; 




I* no return *I 
} 
q-)p_ppid = 1; 
goto loop; 
I* 
* Wait system call. 
* Search for a terminated (zombie) child, 
* finally lay it to rest, and collect its status. 
* Look also for stopped (traced) children, 





register f, *bp; 
register struct proc *Pi 
f = 0; 
for(p = &procCOJ; p < &procCNPROCJ; p++) 
if(p->p_ppid == u. u_procp-)p_pid) { 
f++; 
if(p-:>p_stat == SZOMB> { 
u . u_arOCROJ = p-)p_pid; 
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b p = b_read ( swap d ev, f=p- > p_ad dr >; 
· irifree(swapmap, 1, f); 
p-> p_stat = NVLL; 
p->p_p id = 0; 
p-:> p~pid = 0; 
p->p_sig = 0; 
p-) p_ttyp = 0 ; 
p- :> p_flag = 0 ; 
p = bp->b_addr; 
u . u_cstime[OJ =+ p-:>u_cstime[OJ; 
dpadd(u . u_cstime, p->u_cstime[lJ); 
dpadd(u . u_cstime, p-:> u_stime) ; 
u. u_cutime[OJ =+ p-> u_cutime[OJ; 
dpadd(u . u_cutime, p->u_cutimeClJ); 
dpadd(u . u_cutime, p->u_utime); 
u . u_arOCR1J = p-) u_argCOJ; 
brelse(bp) ; 
return; 
if(p-> p_stat == SSTOP) { 
if<<p->p_flag&SWTED) == 0) { 
p-:> p~flag =l SWTED; 
} 
u. u_arOCROJ = p->p_pid ; 
u . u_arO[RlJ = (p->p_sig<<B> 
return; 




if ( f) { 
} 
s l e e p ( u . u _p r o c p , P WA I T ) ; 
goto loop ; 
u . u_error = ECHILD ; 




f ound : 
register struct proc *PL *p2; 
p 1 = U . U _p r O C p i 
f or ( p 2 = ~-! p r oc [ 0 J ; p 2 <: ~-! p r o c [ NP ROC J ; p 2++ ) 
if(p2->p_stat == NULL) 
goto found; 
u . u errer= EAGAIN ; 
goto out ; 
if(newproc()) { 
u . u_arOCROJ = p1->p_pid; 
u . u_cstimeCOJ = 0; 
u . u_cstime[lJ = 0; 
u . u_stime = 0; 
u . u_cutimeCOJ = 0; 
u . u_cutime[lJ = 0 ; 
u . u_utime = 0; 
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u . u_ar0[R0J = p2->p_pid; 
u. u_ar0[R7J =+ 2; 
* break system call . 










set n to new data size 
* 
set d to new-old 
* 
set n to new total size 
*I 
n = ( ( (u. u_arg[0J+63)>>6) & 01777); 
if(!u . u_sep) 
n =- n se g ( u. u _ t si z e ) * 128; 
if(n <: 0) 
n = 0; 
d = n - u . u _d s i z e; 
n =+ US IZE+u. u_ssize; 
if(esta,~ur (u . u_tsize, u . u_dsize+d, u . u_ssize, u. u_sep)) 
r eturn; 
u . u _d s i e =+ d; 
if (d ) 1..,) 
goto bigger; 
a = u . u_proc:p-> p_addr + n - u. u_ssize; 
i = n; 








a= u. u_proc:p->p_addr + n; 






c: l e ars e g < --a ) ; 
I* system measures *I 
Page 7 
3, 1981 18 : 49 FUN - Computer Science Lab - UNIX system 
p_sysl. c 
* pinit system call . 





register int i; 
t_cpu[OJ = 0; 
t_cpuC 1 J = 0; 
cpurt[OJ = Oï 
cpurtClJ = 0; 
for< i=O; i(3; i++) 
{ 
t_rkCiJCOJ = 0; 
t_rkCiJC1J = 0; 
n_ rkrunCiJCOJ = 0; 
n_rkrunCiJClJ = 0; 
rkrout[iJ[OJ = 0; 
rkroutCiJ[1J = 0; 
} 
for(i=O; i(32; i++) 
{ 
t_pmCiJtOJ = 0; 
t _p m C i J C 1 J = 0; 
n_ pmrunCiJCOJ = 0; 
n_pmrunCiJC1J = 0 ; 
pmroutCiJCOJ = 0 ~ 
pmrout[iJ[lJ = 0 ; 
} 
t_realCOJ = 0; 
t _r ea 1 C 1 J = 0; 
out_rtCOJ = 0; 
out_rtClJ = 0; 
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/param . h 11 
/user . h 11 
/ proc . h" 
/text. h" 
/systm . h" 
/file . h" 
/inode. h" 
/buf . h" 
/perfo . h" 
* Give up the processor tilla wakeup occurs 
* on chan, at which time the process 
* enters the scheduling queue at priority pri . 
* The most important effect of pri is that when 
* pri<O a signal cannot disturb the sleep; 
* if pri>=O signals will be processed. 
* Callers of this routine must be prepared for 
* premature return, and check that the reason for 




reg i s ter *r p, s; 
s = P S->in te g ; 
r p = u . u _p r o c p ; 
i f ( p r i >= 0 > { 
} else { 
} 
if ( i SS i 9 ()) 
goto psig; 
spl6(); 
rp-:>p_wchan = chan; 
rp->p_stat = SWAIT; 
rp-:>p_pri = pri; 
splO(); 
if(runin != 0) { 




i f ( i s s i g ( ) ) 
goto psig; 
spl6( ); 
rp-)p_wchan = chan; 
rp-:>p_stat = SSLEEP; 
rp-:>p_pri = pri; 
splO( ); 
swtch(); 
PS-)integ = s; 
return; 
I* 
* If priority was low <>=O) and 
* there has been a signal, 
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p_slp . c 
* execute non-local goto ta 
* the q_sav location . 
* Csee trapl/trap . c) 
*I 
psi g : 
} 
are tu ( u. u_q_sav); 
I* 





registe~ struct proc *Pi 
register c, i; 
c = chan; 
p = &proc COJ; 
i = NPROC; 
do { 




} wh ile ( -- i ) ; 
I* 
* Set the process running; 





register struct proc *rp; 
rp = p; 
rp->p_wchan = 0; 
rp->p_stat = SRUN; 
i f C r p - > p _p r i -C c u r p r i ) 
runrun++; 
if(runout != 0 && (rp->p_flag&SLOAD) 




* Set user priority . 
* The rescheduling flag <runrun) 
* is set if the priority is higher 




register *PP• p; 
pp = up; 
p = (pp-)p_cpu & 0377)/16; 
p =+ PUSER + pp->p_nice; 
if(p :> 127) 
0) { 
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} 
p_slp . c 
p = 127; 
if(p <: curpri) 
runrun++; 
p p - > p _p r i = p ; 
f* 
* The main loop of the scheduling (swapping) 
* process . 
* The basic idea is : 
* see if anyone wants ta be swapped in ; 
* swap out processes until there is room; 
* swap h im in; 
* r-epeat. 
* Although it is not remarkably evident, the basic 
* synchronization here is on the runin flag , which is 
* slept on and is set once per second by the clock routine . 
* Core shuffling therefore takes place once per second. 
* 
* panic : swap error -- IO er-ror u,hile swapp i ng . 
* this is the one panic that should be 
* handled in . a less drastic way . Its 




s 1 oop : 
loop : 
struct proc *P 1; 
register struct proc *rp; 
reg i ster a, n; 
f* 
* f i nd user to swap in 






n = -1; 
for(rp = &proc[OJ; rp < 8<proc[NPROCJ; rp++) 
if(rp-)p_stat==SRUN && (rp->p_flag&SLOAD)==O && 
rp->p_time > n> { 
p 1 = rp; 









* see if there is core for that process 
*I 
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rp = p 1; 
a = rp->p_size; 
i f ( ( r p =r p - :> p _te x t p ) ! = NULL ) 
if(rp->x_ccount == 0) 
a =+ rp-:>x_size; 
if( (a=malloc (coremap, a)) != NULL) 
goto found2; 
I* 
* none found, 
* look around for easy core 
*I 
spl6< ); 
for(rp = ~'-(procC0J; rp <: ~'-(procCNPR0CJ; rp++) 
if((rp->p_flag&(SSYS:SL0CK:SL0AD))==SL0AD && 
Crp->p_stat == SWAIT : : rp->p_stat==SST0P)) 
goto found1; 
I* 
* no easy core, 
* if this process is deserving, 
* look around for 
* oldest process in core 
*I 
if(n < 3) 
goto sloop; 
n = -1; 
for(rp = &proc[0J; rp <: &proc[NPR0CJ; rp++) 
if((rp->p_flag&<SSYS:SL0CK:SLDAD))==SL0AD && 
(rp->p_stat==SRUN : : rp-:>p_stat==SSLEEP) && 
rp->p_time > n> { 
p1 = rp; 
n = rp-:•p_time; 
} 
if<n < 2) 
goto sloop; 
rp = p 1; 
/¼ 
* swap user out 
¼/ 
spl0< ); 
rp->p_flag =& ~sL0AD; 
xswap(rp, 1, 0); 
goto loop; 
I* 
* swap user in 
*I 
if( Crp=p1->p_textp) != NULL> { 
if(rp-)x_ccount == 0) { 
if(swap(rp->x_daddr, a, rp->x_size, B_READ>> 
goto swaper; 
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p_slp . c 
swaper : 
} 
rp = pl; 
rp->x_caddr = a; 
a =+ rp->x_size; 
} 
rp-)x_ccount++; 
if(swap(rp-)p_addr, a, rp->p_size, B_READ)) 
goto swaper; 
mfree(swapmap, (rp->p_size+7)/8, rp->p_addr); 
rp->p_ad dr = a; 
rp->p_flag =: SLOAD; 





* This routine is called to reschedule the CPU. 
* if the calling process is net in RUN state, 
* arrangements for it to restart. must have 





static struct proc *p; 
register i, n; 
register struct proc *rp; 
if(p NULL) 
p = &procCOJ; 
* Remember stack of caller 
*I 
savu ( u . u_rsav); 
I* 
* Switch to scheduler's stack 
*I 
r et u <pro c CO J. p _ad d r >; 
runrun = 0; 
rp = p; 
p = NULL; 
n = 128; 
I* 
* Search for highest-priority runnable process 
*I 
i = NPROC; 
do { 
rp++; 
if(rp >= &procCNPROCJ) 
rp = &procC:OJ; 
if(rp->p_stat==SRUN && (rp-)p_flag&SLOAD)!=O) { 
if(rp->p_pri < n) { 
} 
P = rp; 
n = rp-:>p_pri; 
} 
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} 
p_slp . c 
} wh i 1 e ( -- i ) ; 
I* 
* If no process is runnable, idle. 
*I 
if(p == NULL) { 
p = rp ; 
} 
cpurun = SIDLE; 
idle( ); 
cpurun = SACTIVE; 
goto loop; 
rp = p; 
curpri = n; 
I* 
I* system measures *I 
I* system measures *I 
* Switch to stack of the new process and set up 
* his segmentation registers . 
r et u ( r p -) p _ad d r ) ; 
sureg(); 
I* 
* If the new process paused because it was 
* swapped out, set the stack level to the last call 
* to savu(u_ssav) . This means that the return 
* which is executed immediately after the call to aretu 
* actually returns from the last routine which did 
* the savu. 
* 
* You are not expected to understand this. 
*I 
if(rp->p_flag&SSWAP) { 
rp->p_flag =& ~ssWAP 1 
are tu ( u. u_ssav); 
} 
* The value returned here has many subtle implications . 




I* system measures *I 
I* 
* Create a new process-- the internal version of 
* sys fork . 
* It returns 1 in the new process . 
* How this happens is rather hard to understand. 
* The essential fact is that the new process is created 
* in such a way that appears to have started executing 
* in the same call to newproc as the parent ; 
*butin fact the code that runs is that of swtch . 
* The subtle implication of the returned value of swtch 
* (see above) is that this is the value that newproc's 




int al, a2; / 
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p_slp. c 
retry : 
struct proc *P• *up; 
register struct proc *rpp; 
register *rip, n; 
p = NULL; 
I* 
* First, Just locate a slot for a process 
* and copy the useful info from this process into it. 
* The panic "cannot happen" because fork has already 
* checked for the existence of a slot. 
*I 
mp id++; 
if(mpid < 0) { 
mpid = 0; 
goto retry; 
} 
for(rpp = &proc[0J; rpp <: &proc[NPR0CJ; rpp++) { 
if(rpp->p_stat == NULL && p==NULL) 
} 
p = rp p; 
if (rpp-)p_pid==mpid) 
g oto retry; 
if ((rpp = p)==NULL> 
panic("no procs"); 
I* 
* make proc entry for new proc 
*I 
rip = u. u_procp; 
up = rip; 
rpp->p_stat = SRUN; 
rpp->p_flag = SLOAD; 
rpp->p_uid = rip->p_uid; 
rpp-)p_ttyp = rip->p_ttyp; 
rpp->p_nice = rip->p_nice; 
rpp->p_textp = rip->p_textp; 
rpp-)p_pid = mpid; 
rpp->p_ppid = rip->p_pid; 
rpp->p_time = 0; 
I* 
* make duplicate entries 
* where needed 
*I 
for(rip = ?.,(u. u_ofileC0J; rip < &u . u_ofileCN0FILEJ;) 
i f < < r p p = *r i p ++ > ! = NULL ) 
rpp->f _count++; 




u . u_cdir->i_count++; 
I* 
* Partially simulate the environment 
* of the new process so that when it is actually 
* created (by copying) it will look right. 
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savu{u . u_rsav); 
rp p = p ; 
u. u_procp = rpp; 
rip = up; 
n = rip-) p_size ; 
al = rip-)p_addr; 
rpp-:>p_size = n; 
a2 = malloc{coremap, n); 
I* 
* If there is not enou g h core for the 
* new process, swap out the current process to generate the 
* copy . 
*I 
if{a2 -- NULL) { 
} else { 
I* 
rip->p_stat = SIDL; 
rpp->p_addr = al; 
savu Cu . u_ssav) ; 
xswap(rpp, 0, 0 ) ; 
rpp->p_flag =: SSWAP; 
rip->p_stat = SRUN; 
* There is core, so Just copy. 
*I 
rpp->p_addr = a2; 
while(n--> 
· - · - ·copyseg ( a1++, a2++); 
} 
u . u_procp = rip; 
return ( 0); 
I* 
* .Change the size of the data+stack regions of the process. 
* If the size is shrinking, it's easy-- Just release the extra core . 
* If it's growing, and there is core, Just allocate it 
* and copy the image, taking care to reset registers to account 
* for the fact that the system's stack has moved. 
* If there is no core, arrange for the process to be swapped 
* o u t after adJusting the size requirement-- when it cornes 
* i n , enough core will be allocated . 
* Because of the ssave and SSWAP flags, control will 
* resume after the swap in swtch, which executes the return 
* from this stack level. 
* 
* After the expansion, the caller will take care of copying 




int i, n; 
register *p, al, a2; 
p = u. u_procp; 
n = p->p_size; 
__ p:-..>p~size -·= ·n ·ewsize; 
al = p->p_addr; 
if(n >= newsize) { 
mfree(coremap, n-newsize, a1+newsize); 
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. . s.av.u.C u.--u-_r-sav) r 
a2 = malloc(coremap, newsize); 
if(a2 == NULL> { 
savu(u . u_ssav); 
xswap(p, 1, n); 
p->p_flag =! SSWAP; 
swtch() ;' 
I* no return *I 
} 
p-:>p_addr = a2; 
for(i=O; i<:n; i++) 
c op y se g < a 1 + i, a2++); 
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#include " . iparam . h" 
#include fi • isystm. h" 
#include " . ifilsys . h" 
#include fi iconf . hfl 





iinode . h" 
/user. h" 
/perfo . h" 
* iinit is called once (from main) 
* very early in initialization. 
* It reads the root's super black 
* and initializes the current date 







iinit -- cannot read the super 
Usually because of an ID error. 
UNIX system 
register *cp, *bp; 
int drname, drno; I* system measures *I 
} 
I* system measures *I 
drname = rootdev. d_maJor; 
drno = rootdev . d_minor & 037; 
if(drname == MRK) 
addd(rkrout[drnoJ, 1); 
else if(drname == MPM) 
ad d d <-p mr out [ d r no J, 1 ) ; 
(*bdevswCrootdev. d_maJorJ . d_open) (rootdev, 1); 
bp = bread(rootdev, 1); · 
cp = getblk(NODEV); 
if(u. u_error> 
panic ( "i in i t" ) ; 
bcopy(bp->b_addr, cp-::>b_addr, 256); 
brelse(bp); 
mountCOJ . m_bufp = cp; 
mountCOJ. m_dev = rootdev; 
cp = cp-:>b_addr; 
cp-:>s_flock = 0; 
cp->s_ilock = 0; 
cp-:>s_ronly = 0; 
timeCOJ = cp->s_timeCOJ; 
timeC1J = cp-::>s_timetlJ; 
I* 
* alloc will obtain the next available 
* f~ee disk black from the free list of 
* the specified device . 
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* The super block has up to 100 remembered 
* free blocks; · the last of these is read to 
* obtain 100 more 
* 
* no space on dev x/y when 





register *bp, *ip, *fp; 
fp = getfs(dev); 
while(fp->s_flock) 
sleep (&fp->s_flock, PINOD); 
do { 
if(fp-)s_nfree <= 0) 
goto nospace; 
bno = fp-:>s_freeC--fp->s_nfreeJ; 
if(bno == 0) 
goto nospace ; 
} while Cbadblock(fp, bno, dev)); 
if(fp->s_nfree <= 0) { 
} 
fp->s_f 1 oc k++; 
bp = bread(dev, bno); 
i p = b p->b_ad dr; 
fp->s_nfree = *ip++; 
bcopy(ip, fp->s_free, 100); 
brelse(bp); 
fp-::>s_flock = 0; 
wakeup(&fp->s_flock); 
bp = getblk(dev, bno); 
clrbuf(bp); 




fp->s_nfree = Q; 
prdev("no space", dev); 
u . u_error = ENOSPC; 
r et u r n ( NULL ) ; 
I* 
* place the specified disk black 
* back on the free list of the 
* specified device. 
*I 
- free( d ev, bno) 
{ 
register *fp, *bp, *ip; 
fp = getfs(dev); 
fp-)s_fmod = li 
while(fp->s_flock) 
sleep(&fp->s_flock, PINOD); 
if (badblock(fp, bno, dev)) 
return; 
if(fp->s_nfree <= 0) { 
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} 
fp- ) s_nfree = 1; 
fp->s_free[0J = 0; 
if(fp->s_nfree >= 100) { 
fp- >s_floc k++; 
} 
bp = getblk(dev, bno); 
i p = bp-::•b_addr ; 
*ip++ = fp->s_nfree ; 
bcopy<fp->s_free, ip, 100) ; 
fp->s_nfree = 0 ; 
b wr i te ( b p ) ; 
fp-:>s_flock = 0 ; 
wakeup(&fp->s_flock); 
fp->s_free[fp->s_nfree++J = bno; 
fp-:>s_fmod = 1; 
} 
I* 
* Check that a black number is in the 
* range between the I list and the size 
* of the device . 
* This is used mainly to check that a 
* garbage file system has not been mounted. 
* 
* bad black on dev x/y 
*I 
not in range 
badbloc k (afp, abn , dev) 
{ _ 
} 
register struct filsys *fp; 
register char *bn ; 
fp = afp ; 
bn = abn; 
if (bn < fp->s_isize+2 11 bn >= fp->s_fsize) { 





* Allocate an unused I node 
* Ôn the specified device. 
* Used with file creation. 
* The algorithm keeps up ta 
* 100 spare I nodes in the 
* super black . When this runs out, 
* a linear search through the 
* I list is instituted ta pick 




register *fp, *bp, *ip; 
int i, J, k, ino; 
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loop : 
if(fp->s_ninode > 0) { 
ino = fp->s_inodeC--fp->s_ninode]; 
ip = iget(dev, ino); 
if (ip==NULL) 
r et u r n ( NULL ) ; 
if(ip->i_mode == 0) { 
} 
for(bp = &ip-:>i_mode ; bp < &ip-)i_addrCB];) 
*bp++ = ,0 ; 
fp-)s_fmod = 1; 
return(ip); 
I* 
* Inode was allocated after all. 






i no = 0; 
for(i=O; i·Cfp->s_isize; i++) { 
bp = bread(dev, i+2); 
ip = bp->b_addr; 
for< J=O; J <:256; J=+16 > { 
i no++; 
if(ipCJJ != 0) 
continue ; 
for<k=O; k<NINODE; k++) 
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if(dev==inode(k]. i_dev f-<& ino==inqdeCk]. i_number) 
goto cont ; 
} 
fp->s_inodeCfp->s_ninode++J = ino; 
if(fp->s_ninode >= 100) 
break; 
cont : ; 
} 
brelse(bp); 
if(fp-)s_ninode >= 100) 
break; 
} 
fp-:>s_i l oc k = 0; 
wakeup(&fp->s_ilock); 
if (fp->s_ninode > 0) 
goto loop; 
prdev("Out of inodes", dev); 
u. u_error = ENOSPC; 
return(NULL); 
f* 
* Free the specified I node 
* on the specified device. 
* The algorithm stores up 
* to 100 I nodes in the super 
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} 
p_a loc. c 
fp = getfs(dev)i 
if ( fp-:>s_i 1 oc k) 
return; 
if(fp->s_ninode >= 100) 
returni 
fp-~•s_inodeCfp->s_ninode++J = ino; 
fp->s_fmod = li 
I* 
* getfs maps a device number in t o 
* a pointer to the incore super 
* block. 
* The algorithm is a linear 
* search through the mount table . 
* A consistency check of the 
* in core free-block and i-node 
* counts. 
* 
* bad count on dev x/y -- the count 
* check failed . At this point, all 
* the counts are zeroed which will 
* almost certainly lead to "no space" 
* diagnostic 
* panic : no fs -- the device is not mounted . 
* this "cannot happen" 
*I 
getfs ( dev) 
{ 
} 
register struct mount *Pi 
register char *n1, *n2; 
for(p = &mountC0J; p < &mountCNM0UNTJ ; p++) 
if(p->m_bufp != NULL && p->m_dev == dev) { 
p = p->m_bufp->b_addr; 
n1 = p->s_nfree; 
n2 = p->s_ninode ; 
if(nl > 100 : l n2 > 100) { 
prdev("bad count", dev); 
p-:>s_nfree = 0; 






* update is the interna! name of 
* 'sync '. It goes through the disk 
* queues to initiate sandbagged I0; 
* goes through t~e I nodes to wr ite 
* modified nodes; and it goes through 
* the mount table to initiate modified 




reg i s ter struct inode *ip; 
register struct mount *mp; 
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} 





for{mp = &mount[0J; mp < &mount[NM0UNTJ; mp++) 
if(mp->m_bufp != NULL> { 
} 
ip = mp->m_bufp-)b_addr; 
if{ip->s_fmod==0 11 ip-:>s_ilock!=0 11 
ip->s_flock!=0 : : ip->s_ronly!=0) 
continue; 
bp = getblk(mp-:>m_dev, 1); 
ip->s_fmod = O; 
ip->s_time[0J = timeC0J; 
ip->s_time[1J = time[1J; 
bcopy(ip, bp->b_addr, 256); 
b wr i te< b p ) ; 
for< ip = t-dnodeC0J; ip < ~-.:inodeCNINDDEJ; ip++) 
if((ip->i_flag&IL0CK) == 0) { 
ip-:•i_flag =I ILOCK; 
} 
updlock = 0; 
b f l us h C N0DEV ) ; 
i u p da t ( i p, t i me); 
prele(ip); 
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/param . h 11 
/u ser . h 11 
/filsys. h" 
/file . h" 
/conf. h" 
/inode. h" 
/reg . h" 
/perfo . h" 
I* 
* Convert a user supplied 
* file descriptor into a pointer 
* to a file structure. 
* Only task is to check range 




register *fp, rf; 
rf = f; 
if(rf<O rf:>=NOFILE> 
goto bad; 
fp = u. u_ofileCrfJ; 
if ( f p ! = NULL > 
return ( fp); 
bad : 
} 
u . u_error = EBADF; 
return ( NULL); 
I* 
* Internal form of close . 
* Decrement reference count on 
* file structure and call closei 
* on last closef . 
* Also make sure the pipe protocol 






register *rfp, *ip; 
rfp = fp; 
if(rfp->f_flag&FPIPE) { 
} 
ip = rfp->f_inode; 
ip-)i_mode =& ~(IREAD!IWRITE); 
wa k eu p < i p + 1 > ; 
wakeup ( ip+2); 
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I* 
* Decrement reference count on an 
* inode due to the removal of a 
* referencing file structure. 
* On th e 1 as t c 1 ose i , s w i t c h out 
* to the close entry point of special 
* device handler . 
* Note that the handler gets called 
* on every open and only on the last 
* close . 
*I 





reg ister dev, ma Ji 
int drno; 
rip = ip; 
dev = rip->i_addr[OJ; 
maJ = rip-)i_addr[OJ . d_maJor; 
I* system measures *I 
drno = rip-)i_addrCOJ. d_minor & 037; 
if(rip-~i_count <= 1) 
switch(rip-)i_mode&IFMT) { 
case IFCHR: 
I* system measures *I 
if(maJ == MRK) 
addd (rkrout[drnol, 1 ); 
else if(maJ == MPM) 
ad d d ( p mr out [ d r no J, 1 ) ; 
(*cdevsw[maJ] . d_close) (dev, rw); 
break; 
case IFBLK : 
I* system measures *I 
i f ( ma J ==' MR K ) 
addd (rkroutCdrnoJ, 1 ); 
else if(maJ == MPM) 
ad d d ( p mr out Cd r no ] , 1 ) ; 




* openi called to allow handler 
* of special files to initialize and 
* validate before actual IO. 
* Called on all sorts of opens 
Page 2 
/ 
3, 1981 19 : 00 FUN - Computer Science Lab - UNIX system 
p_fio . C 






register dev, maJi 
int drno; I* system measures *I 
rip = ip; 
dev = rip-:>i_addr[OJ; 
maJ = rip->i_addr[OJ. d_maJor; 
I* system measures *I 
drno = rip->i_addr[OJ . d_minor & 037; 
switch(rip->i_mode~IFMT) { 
case IFCHR: 
if(maJ >= nchrdev) 
goto bad; 
I* system measures *I 
if(maJ == MRK> 
addd(rkrout[drnoJ, 1); 
else if(maJ == MPM) 
addd(pmrout[drnoJ, 1); 
<*cdevsu,CmaJJ. d_open) (dev, rw); 
break; 
cas.e IFBLK : 
} 
return; 
I* system measures *I 
if(ma.) == MRK) 
addd Crkrout[drno], 1 ); 
else if(maJ == MPM) 
ad d d ( p mr out [ d r no J, 1 > ; 
if(maJ )= nblkdev) 
goto bad; 
(*bdevsw[maJJ . d_open) (dev, rw) .; 
bad : 
} 
u. u_error = ENXIO; 
I* 
* Check mode permission on inode pointer . 
* Mode is READ, WRITE or EXEC. 
* In t h e case of WR I TE, th e 
* read-only status of the file 
* system is checked. 
* A 1 s o i n WR I TE, p r o t o t y p e te x t 
* segments cannot be written . 
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* The mode is shifted to select 
* the owner/group/other fields . 
* The super user is granted all 
* permissions except for EXEC where 
* at least one of the EXEC bits must 





register *ip, m; 
ip = aip; 
m = mode; 
if(m == IWRITE) { 
if(getfs(ip-)i_dev)-)s_ronly != 0) { 




if(ip-)i_flag & ITEXT) { 
} 
u. u_error = ETXTBSY; 
return(l); 
if(u. u_uid == 0) { 
if(m == IEXEC && (ip->i_mode & 




if(u. u_uid != ip-)i_uid) { 
m =>> 3 ; 
} 
if(u. u_gid != ip-:>i_gid) 
m =>:> 3; 




u. u_error = EACCES; 
return < 1); 
I* 
* Look up a pathname and test if 
* the resultant inode is owned by the 
* current user. 
* If not, try for super-user. 
* If permission is granted, 




register struct inode *ip; 
extern uchar( ); 
if ((ip = namei(uchar, 0)) == NULL) 
return(NULL); 
if(u . u_uid == ip-:>i_uid) 
return ( i p); 
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} 
p_fio. C 
if ( suser()) 
return ( ip) ; 
iput(ip); 
return C NULL) ; 
I* 
* Test if the current user is the 
* super user . 
*I 
suser ( ) 
{ 
} 
if ( u . u _u id == 0) 
return(l); 
u . u_error = EPERM; 
return(O); 
I* 






for < i=O ; i<:NOFILE; i++) 
if < u. u _of i 1 e C i J == NULL > { 
} 
u. u_arOCROJ = i; 
return(i); 
u . u errer= EMFILE; 
return(-1) ; 
I * 
* Allocate a user file descriptor 
* and a file structure. 
* Initialize the descriptor 
* to point at the file structure . 
* 
* no file -- if there are no available 




register struct file *fp; 
register i; 
if ((i = ufalloc()) < 0) 
return < NULL); 
for < f p = 1--< f i l e CO J ; f p < & f i 1 e C NF ILE J ; f p ++ > 
if (fp->f_count==O> { 
} 
u . u_ofiletiJ = fp; 
fp->f _count++; 
fp->f_offsetCOJ = 0; 
fp->f_offsetC1J = 0; 
return(fp); 
printf("no file\n 11 ); 
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} 
p_f io. C 
u . u_error = ENFILE; 
return < NULL); 
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p_ma 1n. c 
fl: 
#incl ude " . . /param . h 11 
#incl ude 11 /user . h" 
#incl ude " / systm. h 11 
#incl ude " /proc . h" 
#incl u de 11 /text . h" 
#incl ude " /inode . h 11 
#incl ude " /seg . h 11 
#incl ude 11 /perfo . h" 
#defi n e CLOCK1 




* Ic o de is the octal bootstrap 
* program executed in user mode 















I* sys exec ; init ; initp •I 
I* br . *I 
f* initp : init ; 0 *I 
/* init: <letc/init\O> *I 
}; 
I* 
* Initialization code . 
* Called from m40 . s or m45 . sas 
* soon as a stack and segmentation 
* have been established. 








clear and free user core 
find which clock is configured 
hand craft 0th process 
call all initialization routines 
fork - process O to schedule 
- process 1 execute bootstrap 
* panic : no clock -- neither clock responds 
* loop at loc 6 in user mode -- /etc/init 





register i, *Pi 
I* 
* zero and free all of core 
*I 
updlock = 0 ; 
i = *ka6 + USIZE; 
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p_ma1n. c 
UISD->r[OJ = 077406; 
for(;;) { 
} 
U ISA-:>r [ 0 J = i ; 




m fr e e C c or e ma p , 1 , i ) ; 
i++; 
if(cputype == 70) 
for(i=O; i<:62; i=+2) { 
} 
UBMAP-)rCiJ = i((12; 
UBMAP->r[i+lJ = 0; 
Page 2 
printf("unix tss --- measurement 
maxmem = min<maxmem, MAXMEM); 
mfree(swapmap, nswap, swplo); 
system --- V6. 3 --- mem= ¼l\n", maxmem• 
I* 
* determine clock 
*I 
UISA-:>rC7J = ka6C1J; I* io segment *I 
UISD-)r[7J = 077406; 
lks = CLOCK1; 
if(fuiword(lks) == -1) { 
l k s = CLOCK2; 




* set up system process 
*I 
proc[OJ. p_addr = *ka6; 
procCOJ. p_size = USIZE; 
procCOJ . p_stat = SRUN; 
proc[OJ. p_flag =l SLOADlSSYS; 
u. u_procp = &proc[OJ; 
I* system measures *I 
cpurun = SACTIVE; 
I* 
* set up 'known' i-nodes 
*I 




rootdir = iget(rootdev, ROOTINO); 
rootdir->i_flag =& ~ILOCK; 
u. u_cdir = iget(rootdev, ROOTINO); 
u. u_cdir->i_flag =& ~ILOCK; 
3 ,1981 19:01 
p_ma1n. c 
FUN - Computer Science Lab - UNIX system 
• 
} 
* make init process 
* enter scheduling loop 
* with system process 
*I 
if(newproc()) { 
exp and <USIZE+l ); 
estabur(0, 1, 0, 0); 
copyout(icode , 0, sizeof icode); 
I* 
* Return goes to loc . 0 of user init 






* Load the user hardware segmentation 
* registers from the software prototype . 
* The software registers must have 





register *up, *rp, a; 
a= u . u_procp->p_addr; 
up = &u . u_uisaC16J; 
rp = &UISA->rC16J; 
if(cputype -- 40) { 
up =- 8; 
rp =- 8; 
} 
while(rp > &UISA->rC0J> 
*--rp = *--up + a; 
if((up=u . u_procp-:>p_textp) != NULL) 
a=- up->x_caddr; 
up = &u . u_uisdC16]; 
rp = &UISD->rC16J; 
if(cputype -- 40) { 
up =- 8; 
rp =- 8; 
} 
while(rp > &UISD->r(0J) { 
} 
*--rp = *--up; 
if((*rp & W0) == 0) 
rpC(UISA-UISD)/2J =- a ; 
I* 
* Set up software prototype segmentation 
* registers to implement the 3 pseudo 
* text, data,stack segment sizes passed 
* as arguments. 
* The argument sep specifies if the 
* text and data+stack segments are to 
* be separated. 
Page 3 
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estab ur(nt, nd, ns, sep) 
{ 
register a, *ap, *dp; 
if(sep) { 
} else 
if(cputype == 40) 
goto err; 
if(nseg(nt) > 8 : nseg(nd)+nseg(ns) > 8) 
goto err; 
if(nseg(nt)+nseg(nd)+nseg(ns) > 8) 
goto err; 
if(nt+nd+ns+USIZE > maxmem) 
goto err; 
a = 0; 
ap = &u. u_uisa[OJ; 
dp = &u : u_uisdCOJ; 
while<nt >= 128) { 
} 
if (nt) { 
} 
if(sep) 
*dp++ = (127<<8) RD; 
*ap++ = a; 
a =+ 128; 
nt =- 128; 
*dp++ = ((nt-1><<8> RD; 
*ap++ = a; 
while(ap < &u . u uisaC8J) { 
*ap++ = 0; 
*dp++ = 0; 
} 
a = USIZE; 




*dp++ = ( 127<<:8) RW; 
*ap++ = a; 
a =+ 128; 
nd =- 128; 
*dp++ = ((nd-l><<B> RW; 
*ap++ = a; 
a =+ nd; 
while(ap < t<u. u_uisaCBJ) { 
*dp++ = 0; 
*ap++ = 0; 
} 
if(sep) 
while(ap < &u . u uisa[16]) { 
*dp++ = 0; 
*ap++ = 0; 
} 
a =+ ns; 
while(ns >= 128) { 
a =- 128; 
ns =- 128; 
*--dp = (127<<8> RW; 
*--ap = a; 
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p_ma1n. c 







*--dp = ((128-ns><<B> 
*--ap = a-128; 
if( !sep) { 
ap = &u . u_uisa[OJ; 
dp = &u. u_uisa[BJ; 
while(ap ·( ~~u . u_uisa[BJ) 
*d p++ = *ap++; 
ap = &u. u_uisdCOJ; 
dp = &u. u_uisd[BJ; 
while(ap < &u . u_uisdCBJ) 




u. u_error = ENOMEM; 
return (-1); 
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main ( ) 
{ 
I* 
* Prog ram which col lects : 
* the number o f Jobs in the system 
* - the n umbe r of Jobs in the CPU queue 
* - reflexion time a t ttye 
* every 5' and puts observations in work files . 
* Author 
*I 
SMAX 2 56 
NPROC 50 
SET 1 
Cornil Dirk . 
I* stat codes 
. SSLEEP 1 
SWAIT 2 
SRUN 3 
sleeping on high priority 








intermediate state in process creation 
intermediate state in process termination 
process being trac~d 
*I 
char p_ stat ; 
char p_flag; 
char p_pri ; 
char p_s i g; 
char p_ u id; 
char p_ time; 
char p _c pu; 
char p_ ni ce ; 
int p_ttyp ; 
int p_p id; 
int p _p pi d ; 
int p_ad dr; 
int p_ si z e; 
int p_ wc han; 
int *p _te xt p ; 
register i ; 
int nJobs, cpuJ; 















priority , negative is high *I 
signal number sent ta this process 
user id, used to direct tty signais 
~esident time for scheduling *f 
cpu usage for scheduling *I 
nice for scheduling *f 
controlling tty *I 
unique process id *f 
process id of parent *I 
address of swappable image *I 
size of swappable image (*64 bytes) 
event process is awaiting *f 
pointer ta text structure *I 
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struct 
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{ 
int flag; 
int time[SMAXJ ; 
} b uf; 
s e t u p ( ~m 1 [ 0 J , " _p r o c " ) ; 
nlist{ " /pe r fo rm ", nl ); 
i f ( n 1 [ 0 J . t y p e == 0 ) 
{ 
pr i ntf("No namelist 
exit(); 
} 
a_proc = n l[0]. val u e ; 
! \n Il) j 
if((mem = open(" /dev /kmem" ., 0)) <= 0) 
{ 
p r intf("Can't open kernel memory\n"); 
exit() ; 
} 
if((fdl = creat("/mnt/mem/cornil/usr/adm/daylist",0666)) == -1) 
{ 
printf("Can't open /mnt/mem/cornil/usr/adm/daylist\n"); 
exit(i ; 
} 
if((fd2 = open("/mnt/mem/cornil/usr/adm/Joblist", 1)) == -1) 
{ 
printf (" Can 't open /mnt/mem/cornil/usr/adm/daylist\n"); 
exit(); 
} 
if((fd3 = open("/mnt/mem/cornil/usr/adm/ttyacc", 1)) == -1) 
{ 
printf (·"Can 't open /mnt/mem/corni 1/usr/adm/ttyacc\n"); 
exit(); 
} 
if((fd4 = creat("/mnt/mem/cornil/usr/adm/fpid",0666)) == -1) 
{ 
printf("Can't open /mnt/mem/cornil/usr/adm/fpid\n"); 
exit(); 
} 
if (( fd5 = creat( 11 /mnt/mem/cornil/usr/adm/cpuJbs",0666)) == -1) 
{ 
printf("Can't create /mnt/mem/cornil/usr/adm/cJobs\n"); 
exit(); 
} 
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p __ ac cnt. c 
seek ( f d3, 0 , 2); 
fo r (;;) 
{ 
seek(mem, a_proc,0); 
nJobs = 0; 
cpuJ = 0; 
for< i=O ; i <:NPROC ; i++) 
{ 
if((r = read(mem,~-<proc,sizeof(proc))) == -1> 
{ 
Page 3 




if(proc . p_stat > 0 &~-< proc . p_stat <: 6) 
n Jobs++; 
if(proc . p_stat > 0 && proc . p_stat < 4) 
{ 
} 




wr i te (f d2 ,&nJobs , 2); 
write(fd5 , &cpuJ,2); 
svtime(8(buf); 
i f ( b u f. f 1 a g == SET ) 
wr i te ( f d 3, 81. bu f, s i z e of ( bu f > > ; 










char *P• *s; 
{ 
while(*p++ = *s++); 
} 




* Conformity test for 2 popula t ions with normal distribution 
* and de pendant variables . 
* 









fdiff in bit mode ( mean of differences) 
fad in bit mode ( sum of squares and product of deviates 
for the differences) 
F Snedecor to be compare with value in Biometrika tables . 
Cornil Dirk. 
# define NVAR 12 
#define READ 0 
main( a rgc,argv) 
int ar gc; 
char **argv; 
{ 
register i, Ji 
i nt n, p ; 
int fdl , fd2; 
double line[NVARJ; 
double diff[NVARJ , sum[NVARJ; 
double ad[NVARJCNVARJ; 
double num, res ; 
if( argc ! = 3) 
{ 
printf("p_cmpmean fdiff fad\n") ; 
exit(); 
} 
printf("Number of observations for population ?\t 11 ); 
if((n = readint(O)) <= 0) 
{ 
p r in t f ( "Wr on g va 1 u e \ n" ) ; 
exit() ; 
} 
printf("Number of variables ?\t"); 
if( ( p = readint(O)) •:= 0) 
{ 
printf("Wrong va l ue\n"); 
exit(); 
} 
fd1 = fop(argvC1J,READ); 
fd2 = fop(argvC2J,READ); 
read (f dl ,&d iff,96) ; 
i = 0 ; 
while(read(fd2,&line,96) > 0) 
- ... --··- - - -----.•-- -- - --- - --·------- - ----... - -- --
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} 
p_c mpmean. c 
{ 





for ( i=O; i<p; i++) 
ad [iJ [JJ = line[JJ; 
for ( J=O; J<p ; J ++) 
sum[i] =+ (diff[J] * ad[iJCJJ); 
res = O. 0; 
for(i=O ; i<:p; i++) 
res =+ sum[iJ * diff[i]; 
num = ( n * (n - p)) * res; 
printf("\n\n\tF Snedecor : \tï... Sf\n", (num / p)); . 
printf("\twith parameters ï..d & 'ï.d\n",p , (n p)); 
exit(); 
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p _Ki 11. C 




* Kills batch process started with initialisation of 
* the measurement system. 
* Cornil Dir k 
int fd , pid; 
if((fd = open("/mnt/mem/cornil/usr/adm/fpid",0)) == -1) 
{ 
printf("Can't open /mnt/mem/cornil/usr/adm/fpid\n"); 
e x it(); 
} 
read(fd, S(pid, 2); 
close (fd); 
if(kill(pid,9) ! = 0) 
{ 
printf("Can't kill p_cnt\n") ; 
exit(); 
} 
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p _p ro d mat. c 
/·"ii-
* Computes product of matrices: 







- matrice 2 is written in columns 
- result is printed on tty 
Cornil Dir k. 
#define NVAR 12 
#define READ 0 
main(argc, argv) 
int argc; 
char **ar gv; 
{ 
} 
register i , J, k; 
int fdl, fdc; 
double line[NVARJ, colCNVARJ; 
double resultCNVARJ; 
if(argc != 3) 
{ 
printf( "prodmat lmat cmat\n" ); 
exit(); 
} 
fdl = fop(argv[lJ,READ) ; 
fdc = fop(argv[2J,READ>; 
for< i=O; i <: NVAR; i ++) 
{ 
read(fdl,&line,96); 
for ( J=O; J<:NVAR; J++) 
{ 
read(fdc,&col,96) ; 
result[JJ = O. 0; 
for ( k=O; k-CNVAR; k++) 
result[JJ =+ line[k] * col[kJ; 







- - -·- -- - ·--- --· - ------ .. ----·- ----- - --- ---·-----
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p_l ib . c 
# 
# define MAX 12 
I* 













register char *b,*c; 
r egister i; 
b = buf ; 
for( i = O; i < 5; i++){ 




if(*c == '\n'){ 
buf[iJ == '\0'; 
return(atoi(b)); 
} 
else buf[i] = * c ; 
} 
f* 












c h a r b u f [ 30 J ; 
register cha r *b,*c ; 
register i ; 
b = buf ; 
for(i=O; i < 30; i++){ 
i f ( r e a d ( f i 1 e , c , 1 ) == - 1 ) { 
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bu f [iJ = ' \ 0 '; 
return ( atof(b)); 
} 
el s e bu f CiJ = * c; 
* Compu t e s x ** y 
*f 
float expon(number, e xp) 
float number ; 
int exp ; 
{ 
} 
regi s ter int i; 
f l oat prod; 
prod = 1 . 0; 
f or ( i=ex p; i :>O; i--) 
prod =* number ; 
return ( prod); 
s etup (p ., s ) 
char *P i * s .; 
{ 
} 
while(*p++ = *s++); 
I* 
* Copies an ar~ay of 2 integers from kernel space into a 




Cornil Di r k . 
do u b 1 e k u 1 c p ( f d, k _ad r es s ) 
int fd; 
int k_adress ; 
{ 
} 
register int r; 
int value[2J ; 
double result; 
double atof(); 
se e k { f d , k _ad r es s, 0 ) ; 
if (( r = read(fd,&value,4)) == -1) 
{ 
printf("Error while reading kernel memory\n"); 
exit(); 
} 
result = atof(locv<valueCOJ,value[lJ)); 
return(result); 
-- ------ - ·-- ·- ------ ----- - ------ . - -- - -·-·- ---
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p_lib. c 
/-~ 
* Copies matrix on a file in order ta save memory 
* Thi s matrix is put an 2 f iles one recorded in lines 
* and the other in colons . 





fsave(fdl, fdc, a) 
in t fdl, fdc i 
double a[MAX J[MAXJ; 
{ 
} 
r egister i , ,Ji 
double line[MAXJ; 
see k( fdc , 0, 0); 
for ( i=O ; i <:t'IAX ; i++) 
{ 
for< J=O; J·G1AX; ,1++) 
line[JJ = a[iJ[JJ; 
write(fdc,&line,96 * MAX); 
} 
close(fdc); 
seek(fdl., 0, 0); 
for ( i=O; i<:MAX; i++) 
{ 
f or < J =O; J <MA X; J ++ ) 
line[JJ =- a[JJ[iJ ; 





* Opens file whose name is given with given flag, 




Cornil Dirk . 
f op (n ame, fl ag ) 
char -ii-n ame; 
i nt flag; 
{ 
int fd ; 
if ( ( f d = open ( n a me , f 1 a g ) ) == -1 ) 
{ 
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p __ li b. c 
return (fd) ; 
} 
I* 
* Creates file whose na me is given with given flag 
* chec ks validity and ret urn s f il e descriptor 
* Corn il Dir k. 
f cre ( name ) 
c har *name _; 
{ 
} 
int fd ; 
i f ((fd = creat ( name,0666)) == - 1) 
{ 
pr i n tf(" Ca n ' t cr eate 'ï.s \ n",name); 
exi t (); 
} 
return (f d) ; 
Page 4 
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p_s .at ion . c 
# 
/ •°';!: 





Corn i l Dir k. 
#define BMAX 2 0 
main ( ) 
{ 




double sum[B MAX J ; 
if((fd = open (" /mnt/ mem / cornil/usr/adm/cJobs",0)) == -1) 
{ 
n = 0; 
J = 0 ; 
printf("Can't open /mnt/mem/cornil/usr/adm/cJobs\n"); 
exit() ; 
}-
for· ( i=O ; i <: BMA X; i ++) 
sL1m[iJ = O. 0; 
while<read(fd,&nJo bs,40) > 0) 
{ 




sum[iJ =+ nJobs[iJ ; 
printf( "\n \n \tD istribution of mean cpu queue lenght"); 
printf("\n\t at t, t + 60',t + 120' . . . with t = 3, 6, 9, . .. \n\n"); 
for ( i =O ; i<:BMAX; i++) 
sum[iJ =/ n; 
for< i=O; i<:n; i++) 
{ 
tmp = sum[iJ ; 
printf("'ï.d\t: " , J); 
J =+ 3; 
while(tmp :> O. 0) 
{ 
printf("+"); 
tmp =- 1. 0; 
} 
printf( "\n" ); 
-- --- -------- --- -- ~-- ·-·-- - - - - - -- - -- ---- -- - -------







--- ·- -- - --- - ----.; 
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p_reflx. c 
# 
#d e fine 
main ( ) 
{ 
I* 
* Computes mean reflexion time at terminal ttyh and 
* standard de v iation. 
* 
·l! Auth or 
·i." I 
Cornil Dir k. 
,;:,';·. , ... , 1,/ 
_. , 1:-, r. 
register i. , n ; 
int fd , tmp _; 
double mean, sum, 
double sum2, ec, 




tmp 1 ; 
in t t i me C SMAX J ; 
} b uf; 
if((fd = open("/mnt/mem/cornil/usr/adm/ttyacc",0)) == -1) 
{ 
printf("Can't open /mnt/mem/cornil/usr/adm/ttyacc\n"); 
exit(); 
} 
sum = O. 0; 
sum2 = O. 0; 
Tl = Ûi 
·11 hile(read(fd,8~buf,sizeof(buf))) 0) 
{ 
for< i=O; i <:SMAX; i++ > 
{ 
} 
seek(fd, 0, 0); 
mean = sum / n; 
if(buf . t ime[i] :.> 0) 
{ 
' l , 
tmp = bu f . t i me [ i J; 
sum =+ tmp; 
n++; 
} 
•.ühile(read(fd, &buf , sizeof(buf)) > 0) 
f or ( i=O; i<SMAX ; i++) 
if(buf . time[iJ > 0) 
Page 1 
sum2 =+ ( (buf . time[iJ - mean) * (buf. timeCiJ - m 
mean = sum / n; 
var = sum2 / n.; 
ec = sq_rt (var) .: 
printf< "Mea n reflex ion time at ttyh : \tï... 4f 1/10 sec\n", mean); 
printf( "Standard deviation : \t\tï.. 4f 1/10 sec\n", ec ); 
printf("c v : \t\t\tï. . 4f\n", (ec/mean) ); 
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} 
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/ .X. ,. 
* Re a ds accounting f i le and prints the mean number of 
* Jobs fn the system since starting measures. 




Corni l Di rk . 
int rfd, isum, nJobs; 
double ec , me an , J sum, csum ; 








prin t f("Can ' t open Joblist\n") ; 





while(readCrfd,&nJobs,2) > 0) 
{ 
J su m =+ n Jobs; 
csum =+ (nJobs * nJobs); 
i sum++ .• 
} 
mean = Jsum / isum; 
ec = (((1/isum) * csum) - (mean * mean)); 
ec = (( csum / isum) - (mean * mean)); 
printf("NOMBRE MOYEN DE JOBS DANS LE SYSTEME: \t'ï. . 2f\n",mean); 








} proc ; 
main ( ) 
{ 
FUN - Computer Science Lab - UNIX system 
I* 
* Collects nu mb er of Job s in cpu queue every 3' in 





C or n i 1 D i r i: . 




sleeping on high priority 









intermediat e state in process creation 
intermed iat e state in process termination 
process being traced 
* I 


























p _p ri; 
p _si g; 
p_ uid; 
p_ t ime; 
p _c pu; 
p_ ni ce ; 
p_tt•Jpi 
p _p i d; 
p _p pi d; 
p_ ad dr; 
p_ si z e; 
uichan; p_ 
*p_te1.tp; 
register i, Ji 
in t n J o b s [ 20 J ; 




cha r text[SJ; 
i n core 
scheduling process 
process cannot be swapped 
I* priority, negativ is high *I 
I* signal number sent to this process 
I* user id, used to direct tty signals 
I* resident time for scheduling *I 
I* cpu usage for scheduling *I 
I* nice for scheduling *I 
I* controlling tty *I 
I * unique process id *I 
I* process id of parent *I 
I* address of swappable image *Î 
I* size of swappable image (*64 bytes) 
/* event process is awaiting *I 
I* pointer to text structure *I 
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} 
p _J C p U. C 
i nt t 1Jpe ; 
int v a l ue; 
} nHlJ; 
s e t u p ( :3~ n 1 [ 0 J , " _p r o c " ) ; 
nlist (" / perform" , n l) .• 
i f ( n 1 [ 0 J . t y p e == 0 ) 
{ 
print ·F( "No nc3 elist 
exit( ); 
} 
! \n Il) j 
a _ p r o c = n 1 [ 0 J . va 1 u e ; 
if((mem = open(" / dev/kmem", 0)) <= 0) 
{ 
printf ( "Can't open kernel memory\n"); 
exit(); 
} 
i f ( (fd == c rea t("/mnt/ mem/cornil/usr/adm/cJobs",0666)) == -1) 
{ 
for(;;) 




for ( J =O; J <20; J ++) 
{ 
seek(mem,a_proc,0); 
nJo bs[ J J = 0; 
for< i=-0; i{NPROC; i++) 
{ 
if ((r = read(mem,&proc,sizeof(proc))) == -1) 
{ 
printf("Error while reading kernel memor 
ex it (); 
} 
if(proc. p_stat>O && proc. p_stat<4) 
if( (proc . p_flag & 07) != 0) 
n J o b s [ J J ++ ; 
} 





c l ose( mem); 
exit(); 
setup(p, s ) 
char *P, *s; 
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p _J C p U. C 
{ 
} 
while ( *p ++ = *s++); 
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* Use cc - 0 kolsmi . c li b . c 
il· 
* Apply tes t o f Ko lmogorov- Smirnov to th e serv er active 
* time slices (in 1/6 0 s ec ) of f il e a rgv[lJ . 
·li· 
* It is c on c ern e d here wi t h th e d egree of agreement between 
* the distribution o f a set of sampl e val ues ( observed scores) 
* ~f s e r v e r ac t i v e times and an ex p onential theoretical distri-
* buti on. It d e t e rm i nes wethe r t h e scores in the sample can 
* re as on a b ly b e to u g ht to have corne from a popula t ion having 





Co rn i l Dirk 
#def i ne CMAX 256 
# d e fi n e NU LL 0 
st ru ct 
{ 
int fla g; 
int nserver; 
i nt tim e [150 ] ; 
} b uf; 
main ( a T' g c, a r g v ) 
int a r gc ; 
c har **ar gv; 
{ 
r e gister i, J , n ; 
in t f d, v ma x ; 
d ouble lim[ CMAXJ; 
double sum , mean, tmp , · re s u lt, ind ; 
doubl e ma x , sum2 , ec , var , c v ; 
d oub l e dev ia ti on[C MAX J, o c um[CMAXJ, t hc um[CMAXJ ; 
d o uble e xp(), fa b s() , s q_ r t(); 
/ * Che c k matc h i ng */ 
if(argc ! = 3) 
{ 
printf(" kolsm i fil e server \ n") ; 
exit(); 
} 
I* Opens ac c o unting fi l e *I 
·t f ( ( f d = ope n ( a r g v [ 1 J, 0) ) == -1 ) 
{ 
pri n t f (" Ca n ' t open 'ï.s\n" , argv[1J) ; 
e x i t () ; 
} 
pr in t f (" \n \ n \ t Test of Ko l mogorov-Smirnov\n"); 
printf (" \t*** ******** ******* * ******** \ n\n") ; 
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pJ:olsmL c 
I * Initialisati ons¼/ 
surn == O. 0; 
sum2 = O. 0 ; 
n == Q_; 
vma x = 0; 
for' ( i=0; i<CMAX; i++ ) 
lim[iJ = O. 0 ; 
I* Reads accounting file * I 
while ( read(fd , 8{buf,s izeof (buf)) > 0) 
{ 
for < i =:O; i < 1 50; i ++) 
{_ 
} 
if(vmax >= CMAX) 
{ 
if<buf . timetiJ < CMAX> 
-c 
} 
sum =+ buf . time(iJ ; 
n++; 
if(buf. time[iJ > vmax) 
vma x = bu f . t i me [ i J; 
} 
printf("Arrays are out of range\n"); 
printf("PLEASE redefines CMAX = '½.d\n" , vmax); 
exit(); 
} 
mean = sum / n.: 
I* Computes number of obs ervations of the values *I 
seek ( fd, 0 , 0); 
while (r ead(fd,S{buf,sizeof(bu f )) > 0) 
{ 
for ( i=0 ; i<:150; i++) 
{ 
if(buf . time[iJ < CMAX) 
{ 
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sum2 =+ (buf . time[iJ - mean) * (buf. timeCiJ - me 















printf("\n\n\tDistribution of 'ï.s active time slices\n\n 11 ,argvC2J); 
dis t p ri nt ( vma x, f d ) ; 
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p_k ol :,mi. c 
I* 
* I f cv(standard devi ation / mean) greater than 2 
* it is ce rtai n l y n ot an exponential 
*I 
\ -' 2'i'· ::.--: ·~un12 / n ; 
2c = sq r· t(-...lar ) ; 
:::v =- ec / mean; 
pr intf( "\n\n\tCoefficient of variation : \t'ï. . 4f\n", cv); 
if ( C V ) = 2 . Ô) 
{ 
printf("cv is gr eater than 2\n 11 ); 
printf("Distri bution is certainly net exponential\n"); 
exit(); 
} 
I* Computes obs erved frequencies & theoretical frequencies *I 
for<i=O; i <=vmax; i++ ) 
{ 
I* 
tmp = (-mean) * i; 
ocum[iJ = lim[iJ / n; 
thcum[iJ = 1 - exp(tmp); 
tm p = ocum[iJ - thcum[iJ; 
devia tion [i J = f abs(tmp); 
} 
* Compu tes ma ximum di v ergence between observed frequencies an : 
* theoretical . fre quencies . 
*I 
i nd == n + O. 0 ; 
max = O. 0; 
for(i=O; i<:vmax ; i++ ) 
if(deviation[iJ > ma x) 
max= deviationCiJ; 
I* Computes critical values of the maximum divergence *I 
if(n > 35) 
{ 
printf("\n\n"); 
p r in t f < " \ t Sig nif i cation 1 e v e 1 0 . 20 \ n \ n" ) ; 
result = 1 . 07 / sqrt(ind); 
if(result <= max) 
{ 
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printf("\t\tDistribution is exponential\n\n"); 
- -·-------- -- --·-· ·-------------------·--·- ------------ - ·---- - - ·- --·-----·-----1 
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p_kolsmi. c 
I* 
* If cv(st andar d de vi ation / mean ) greater than 2 
* it is ce ~tai n ly ,, ot an exponential 
* / 
2c = sqrt(·var); 
cv =- e:: / mean; 
,.., irïtf(" \n\ n \tC oe ffi cient of variation : \t'ï. . 4f\n", cv) ; 
if ( C V >= 2 . Ô) 
{ 
pri ntf ( 11 cv is greater than 2\n 11 ); 
printf("Dist ribution is certainly not exponential\n")ï 
exit(); 
} 
f * Compute s ob served frequencies & the oretical frequencies *I 
for ( i=O; i<=vmax; i++) 
I* 
{ 
tmp = <-mean) * i; 
o c um[iJ = lim[iJ / n; 
thcum[ i J = 1 - exp(tmp) ; 
tmp = ocum[iJ - thcum[iJ; 
devi ation[iJ = fabs(t mp ); 
} 
* Computes maximum divergence between observed frequencies and 
* theoretical freque nc ies. 
*I 
ind -· n + 0 . 0; 
max = O. 0; 
for( i=O; i<vmax; i ++) 
if(deviation[iJ > max) 
max= dev iation(iJ ; 
I* Computes critical values of the maximum divergence *f 
if(n > 35) 
{ 
print f ( 11 \n \n 11 ); 
p r i n t f ( 11 \ t S i g n i f i c a t i on 1 e v e 1 0. 20 \ n \ n " ) ; 
result = 1 . 07 / sqrt(ind); 
if(result <= max) 
{ 
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printf("\t\tDistribution is exponential\n\n"); 
.981 16 : 28 
P kr, 1,. m1· r - .• :!-:i. ' -
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ex it() ; 
} 
pr i ntf("\tSignification level O. 15\n\n"); 
result = 1 . 14 / sqrt(ind) ; 
if(re s ult <= max) 
{ 
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printf(" \ t\tDistribution is exponential\n\n") ; 
exit( ); 
} 
printf("\tSignifi cat ion l evel 0 . 10\n\n"); 
r e s u 1 t = 1 . 22 / s q r t ( in d ) ; 
if(res u lt <= max) 
else 
{ 




printf("\t\tDistribution is exponential\n\n") ; 
exit ( ) ; 
} 
printf("\tSignification level O. 05\n\n"); 
result = 1.36 / sqrt(ind); 
if (result <.= max) 
else 
{ 




pT'intf("\t\tDistribution is exponential\n\n'.')~ 
exit(); 
} 
printf("\tS i gnific ation level O. 01\n\n"); 
r es u 1 t = 1 . 63 / s q r t ( in d ) ; 

















printf("Maximum divergence : \tï.. 4f\n" , max); 
printf("See in tables for reJection or acceptation\n"); 
} 
* Prints obse rved distribution . 
* / 
d i s t p r i nt ( ma x , f d ) 
in t ma x; 
int fd; 
{ 
r egister i, J, cnt ; 
double value; 
double obs[CMAXJ ; 
int sum; 
sum = 0 ; 
for ( i=O; i<CMAX ; i++) 
obs[iJ = O. 0; 
I* Points to first character of the file *I 
seek (fd, O, 0); 
while(read(fd, 8<buf, sizeof(buf)) :> 0) 
{ 
for ( i =O; i(150; i++) 
{ 
for( J=O; J<=max; J++) 
{ 





value = O. 0 ; 
for(i=O; 1<.=max; i++) 
if(obs[i] > va l ue) 
value = obs[i]; 
cnt = li 
while(value > 50 . 0) 
{ 








~---·-~-- ---·•-- ·-- •-- ,------~-- ~---•···- ·~- ---- ·--·- --- ·------
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} 
p_Kol smi. c 
c n t = -ll· 2; 
v a l ue =/ 2 ; 
} 
prin tf(" \n \ t Number of o b servations : o/.d\n" , sum) ; 
p rin t f ("\ n \ t + = 'ï.d ob s ervations \n\n", cnt); 
for( i = O; i < = ma ;.;; i ++ ) 
{ 
p ri n t f ( 11 ï.d \ t 11 , i ) ; 
o b s[iJ =/ cnt; 
while Cobs[iJ > O. 0 ) 
{ 
printf ( "+") ; 
obs[i] =- 1 . 0 ; 
} 
pr i ntf("\n") ; 
} 
printf (" \n \ n" ) ., 
return ; 
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p_result . c 
# 
/~· 




#d ef in e NSER\IERS 
struc t { 
Cornil Dir k 
double m_util[NSERYERSJ; 
doubl e s_uti l[NSERVERSJ ; 
double s_nJobs[NSER VERSJ ; 
double m_cpUJi 
in t nJobs ; 
double lambda; 
double s2utrat ; 
double resp; 
} b uf; 
char *nservers[J 
{ 
Il C pu Il 
" r k O " 
Il T' k 1 Il 
"r k2 " 
" pm00" , 
"p m0 1 ", 
"pm02" , 























Il P rn26 Il I 
"pm27", 
I* Measured utilizations *I 
f* Estimated utilizations *f 
/.* 
* Estimated number of Jobs 
* in the server queues 
*f 
I* 
* Measured number of 
* Jobs in CPU queue . 
*I 
I* Number of Jobs in the system 
I* System arriva! rate *I 
I* System 2 utilization rate *I 
I* System response time *I 
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p_resul t. c 
main ( ) 
{ 
} 







if((fd = opE•n("/ mnt/mem / cornil/usr / adm/r es1" ., 0)) == -1 ) 
{ 
pr in tf(" Can ' t open / mnt/mem/cornil/us r /adm/r esl \ n") ; 
exit(); 
} 
1..1Jhile (re a d( fd ,3i buf, sizeof( b u f )) > 0) ; 
printf ("\n\n\n\t\t RESULTS FOR SUBSYSTEM S2\n\n"); 
p r _u ti 1 ( ) ; 
p r _n Jobs ( ) ; 
printf ("\n\n \t\t TOTP.L RESULTS\n"); 
p r in t f ( "Termin a 1 servi ce rate : \ t ï. . 4 f \ n ", ( b u f. 1 am bd a * ( 50 - bu f . n Jobs ) ) ) 
printf("S ,~stem S2 serv i ce r ate : 'tï.. 4f\n", buf. s2utrat) ; 
tmp == buf . nJo b s / (buf . lambda * (50 - buf. n ,J obs) ); 
printf( "Mean r· esporise time : \tï. . 4f\n", tmp ); 
close(fd); 
exit() ; 
/* Print server utilizations *I 
pr _ util( ) 
{ 
} 
register int i.; 
printf( 11 \n\n\n" ); 
printf ("\t************************************************************** 
printf(''\t* SERVER\t* MEASURED UTILIZATION\t* ESTIMATED UTILIZATION *\n" 
printf("\t****************** ******************************************** 
for( i=O; i<:t✓S ER VERS; i++) 
printf < 11 \t* ï.s\t \t* 'ï.. 4f\t\t* ï. . 4f \ t\t*\n " , nserversCiJ, buf. m_ 
printf("\t************************************************************** 
r·eturn ; 
/* Print nurnber of Jobs in the server queues *I 
p r _n Jobs ( ) 
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{ 
} 
P 'r•::i C, 'U 1 t C 1 • • J. r 
registe, i nt i; 
doubie sum ; 
printf( " \ n\n \ n" ).: 
p ri nt f ( "\ t ****,,.*****·~************** \ n 11 ) ; 
print f (" \ t*SER\1ER \t·* Nb JOBS\t ·~ \n"); 
p ri n t f ( "\ t ,lj•* ·?.- **-:~*~-* '***·ii- ~-** ''1:-******** \ n 11 ) ; 
s um = O. 0 ; 
fo r ( i = 0; i <NSERVERS; i + +) 
{ 
printf ( " \t* ;•::,\t* %. 2f \t\ t*\n",nservers[iJ, buf. s_nJobs[iJ); 
Sl.) fTl c-::+ buf. s_n_i6bs[i-J., 
} 
if(sum < 10. Oi 
printf("\t* total\t* ï.. 2f\t\t*\n", sum); 
else 
print .P( "\t·~ total\t* i~. 2f\t*\n", sum); 
p ri nt f ( "\ t************************~· \n 11 ); 
printf( 11 \n\n\t Measured number of Jobs in CPU queue \tï. . 4f\n", buf . m_cpu 
return ; 
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p_sinit . c 
int mem _; 
main ( ) 
( 
/'li· 
* Initia l isation of system counters and accounting of 
* server utilisa tions. 
~-
* Author C o r n i ï D i r !'. 
-ri:•/ 
int fdi, fd2; 
int at_cpu, at_r-k, at_pm , at_reali 




double trH3 J ; 
do u b 1 e t p rn [ 3;_:2 J; 
} tbu f; 
struct { 
char text[8J ; 
int t, . Jp(-?i 
int value .; 
} nl[4J; 
setup( l-ml[OJ , 
s e t u p < ::.: n 1 [ 1 J , 
setup ( gm 1 [2J , 
setup ( ::-.(n l [3J , 
" _ t _ cpu"); 
"_t_r k"); 
Il _t_pm") Î 
"_ t _r e a 1 " ) ; 
nlist(" 1 perform", nl ); 





! \n Il) j 
if((mem = open ( 11 /dev/kmem 11 ,0)) == -1) 
{ 
if((fdl 
printf("Can ' t open kernel memory\n") ; 
exit() _; 
} 
= open( 11 /mnt/mem/cornil/usr/adm/tacc 11 , 1)) 
{ 
-1) 
printf (" Can ' t open /mnt/mem/cornil/usr/adm/tacc\n"); 
exit (); 
} 
if((fd2 = open("/mnt/mern/cornil/usr/adm/tuti",0)) == -1) 
{ 
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} 
p __ sinit. c 
tbuf . treal = l~u c p(at_real); 
tbuf. tcpu = l kucp(at_cpu ); 
al k ucp ( tbu f . tr k , at _ r k , 3 ); 
alkucp ( tbu f . tpm , at _pm ,32) ; 
I * Reinitialisation of ssstem counters *I 
pin i t {); 
seek(fdi.0,2); 
time ( t v ec); 
wr i te ( f d 1 , t '. t v e c , 4 ) ; 
seek(fd2, 0, 2 ) ,. 
wr i te ( f d 2, t : t b 1_1 f , si z e of ( t bu f) ) _; 
close(f'd1); 
close(fd2); 
exit( ) ; 
setup ( p, s ) 
char *P• -ll·s; 
{ 
while(*p++ - * s++); 
} 
/* Copies an array of 2 integers from kernel space into a 
* double v ariable in user space . 
·li-/ 
d ou b 1 e 1 k u c p ( k _ad T' e s s ) 
in t k _ad r es s; 
( 
} 
register int r·; 
int value[2J; 
double result ; 
double atof(); 
seek (mem, k_adress ., Oi _; 
if( ( r = read(mem,&value,4)) == -1) 
{ 
p1·i ntf( " Error while reading counters\n"); 
exit(); 
} 
r·esult = atof(locv(value[OJ, value[!])); 
return ( result); 
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I* Copies an array of n integers from address "k_address" in kernel 
* space into double array buf in user space. 
*I 
a 1 k u c p ( b u f , k _ad r es s , n ) 
in t k _ad r es s, n; 
d ouble *buf ; 
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{ 
} 
p_s init. c 
registe r int , , i ; 
int value[2J; 
double atof ( ); 
see k (mem, k_adress , 0); 
fer ( i =O; i { n _; i++ ) 
{ 
return; 
i f(( r = read(mem , &val ue,4)) == -1 ) 
{ 
printf("Error whil e reading counters\n"); 
exit(); 
} 
buf[iJ = atof(locv<value[OJ,val ue[l])) ; 
} 
Page 3 
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p_ut il.c 
i n t me m; 
ma i n ( ) 
{ 
I * 
* Ce pr ogr amme f o u rn i t l es taux d ' u t ili sa t ion des diff erents 
* serveur s d e pu i s la de r niere in i ti a lisati on des compteurs 
* ou de p uis l a cr e ation du fich ie r d' a cc o un tin g . 
~i-/ 
i n t i , f d l, fd 2, re s p ; 
int tve c [2 J; 
i n t a t _ c p u , a t ~ T' k , a t _p m, a t _ r e a li 
doL1ble rktim e [3 J , pmtime[32 J; 
double cp uti me , r e a l time ; 
d ouble t r e alsum, tcpusum, tr ksum[3 J , t pmsum [ 32J .: 
d oub l e lk uc p () ; 
st r u c t 
struct 
{ 
c h a r text[8J; 
int type; 
int v al u e; 
} nl[ 4 J ; 
{ 
do u bl e treaL 
doub l e tcpu .: 
d o uble trl<[3J ; 
do u b 1 e t p m [ 3 2 J; 
} tbuf; 
s et u p ( ~~ n 1 [ 0 J , 
setu p ( ~-: n l[ 1 J , 
setup( &nl [2 J , 
se t up ( ~ml[3J, 
"_t_cpu ") ; 
Il _ t _ T' k Il ) ; 
" _t_pm" ) ; 
"_t_real") ; 
n l ist("/pe r f orm " , n l ) ; 
i f ( n 1 [ 0 J . t y p e == 0 ) 
{ 
pr i ntf("No namelist ! !\n"); 
exit(); 
} 
at_cpu = nl[OJ. value; 
at_rk = nl[lJ . value; 
at_pm = nl[2J . value; 
at_real = nlC3J . value; 
if(( me m = open("/dev/kmem",0)) == -1) 
{ 
prin tf ("Can ' t open kernel memory\n"); 
ex i t(); 
} 
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p_util.c 
if((fd1 = open( "/ mnt/mem/cornil/usr/adm/tacc",0)) == -1) 
{ 
printf(" Can ' t o.pen /mnt/mem/cornil/usr/adm/tacc\n"); 
exit(); 
} 
if((fd2 = open("/mnt/mem/cornil/usr/adm/tuti",0)) == -1) 
J " 
printf("Can't open /mnt/mem/cornil/usr/adm/tuti\n"); 
ex it( ); 
} 
cputime = lkucp(at_cpu); 
realtime = lkucp(at_real); 
alkucp(rktime, at_rk, 3); 
alkucp(pmtime,at_pm,32); 
if(r ealtime <:= O. 0) 
{ 
printf (" Real time is null or negative\n"); 
exit() .: 
} 
print f(" Do you want server utilizations\n"); 
printf("\t1 . from the last initialization\n"); 
printf("\t2. from the creation of the accounting file\n"); 
printf("\n\t\tYour choice?\t"); 
resp = getchar(); 
i f ( r e s p == ' 1 ' ) 
{ 
·while(read(fd1,&tvec,4) > 0); 
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printf("\t Date of last initialization: 'ï.s\n\n\n",ctime(tve )); 
printf("\n\n\t\t Total active time : \t\t'ï. . 4f sec\n", (realtime / 
printf("\t CPU : \t'ï. . 2f\n", (cputime / realtime)); 
fo r ( i=O; i-(3; i++ ) 
printf("\t RK'ï.d : \t'ï.. 2f\n", i, (rktime[iJ / realtime)); 
for ( i=O; i<:32; i++) 
printf("\t PM'ï.d : \t'ï.. 2f\n", i, (pmtime[iJ / realtime)); 
} 
else if(resp -- '2') 
{ 
while(read(fd2,&tbuf,296) > 0) 
{ 
trealsum =+ tbuf. treal; 
t c pus u m =+ t bu f. t c pu; 
for ( i=O; i<3; i++) 
trksum[iJ =+ tbuf . trk[iJ; 
for ( i=O; i<32; i++) 
tpmsum[iJ =+ tbuf. tpmCiJ; 
} 
- - - -· - - -- -- - - -·-·--- - ------ - - -- - -- . - - - -- - - ·- -- --- -- - ·- - ------
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} 
p_util.c 
read(fdl, 8~ tvec , 4) ; 
printf(" \ t Date of last initialization : 'ï.s\n\n\n", ctime(tvec)); 
print f ( "\ n \ n\ t\t Total active time : \t\tï. . 4f sec\n", ( < realtime 
p r i n t f ("\ t CPU : \ ti~ . 2f \ n", CC cputime + tcpusum) / (realtime + tr 
f or ( i=O; i<:3 ; i++) 
pr i n t f("\t RKï.d : \tï. . 2f\n", i, ( (rktime(i] + trksumCiJ) / 
f.,or < i=O ; i<32; i++) 
printf( " \t PMï.d : \tï. . 2f\n", i , < (pmtime(iJ + tpmsumCiJ) / 
} 
e l se { 
printf("Wrong choice ! \n"); 
e x it () ; 
} 
c los e( fd 1) ; 
cl o se(fd2); 
c l ose ( mem ); 
e xit ( ); 
setup(p, s) 
char *p, * s ; 
{ 
wh ile (* p++ = *s++) ; 
} 
I * Cop i es an array of 2 integers from kernel space -into a 
* d ouble variable in user space . 
*I 
double l k ucp ( k_adress) 
int k_adress ; 
{ 
} 
register int r; 
int value[2J ; 
double result ; 
double atof(); 
se e k( mem, k_adress, 0); 
if((r = read(mem,&value,4)) == -1) 
{ 
printf("Error wh ile reading counters\n"); 
exit()j 
} 
result = atof(lacv(value[OJ,valueClJ)) ; 
return(result); 
I * Copies an array of n integers from address "k_address" in kernel 
* space into double array buf in user space . 
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p_util.c 
,.d k u c p ( bu f, k _ad r es s, n ) 





register int i,r ; 
int value[2J; 
double atof(); 
seek (mem, k_adress, 0); 
for ( i=O; i<:n; i++) 
return; 
{ 
if((r = read(mem,&value,4)) == -1) 
{ 
printf("Error while reading counters\n"); 
exit(); 
} 
buf[iJ = atof(locv(value[OJ,value[l])); 
} 
Page 4 
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:j.-!. 
p _JTI O (] e l. C 
* 
·l!-
·i!- Estima tes 
* 
·:f· 
t. ~ ~-,_ . 1 U~IX s~stem perf ormance measures . 
utili zat i on r a te s 
~r2ns1tion probabilit ies 
ttye refle~i on time 
- rnEan number of Jobs in the system 
- mean number of Jobs in CPU queue . 
util i zation rates 
n umber of J ob s in the serve r queues 
res pons e time. 
* Author 
* / 
Co -r--n il Dirk 
#define hu:;y;_ 
#define NPM 32 
#define NSERV ERS 3 6 
#de f ine MA XPROC 50 
#d e fin e BUFSiZE 512 
#define S MAX 256 
#define NULL 0 
I* stat co des 
SSLEEP i 








char p _ s tat; 
char p_ flag; 
c har p _p ri i 
ch ar p _si g; 
char p_ u i ci i 
char p_ t ime ; 
char p _c pu ; 
char p_ ni ce ; 
int p _ ttypi 
int p _ pi d ; 
int p _ p p i d ; 
i nt p_ ad dr, 
int p_ si z e ; 
i nt p 
-
wch an; 
int *p _ textp; 
} proc ; 
' +-ln" mem ; 
st ruct { 
double m ut i 1 C l\lSER lJERS J; 
-
sleeping on hig h priority 
s l eepin g on low priority 
runni n g 
intermedia te state in process creation 
in te rmediate state in process termination 














prior i t y, negative is high *I 
signal number sent to this process *I 
us e r id, used to direct tty signals *I 
r esident time for scheduling *I 
cp u usage , for scheduling */ 
nice for scheduling *I 
cont rolling tty *I 
unique pr ocess id * I 
proc es s id of parent *I 
a dd r es s of swappable image *I 
size of swappable image (*64 bytes) */ 
event pr oce s s is awaiting *I 
pointer to text structure *I 
/* Measured utilizations */ 
"981 16: 3 l Science 
p_model. c 
double s _ util[ NSERVERS J; 
do u b 1 e s _n .Jobs [ l\!::;ER 1,.J ERS J ; 
dou ble rn __ c pu .J; 
int nJobs, 
do uble l 6 iTib dë,; 
dou bl e s2utr a t; 
dou ble resp; 
} b uf ; 
do ub le s utr a t[NSERVERSJ ; 
do uble x[NSERVERSJ; 
d o uble tr _ orob[37J; 
c har *nser v ers[ J 
{ 
mai n ( ) 
Il C p u Il 
"r kO " 
Il T' k 1 Il 
u T' k 2 " 
"pmOO ", 











Il pm12 11 I 
"pm13", 
"pm14", 
Il pm15 11 1 
Il pm16 11 , 
Il pm1 7" 1 
Il pm18" I 
Il pm19 " I 
"pm20", 
"p m21", 
t t pm22 n, 
11 p rn 2 3 11 , 
"pm24", 
"pm25", 
" p m26", 
" pm27" , 
"p m28 ", 
"p m29 " , 
" pm3b" , 
Il pm31 " 
}; 
Lab - UNIX sys t e m 
I* Est imate d u t ilizations */ 
/ ·P: 
* Esti mat e d number of J obs 
* in t h e s e rver queues . 
·l'· / 
/~-
* Mea sured n umber o f Jobs in 
-li· CPU q ue ue . 
~~ / 
I* Numb er of J obs in the system 
/* Syst e m a r riva l r ate *I 
I* Sy stem '") utilization rate *I c:. 
I* Sys tem response time *I 
I* Se rver utilisation s rates *I 
I* Transi tion prob ab il i ties *I 
Page 2 
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} 
p _mode 1. c 
in t f d; 
int s t2t.:u ·:; ; 
if (( fd = open ( 11 /mnt / mem /cornil / usr/ adm/res1", 1)) == -1) 
{ 
p,' in tf( 11 C2n ., t o pe n /r.,n t / mem/ cornil/usr / adm /r•1;.si\ n 11 ); 
e ,.; i t ( ) .; 
} 
coller.:t ( ); 
xcomput e () ; 
s utii() ; 
nJse r v (); 
s ise r v er(); 
if(f o.- k() == 0 ) 
{ 
ex'=' c 1 ( 11 p ___ s i n i t ", 0) .ô 
printf("Can., t execute sinit\n") ; 
} 
wa i t ( 81. statu s ) ; 
seek (fd, 0 , 2 ); 
wr i te ( f d , ::,. b 1J .P , si z e o f ( i ·_: f ) ) ; 
close·( me m ) ; 




re g ister i n t i , ,Ji 
i nt a t _ c p u, a t _r k .• a t _p m, a t _r e a l; 
int aout_rt , acpurt , arkrout, apmrout; 
i n t an_ r k r 1J n , an _p m r un , a _p r· o c ; 
double rktimeCNRIO, rkpr[NR~'\ J, r kact[NRKJ; 
do 1Jble pmtime[l,IPMJ , pmp r[ NPM J, pmactCNPMJ; 
double cputime , r ealtime; 
double cpupr, ou tp r , sumpr ; 
double tmp; 
double lkucp(); 
d oubl e olread(); 





981 i6 : 3 1 FU N - Co mpu t er Scien c e Lab - UNIX system 
p_model. c 




s e tp ( 
s e tp( 





cha ï' text[BJ; 
in t tt.J pe; 
int val ue; 
} nlC11J; 
,3m 1 [ 0 J Il t rec:1 1"); 
- -8~nl[1 J Il _ ·t _ c pu "); 1 
~ml [2J Il t T' k Il ) j 1 
- -
::ml _[3J !/ t __ p ffi Il / j 1 
-
~ml[_-i. J " out r t"); 1 
-
~:n 1 [ 5 J Il _ cpur t "); 1 
~~ n 1 [ 6 J Il rk rout ") ; 1 
·-
~m 1 [7] Il _  p mr ou t " ) ; 1 
~m l[8J Il n r krun" ); 
- ·-
~m l C9J Il _n __ pm run "); / 
s~n 1 c 1 o J Il _  p ro c " ); 
n list( "./ per fo rm", nl ) ; 
if ( nl[OJ . t yp e== 0) 
{ 
printf ( "No namelist 
exit (); 
! \ n Il) Î 
} 
at _ real = nl[ OJ . value.; 
at_cpu = nl[lJ . val ue ; 
a t_r k = n1[2J . va lu e; 
a t _ p m = n 1 [ 3 J . v a l u e ; 
aout _r t = nl[ 4 J . v alue; 
acpurt = nl[5J . va lue; 
arkrout = nl[6J . value; 
apmrout = n l[7J . valu e ; 
an_rkrun = n l[B J . valu e ; 
an _ pmrun = nl[ 9J. value; 
a_proc = nl[lOJ . value; 
if((mem = open("/dev/k mem" ,0)) 
{ 
--1 ) 
printf("Can't open kernel memor-y\n"); 
exit(); 
} 
realtime = lkucp(at_real); 
cputime = lkucp(at_cp u); 
cpupr = lkucp(acpurt); 
out p r = 1 k u c p < aout _r t > ; 
alkucp(rkpr,arkrout,NRK); 
alkucp ( prnpr , apmrout , NPM); 
al k ucp(rktime, at_rk, NR ~.(,_); 
alkucp ( pmtime,at_pm,NPM); 
alkucp (rkact , an_rkrun, NRK); 
alkucp(pmact,an_pmrun,NPM>; 
if(realtime <= O. 0) 
{ 
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p _mod e l. c 
if ( cputime <= O. 0) 
{ 
printf("CPU t ime is n u ll or negative\n"); 
exit(); 
} 
sum pr = outpr + cpup r ; 
for ( i =O ; i <:N R 1--<. ; i ++) 
sumpr =+ rk pr [ i J; 
fo-r ( i=O; i<:NPM; i++) 
sumpr =+ pmpr[iJ; 
if(sumpr <= O. 0) 
{ 
printf("l'fo interactions ! \n"); 
e x it ()_; 
} 
tr_prob[OJ = cpupr / sumpr; 
buf . m_util[OJ = cputime / realtime; 
sutrat[OJ = (sumpr * 10. 0) / cputime; 
for( J=O; J<NRK; J++) 
{ 
i = J +li 
tr_prob[iJ = rkpr[JJ / sumpr; 
buf. m_util[i J = rktime [ JJ / realtime; 
if(rktime[JJ <= O. 0 ) 
sutrat[iJ = 0.0; 
else 
sutrat[iJ = (rkact[JJ * 10. 0) / rktime[JJ; 
} 
foT· ( .r-=O; J<:NPM; J++) 
{ 
i = J + 4; 
tr_prob[iJ = pmpr[J] / sumpr; 
buf. m_util[iJ = pmtime[JJ / realtime ; 
if(pmtime[JJ <= O. 0) 
sutrat[iJ = O. 0; 
else 
sutra t C i J = ( p mac t [ J J * 10. 0) / p m t i met J J; 
} 
tr_prob[36J = outpr / sumpr; 
buf . lambda = reflx ( ); 
bu f . m_c pu J = c J c pu ( ) ; 
buf . nJobs = 0; 
tmp = olread(); 









p_mode l. c 
return ; 
bu f. n Jobs ++; 
tnlp =- 1 . 0; 
} 
SE•tp(p , s ) 
char *p, *s; 
{ 
wh i l e (*p ++ - *s++ ); 
} 
I * Copies an array of 2 integers from kernel space into a 
* double variable in user space . 
* / 
d o u b 1 e 1 I< u c p ( I< _ a d r es s ) 
in t k _ad r es s; 
{ 
} 
• ' • ,j.. reg 1s-cer in., r .: 
int v al ue [2J ; 
double result; 
double ato f(); 
se e k (m e m, k_ a dre ss, 0); 
if(( r = read(mem,~~value , 4-)) == -1) 
{ 
printf("Error while reading counters\n"); 
exit() .: 
} 
result = atof( locv(value[OJ, value[!])) ; 
return ( resul t).: 
/* Copies an array of n integers fr om address "k_address" in kernel 
* space into double array buf in user space. 
*/ 
a 1 k u c p ( p bu f , k _ ad r es s, n ) 
in t k _ ad r es s , n; 
double *pbuf; 
{ 
register int r , i; 
int value[2J; 
doub le atof(); 
seek (mem, k_adre ss , 0); 
for ( i=O; i(n; i++) 
{ 
if((r = read(mern,&value,4)) == -1) 
{ 
printf("Error while reading counters\n"); 
exit(); 
} 
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pbuf[iJ - atof(locv(value[OJ, value[1J) ); 
} 
I* Compute estimated server utili sa tions *I 
re gister int 1 .; 
double normcons( ); 
Page 7 
buf. s_util[OJ = normcons(buf. nJobs-1,NSERVERS> / normcons(buf. nJobs,N~E 





b uf . s_util[iJ = x[iJ * buf . s_util[OJ; 
retur n ; 
I* Compute mean number of Jobs in server queues*/ 
register inti , J,n; 
flaat exp on (); 
n = buf . nJ obs ; 
f or ( i = 1 ; i <=n ; i ++) 
buf. s_n Jo bs[OJ =+ normcons(n-i , NSERVERS); 
buf . s_nJobs[OJ =/ normcons ( n, NSERVERS); 
for( i = 1 ; i <:NSER VERS; i++) 
{ 
for ( J = 1; .J <=n ; J ++) 
buf. s _nJobs[iJ =+ (exp on(x[iJ , J) * normcons(n-J,NSERVEF 





register int i; 
double tmp; 
for(i=L i < NSERVERS; i++) 
{ 
if(sutrat[iJ > O. O> 
{ 
else 
tmp = tr_prob[iJ * sutrat[OJ; 
x[iJ = tmp / sutrat[iJ; 
} 
x [ i J = O. 0; 
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o mode l. c 




I * Co mput e t he n o rmalization constant *I 
d ouble norm cons (n , m) 
i nt r, J m i 
{ 
} 
r egis te r i, .J i 
do uble c[ MAX P ROC J; 
f or ( i=O ; i<=n ; i ++ ) 
c[iJ = 1. 0 ; 
for ( J=li J<=n; J++) 
f or(i=li i<=n ; i++ ) 
c[iJ =+ (x[mJ * c[i-1]); 






s lser v er () 
{ 
} 
buf . s2utrat = ( buf . s_uti 1 [OJ * tr _prob [36]) * sutrat[OJ; 
buf. resp = buf . nJobs / (buf . lambda * (50 - buf. nJobs) ); 
return; 
double olread( ) 
{ 
int r f d, isum , n J ; 
double J sum; 
i f ((rfd = open ( " / innt / mem/cornil/usr/adm/daylist",0)) <:= 0) 
{ 
printf("Can't open daylist\n"); 
exit(); 
} 
JSUffl = 0 . 0; 
isum = 0 ; 
while(read(rfd,&nJ,2) > 0) 
{ 
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p_madel. c 
} 
f c o p y() 
{ 
} 
c l ose(rfd); 
return(Jsum / isum); 
re g ister int n .; 
int fdr, fdw; 
c h ar f b uf[BUFSIZEJ; 
fdr = open("/mnt / mem/cornil/usr/adm/daylist",0); 
fdw = open ( 11 /mnt / mem./cornil/1Jsr/adm./oldlist", 1); 
while((n = read ( fdr , &fbuf,BUFSIZE)) > 0) 
wr i te ( fdw, S,:fb uf, n ); 
close(fdr'); 
,: l ose(fdw ) ; 
exit ( ); 
I* 
* Computes mean reflexion t ime at ttye 
*I 
double reflx ( ) 
{ 
register i, n ; 
int f d; 
double mean, sum , lambda; 





i nt ti me[SMAXJ; 
} tbuf; 
I* Ttye reflexion times in (1/60) sec~ 
if( ( fd = open("/mnt/mem/cornil/usr/adm/ttyacc",0)) == -1) 
{ 
n = 0; 
printf ( "Can't open /mnt/mem/cornil/usr/adm/ttyacc\n"); 
exit(); 
} 
sum = O. 0; 
I* Computes mean reflexion time at ttye *I 
while(read(fd , &tbuf , sizeof(tbuf)) ) 0) 
{ 
fo r ( i==O ; i<SM,C,.X; i ++) 
i f ( t bu f . t i me [ i J ! = NULL) 
{ 
n++; 
surn =+ tbuf. t ime[iJ; 
} 




mean = sum / (n * 60); 
lambda= 1 / mean ; 
cio<;:,e ( f d ) ; 
return ( lambda) ; 
I * 
* Computes mean number of Jobs i n c p u queue . 
*I 
dc,uble cJcpu( ) 
{ 
} 
re g ister n ; 
int fd, n Ji 
doubie sum, mean; 
if ( (.P d == open("/mnt / mem./cornil/usr/adm./cpuJbs", 0)) == -1) 
{ 
n = 0; 
printf("Can 't o pe n / mnt / mem/cornil / usr/adm/cpuJbs\n"); 
exit(; ; 
} 
sum = O. 0; 
while ( rea d ( f d , 8mJ , 2) > 0 ) 
{ 




me a n = sum / n; 
r eturn (me an ); 
Page 10 : 
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p __ resp. c 
# 
/ 1i· 
* Use cc -0 p _resp . c lib . c 
* 
* For a g iven refle x ion i::1me , comput es response t im e for 
* a number of J o bs in the system v arying f rom the mean number 
* of Jobs ta the mean number of Job s (+/ - ) the standard deviation. 
* 
* Au thor 
* 
·li· / 
Corni l Dirk. 
#define SMAX 256 
#define NULL 0 
main ( ) 
{ 
r e giste, 1, n ; 
int fdi, fd2, inf, 
double sum, mE•an, 
nJ ob s ; 
sum2, tmp , 
double ec, var, sup; 




i nt time[SMAXJ; 
} b uf; 
lambda.; 
I* Tt ye reflexion times in (1/60) sec 
if((fdl = open("/mnt/ mem /cornil/usr/ adm /d aylist",O)) == - 1) 
{ 
p rint f("Can 1 t open /mnt/mem/ cornil/usr/adm/daylist\n"); 
exit(); 
} 
if((fd2 = open("/ mnt/mem/cornil/usr/adm/ttyacc",O)) == -1) 
{ 
n = 0; 
print f( 11 Can 1 t open / mnt /mem/ cornil/usr/adm/ttyacc\n"); 
ex it(); 
} 
sum = O. 0; 
sum2 = O. 0; 
I* Computes mean reflexion time at ttye *I 
while(read (fd2 , ~,buf , sizeof(buf)) ) 0) 
{ 
for ( i=O; i <: SMAX; i++) 
} 
i f ( b u f. t i me t i J ! = NULL ) 
{ 
n++; 
sum =+ buf. time[iJ; 
} 
mean = sum / (n * 60); 
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p_r esp. c 
l a mb da = 1 / me an ; 
n = 0 ; 
s u m = O. 0; 
I * Comp ute s mean number o f Jobs in the sy s t em *I 
IJJhi l e( re ad ( fd1. ,~~ n J obs,2 ) > 0) 
,. 
"t. 
s u m = + n J obs; 
n++ ., 
} 
mea n = s u m / n_; 
se e k ( fdL 0 , 0 ) ; 
whil e ( read (fdl , &nJobs , 2) > 0 ) 
sum2 =+ (nJob s - mean) * ( nJob s - mean); 
v ar == sum2 / n ; 
ec = sqrt (va r ) ; 
sup = mean + ec; 
tmp = mea n - ec ; 
wh i 1 e ( t mp > O. 0) 
{ 
i n f++; 
t mp =- 1 . 0; 
} 
printf( "Me an number o f Jo b s in the sy ste m: \ t~I. . 2 f\n" , mean); 
p r i ntf ( " Stan dard de v ia t io n : \t\ t\ t ï. . 2f\ n ", e c i ; 
pri nt f ("\ n ") ; 
f o r (i == inf ; i <: s u p; i++) 
Page 2 
printf( " Re s ponse t i me for ï. d J o b s : \t\ t ï. . 4f\tsec\n\n", i, (i / (la 
c l ose (f d1); 
cl o se (f d2 ) ; 
exit (); 
} 
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p_c oll. c 
# 
#d e f ine 
#d e fine 
:!=i=d efine 
# def i ne 
#def i ne 
#defin e 
#def i ne 
#define 
#define 
#-de f ine 
#de f ine 
#d e fine 
# def i ne 
#d efin e 
#d e fine 
int n ; 
str uc t 






* Col lect obs er v ed and me asu r e d v a lues and make 
* some computatio n s i n or der to appl y f urther mu l tivariate 
-~- te st s . 
·li-
·ii- ~\IJ t h o r Co rn il Dirk . 








PM 10 14 
PM11 15 
PM 14 18 
PM1 5 19 
PM17 2 1 
PM26 3 0 
NSER VERS 36 
{ 
d oub le ob s [MAX J; 
do ubl e mes [MAX J; 
d ou b l e di f f [MAX J; 
} st .::ï ;; [NSTATJ; 
vrange (); 
* p = n umb e r o f var iab le s *I 
* maxi mu m num ber o f o bservat i ons * I 
I* Current number of observations *I 
I* Observed value *I 
I* measured value *I 
I* Difference between obs[J & mes[J *I 





cmp e c ( ) ; 
I * 
* In or d er to ma ke further manipulations easier, 
* p ut measures and observations in a file. 
~-/ 
r e g ister i; 
i n t f d; 
s t ruct { 
Page 1 
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double m_util[NSERVERSJ; 
doubles util[NSERVER SJ ; 
d ou ble s _nJ c bs[NSER VERSJ; 
ci ou b le m_c pu J ; 
int nJobs; 
do uble lambda; 
dou b le s2utrat; 
double resp; 
} b uf; 
I* Measured utilizations *I 
I* Estimated utilizations *I 
I * 
* Estimated number of Jobs 
* in the server queues. 
*I 
I * 
* Measured number of Jobs 
* i n the cpu queue . 
*I 
I* Numbe r of Jobs in the system 
fd = open( "./ mn t/mem/cornil / usr/adm/cres 1" , 0) ; 
n = 0; 
while ( rea d(fd,& buf, size of ( b uf )) > 0 && n < NSTAT) 
{ 
for ( i =0; i (r-lSERVERS; i ++) 
{ 
if(i == CPU) 
{ 
stat[nJ . obs[OJ = buf. s_util[CPUJ; 
sta t[n J. rnes[OJ = buf . m_util[CPUJ; 
stat[nJ. diff[OJ = stat[nJ. obs[OJ - stat[nJ. mes[ 
} 
els e if <i==PMOO) 
{ 
stat[nJ . obs[1J = buf . s_util[PMOOJ; 
stat[nJ. mes[1J = buf. m_util[PMOOJ; 
stat[nJ . diff[1J = stat[nJ. obs[1J - stat[nJ. mes[ 
} 
else i f(i == PM02) 
{ 
stat [nJ . ob s [2J = buf . s_uti 1 [PM02J; 
stat[nJ. mes[2J = buf. m utilCPM02J; 
stat[nJ . diff[2J = stat[nJ . obs[2J - stat[nJ. mes[ 
} 
else if(i == PM06) 
{ 
stat[nJ. obs[3J = buf . s_util[PM06J; 
stat[nJ. mes[3J = buf. m_utilCPM06J; 
stat[nJ . diff[3J = stat[nJ. obs[3J - stat[nl . mes[ 
} 
else if_( i == PM08) 
{ 
stat[nJ. obs[4J = buf . s_utilCPMOBJ; 
stat[nJ. mes[4J = buf . m_util[PM08]; 
stat[nJ . diff[4J = stat[nJ . obs[4J - stattnJ. mes[ 
} 
else if( i == PM10) 
{ 
stat[nJ . obs[5J = buf. s_uti l CPM10J; 
stat[nJ . mes[5J = buf . m_utilCPM10J; 
stat[nJ. d iff[5J = statCnJ . obsC5J - statCnJ. mesr 




els e if(i == PM11 ) 
{ 
stat[ nJ . obs[6J = buf . s_util[PM11J; 
stat[nJ . mes[6J = buf . m_util[PM11J; 
stat[nJ . diff[6J = stat[nJ . obs[6] - stat[nJ . mes[ 
} 
else if(i == PM14) 
{ 
stat[nJ . obs[7J = buf . s_util[PM14J; 
stat[n J . mes[7J = bu f. m_util[PM 14J; 
stat [nJ . diff[ 7J = stat[nJ. obs[7J - stat[n] . mes[ 
} 
else ifCi == PM15) 
{ 
stat[nJ . obs[BJ = buf. s_util[PM15J; 
stat[nJ . mes[8J = buf . m_ut i lCPM15J; 
st a t[ nJ . diff[ BJ = stat[nJ . obs[BJ - stat[n].mes[ 
} 
else if ( i == PM17) 
{ 
s. tat[n J . obs[9J = buf . s_utilCPM17J; 
stat[nJ . rnes[9J = buf . rn util[PM17J; 
stat[nJ . diff[9J = stat[nJ. obs[9J - stat[nJ. mes[ 
} 
else if(i == PM26) 
{ 
} 
s ta t [ n J. o b s [ 10 J = bu f . s _ut i 1 CP M26 J; 
stat[nJ . mes[10J = buf. m_util[PM26J; 
stat[nJ . diff[lOJ = stat[nJ. obs[lOJ - statCnJ . me 
} 
stat[nJ . obs[11J = buf . s _nJobs[OJ; 
stat[nJ. rnes[11J = buf . m_cpuJ ; 





I* Computes mean of differences and put them in a file *I 
dcompute() 
{ 
register i, J, I<; 
int fd, fdc, -f dl ; 
double sum[MAXJ, mean[MAXJ; 
double a[MAXJ[MAXJ; 
fd = fcre("fmean"); 
fdc = fcre( "c a") ; 
fdl = fc re ("l a"); 
for(i=O; i<MAX ; i++) 
{ 
surn[iJ = O. 0; 
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} 
p __ CO 11. C 
far< J=O; J<MAX; J++) 
a Ci J C J J = O. 0; 
} 
fo r ( i=O; i <: n; i+ +) 
fo r ( ,i=O; J(l"-11:..X ; J++ i 
sum[JJ == + s ta t[iJ . diff C,J Ji 
f or ( i = 0; i <]'i A X ; i + + ) 
mean [iJ = su rn [iJ / n; 
write(fd, &m ean,96); 
close(fd); 
f or ( i=O; i<MAX; i + +) 
{ 
for ( J =·Oi J<l"IAX; J + +) 
{ 
} 
fo r ( k=Q _; k<n .; k++ ) 
{ 
} 
i f ( i === j ) 
a[i ][ J J =+ <stat[ k J . diff[iJ 
* (stat[kJ . diffCiJ 
else 
aCiJC J J =+ <stat[kJ . diffCiJ 
* ( stat[kJ . diffCJJ 
} 
f sa v e(fdc , f dl, a ); 
return ; 
/* Com pu tes mean of observed values for the p variables 
* and c o mp u tes a ls o su m o f s quares and product of deviates 
* f or th e m. 
*I 
mc om put e () 
{ 
re gist e r i, J, k; 
int fd, fdc, f d li 
dou b le sumct1A XJ, mean[ MAXJ ; 
double a[MAXJCMAXJ; 
fd = f c r e( "fmmean"); 
fd c = fc re (" ca2"); 
fdl = fcr e ( " la 2 ") ; 
for< i=O ; i <:MA X; i++) 
{ 
sum[iJ = O. 0; 
for·< J=O ; ,1 <MA X; ._1 + + ) 
a [i J [JJ = O. 0 ; 
} 
fo r ( i==O; i(n ; i ++) 
f or ( J==O ; J <MA:X ; J++ ) 
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mean[iJ) 
mean Ci J); 
meanCiJ) 
meant J J); 
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} 
p_c oll. c 
sum[JJ =+ stat[iJ . mes[JJ; 
printf ("M ean mesured utilization\n\11 11 ); 
fo r ( i = O i i <MA X; i ++ ) 
{ 
mean[ i J = sum[iJ / n ; 




for < i = O; i <MA X; i ++) 
{ 








a[iJ[J J =+ (stat[kJ. mes[iJ 
* ( stat[kJ . mesCiJ 
else 
a [ i J [ J J =+ ( s ta t C k J. mes C i J 
* <statCkJ. mes[JJ 
} 








* Computes mean observed utilizations for the p variables 




register 1, J , k; 
int fd , f dc:, fdli 
double sumct1AXJ, mean[l"IAXJ; 
double a[MAXJ[MAXJ; 
fd = fcre("fomean"); 
fdc = fcre("ca1") ; 
fdl = fcre("la1") ; 
for ( i=O; i<:MAX; i++) 
{ 
sum[ iJ = O. 0; 
for( J=O; J-Cl"IAX; J++) 
a [ i J [ J J = O. Q _; 
} 
"98 1 i6 : ~!8 
n ro,11,. 
" -"' .. ' 1,. 




for ( i=O ; i<n; i++) 
fo r ( .1=0; J<:t1/,:r:; J++i 
sum[J] =+ s tat[iJ . obs[JJi 
printf( " l"lean observ ed u t il izat io ns\n"i; 
for ( i=O.; i<:MAX ; i++) 
mean[iJ = su m[ iJ / n ; 
pr int f("U:i:.d : \tï... 8f\n", i,mean[i J) ; 
} 
wri te ( fd,&mean,96); 
c:lose(fd ) ; 
fo r ( i=O .; i<l"lA X; i++) 
{ 
fo r ( .i = O; ,1<MAX; .i++ ) 
{ 
} 
for ( k = O.; k<:n; k++ ) 
{ 
} 
if ( i == J ) 
a[iJ[JJ =+ (statCkJ . obs[iJ 
* (stat[kJ. obs[iJ 
else 
a [ i J [ J J =+ ( s ta t C k J. o b s [ i J 
* (stat[kJ . obs[JJ 
} 
fsave(fdc, fdl, a) ; 
return ; 
register i, J i 
double mean[MAXJ, v ar[MAXJ, sum[MAXJ , ec[MAXJ; 
doub le sq_rt() ; 
for ( i =O ; i ·=::MA X; i + + ) 
{ 
süm [ i J = O. 0; 
fo r ( J=O; .i-=:n; ,J++) 
sum[i] =+ stat[JJ . diff[i]; 
mean[iJ = sum[iJ / n; 
printf("mdiff[ï.dJ : \tï. . Sf\n", i, mean[iJ); 
} 
for ( i=O; i<:MAX; i++) 
{ 
var[iJ = O. 0; 
for< J=O; J < n; J++) 
var[iJ =+ (stat[JJ . diff[iJ - mean[iJ) 
* (stat[JJ. diff[iJ meanCiJ); 
var[iJ =/ n ; 
ec[i] = sqrt(var[iJ); 


















FU N - Computer Sc i ence Lab - UNIX system 
Use e xec compute. f or, sys : imsl/s earch 
Program run n i ng on DEC 2060 




file corn24. don (ma trix 1 of sum of squares and 
pr o duct of deviates f or population 1) 
file corn25. don (matrix 2 of sum of squares and 








Inp ,_i t and output on files in 
f ile c orn26. d on (i nversion of 
file ,, ·-cornr.::.. 1 . don (inversion of 
file c orn29 . don (inversi on of 
c Author 
C 
Lam bion Patrick & Cornil Dirk . 
integer itm p1, itmp2, itmp3 , itmp4 
integ er i er 
r eal dl, d2, de, dal, da2 
ASCII mo de. 
ma tr· i i: 1 ) 
matrix 2) 
matrix 1 + 
real a1(1.2,12), a2(12,12), sa1(12,12), sa2(12,12) 
real suma ( 12, 12), e(12, 12), s ums(12, 12), tmp(12, 12) 
real ssmus(12, 12), i1( 12 , 12), i2(1 2, 12) 
real wkarea(26), b(12) 
10 fo r mat ( f15 . 8) 
11 format(e20. 15) 
20 f ormat(lOflO. 5) 
30 format(12f10 . 5) 
40 f ormat(i5) 
50 format (' Erreur No 1 > 
matrix 
o pen(unit = 2 4, device = 'dsk ', file = 'corn24. don' , access='seqin') 
open(unit=25 , device='dsk ' , fil e= ' corn25. don 1, access='seqin 1 j 
2) 
open(unit=26 , devi c e = ' dsk ', file='corn26. don' , access='seqout') 
open(unit=27, device='dsk ', fil e= ' corn27 . don ' , access='seqout') 
open(unit=28, device='dsk ', file='corn28 . don', access='seq_out') 
open(unit=29, device = 'd s k ', fi le= 'corn 29 . don', access = 's e q_out ' ) 
open ( unit=30, device='dsk ', file='corn30. don ' , access = 'seqout') 
do 1 00 i t m p 1 = 1, 12., 1 
do 100 itmp2=1, 12, 1 
read ( 24 , 10) a1(itmp1, itmp2) 
100 continue 
110 
1 1 1 
format ( ' I , 12e10. 3) 
format ( ' orig i ne 24') 
wr i te ( 5, 1 1 1 ) 
wr i te(5 , 110) al 
do 200 i tmp1= 1, 12, 1 
do 2 00 itmp2=1 ., 12, 1 
r e ad(25, 10) a2(itmp1, itmp2) 
200 continue 
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p_c omp. for 
21 0 
2i 1 
fo rmat( ' 
f ormat (' 
writ e(5, 
write ( 5 , 
',12e10 . 3) 
origine 25' ) 
211 ) 
21 0) a2 
'-. 
Substitute full symetric storage by sym e tric s t orage 
Il'•iSL 
cal 1 VCVTFS (aL 12, 
call VCVTFS(a2 .. 12, 
12, sal) 
12, sa2) 
... . Add full symetric matrix al to symtric s t o r ed matrix sa2 
c : IMSL 
call VUAFS ( al, 12 .. 12, sa2 ., suma ., 12) 
do 300 i tmpl = 1, 12, 1 
do 300 it'mp2 = 1, 12 .. 1 
sums(itmpl, itmp2 ) = suma ( itmpl, itmp2) / 11. 
e(itmpl, itmp2) =: suma (itmp L itmp2) / 2 . 
suma(itmp1, itmp2 ) = suma(itmpl, itmp 2 ) * 10 . 
300 continue 
do 310 itmpi = L 12, 1 
do 310 i tmp2=1, 12, 1 
c : Mul t i l p y matrix by 10 ** 4 because of p recision problems 
e ( itmp 1, itmp2) =e( i tm p l, itmp2) * 10000. 
al ( itmp 1, itmp2)=a1 ( i tmp1, itmp2) * 10000. 
a2 ( itmp.1., itmp2) =a2 ( it:mp i, i tm p2 ) * 10000. 
sL1rr,a ( it.mpL itmp2)=suma(itmpL i tmp2 ) * 10000. 
sums ( i tmp 1, i t:mp 2) =sums ( i tm p 1, i t mp2) * 10000. 
31 0 continue 
dl= 5 
c : computes inverse and det erm inant of matrix e 
c: IMSL 
call LINV3F(e, b, L 12, 12, dl, d2 , wkar e a, ier) 
if ( ier . NE. 0) write(3, 5 0 ) 
write ( 3, 11) dl 
write(3, 11> d2 
de= dl * (2 ** d2 ) 
dl= 5 
call L!NV3F(a1, b, 1, 12, 12, dl, d2, wkar ea , i er) 
if ( ier . NE . 0) wr· ite(3, 50) 
dal =dl* (2 ** d2) 
dl = 4 
call LINV3F Ca2, b , 1, 12, t2, d1, d2 , wkarea , ier) 
i f ( ie r . NE . 0 ) write(3 , 50) 
da 2 = dl* (2 ** d2) 
dl = - 1 . 0 
c a 1 1 LI NV3F ( su ma, b , ;. , 12, d 1, d 2 ; t•J k a _r e a , i e r ) 
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p_comp. for 
i f ( ier . I\IE . 0) write( 3 , 50) 
d 1 = - 1. 0 
ca l l LI NV3F( s u ms, b, 1, 12 , 12, dl, d2 , wk area , ier ) 
i f ( j e r . t,1 E . 0 ) w r i t e ( 3 , 5 0 ) 
do 320 itmp1 == 1... 12, 1 
do 3 20 itmp2=1.. 12, 1 
e (i tmp l , i t mp2. ) =e( itmpL itmp 2 ) * 10000. 
a1 ( itmp 1, itmp2 ) = a1( itm p L itmp2) * 10000 . 
a2 ( itmp 1, i tmp2 ) =a2 ( itmp1 , i t mp2) * 10000. 
~-uma ( i tmpl, itmp 2 ) =suma(itmpL itmp2 ) * 10000. 
sums ( itmp L itmp2 ) = s urns ( i t mp 1 , i tmp2 ) * 10000. 
3 20 continue 
-:2'l J l/CVTF S <su ms, 12, 12 , ssums ) 
c : Mu l tip:i.y m""t , ir. su ms b y mat ri x sa1 
c : I MSL 
1010 
10 20 
10 3 0 
1040 




ca ll VMULFS ( s u ms , s a . .. l ;;:.: .. 
call VMULFS ( tmp, SS U <n S.- 1 '") .!.::..> 
c a l l VMULFS<sums , sa2, 12 , 
ca l l v mulf s(tmp , ss ums, 
f ormat ( ' 
wri t e ( 5, 
format (' 
1.1rr i te ( 5, 
f or ma t (' 
wr i t e ( 5 , 
DE= ' , ei0.3) 
101 0) d e 
DA 1 = ' e10 . 3 ) 
1 0 2 0 ) d a 1 
da 2 =, ' e1 0 . 3) 
1030) da 2 
format (' l"IA TRIC E Al ') 
writ e (5, 1040) 
call aff i ch(26, al ) 
f or ma t( ' MA TRICE A2 ') 
write(5 , 10 50) 
u ll l affic h( 2 7, a 2) 
f ormat ( ' MATRI CEE ' ) 
write (5, 1060 ) 
c all affich ( 28, e ) 
format ( ' MATRICE SUMA ' ) 
wr ite(5, 1070) 
call a ff i ch ( 2 9, suma) 
form a t ( ' MATR I CE SUMS ' ) 
writ e( 5 , 1080) 
call aff ic h(30, sums ) 
E ~: :.J 






subro1Jti ne affich( a rg L arg2) 
integer argl 
real ar-g2( 12 , 12) 
int e g e r i t mp 1, i t mp 2 
2 0 form a t(' 1 ,f20. 7) 
30 f ormat(' ', 12e10.3) 
• 'î l. C., t mp, 
12 , i 1, 
12 , tmp , 
12, . "") l c:.., 









write ( 5, arg 2 
do 100 itmpl = 1 , 
do 100 itmp2 = 1, 
12, .1. 
12, 1 




,...,,... \ , .. , , . + ., 
2 u I a r g c:: , i . ,.; m p 1 , itmp2) 
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