Abstract. In this paper, we survey some recent progress on analytic theory of partial differential equations.
Introduction
We [19] where a k = a k (t,z) are holomorphic functions for (t,z) ∈ Σ, where Σ is a region on C 2 . When t and z are real variables, Hilbert's 19-th problem conjectures that if all a k = a k (t,z) are analytic on t and z, then any solution u = u(t,z) of an elliptic equation of the form (1.1) also is analytic on its existing region, which was confirmed by S. N. Bernsteȋn [3] provided one knows that u ∈ C 3 .
H. Lewy [23] , using the solvability of the initial value problem for hyperbolic equations, gave a simple proof by extending t and z to a domain of C 2 . Further, I. G. Petrovskiȋ [29] extended this result to general non-linear elliptic systems. It also is known that all regular solutions of linear elliptic equations of the second order have bounded derivatives up to order k, provided all coefficients have bounded derivatives up to order k.
We follow Lewy's idea to study the Eq. (1.1) on a region Σ ⊆ C 2 .
Linear partial differential equations of second order related to Bessel functions
To explain our idea clearly, here we examine the following special differential equation: 
G. Valiron [34] showed that each transcendental entire solution of a homogeneous linear ordinary differential equation with polynomial coefficients is of finite positive order. However, Theorem 2.1 shows that Valiron's theorem is not true for general partial differential equations. Here we exhibit another example that the following equation
has an entire solution exp(te z ) of infinite order. 
A linear homogeneous partial differential equation with entire solutions represented by Bessel polynomials
As a further illustration of this observation, here we study the following special case of the Eq. (1.1) with a 6 = 0
Let us consider the Bessel polynomials
which satisfy the differential equation
The question of formal expansions
has been asked and answered already by Krall and Frink [21] . P. Rusev [31] indicates sufficient conditions for the convergence of series in Bessel polynomials, similar to those corresponding to series in Jacobi polynomials inside an ellipse with foci at 1 and −1.
However, the determination of necessary and sufficient conditions on f (t), for the convergence, or the summability to f (t) of the series appears to be an open problem (see [8] ).
This problem has an answer if we study functions f (t,z) of two variables replacing f (t), and is closely related to the partial differential equation (3.1). 
For an entire function of several variables, little are known for determining relations between its growth and the coefficients of Taylor expansion, except for the Cauchy's inequality. However, for an entire solution of (3.1), or equivalently, the entire function (3.3) satisfying (3.4), we can prove an analogue of Lindelöf-Pringsheim theorem determining order of the function by using its coefficients c n :
is an entire solution of (3.1) defined by (3.3) and (3.4), then
By using Theorem 3.1 and Theorem 3.2, we can construct entire solutions of (3.1) with arbitrary order. We also have an analogue of Lindelöf-Pringsheim theorem determining the type of an entire function:
Here we note that in the original Lindelöf-Pringsheim theorem on entire functions of one variable, those formulae do not contain the factors 2. If f (t,z) is an entire solution of (2. 
W. H. J. Fuchs [7] asked whether formulations of the Wiman-Valiron method, applicable to entire functions of a single variable, might be generalized to entire functions of two variables. Schumitzky's thesis (see [32, 33] ), which develops Rosenbloom's probabilistic methods [30] , was in part the prompt for Fuchs's question. One of the main results is an inequality for the maximum modulus of an entire functions of two complex variables (in fact, Schumitzky deals with the general n-variable case) in terms of the maximum term of the Taylor series of the function. Fenton [6] gave an alternative account of Wiman-Valiron theory by way of comparison series following from Hayman [9] that allows, among other things, a sharpening of the Schumitzky's inequality. However, we can do this job better for the entire solutions of (3.1). Following Wiman-Valiron theory, for r ≥ 0 we define the maximum term 
For more detail, see [20] .
4 Linear partial differential equations of second order related to orthogonal polynomials
Main results
We consider a special form of the partial differential equation (1.1) as follows:
where α( ≡ 0), β are polynomials of t satisfying the conditions:
(A) Take two polynomials
such that the ordinary differential equation of second order
has a polynomial solution Q n (t) of degree n for each n ≥ 0.
In fact, up to a complex linear change of variable, the only polynomial set {Q n (t)} ∞ n=0 in the Assumption (A) are For example, Q n (t) = t n satisfies the differential equation
where α(t) = t 2 , β(t) = −t, and (4.1) becomes the following form
which has meromorphic solutions f (zt), where f is any meromorphic function on C. Generally, we can characterize all entire solutions of the partial differential equation By using asymptotic formula of Q n (t), we easily change the condition (4.5) into a restricting condition on the coefficients c n only. For example, when Q n (t) = P (λ,µ) n (t) are Jacobi polynomials in which the partial differential equation (4.1) is of the following form If we weaken the condition (4.5) by choosing c n such that the series (4.4) converges in a domain Ω ⊂ C 2 , the function f (t,z), called a generating function of polynomials Q n (t), still is a solution of (4.1). Thus (4.1) serves as a partial differential equation of generating functions for the above special functions. where
, and there exists a nonconstant polynomial β satisfying (4.9); (d) there exist a nonconstant polynomial β satisfying (4.9) such that for some constant b ∈ {0,1},
For more detail, see [15] .
An example
Here we consider a special case. In the Assumption (A), the following case
where λ,µ > −1, is associated to the Jacobi polynomial Q n (t) = P (λ,µ) n (t), which satisfies 
Recently, we [14] For further examples, see [35] .
A general uniqueness theorem
We study meromorphic solutions of linear partial differential equations of the second order in m (≥ 1) independent complex variables
where
where Σ is a region on C m . To state the uniqueness theorem, we abbreviate
and set
which satisfy the following simple properties
for a constant λ. We make the following assumption:
(D) All coefficients a k , a j,k in (5.1) are polynomials and when a 0 =0 there are no nonconstant polynomials u satisfying the system
Theorem 5.1 (see [11] 
, and there exists a nonconstant polynomial γ satisfying
A part of Theorem 5.1 was given by Hu-Yang [19] . For the cases (a), (b), (c) and (d), g is a Möbius transformation of f , but it is not true for the cases (e) and (f). Further, we note that γ is a solution of the system (5.3) if and only if −γ is a solution of the system (5.4). In this sense, the systems (5.3) and (5.4) are equivalent.
The condition (D) is necessary. For example, we consider the differential equation The cases (b), (c) in Theorem 5.1 may happen. For example, we consider the differential equation (cf. [19] )
which has an entire solution of order 1
Let's compare f with the following entire function of order 1
Obviously, f and g share 0, 1, −1, ∞ counting multiplicity, and satisfy g f = 1. Now the differential equation (5.2) has the form u tt +u zz −u t +u Obviously, f and g share 0, 1, ∞ counting multiplicity, and satisfy the equation Remark 5.1. We gave examples to show that when a 0 =0, the cases (e), (f) in Theorem 5.1 may be ruled out.
Remark 5.2.
We can obtain similar result for certain non-linear partial differential equations. For example, see [12] .
