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Abstract
The paper characterizes some classes of pseudo-differential operators for which there are (or
there are not) non-constant bounded harmonic functions. Non-local perturbations of
Ornstein–Uhlenbeck operators and operators with dissipative coefﬁcients are considered.
The methods used are probabilistic and based on the concept of absorption function and on a
new extension of the Bismut–Elworthy–Li formula. The probabilistic interpretation of the
Liouville theorem by means of absorption functions for general Markov processes is given as
well.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let L be the Laplace operator on Rn: The classical Liouville theorem states that if
for a bounded C2-function u;
LuðxÞ ¼ 0; xARn; ð1:1Þ
then u is constant on Rn: More generally, let L be a differential or pseudo-differential
operator on Rn: A regular function u :Rn-R is said to be harmonic for L if (1.1)
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holds. One says that the Liouville theorem holds for L or that the operator L has the
Liouville property if all bounded harmonic functions for L are constant.
Liouville theorems have been particularly investigated for various classes of
second-order elliptic operators L on Rn or more generally on a differentiable
manifold E (see for instance [2,11,6,12,17,18,36,39,44,55]).
In the present paper, we obtain several results on the Liouville property for non-
local operators of pseudo-differential type. To the best of our knowledge only paper
[3] by Barlow et al. deals with the Liouville property for speciﬁc non-local operators.
We treat pseudo-differential operators of the form
LuðxÞ ¼ 1
2
TrðQðxÞD2uðxÞÞ þ/FðxÞ; DuðxÞSþ L1uðxÞ; ð1:2Þ
where
L1uðxÞ ¼
Z
Rn
½uðx þ yÞ  uðxÞ  Ifjyjp1gðyÞ/y; DuðxÞSMðx; dyÞ: ð1:3Þ
Here Ifjyjp1g is the indicator function of the closed unit ball, F is a vector valued
function, Q; C are matrix valued functions and Mðx; Þ are measures such thatZ
Rn
ð14jyj2ÞMðx; dyÞoN; xARn: ð1:4Þ
In coordinates the local part of L can be rewritten as
Xn
i;j¼1
QijðxÞ@ijuðxÞ þ
Xn
i¼1
FiðxÞ@iuðxÞ:
Note that, by a proper choice of the measures Mðx; Þ; the integro-differential
operator L1 can be identiﬁed as the fractional power of an elliptic operator. In
particular, if Mðx; dyÞ ¼ cjyjnþa dy; aAð0; 2Þ; where c is a constant, then the symbol of
L1 is jlja; lARn (see [32]). Operators like L are intensively investigated (see for
instance [1,4,37,42,49–52,54,56] and the references therein). For the representation of
L in terms of symbols, see [32].
The classical Liouville theorem for the Laplace operator can be equivalently
formulated in terms of the heat semigroup Pt;
PtuðxÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð2ptÞnp
Z
Rn
uðyÞe
jxyj2
2t dy; t40; P0uðxÞ ¼ uðxÞ; xARn;
namely, if for a bounded Borel function u; PtuðxÞ ¼ uðxÞ for all tX0; xARn; then u
is constant on Rn: In this paper, we will treat pseudo-differential operators L given
by (1.2) for which the associated parabolic Cauchy problem
@tvðt; xÞ ¼ Lvðt; xÞ; t40; vð0; xÞ ¼ uðxÞ; xARn; ð1:5Þ
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is well posed. That is, there exists a family Pt ¼ PLt of linear operators, acting on the
space BbðRnÞ of bounded real Borel functions, such that solutions v are of the form
vðt; xÞ ¼ PtuðxÞ; tX0; xARn;
for smooth functions u; i.e., uAC2bðRnÞ: We call this family Pt the fundamental
semigroup for the operator L: In the context of operators more general than the
elliptic ones, it is convenient to use a more general concept of harmonicity. We say
that a function h is a bounded harmonic function for L if it is bounded and invariant
for PLt ; i.e.,
PLt h ¼ h; tX0: ð1:6Þ
Note that the two deﬁnitions of harmonic functions coincide for a large class of
pseudo-differential operators, in particular for strongly elliptic operators (see [44]).
Observe that in the case of ﬁrst-order operators the semigroup deﬁnition is more
general.
Our main results are presented in Sections 3–5. Sections 3 and 4 concern Ornstein–
Uhlenbeck type operators with constant and variable coefﬁcients. Different sufﬁcient
conditions of dissipative type for the validity of the Liouville theorem are formulated
in Section 5. In that section, the main tool is a generalization of the so-called Bismut–
Elworthy–Li formula for the gradient of the solution v of (1.5) (see Theorem 5.1).
We use probabilistic methods and in particular the fact that the fundamental
semigroups of a large class of operators L are transition semigroups of Markov
processes (see [22] and [9]).
The content of the paper is as follows.
In Section 2, we recall basic facts on stochastic Ito equations with Le´vy noise and
transition semigroups of their solutions. We also return to the concept of
harmonicity. The operators L studied in Sections 3 and 4 have the FðxÞ coefﬁcient
of the form
FðxÞ ¼ Ax þ GðxÞ; xARn; ð1:7Þ
where A is an n  n matrix, i.e., the linearization of F : If in addition QðxÞ ¼
Q; GðxÞ ¼ a and Mðx; Þ ¼ 0 for each xARn; then the operator L in (1.2) becomes
the Ornstein–Uhlenbeck operator
LuðxÞ ¼ 1
2
TrðQD2uðxÞÞ þ/Ax þ a; DuðxÞS:
Our ﬁrst result (see Theorem 3.1) gives necessary and sufﬁcient conditions for L to
have the Liouville property directly in terms of the matrices A and Q and the vector
a: The control theoretic interpretation of this result is given as well. In the special
case of R2 and assuming that Q is positive deﬁnite, the theorem follows by the results
in [18], characterizing the Martin boundary for two-dimensional Ornstein–
Uhlenbeck operators.
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Liouville theorems for general Ornstein–Uhlenbeck type operators L; with non-
zero Le´vy measure M; i.e.,
QðxÞ ¼ Q; GðxÞ ¼ a; Mðx; Þ ¼ M;
for each xARn; are formulated as Theorems 3.5 and 3.8. In several cases, we give
explicit analytic formulas for non-constant bounded harmonic functions (see in
particular Proposition 3.6 and Lemma 3.7).
In Section 4, we give sufﬁcient conditions for existence of non-constant bounded
harmonic functions for general pseudo-differential operators given by (1.2) with F as
in (1.7) (see Theorem 4.1). Under suitable assumptions on the coefﬁcients and the
family of measures Mðx; Þ; we construct probabilistically non-constant bounded
harmonic functions for L: This is done by means of the concept of absorption
function (see (4.4)).
In Section 5, we ﬁrst establish a Bismut–Elworthy–Li type formula for non-local
operators L: Then we deduce from it conditions for the Liouville theorem to hold.
These conditions involve a dissipativity relation on the coefﬁcients of L:
The Liouville property is closely related to the asymptotic behavior of the
corresponding Markov process Xt: This is well exempliﬁed by the concept of
absorption function (see [44,2] and Lemma 4.2). A general characterization of strong
Feller, irreducible Markov semigroups with the Liouville property in terms of
absorption functions is given in Section 6. In fact we extend a similar theorem
established in Chapter 9 of [44] for non-degenerate diffusions. Our probabilistic
approach differs from the one in [44]. Due to the generality of the result additional
measurability problems have been solved.
As we mentioned before, Barlow et al. [3] states some sufﬁcient conditions for the
jump operator L1 in (1.3) to have the Liouville property. In [3] it is assumed that the
measures Mðx; Þ are symmetric and comparable with 1jxyjnþ1 for small jx  yj:
We also mention that the Liouville theorem for any convolution semigroup can be
deduced from [16,27, p. 382].
For connections between Liouville theorems, recurrence and Martin boundary,
see for instance [9,18,23,38,44] and Remark 3.3.
In a forthcoming paper, we will investigate some Liouville theorems in inﬁnite
dimensions; preliminary results in this direction are contained in [47]. Remark that
Ornstein–Uhlenbeck operators are investigated also in inﬁnite dimensions, see for
instance [10,15,20,28,41,47,48,58]. A challenging task would be to apply other
probabilistic techniques, based on Malliavin calculus (see [8,37,43]) or on coupling
(see [14,55]) to non-local operators.
2. Basic concepts
We denote by j  j and /; S the Euclidean norm and inner product of any Rn;
nAN:
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CbðRnÞ (resp. BbðRnÞ) stands for the Banach space of all continuous (resp. Borel)
and bounded functions f :Rn-R; endowed with the sup norm: jjf jj0 ¼
supxARn jf ðxÞj:
The s-algebra of all Borel subsets of Rn will be denoted by BðRnÞ: For any CCRn;
the indicator function IC is deﬁned as ICðxÞ ¼ 1; xAC; ICðxÞ ¼ 0; xeC:
CkðRn;RmÞ denotes the space of all functions f :Rn-Rm which are differentiable
(in the Fre´chet sense) up to order kX1 and have all Fre´chet derivatives continuous
on Rn up to order k: CkbðRn;RmÞ consists of all k-times differentiable functions f ;
whose derivatives are continuous and bounded on Rn up to order k:
We denote by Df and D2f the ﬁrst and second Fre´chet derivative of
fAC2ðRn;RmÞ: Moreover, we set CkðRn;RÞ ¼ CkðRnÞ; CkbðRn;RÞ ¼ CkbðRnÞ and
CNb ðRnÞ ¼
T
kX1 C
k
bðRnÞ:
LðRn;RmÞ stands for the space of all m  n real matrices. Let AALðRn;RnÞ ¼
LðRnÞ: We indicate by sðAÞCC the spectrum of A and by A the transposed matrix
of A: Moreover jjAjj is the Hilbert–Schmidt norm of A: jjAjj ¼ ðPnk¼1 jAekj2Þ1=2;
where ðekÞ is the canonical (orthonormal) basis of Rn:
Let Q be a real symmetric n  n matrix, i.e., Q ¼ Q; which is also non-negative
deﬁnite, i.e., /Qx; xSX0; xARn; we denote by Nðx; QÞ the Gaussian measure on
BðRnÞ; with mean xARn and covariance operator Q:
2.1. Stochastic equations and bounded harmonic functions
We recall basic facts on Le´vy processes (see [5,49] for more details). A Le´vy process
Zt; tX0; is an Rn-valued process deﬁned on some stochastic basis
ðO;F; ðFtÞtX0; PÞ; having stationary independent increments, ca`dla`g trajectories
and such that Z0 ¼ 0: The characteristic function, or Fourier transform, of the law nt
of Zt is given by
#ntðhÞ ¼
Z
Rn
ei/y;hSntðdyÞ ¼ expðtcðhÞÞ; hARn; ð2:1Þ
where the function c is also called the exponent of Zt: The following Le´vy–
Khintchine representation for c holds
cðsÞ ¼ 1
2
/Qs; sS i/a; sS
Z
Rn
ðei/s;yS  1
 i/s; ySIfjyjp1gðyÞÞMðdyÞ; sARn; ð2:2Þ
where aARn; Q is a symmetric non-negative matrix and M is the Le´vy measure
associated to Zt; i.e., M is a s-ﬁnite measure on Rn; such that
Mðf0gÞ ¼ 0;
Z
Rn
ð14jyj2ÞMðdyÞoN: ð2:3Þ
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The triplet ðQ; a; MÞ which gives (2.2) is unique. Moreover, the process Zt can be
represented as
Zt ¼ at þ BWt þ Z 0t ; tX0; ð2:4Þ
where BALðRnÞ; BB ¼ Q; Wt is a standard Rn-valued Wiener process and Z 0t is a
Le´vy jump process. The processes Wt and Z
0
t are independent and
Z 0t ¼
X
0ospt
DZs; ð2:5Þ
where DZt ¼ Zt  Zt and Zs ¼ limh-0 Zsþh denotes the left limit of Zs: We set
Z 0t ¼ Z1t þ Z2t where Z1t ¼
X
0ospt; jDZsjp1
DZs; Z2t ¼
X
0ospt; jDZsj41
DZs: ð2:6Þ
Recall that Z1t  EZ1t is a p-integrable martingale, for any pX1; and Z2t is a process
having paths of bounded variation on each bounded interval.
The Poisson random measure m associated to Zt is deﬁned by
mð½r; t  GÞ ¼
X
rpspt
IGðDZsÞ; ð2:7Þ
for any 0orpt; G Borel set in Rn\f0g (see for instance [33,49], or [31]).
Consider now a stochastic differential equation of the form:
dXt ¼ FðXtÞ dt þ BðXtÞ dWt þ CðXtÞ dZ 0t ; X0 ¼ xARn; tX0; ð2:8Þ
where Wt is a standard R
n-valued Wiener process and Z 0t is a R
n-valued Le´vy
process, without any Gaussian component, compare with (2.4). The processes Wt
and Z 0t are assumed to be independent. Eq. (2.8) has received a lot of attention (see
for instance [8,29,31,33,37,42,45,54] and the references therein).
We consider coefﬁcients F :Rn-Rn; B; C :Rn-LðRnÞ: Moreover, we assume
that they are Lipschitz continuous on Rn: Then Eq. (2.8), interpreted as the integral
one,
X xt ¼ x þ
Z t
0
FðX xs Þ ds þ
Z t
0
BðX xs Þ dWs þ
Z t
0
CðX xsÞ dZ 0s ; ð2:9Þ
has a unique Ft-adapted, ca`dla`g solution X
x
t (see [45, Chapter 5, 5]). Remark that
the last stochastic integral, with respect to Z 0t ; is the sum of two integrals: one with
respect to a square-integrable martingale analogous to the stochastic integral with
respect to the Wiener process and the other one which is a Lebesgue–Stieltjes integral
deﬁned path-wise.
Let X xt denote the solution of Eq. (2.8). For all Borel bounded functions u set
PtuðxÞ ¼ EuðX xt Þ; xARn; tX0: ð2:10Þ
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The family of operators Pt; tX0; forms a semigroup of bounded linear operators on
BbðRnÞ: We assume additional conditions on the coefﬁcients in (2.8), i.e.,
Hypothesis 2.1. The mappings F ; B and C have first and second bounded and
continuous derivatives on Rn:
Under Hypothesis 2.1 one proves that Pt is the fundamental semigroup for the non-
local operator L;
LuðxÞ ¼ 1
2
TrðQðxÞD2uðxÞÞ þ/FðxÞ; DuðxÞ
þ
Z
Rn
½uðx þ yÞ  uðxÞ  Ifjyjp1gðyÞ/y; DuðxÞSMðx; dyÞ; ð2:11Þ
with
QðxÞ ¼ BðxÞBðxÞ; Mðx;GÞ ¼ MðfyARn: CðxÞyAGgÞ; GABðRnÞ;
see in particular Corollary 7 in [29, p. 176], and also Propositions 5.6.9–5.6.11 in [7].
Note that the Taylor formula shows that (2.11) is meaningful, for any uAC2bðRnÞ:
The semigroup Pt is also Feller (see [7]) in the sense that it transforms bounded and
continuous functions u into bounded and continuous functions Ptu:
We could also start directly from the operator L in (2.11), assuming that there
exists B :Rn-LðRnÞ; Lipschitz continuous on Rn; such that BðxÞBðxÞ ¼
QðxÞ; xARn: This is veriﬁed in the following cases: QðxÞ is Lipschitz continuous
and coercive, uniformly in x; QðxÞ is possibly degenerate but QAC2ðRn;LðRnÞÞ;
with ﬁrst and second bounded derivatives (see for instance [31]).
Let Pt be the fundamental semigroup associated to L: A bounded Borel map u is
said to be a bounded harmonic function for Pt; brieﬂy BHF for Pt; if
PtuðxÞ ¼ uðxÞ; tX0; xARn: ð2:12Þ
We also say that u is a BHF for L: Note that if uAC2bðRnÞ then u is a BHF for Pt if
and only if LuðxÞ ¼ 0; xARn:
The introduced concept of harmonicity requires measurability rather than
continuity or differentiability from harmonic functions and in this respect is more
general than the classical one. A more general deﬁnition of BHF is given in Section 6.
It is easy to construct ﬁrst-order operators L such that the indicator function of a
one point set is harmonic and for which continuous and bounded harmonic
functions are constant.
The fundamental semigroup Pt can be written as
Pt f ðxÞ ¼
Z
Rn
f ðyÞpðt; x; dyÞ; tX0; xARn;
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fABbðRnÞ; where pðt; x; Þ is a probability measure on BðRnÞ; pðt; x;GÞ ¼ PðX xt AGÞ;
for any Borel set G: Now take any probability measure n on BðRnÞ and deﬁne
Pt nðGÞ ¼
Z
Rn
pðt; x;GÞnðdxÞ; tX0:
Then Pt n is again a probability measure on BðRnÞ: If Pt n ¼ n; tX0; then n is said to
be invariant for Pt : One can check that n is invariant for P

t if and only if L
n ¼ 0 in
the sense Z
Rn
LfðxÞnðdxÞ ¼ 0; fACN0 ðRnÞ: ð2:13Þ
Thus, we also say that the measure n is harmonic for L: One can easily prove that if n
is the unique harmonic measure for L and its support is the whole Rn then all
continuous and bounded harmonic functions for L are constant.
Remark 2.1. We could also treat more general equations than (2.9), namely,
X xt ¼ x þ
Z t
0
FðX xs Þ ds þ
Z t
0
BðX xs Þ dWs þ
Z t
0
Z
Rn
CðX xs; yÞmðds; dyÞ;
where C :Rn  Rn-Rn is Lipschitz continuous in the ﬁrst variable, uniformly with
respect to the second one, and m is deﬁned in (2.7). The results of Sections 4 and 5
could be adapted to cover this case; however for the sake of simplicity we will only
consider equations like (2.9).
In addition, we could consider processes Wt and Z
0
t in (2.9) with values in R
m and
B and C with values in LðRm;RnÞ: We avoid this case only for simplicity of
notation.
3. Bounded harmonic functions for Ornstein–Uhlenbeck operators
In this section, we investigate the Liouville property for operators like
LuðxÞ ¼ 1
2
TrðQD2uðxÞÞ þ/Ax þ a; DuðxÞS
þ
Z
Rn
½uðx þ yÞ  uðxÞ  Ifjyjp1gðyÞ/y; DuðxÞSMðdyÞ; ð3:1Þ
where Q and A are matrices, aARn; Q is a symmetric non-negative
matrix, uAC2bðRnÞ; and M is a non-negative measure on Rn such that (2.3) holds.
Note that the value Mðf0gÞ has no inﬂuence on the operator L: Operators
of this type are called Ornstein–Uhlenbeck type operators. If M ¼ 0; then the
operator L is local.
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3.1. Local Ornstein–Uhlenbeck operators
In this subsection, we assume that M ¼ 0 and so we deal with
LuðxÞ ¼ 1
2
TrðQD2uðxÞÞ þ/Ax þ a; DuðxÞS; xARn: ð3:2Þ
We consider ﬁrst this case because our characterization is complete in this situation
and the result has a control theoretic interpretation. We say that a control system
on Rn:
d
dt
yðtÞ ¼ AyðtÞ þ QuðtÞ; yð0Þ ¼ xARn; tX0; ð3:3Þ
is controllable with vanishing energy if for arbitrary x; zARn and arbitrary e40 there
exists T40 and a control function uðÞ such that
yðTÞ ¼ z and
Z T
0
juðtÞj2 dtpe;
where y is the solution of (3.3).
We recall that sðAÞ is the set of all eigenvalues of A: Moreover, for arbitrary
matrices A1;y; AmALðRnÞ;
½A1;y; Am ð3:4Þ
denotes the n  nm matrix composed of A1;y; Am: It corresponds to the linear
mapping: ðu1;y; umÞ/A1u1 þ?þ Amum; from Rnm into Rn:
Theorem 3.1. Assume that the operator L is of form (3.2).
(i) If rank½Q; AQ;y; An1Qon; then the operator L does not have the Liouville
property.
(ii) Assume that
rank½Q; AQ;y; An1Q ¼ n; ð3:5Þ
then the following conditions are equivalent:
(iii) the operator L has the Liouville property;
(iv) the corresponding system (3.3) is null controllable with vanishing energy;
(v) maxðRel : lAsðAÞÞp0:
Proof. (i) Let Pt be the fundamental semigroup associated to L: Thus
PtuðxÞ ¼ EuðX xt Þ; tX0; xARn; uABbðRnÞ;
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where X xt is the unique solution of the stochastic equation
dXt ¼ AXtdt þ BdWt; X0 ¼ xARn; tX0; ð3:6Þ
BB ¼ Q: If (3.5) holds and the rank is k; 0pkon; then there exists a linear change
of coordinates, well known in control theory (see for instance [59]) such that the
process Xt can be written as ðX 1t ; X 2t ÞARk  Rnk; where
dX 1t ¼ A11X 1t dt þ A12X 2t dt þ a1 dt þ B1 dW 1t ;
dX 2t ¼ A22X 2t dt þ a2 dt; X0 ¼ x ¼ ðx1; x2Þ; tX0;
(
where A11; B1ALðRkÞ; A22ALðRnkÞ; A12ALðRnk;RkÞ; a ¼ ða1; a2Þ: Here X 1t
depends on ðx1; x2ÞARk  Rnk and X 2t depends only on x2: Now if h :Rnk-R is
any bounded Borel function, such that hðetA22x2Þ ¼ hðx2Þ; x2ARnk; tAR; then one
checks easily that h is a BHF for Pt: We can deﬁne function h as follows. Let
G ¼ fx2ARnk: x2 ¼
Z t
0
erA22a2 dr; for some tARg:
Set hðx2Þ ¼ 0; if x2AG and hðx2Þ ¼ 1 if x2eG:
ðiiiÞ3ðvÞ: The proof of a more general statement will be given in Section 4.2, so
we do not include it here.
ðivÞ3ðvÞ: The equivalence was established in [46]. &
Assumption (3.5) is equivalent to the hypoellipticity of L (see [30,40,59] and also
the example below).
Example 3.2. (a) The Ornstein–Uhlenbeck operator Lu ¼ 1
2
@11u þ x1@2u þ?þ
xn1@nu is degenerate but veriﬁes (3.5).
(b) The classical Ornstein–Uhlenbeck operator on Rn has the form
LuðxÞ ¼ 1
2
Xn
i¼1
@iiuðxÞ þ
Xn
i¼1
aixi@iuðxÞ; xARn:
Thus this operator has the Liouville property if and only if aip0; i ¼ 1;y; n:
(c) Assume now that n ¼ 2 and consider
Lu ¼ 1
2
ð@xxu þ a@yyuÞ þ ðax þ byÞ@xu þ ðcx þ dyÞ@yu:
In this case
Q ¼ 1 0
0 a
 	
; A ¼ a b
c d
 	
:
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If a ¼ 0; then the operator L is not strongly elliptic and the rank condition (3.5)
holds if and only if ca0: If this is the case, then the operator L has the Liouville
property if and only if
a þ dp0 and adXbc: ð3:7Þ
If aa0; then the rank condition holds automatically and L has the Liouville
property if and only if (3.7) holds.
Remark 3.3. For any Markov semigroup, associated to a recurrent stochastic
process, all excessive functions are constant (see [9]). Thus in particular all bounded
harmonic functions are constant; we refer to [9,44] for more details on this subject.
Recurrence and transience for Gaussian Ornstein–Uhlenbeck processes Xt; see (3.6),
have been characterized in [21,25,57]. It is shown that the process Xt is recurrent if
and only if all eigenvalues of A have non-negative real part and moreover the
dimension of the Jordan part of A corresponding to eigenvalues in the imaginary
axis is at most two. If
sðAÞ ¼ maxðRe l : lAsðAÞÞp0
and some eigenvalues of A are in the imaginary axis, then we will call the matrix A
critical. Thus, for critical A; the Liouville property holds but only in very special
cases the corresponding process Xt is recurrent.
3.2. Non-local Ornstein–Uhlenbeck operators
In this section, we are concerned with operators L given in (3.1), without assuming
that M ¼ 0: We will slightly strengthen the basic condition 2.3 by requiring
Hypothesis 3.1.
Z
jyjp1
jyj2MðdyÞ þ
Z
jyj41
log jyjMðdyÞoN:
Note that we are imposing additional conditions on the large jumps of the Le´vy
process associated to M: Results will strongly depend on whether A is critical or not,
see Remark 3.3. In the non-critical case, we will use only Hypothesis 3.1 without any
further assumption on the degeneracy of the noise.
The fundamental semigroup Pt ¼ PLt associated to L is determined by the solution
of the stochastic differential equation
dXt ¼ AXt dt þ dZt; X0 ¼ xARn; tX0; ð3:8Þ
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where AALðRnÞ and Zt is a Rn-valued Le´vy process. More precisely
Pt f ðxÞ ¼ Ef ðX xt Þ ¼ Ef ðetAx þ
Z t
0
eðtsÞA dZsÞ: ð3:9Þ
The process Xt is called an Ornstein–Uhlenbeck type process and has been intensively
studied (see for instance [50–52,56]).
Example 3.4. Let aAð0; 2Þ and MðdyÞ ¼ cjyjnþa dy: This Le´vy measure corresponds to
the a-stable process (see [49]) governed by L ¼ ðDÞa=2: Hypothesis 3.1 is satisﬁed
in this case.
3.2.1. The non-critical case
Theorem 3.5. Assume that Hypothesis 3.1 holds.
(i) If all eigenvalues of A have negative real parts, then all bounded and continuous
harmonic functions for L are constant.
(ii) If at least one eigenvalue of A has positive real part, then L does not have the
Liouville property.
Proof. (i) Let Pt be the fundamental semigroup associated to L: It follows from
Theorem 6.7 and Lemma 3.1 in [15] that, for each xARn; for any fACbðRnÞ;
Pt f ðxÞ-
Z
Rn
f ðyÞmðdyÞ ð3:10Þ
as t-N; for some probability measure m (remark that this implies in particular that
m is invariant for Pt). Now if h is a continuous BHF for Pt then, by (3.10), we infer
that hðxÞ ¼ R
Rn
hðyÞmðdyÞ; for any xARn (not only a.s. with respect to m). Hence h is
constant.
(ii) The proof is based on the following result of independent interest (for the
concept of harmonic measure see (2.13)).
Proposition 3.6. Let L0 and L1 be the following Ornstein–Uhlenbeck type operators
L0f ðxÞ ¼ /Ax; Df ðxÞS;
L1f ðxÞ ¼ 1
2
TrðQD2f ðxÞÞ /Ax; Df ðxÞSþ/a; Df ðxÞS
þ
Z
Rn
½ f ðx þ yÞ  f ðxÞ  Ifjyjp1gðyÞ/y; Df ðxÞSMðdyÞ; xARn:
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If g is a BHF for L0; and m is an harmonic measure for L1; then the function
hðxÞ ¼
Z
Rn
gðx þ yÞmðdyÞ; xARn; ð3:11Þ
is a BHF for the operator L ¼ 2L0 þ L1:
Proof. Let X xðtÞ and X x1 ðtÞ be processes corresponding to L and L1; i.e.,
X xðtÞ ¼ etAx þ
Z t
0
eðtsÞA dZs;
X x1 ðtÞ ¼ etAx þ
Z t
0
eðstÞAdZs; tX0; xARn:
Take a random variable U with law m and such that it is independent of each
Zt; tX0: We show that
E hðetAx þ
Z t
0
eðtsÞA dZsÞ
 	
¼ hðxÞ; tX0; xARn: ð3:12Þ
By the very deﬁnition of h;
E hðetAx þ
Z t
0
eðtsÞA dZsÞ
 	
¼ E g etA x þ
Z t
0
esA dZs þ etAU
  	 	
:
However, for all tX0; yARn; one has: gðetAyÞ ¼ gðyÞ: Therefore
E hðetAx þ
Z t
0
eðtsÞA dZsÞ
 	
¼ E g x þ
Z t
0
esA dZs þ etAU
 	 	
:
Note that the laws of the random variables
R t
0
esA dZs and
R t
0
eðtsÞA dZs are the
same as their characteristic functions are expð R t0 cðesAlÞ dsÞ; lARn; compare
with (2.2). Consequently
E h etAx þ
Z t
0
eðtsÞA dZs
 	 	
¼ E g x þ
Z t
0
eðtsÞA dZs þ etAU
 	 	
:
Since m is invariant for X1; the law of
R t
0
eðtsÞA dZs þ etAU coincides with the one
of U ; for all tX0: Therefore we get
E g x þ
Z t
0
eðtsÞA dZs þ etAU
 	 	
¼ Eðgðx þ UÞÞ ¼ hðxÞ; xARn; tX0;
as required. &
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Proof of (ii) in Theorem 3.5. Let Pt be the fundamental semigroup associated to L
(see (3.9)). We introduce the process
Y xt ¼ etAx þ
Z t
0
eðtsÞAB dWs so that X xt ¼ Y xt þ Zt with
Zt ¼
Z t
0
eðtsÞA dZ 0s þ at; ð3:13Þ
at ¼
R t
0 e
sAa ds; xARn; tX0; compare with (2.4). Note that Y xt corresponds to the
elliptic operator L given in (3.2). The law gt of Xt  etAx has the following
characteristic function:
#gtðhÞ ¼ exp 
Z t
0
cðesAhÞ ds
 
; hARn; tX0; ð3:14Þ
where c is the exponent of Zt: It follows that
Pt f ðxÞ ¼ Ef ðX xt Þ ¼
Z
Rn
f ðetAx þ yÞgtðdyÞ; fABbðRnÞ: ð3:15Þ
Let now mAsðAÞ; with ReðmÞ40: We consider a projection Pm0 ¼ P0 onto the
subspace of all generalized eigenvectors associated to m: We have
Rn ¼ D0"D1; ð3:16Þ
where D1 ¼ ðI  Pm0ÞRn: Moreover the subspaces D0 and D1 are both invariant for
etA; i.e., etAðDiÞCDi; i ¼ 0; 1; tX0: Deﬁne
A0 ¼ P0AP0 :D0-D0: ð3:17Þ
Let us introduce the Markov semigroup P0t ;
P0t f ðxÞ ¼
Z
Rn
f ðetAP0x þ P0yÞgtðdyÞ ¼
Z
D0
f ðetA0P0x þ zÞðP03gtÞðdzÞ; ð3:18Þ
where tX0; xAD0; fABbðD0Þ and P03gt is the probability measure image of gt
under P0: The Markov semigroup P
0
t is determined by the process X˜t ¼ P0Xt with
values in D0: Suppose we ﬁnd a map gABbðD0Þ such that
P0t gðyÞ ¼ gðyÞ; yAD0; ð3:19Þ
i.e., g is a BHF for P0t : Taking into account that P
0
t commutes with e
tA; it is easy to
check that the new function h :Rn-R; hðxÞ ¼ gðP0xÞ; xARn; is a BHF for Pt: Thus
to ﬁnish the proof we need to construct a non-constant BHF g for P0t :
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Note that the Markov semigroup
P˜0t f ðxÞ ¼
Z
Rn
f ðetA0P0x þ P0yÞgtðdyÞ ¼
Z
D0
f ðetA0P0x þ zÞðP03gtÞðdzÞ
has an invariant probability measure n on BðD0Þ: Indeed etA0 is exponentially stable
on D0 and Hypothesis 3.1 holds (see [15,52,58]). Thus by Proposition 3.6, it is
enough to construct a non-constant BHF u for the operator L0;
L0f ðxÞ ¼ /A0x; Df ðxÞS; xAD0;
such that, for arbitrary probability measure n; the convolution of u with n is non-
constant. This will be done in the next lemma which ﬁnishes the proof. &
Lemma 3.7. Let A0ALðRmÞ with at least one eigenvalue m with positive real part.
Then there exists a Borel and bounded function u :Rm-R; such that, for any tAR; one
has
uðetA0xÞ ¼ uðxÞ; xARm; ð3:20Þ
and, for any Borel probability measure n on BðRmÞ; the map:
x/
Z
Rm
uðx þ yÞnðdyÞ; xARm is non-constant: ð3:21Þ
Proof. By means of a linear change of coordinates, we may assume that A0 is in the
canonical real Jordan form. Hence we consider coordinates ðx1;y; xmÞ with respect
to a Jordan basis in Rm associated to A0:
First let us treat the simpler case when m is real and m40: Let xk be the last
variable in the Jordan block corresponding to m: For any function f :Rm-R;
depending only on xk; i.e., f ðxÞ ¼ f˜ðxkÞ; it is clear that
f ðetA0xÞ ¼ f˜ðetmxkÞ; tAR; x ¼ ðx1;y; xmÞARm:
Now we deﬁne uðxÞ ¼ Ið0;þNÞðxkÞ ¼ u˜ðxkÞ; we get uðetA0xÞ ¼ u˜ðxkÞ ¼ uðxÞ; tAR; for
any xARm: This way (3.20) is satisﬁed. To verify (3.21), note that
fðxÞ ¼
Z
Rm
uðx þ yÞnðdyÞ ¼ nðFxkÞ; xARm;
where Fxk ¼ fyARm : yk4 xkg; xkAR: A straightforward argument shows that u
is not constant.
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Now let us consider the case when m ¼ a þ ib; ba0; a40: For simplicity of
notation, we assume that A0 consists of a unique Jordan block, i.e.,
A0 ¼
a b 1 0 0 0 0 0
b a 0 1 ? ? ? ^
^ ^ & & & & & ^
0 ? 0 & & & 1 0
0 ? 0 & & & 0 1
0 ? 0 & & & a b
0 ? 0 & & & b a
0
BBBBBBBBBBB@
1
CCCCCCCCCCCA
: ð3:22Þ
We deal with the last two variables ðxm1; xmÞ of the previous Jordan block. Let
K ¼ a bb a
 	
and etK ¼ eta cos tb sin tbsin tb cos tb
 	
; tAR: ð3:23Þ
We prove now that there exists a closed set C˜ invariant for etA0 ; for any tAR; and
such that it contains balls with arbitrarily large radiuses. To this end, let us introduce
C1 ¼
[
tAR
fetKð½1 d; 1þ d  f0gÞ,fð0; 0Þgg;
C˜ ¼ fxARm : ðxm1; xmÞAC1g: ð3:24Þ
It is easy to show that C1 is closed in R
2 and invariant for etK : Moreover it contains
two-dimensional balls of arbitrarily large radiuses. Hence the set C˜ is the desired set.
Remark that the complement set C0 ¼ Rm\C˜ is again invariant for etA0 and
contains balls of arbitrary radiuses. If we set
uðxÞ ¼ IC˜ðxÞ; xARm; ð3:25Þ
we get an invariant function for etA0 which is 0 and 1 on balls of arbitrary radiuses.
This easily implies that, for any Borel probability measure n on BðRmÞ; the map:
x/
R
Rm
uðx þ yÞnðdyÞ is non-constant. &
3.2.2. The critical case
This section is concerned with the operator L given by (3.1) when there might exist
purely imaginary eigenvalues of A:
Theorem 3.8. Assume that Hypothesis 3.1 holds together with the rank condition
rank ½Q; AQ;y; An1Q ¼ n: ð3:26Þ
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Then the operator L given by (3.1) has the Liouville property if and only if
sðAÞ ¼ maxðRe l : lAsðAÞÞp0: ð3:27Þ
To prove the result, we need the following lemma.
Lemma 3.9. Let us assume condition (3.26). Then one has
(1) PtðBbðRnÞÞCCNb ðRnÞ; t40:
(2) Pt IOðxÞ40; or any xARn; t40; and O open set in Rn:
Proof. First, recall that (3.26) is equivalent to the fact that
detðQtÞ40; t40; where Qt ¼
Z t
0
esAQesA

ds; ð3:28Þ
see for instance [59]. Fix fABbðRnÞ and consider formulas (3.13) and (3.15). Let nt be
the law of the process Zt in (3.13). Since Z
0
t and Wt are independent, we have that
gt ¼ nt  NðetA; QtÞ; tX0: Therefore
Pt f ðxÞ ¼
Z
Rn
ntðdzÞ
Z
Rn
f ðy þ zÞNðetAx; QtÞðdyÞ; tX0; xARn: ð3:29Þ
Using that Qt is non-degenerate, we can differentiate Pt f in each direction hARn and
get, for any xARn; t40;
/DPt f ðxÞ; hS ¼
Z
Rn
ntðdzÞ
Z
Rn
f ðetAx þ y þ zÞ/Q1=2t y; Q1=2t etAhSNð0; QtÞ dy:
ð3:30Þ
Formulas similar to (3.30) can be easily established for higher-order derivatives of
Pt f : It is then straightforward to verify that Pt fACNb ðRnÞ; t40: This concludes the
proof of the ﬁrst statement. The latter statement is true because the support of the
measure Nð0; QtÞ is Rn; for all t40: &
Proof of Theorem 3.8. The necessity part: Let us assume that (3.27) holds, i.e.,
sðAÞp0:
We show that each bounded harmonic function u for Pt is constant. Recall that, by
Lemma 3.9, uACNb ðRnÞ: The claim will follow once we have proved that, for any
fABbðRnÞ; one has
lim
t-þN /DPt f ðxÞ; hS ¼ 0; x; hAR
n: ð3:31Þ
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Indeed, if u is any BHF for Pt; differentiating the identity Ptu ¼ u; we get
/DPtuðxÞ; hS ¼ /DuðxÞ; hS; x; hARn: ð3:32Þ
Passing to the limit as t-þN; we get, by (3.31), that u is constant.
Hence let us verify (3.31). Using the Ho¨lder inequality in (3.30), we get, for any
fABbðRnÞ;
j/DPt f ðxÞ; hSjp jjf jj0
Z
Rn
ntðdzÞ
Z
Rn
j/Q1=2t y; Q1=2t etAhSjNð0; QtÞ dy
p jQ1=2t etAhjjjf jj0; xARn; t40:
By the last formula, we obtain (3.31) applying the following result, based on control
theoretic arguments (see [46])
lim
t-þN jQ
1=2
t e
tAhj ¼ 0; hARn 3 sðAÞp0: ð3:33Þ
This proves the claim.
The sufficiency part: Here we assume that sðAÞ40 and construct a non-constant
BHF for L: This part is a particular case of Theorem 3.5. &
Note that a result similar to Lemma 3.9 was proved for local Ornstein–Uhlenbeck
semigroups in inﬁnite dimensions in [47] (see also [48] for a related result).
4. Perturbations of Ornstein–Uhlenbeck operators
Here, we construct probabilistically non-constant BHFs for Ornstein–Uhlenbeck
type operators with variable bounded coefﬁcients. It is not obvious that such
functions exist, see for instance Example 4.5. We are dealing with the following
operator L:
LuðxÞ ¼ 1
2
TrðQðxÞD2uðxÞÞ þ/Ax þ GðxÞ; DuðxÞS
þ
Z
Rn
½uðx þ yÞ  uðxÞ  Ifjyjp1gðyÞ/y; DuðxÞSMðx; dyÞ; uAC2bðRnÞ;
ð4:1Þ
where Mðx; Þ is a measure such that Mðx;GÞ ¼ MðfyARn: CðxÞyAGgÞ; GABðRnÞ;
for any xARn:
Recall that the fundamental semigroup corresponding to (4.1) is Pt f ðxÞ ¼
Ef ðX xt Þ; tX0; fABbðRnÞ; where the process X xt ¼ Xt solves
dXt ¼ ðAXt þ GðXtÞÞ dt þ BðXtÞ dWt þ CðXtÞ dZ 0t ; X0 ¼ xARn; tX0; ð4:2Þ
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with BðxÞBðxÞ ¼ QðxÞ; xARn: We require that the coefﬁcients G; B and C satisfy
Hypothesis 2.1.
Theorem 4.1. Assume Hypotheses 2.1 and 3.1. Moreover suppose that
G :Rn-Rn and B; C :Rn-LðRnÞ are bounded: ð4:3Þ
If there exists an eigenvalue m of A such that ReðmÞ40; then there exists a non-constant
BHF u for L:
The proof requires two lemmas. In the ﬁrst one we use the absorption function uE ;
uEðxÞ ¼ PðfoAO : (nðoÞsuch that X xt ðoÞAE; tXnðoÞgÞ; xARn; ð4:4Þ
for a closed set ECRn:
Lemma 4.2. Assume that there exists a closed set ECRn and points a1; a2 such that
uEða1Þ40; uEða2Þo1: Then uE is a non-constant BHF for Pt:
Proof. First note that, since E is closed, the map uE is Borel. Indeed, for any xARn;
uEðxÞ ¼ lim
nmN
PfoAO : X xr ðoÞAE; rXn and rationalg ¼ lim
nmN
vnðxÞ;
i.e., vnmuE ; as n-N: Since the process ðX xt Þ is right continuous, each function vn is
Borel and therefore uE is Borel as well. Moreover, by the Markov property uE is
harmonic for Pt:
We show now that if uE is constant then it should be either identically 0 or
identically 1. Let O be the space of all ca`dla`g functions with values in Rn and
ðO;F; ðFtÞ; Xt; fPxgxAEÞ the canonical Markov process on Rn corresponding to Pt
(see [9]). Deﬁne
A ¼ foAO : (n; XtðoÞAE; for all tXng;
then
PxðA jFmÞ ¼ ExðIA jFmÞ ¼ EXmðIAÞ ¼ uEðXmÞ; xAE:
Since F ¼ 3mX0Fm and AAF; by a classical result on convergence of conditional
expectations: limm-þN uEðXmÞ ¼ IA; Px a.s., xARn: Thus if uE  c; then the
constant c must be 0 or 1. &
Lemma 4.3. Let Zt be a Le´vy process with Le´vy measure M satisfying Hypothesis 3.1.
Let A be a matrix with all eigenvalues with negative real parts and assume that f
is a given matrix valued predictable process, such that for a constant
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C40; EjjfðsÞjjpC; sX0: Then
P sup
tX0
Z t
0
esAfðsÞ dZs

oþN
 	
¼ 1:
Proof. Deﬁne, similarly to (2.5),
Z2t ¼
X
0ospt; jDZsj41
DZs:
Then Z2t is a compound Poisson process with Le´vy measure Ifjyj41gM: Moreover
Zt ¼ Z3t þ Z2t where Z3t ¼ Zt  Z2t ; tX0;
and the process
Z4t ¼ Z3t  tEZ31 ; tX0;
is a square-integrable martingale process with independent increments and with Le´vy
measure Ifjyjp1gM: By the Doob maximal inequality, for arbitrary l40;
P sup
tX0
Z t
0
esAfðsÞ dZ4s

Xl
 	
p1
l
sup
tX0
E
Z t
0
esAfðsÞ dZ4s

: ð4:5Þ
Let Q be the covariance matrix of Z41; and C; a positive constants such that
EjjesAfðsÞQ12jjpCeas; sX0:
But, for all tX0;
E
Z t
0
esAfðsÞ dZ4s

p E
Z t
0
esAfðsÞ dZ4s


2
 !1=2
p
Z þN
0
EjjesAfðsÞQ12jj2 ds
 	1=2
pC2
Z þN
0
e2as dsoþN;
and consequently
lim
l-þN
P sup
tX0
Z t
0
esAfðsÞ dZ4s

Xl
 	
¼ 0:
It is also clear that there exists a constant C0 such that for all tX0;
E
Z t
0
esAfðsÞðEZ31Þ ds

pC0:
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Therefore it is enough to show that there exists a constant C1 such that for all tX0;
E
Z t
0
esAfðsÞ dZ2s

pC1:
Let Vs; sX0; be the total variation of Z2t in the interval ½0; s: Then Vs is a
compound Poisson process with Le´vy measure M1 concentrated on ð1;þNÞ:
M1ðð1; sÞ ¼ MfxARn: 1ojxjpsg:
We have:
E
Z t
0
esAfðsÞ dZ2s

p
Z t
0
EjesAfðsÞj dVspC
Z t
0
eas dVs:
However by Campbell’s theorem (see [35, Section 3.2]) the integralZ t
0
eas dVs:
is with probability 1 ﬁnite if and only ifZ þN
0
ds
Z þN
1
½ðeassÞ41M1ðdsÞoþN:
By elementary calculations we check that this is true if and only if the measure M
satisﬁes Hypothesis 3.1. &
Proof of Theorem 4.1. To prove the result we will apply Lemma 4.2. To this purpose
we need to construct the required closed set E:
We consider the projection Pm0 ¼ P0 associated to the eigenvalue m; already used in
(3.16). We have Rn ¼ D0"D1; where D0 ¼ P0Rn is the subspace of all generalized
eigenvectors associated to m: The subspaces D0 and D1 are both invariant for etA:
Deﬁne
A0 ¼ P0AP0 :D0-D0 and set D0 ¼ Rm:
By means of a linear change of coordinates, we can assume that A0ALðRmÞ is in the
real Jordan form. Let ðx1;y; xmÞ be coordinates in D0 with respect to a Jordan basis
of generalized eigenvectors. The proof is divided into two steps.
Step 1: There exists a closed set B1CD0 such that B1 and D0\B1 are both invariant
for etA0 ; tX0; and further they contain balls of arbitrarily large radii.
If mAR; we consider the last variable xm and simply set,
B1 ¼ fxAD0; xmX0g:
If m ¼ a þ ib; a40; ba0; we set B1 ¼ C˜; see (3.24).
Step 2: Construction of the closed set E as required in Lemma 4.2.
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Remark that
P0X
x
t
¼ etA0 P0x þ
Z t
0
esA0P0GðX xs Þ ds þ
Z t
0
esA0P0BðX xs Þ dWs

þ
Z t
0
esA0P0CðX xsÞ dZ 0s
	
:
Set
Zxt ¼
Z t
0
esA0P0GðX xs Þ ds;
gxt ¼
Z t
0
esA0P0BðX xs Þ dWs; yxt ¼
Z t
0
esA0P0CðX xsÞ dZ 0s :
Notice that
jZxt jp
Z N
0
jjesA0 jj jP0GðX xs Þj ds; tX0: ð4:6Þ
Applying Lemma 4.3, we get, with positive probability,Z t
0
esA0P0GðX xs Þ ds þ
Z t
0
esA0P0BðX xs Þ dWs

þ
Z t
0
esA0P0CðX xsÞ dZ 0s
pR; tX0;
for some large R40; depending on A0; B; G; C: Now choose a1; a2ARn such that
P0a1AB1; P0a2eB1 and moreover the two Rm-balls of radius R; centered in P0a1 and
P0a2; are contained in B1 and D0\B1 respectively. Hence the desired closed set E is
E ¼ fxARn; P0xAB1g:
This ﬁnishes the proof. &
Remark 4.4. Assuming that all eigenvalues of A have negative real part and that
additional assumptions on the derivatives of the coefﬁcients of L hold, a Liouville
theorem is given in the following section.
Example 4.5. Consider the following one-dimensional ODE, depending on a40;
LyðxÞ ¼ y00ðxÞ þ a tanhðxÞy0ðxÞ ¼ 0; xAR; ð4:7Þ
one has: yðxÞ ¼ c1
R t
0
1
ðcosh sÞa ds þ c2: Thus there exist non-constant BHFs for L if and
only if a40: This shows that, even with a bounded drift G; it is possible that the
operator L in (4.1) has non-constant BHFs.
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5. Liouville theorems under a dissipativity condition
In this section, we prove a Liouville theorem for the fundamental semigroup Pt
associated to the operator L given in (2.11), under a new type of conditions. This
result complements Theorem 4.1 from the previous section. Due to the generality of
the result, this Liouville theorem is not sharp, when compared with Theorem 3.1, see
Example 5.4. However it covers also some elliptic operators not considered in [44,
Chapter 9]. To prove the result we will ﬁrst extend the so-called Bismut–Elworthy–Li
formula (see [8,13,24]) to a non-local case.
Throughout this section we will make the following assumptions:
Hypothesis 5.1.
(i) BðxÞ is invertible, for any xARn; and satisfies: supxARn jjB1ðxÞjj ¼ jjB1jj0oN;
(ii) the Le´vy measure M satisfies
Z
Rn
jyj2MðdyÞoN: ð5:1Þ
In the next result, we prove a Bismut–Elworthy–Li type formula. Note that, for any
x; hARn; DBðxÞ½h denotes the matrix Pnj¼1 DBjðxÞhj; where BjðxÞ ¼ BðxÞej:
Theorem 5.1. Assume that Hypotheses 2.1 and 5.1 hold. Then one has
(i) PtgAC1bðRnÞ; for any gABbðRnÞ; t40;
(ii) for any fACbðRnÞ; the following formula holds:
/DPt f ðxÞ; hS ¼ 1
t
E f ðX xt Þ
Z t
0
/B1ðX xs ÞZðsÞ; dWsS
 	
; t40; x; hARn; ð5:2Þ
where X xt solves the SDE (2.9) and the process ZðtÞ solves the variation equation:
dZðtÞ ¼DFðX xt Þ½ZðtÞ dt þ DBðX xt Þ½ZðtÞ dWt
þ DCðX xt Þ½ZðtÞ dZ 0t ; Zð0Þ ¼ h; tX0: ð5:3Þ
Proof. For simplicity of notation, we shall often write Xt instead of X
x
t : First remark
that assumption (5.1) implies that
Z 0t ¼
X
0ospt
DZs ¼ Z˜1t þ Z˜2t þ tc;
where DZt ¼ Zt  Zt (see (2.5)) and Z˜1t ¼ Z1t  EZ1t ; Z˜2t ¼ Z2t  EZ2t ;
see (2.6), are both square-integrable martingales. Thus, possibly changing the drift
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term F in
F˜ðxÞ ¼ FðxÞ þ CðxÞc; ð5:4Þ
we can assume that EZ 0t ¼ 0; and also that
Z 0t ¼
Z t
0
Z
Rn
y #mðds; dyÞ;
where #m is the compensated Poisson random measure, i.e., #mðds; dyÞ ¼ mðds; dyÞ 
dsMðdyÞ: Recall that
Emð½s; t  FÞ ¼ ðt  sÞMðFÞ
for any F Borel set in Rn\f0g; 0ospt:
Introduce the space Lð0; TÞ of all ca`dla`g processes Xt; tA½0; T ; which are Ft-
adapted and such that E suptA½0;T  jXtj2oN: By Hypotheses 2.1 and 5.1, it is not
difﬁcult to show, using the Doob inequality and a ﬁxed point argument, that there
exist unique (up to modiﬁcations) solutions Xt ¼ X xt to
dXt ¼ FðXtÞ dt þ BðXtÞ dWt þ CðXtÞ dZ 0t ; X0 ¼ xARn; tX0; ð5:5Þ
and ZðtÞ to Eq. (5.3) which both belong to Lð0; TÞ; T40: Moreover the map:
x/X xt from R
n into L2ðOÞ is differentiable and ðDxX xt Þh ¼ ZðtÞ; tX0: By (5.4) the
operator L can be written as
Lf ðxÞ ¼ 1
2
TrðQðxÞD2f ðxÞÞ þ/FðxÞ; Df ðxÞS
þ
Z
Rn
½ f ðx þ CðxÞyÞ  f ðxÞ /CðxÞy; Df ðxÞSMðdyÞ:
To prove (5.2) the proof is split up into three steps.
Step 1. We establish the following identity, for any fAC2bðRnÞ;
f ðX xt Þ ¼ Pt f ðxÞ þ Mt þ Nt; ð5:6Þ
where
Mt ¼
Z t
0
/DPtsf ðXsÞ; BðXsÞ dWsS;
Nt ¼
Z t
0
Z
Rn
½Ptsf ðXs þ CðXsÞyÞ  Ptsf ðXsÞ #mð ds; dyÞ:
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We set uðt; xÞ ¼ Pt f ðxÞ and apply Ito formula (see for instance [45, p. 71], or
[7, p. 157] to the process cðsÞ ¼ uðt  s; XsÞ:
dcðsÞ
¼
Z t
0
ð@tuðt  s; XsÞ þ/Duðt  s; XsÞ; FðXsÞS
þ 1
2
TrðBðXsÞD2uðt  s; XsÞBðXsÞÞÞ ds þ
Z t
0
/Duðt  s; XsÞ; BðXsÞ dWsS
þ
Z t
0
Z
Rn
/Duðt  s; XsÞ; CðXsÞyS #mðds; dyÞ
þ
X
0ospt
½uðt  s; Xs þ CðXsÞDZsÞ  uðt  s; XsÞ
 /Duðt  s; XsÞ; CðXsÞDZsS:
We have used that DXs ¼ CðXsÞDZs: Now we writeX
0ospt
½uðt  s; Xs þ CðXsÞDZsÞ  uðt  s; XsÞ /Duðt  s; XsÞ; CðXsÞDZsS
¼
Z t
0
Z
Rn
½uðt  s; Xs þ CðXsÞyÞ  uðt  s; XsÞ
 /Duðt  s; XsÞ; CðXsÞyS #mðds; dyÞ
þ
Z t
0
ds
Z
Rn
½uðt  s; Xs þ CðXsÞyÞ  uðt  s; XsÞ
 /Duðt  s; XsÞ; CðXsÞySMðdyÞ:
Since uðt; xÞ solves the equation @tu  Lu ¼ 0; we ﬁnd formula (5.6).
Step 2: We prove (5.2) for any fAC2bðRnÞ: Let us consider (5.6). Introduce the
martingale
Kt ¼
Z t
0
/B1ðXsÞZðsÞ; dWsS:
Now it is crucial to note that Kt and Nt are uncorrelated, because the compensated
Poisson random measure #m and the Wiener process Wt are independent. Thus,
multiplying both sides of (5.6) by Kt and taking expectation, we arrive at
Eðf ðX xt ÞKtÞ ¼
Z t
0
E/DPtsf ðX xs Þ; ZðsÞS ds
¼
Z t
0
E/Dx½Ptsf ðX xs Þ; hS ds ¼ t/DPt f ðxÞ; hS:
which establishes (5.2).
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Step 3: We prove the claims. We ﬁrst show that Ptg is Lipschitz continuous, for
each gABbðRnÞ; t40: To this purpose, note that, for any fAC2bðRnÞ; t40; applying
the Ho¨lder inequality to (5.2) and using that ðDxX xt Þh ¼ ZðtÞ;
jPt f ðxÞ  Pt f ðx þ hÞjpCtﬃﬃ
t
p jjf jj0jhj; x; hARn:
This implies the assertion, by a well known argument (see for instance [19, Chapter 7]
or [13, Chapter 1]).
Now we show (i) and (ii). Take any fACbðRnÞ and t40: Remark that, for any
gAC2bðRnÞ; r40; x; hARn;
j/DPtgðxÞ; hSjpctjhj sup
jyjpr
jgðyÞj þ 2jjgjj0ðPðjX xt j4rÞÞ1=2
" #
: ð5:7Þ
Using the Lipschitz continuity of Pt f and a standard approximation procedure
based on (5.7), one gets that Pt fAC1bðRnÞ and that (5.2) holds for f : Finally, the
semigroup law gives that PtgAC1bðRnÞ; for each gABbðRnÞ; t40: &
Let us prove our Liouville theorem. Recall that, by (5.4), we are assuming that
EZ 0t ¼ 0:
Theorem 5.2. Assume Hypotheses 2.1 and 5.1 and the following dissipativity condition:
2/DFðxÞh; hSþ jjDBðxÞ½hjj2 þ bjjDCðxÞ½hjj2p0; x; hARn; ð5:8Þ
where b ¼ R
Rn
jyj2MðdyÞ: Then all BHFs for Pt are constant. In particular any
uAC2bðRnÞ; which solves LuðxÞ ¼ 0; xARn; is constant.
Proof. By Theorem 5.1, for any gABbðRnÞ; t40; PtgAC1bðRnÞ: Thus if we prove
that, for any fACbðRnÞ; one has
lim
t-þN/DPt f ðxÞ; hS ¼ 0; x; hAR
n; ð5:9Þ
then we get that each BHF for Pt is constant, see also (3.32). Let us verify (5.9). One
has
/DPt f ðxÞ; hS ¼ 1
t
E f ðX xt Þ
Z t
0
/B1ðX xs ÞZðsÞ; dWsS
 	
; t40; x; hARn; ð5:10Þ
for any fACbðRnÞ; where the process ZðtÞ solves the SDE (5.3). Let us check that
EjZðtÞj2pjhj2; tX0: ð5:11Þ
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Applying the Ito formula to the process jZðtÞj2; tX0; see also the proof of Theorem
5.1, we get
jZðtÞj2 ¼ jhj2 þ 2
Z t
0
/ZðsÞ; DFðXsÞZðsÞS ds þ 2
Z t
0
/ZðsÞ; DBðXsÞ½ZðsÞ dWsS
þ
Z t
0
jjDBðXsÞ½ZðsÞjj2 ds þ 2
Z t
0
Z
Rn
/ZðsÞ; DCðXsÞ½ZðsÞyS #mðds; dyÞ
þ
Z t
0
Z
Rn
ðjZðsÞ þ DCðXsÞ½ZðsÞyj2  jZðsÞj2
 2/ZðsÞ; DCðXsÞ½ZðsÞySÞmðds; dyÞ;
where ZðsÞ ¼ limh-0 Zðs þ hÞ: By taking expectation, we infer
EjZðtÞj2 ¼ jhj2 þ 2E
Z t
0
ð/ZðsÞ; DFðXsÞZðsÞSþ jjDBðXsÞ½ZðsÞjj2Þ ds
þ E
Z t
0
ds
Z
Rn
jDCðXsÞ½ZðsÞyj2MðdyÞ:
Noting that
E
Z t
0
ds
Z
Rn
jDCðXsÞ½ZðsÞyj2MðdyÞpbE
Z t
0
jjDCðXsÞ½ZðsÞjj2 ds;
it is easy to see that, using (5.8), one has (5.11). From (5.11), by the Ho¨lder
inequality, we obtain:
j/DPt f ðxÞ; hSj2pc
t
jjB1jj0jhj2jjf jj20; t40; xARn: ð5:12Þ
This gives (5.9) and completes the proof. &
Remark 5.3. (a) We point out that (5.8) implies that
2/Fðx þ hÞ  FðxÞ; hSþ jjBðxÞ  Bðx þ hÞjj2 þ bjjCðxÞ  Cðx þ hÞjj2p0; x; hARn:
(b) When C ¼ 0; i.e., in the diffusion case, the previous proof shows that Theorem
5.2 still holds under Hypothesis 5.1 and the dissipativity condition (5.8) but allowing
to the coefﬁcients F and B to have polynomial growth, i.e.,
jFðxÞjpcð1þ jxj2mþ1Þ; jjDFðxÞjjpcð1þ jxj2mÞ;
jBjðxÞjpcð1þ jxjmÞ; jjDBjðxÞjjpcð1þ jxjm1Þ; xARn; j ¼ 1;y; n;
for some mAN; c40; where BjðxÞ ¼ BðxÞej: Indeed for SDEs, involving such B and
F ; a Bismut–Elworthy–Li formula can be established (see [13]).
ARTICLE IN PRESS
E. Priola, J. Zabczyk / Journal of Functional Analysis 216 (2004) 455–490 481
Example 5.4. (i) If coefﬁcients B and C are given, then considering FðxÞ ¼ ax; we
can always choose a40 such that condition (5.8) holds.
(ii) Assume that FðxÞ ¼ Ax; where AALðRnÞ; BðxÞ ¼ B; C ¼ 0; xARn: Then
Theorem 5.2 holds if and only if B is an invertible matrix and jjetAjjp1 for all tX0:
On the other hand Theorem 3.1 required that jjetAjj has at most polynomial growth
and that rank½B; AB;y; An1B ¼ n: Taking into account that Theorem 3.1 states if
and only if conditions for the Liouville theorem to hold, the assumptions of Theorem
5.2 are stronger but not very far from the optimal.
6. The probabilistic Liouville theorem
To cover Liouville theorems for general operators including those with inﬁnite
number of variables (see [47]) we consider transition semigroups on rather general
state spaces which might be not locally compact (see [53]). This is why a special care
had to be paid to measurability properties of absorption functions (we refer the
reader to [47] for additional details).
6.1. Main result
Let ðE; rÞ be a Polish space, i.e., a complete separable metric space, with metric r:
Denote by E ¼ BðEÞ; the s-algebra of all Borel subsets of E: Set
BrðxÞ ¼ fyAE: rðy; xÞprg; r40; xAE:
Let Pt be a Markov semigroup determined by a transition function p and acting on
the space BbðEÞ of all real Borel and bounded functions deﬁned on E; i.e.,
Pt f ðxÞ ¼
Z
Rn
f ðyÞpðt; x; dyÞ; tX0; xAE;
fABbðRnÞ (see for instance [9]). A function uABbðEÞ is called a BHF
for Pt if
PtuðxÞ ¼ uðxÞ; tX0; xAE: ð6:1Þ
We will need the following assumptions on Pt:
Hypothesis 6.1.
(i) For any x; zAE; r40; there exists t40 such that pðt; x; BrðzÞÞ40:
(ii) There exists T40 such that, for any fABbðEÞ; PT f is continuous on E:
(iii) Markov processes corresponding to Pt have ca`dla`g versions.
Properties (i) and (ii) are, respectively, a weak version of the so-called irreducibility
and strong Feller property for Markov processes (see [19]).
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The precise meaning of (iii) is as follows. Let O be the Skorokhod space DE ½0;þNÞ
of all ca`dla`g functions o from the interval ½0;þNÞ into E (i.e., o is right continuous
on ½0;þNÞ and has left limits on ð0;þNÞ) and let Xt be the canonical process
on O:
XtðoÞ ¼ oðtÞ; oAO; tX0:
Denote by F0 the smallest s-algebra generated by the random variables Xt; tX0:
Condition (iii) in Hypothesis 6.1 requires that, for any xAE; there exists a
probability measure Px on O such that:
PxðX0AA0; Xt1AA1;y; XtnAAnÞ
¼
Z
A0
dxðdx0Þ
Z
A1
pðt1; x0; dx1Þy
Z
An
pðtn  tn1; xn1; dxnÞ; ð6:2Þ
where A0;y; AnAE; 0ot1o?otn; nAN:
Now, for each Borel set DCE; we introduce the absorption function uD :E-R;
uDðxÞ ¼ PxðfoAO; (nðoÞ: XtðoÞAD for any tXnðoÞgÞ; xAE: ð6:3Þ
The aim of this section is to prove the following path oriented version of the
Liouville theorem. It extends Theorem 1.4 in [44, Chapter 9] concerning ﬁnite
dimensional non-degenerate diffusions.
Theorem 6.1. (a) Assume (i) and (iii) in Hypothesis 6.1. If, for any open set OCE; the
absorption function uO is constant then all bounded harmonic functions for Pt are
constant.
(b) Assume (ii) and (iii) in Hypothesis 6.1. If all bounded harmonic functions for Pt
are constant then, for any Borel set DCE; the absorption function uD is identically
equal to 0 or to 1.
Corollary 6.2. Assume that Hypothesis 6.1 holds. Then, for any Borel DCE; the maps
uD are constant functions identically equal to 0 or 1, if and only if all bounded harmonic
functions for Pt are constant.
The proof will be given in the following sections.
6.2. Continuity of bounded harmonic functions
We gather here some results on continuity of harmonic functions needed in the
proof.
We denote by E the s-algebra of all universally measurable sets in E; i.e., E ¼T
m E
m; where m is any ﬁnite Borel measure on E and Em denotes the completion of
the s-algebra E with respect to m: Note that sðAÞ; the smallest s-algebra containing
all analytic subsets of E; is contained in E (see for instance [34] or [26, Theorem
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11.3]). Recall that an analytic subset in E is a continuous image of a Borel subset of
½0; 1 (see [34]).
The next lemma concerns the space BbðEÞ of all real, universally measurable and
bounded functions on E:
Lemma 6.3. If assumption (ii) in Hypothesis 6.1 holds, then for any fABbðEÞ one has
that PT f is continuous on E: In particular if fABbðEÞ verifies Ptf ¼ f; tX0; then f
is a continuous BHF for Pt:
Proof. It is enough to show that if A is universally measurable then pðT ; ; AÞ is
continuous. To this purpose let ðxnÞCE be such that xn-z; zAE and deﬁne the
measures:
mn ¼ pðT ; xn; Þ; m ¼ pðT ; z; Þ; n ¼ mþ
X
nX1
1
n2
mn:
Remark that for any ﬁnite Borel measure y; one has AAðEÞy: Therefore, we have
AAðEÞn and so in particular
A ¼ A0,B0;
where A0AE and B0CB; BAE with nðBÞ ¼ 0: From the deﬁnition of n it follows that
mðBÞ ¼ mnðBÞ ¼ 0; nX1: Consequently
pðT ; xn; AÞ ¼ pðT ; xn; A0Þ; pðT ; z; AÞ ¼ pðT ; z; A0Þ:
By assumptions pðT ; xn; A0Þ-pðT ; z; A0Þ as n-N: It follows that
pðT ; xn; AÞ-pðT ; z; AÞ which proves the result. &
If F0t is the s-algebra generated by the random variables Xs; spt; then by [53]
and ([9, p. 20]), Xt is a standard Markov process deﬁned on
ðO;F0; ðF0t Þ; Xt; fPxgxAEÞ with values in ðE;EÞ: The Skorohod space O ¼
DE ½0;þNÞ; endowed with the Skorohod metric d (see [33, Chapter VI], or [26,
Chapter 3]) is a Polish space andF0 coincides with the s-algebra of all Borel subsets
of ðO; dÞ (see [33]). To deal with measurability problems one extends (see [9]) s-
algebrasF0t as follows. Given an arbitrary ﬁnite Borel measure m in E; we deﬁne the
Borel probability measure Pm on O as
PmðSÞ ¼
Z
E
PxðSÞmðdxÞ; SAF0:
The deﬁnition is correct as the map: x/PxðSÞ is Borel for arbitrary SAF0 (see [9]).
Introduce F (resp. Ft) as the intersection of all s-algebras ðF0ÞP
m
(resp. ðF0t ÞP
m
),
when m varies in the set of all Borel ﬁnite measures on E: Note that the s-algebra
ðF0Þ of all universally measurable sets of O is contained in F:
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It is well known (see [9, p. 29]) that ðO;F; ðFtÞ; Xt; fPxgxAEÞ is again a Markov
process with values in ðE;EÞ and in particular each Xt is a measurable map from
ðO;FtÞ into ðE;EÞ (see [9], Proposition (5.10)). According to [9, Propositions (5.8),
(5.12)], we have that, for any bounded random variable Y ; measurable on ðO;FÞ;
the map:
x/ExðYÞ ð6:4Þ
is E-measurable (i.e., is universally measurable). Moreover if, for any tX0; yt is the
shift operator on O:
ytoðsÞ ¼ oðt þ sÞ; sX0;
then ExðY3yt jFtÞ ¼ EXtðY Þ; xAE; tX0:
A set CAF is called invariant if y1t ðCÞ ¼ C; where yt are the shift operators (note
that this is equivalent to IC3yt ¼ IC). Let us denote by ICF the s-algebra of all
invariant sets (see [22]). The importance of invariant sets is related to the following
lemma, compare with [44, Lemma 9.1.1] and see also [22].
Lemma 6.4. Assume that (ii) in Hypothesis 6.1 holds. Let G be a bounded non-negative
I-measurable function on O: Then the map vðxÞ ¼ ExG is a continuous BHF for Pt:
Proof. First, note that vABbðEÞ by (6.4). It is enough to prove the result when
G ¼ IB; where BAI: We get:
TtvðxÞ ¼TtðEðÞIBÞðxÞ ¼ ExðEXt IBÞ
¼ ExðExðIB3yt jFtÞÞ ¼ ExðExðIB jFtÞÞ ¼ ExIB ¼ vðxÞ; xAE; tX0:
Applying Lemma 6.3, we obtain the assertion. &
Lemma 6.5. Assume that (ii) in Hypothesis 6.1 holds. Then, for arbitrary Borel set D;
the absorption function uD is a continuous BHF for Pt:
Proof. First, note that for xAE:
uDðxÞ ¼ ExðIAÞ; where A ¼ foAO; (nðoÞ : XtðoÞAD for any tXng: ð6:5Þ
In order to apply Lemma 6.4 to uD; we verify that the set AAF: This will imply that
uD is universally measurable. Remark that A ¼,nAN An; where An is given by
An ¼ foAO : XtðoÞAD; tXng: ð6:6Þ
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We show that each AnAðF0ÞCF: To this end, it is enough to check that Bn ¼ O\An
is an analytic set. Note that
Bn ¼ foAO : there exists tXn : oðtÞAE\Dg:
Introduce the product Polish space X ¼ ½n;NÞ  O and the set B0n ¼ fðt;oÞAX :
oðtÞAE\Dg: By a standard argument, the map: ðt;oÞ/oðtÞ is measurable, as any
adapted ca`dla`g process Xt is progressively measurable. It follows that Bn
0 is a Borel
subset of X: Since Bn is the projection of Bn
0 on O; we have that Bn is analytic. We
have just proved that AAF: Now it is easy to check that uD is a non-negative
I-measurable function on O: By Lemma 6.4 we have that uD is a BHF for Pt: &
6.3. Proof of Theorem 6.1
The proof consists of several steps. The proof of Step 3 is given by completeness
but basically follows the one given in [44, Theorem 9.1.2].
Proof of (a). Let u be a BHF for Pt: We will show that u is constant. Possibly
replacing u with u  infxAE uðxÞ; we may assume that u is bounded and nonnegative.
Step 1: We give an integral representation for u: Let FðoÞ be equal to
limt-N uðXtðoÞÞ for those oAO for which the limit exists and 0 otherwise.
It is clear that F is F0-measurable. Moreover F is non-negative, bounded and
I-measurable; indeed y1t ðo : FðoÞpaÞ ¼ ðo : lims-N uðoðt þ sÞÞpaÞ ¼ ðo :
FðoÞpaÞ; aAR:
Note that uðXtÞ is a martingale with respect to each Px: By Doob’s convergence
theorem for bounded ca`dla`g martingales, for any xAE; limt-N uðXtÞ exists Px a.s..
This limit must be equal to F ; Px a.s.. By the dominated convergence theorem
uðxÞ ¼ ExuðXtÞ ¼ ExF ; xAE: ð6:7Þ
Step 2: We prove that if uðzÞ ¼ 0 for some zAE; then uðxÞ ¼ 0 for any xAE: We
argue by contradiction, using (i) and (ii) in Hypothesis 6.1. If there exists y0AE; such
that uðy0Þ40; then there exists d40; such that we have uðwÞ40; for any jw  y0jpd:
Let B ¼ fwAE : jw  y0jpdg; there exists t40 such that pðt; z; BÞ40: Now we get a
contradiction since
uðzÞ ¼
Z
E
uðwÞpðt; z; dwÞX
Z
jwy0jpd
uðwÞpðt; z; dwÞ40:
Step 3: We show that there exists a sequence ðunÞ of linear combinations of
absorption functions such that un is equibounded and converges pointwise to u:
We start from (6.7). Let M4supoAO FðoÞ and ﬁx zAE: Deﬁne Qn ¼
faA½0; M : PzðF ¼ aÞX1=ng: Qn is ﬁnite and so K ¼
S
nX1 Qn is countable. For
any bA½0; M\K ; PzðF ¼ bÞ ¼ 0: Applying Lemma 6.4, we know that for each
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bA½0; M\K ; the map: x/PxðF ¼ bÞ is harmonic. By Step 2, we achieve that, for
any xAE;
PxðF ¼ bÞ ¼ 0 for any bA½0; M\K : ð6:8Þ
It is not restrictive to assume that ½0; M\K contains the points fjM
2n
g; where nAN and
j ¼ 0;y; 2n  1: It follows that
Px F ¼ jM
2n
 	
¼ 0 for any xAE; nAN; j ¼ 0;y; 2n  1: ð6:9Þ
Introduce the events: An;j ¼ fo : jM2npFðoÞoðjþ1ÞM2n g: By (6.9), we have, for any
xAE; PxðAn;jÞ ¼ uBn;j ðxÞ; where Bn;j ¼ fxAE : uðxÞAðjM2n ; ðjþ1ÞM2n Þg are open sets in E:
It follows that
lim
n-N
X2n1
j¼0
jM
2n
uBn;j ðxÞ ¼ uðxÞ; xAE:
Since, by hypothesis, each uBn;j is constant, we get that u is constant as well. The
proof is complete.
Proof of (b). Fix any Borel subset DCE and consider the absorption function uD
(see (6.5)). We already know that uD is a BHF for Pt: Moreover, we have
ExðIA jFtÞ ¼ ExðIA3yt jFtÞ ¼ EXt IA ¼ uDðXtÞ; xAE; tX0;
where A ¼ foAO; (nðoÞ : XtðoÞAD for any tXng: SinceF ¼
W
tX0 Ft ¼FN; we
ﬁnd, by the Doob convergence theorem, limt-N uDðXtÞ ¼ IA; Px a.s., xAE: By
hypothesis uD is constant; it follows that IA ¼ c; Px a.s.. This implies that c must be 0
or 1. The proof is complete. &
Remark 6.6. We make some comments on Theorem 6.1 and Corollary 6.2. First note
that Theorem 6.1 remains true under assumptions (i) and (iii) in Hypothesis 6.1 but
replacing (ii) with the following weaker condition:
ðii0Þ for any fABbðEÞ; i.e., f is universally measurable and bounded on E; such that
Pt f ¼ f ; tX0; one has that f is continuous on E:
Condition (ii) implies ðii0Þ by Lemma 6.3. Corollary 6.2 holds under assumptions
(i) and (iii) in Hypothesis 6.1, even if (ii) is replaced by the following weaker
condition:
ðii00Þ for any fABbðEÞ; such that Pt f ¼ f ; tX0; one has that f is lower
semicontinuous on E:
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