We study the policy evaluation problem in multi-agent reinforcement learning, where a group of agents operate in a common environment. In this problem, the goal of the agents is to cooperatively evaluate the global discounted accumulative reward, which is composed of local rewards observed by the agents. Over a series of time steps, the agents act, get rewarded, update their local estimate of the value function, then communicate with their neighbors. The local update at each agent can be interpreted as a distributed variant of the popular temporal difference learning methods TD(λ).
Introduction
Reinforcement learning (RL) offers a general paradigm for learning optimal policies in stochastic control problems based on simulation [1] [2] [3] , which has been recognized as a promising solution for solving many challenging practical problems. Notable examples include autonomous driving [4] , robotics [5] , helicopter flight [6] , board games [7] , and power networks [8] . In this context, an agent seeks to find an optimal policy through interacting with the environment, often modeled as a Markov Decision Process (MDP), with the goal of optimizing its long-term future reward (or cost). A central problem in RL is to estimate the accumulative reward (value function) for a given stationary policy of an MDP, often referred to as the policy evaluation problem. This problem arises as a subproblem in many important methods in RL, such as policy iteration or actor-critic methods [1, 2] . Thus, solving policy evaluation problems efficiently is crucial to guarantee the performance of RL methods in general.
Within this context, temporal-difference learning (TD(λ)), originally proposed by Sutton [9] , has been observed as one of the most efficient methods for solving the policy evaluation problems. In particular, TD(λ) approximates the long-term future cost as a function of current state, and depends on a scalar λ ∈ [0, 1] that controls a trade-off between the accuracy of the approximation and the susceptibility to simulation noise. Such method, which can be implemented in an online fashion, has been analyzed explicitly for various scenarios in [10] [11] [12] [13] [14] . Due to the curse of dimensionality in many practical problems, TD(λ) with function approximation is favorable [7, 15, 16] . In this context, the value function is often approximated by linear function or nonlinear function, whose dimension is much smaller than the number of states and actions of the problem. Our interest is to consider TD(λ) under linear function approximation since it allows us to explicitly characterize its performance, especially its rate of convergence.
In this paper, our focus is to study the policy evaluation problems in multi-agent reinforcement learning (MARL), where a group of agents operate in an environment. We are motivated by broad applications of the multi-agent paradigm within engineering, for example, mobile sensor networks [17, 18] , cell networks [19] , and power networks [8] . In this setting, each agent takes its own action based on the current state, and consequently a new state is determined. Moreover, the agents receive different local rewards, which are the functions of their current state, their new state, and their action. We assume that each agent only knows its own local reward. Their goal is to cooperatively evaluate the global accumulative reward based only on their local interactions. For solving this problem, our focus is to consider a distributed variant of TD(λ) algorithm with linear function approximation under Markovian noise, where our goal is to provide a finite-time analysis of such distributed TD(λ) in the context of MARL. The results in this paper generalize our preceding work [20] , where we studied distributed TD(0) under i.i.d noise.
Existing Literature
In general, TD(λ) with linear function approximation can be viewed as a variant of the celebrated stochastic approximation (SA) method, whose asymptotic convergence is analyzed by using the Ordinary Differential Equation (ODE) method [21] . Such ODE method shows that under the right conditions the noise effects eventually average out and the SA iterate asymptotically follows a stable ODE. In particular, Tsitsiklis and Van Roy considered a policy evaluation problem on a discounted MDP for both finite and infinite state spaces with linear function approximation [13] . By viewing TD as a stochastic approximation for solving a suitable Bellman equation, they characterized the almost sure convergence of this method based on the ODE approach. Following this work, Borkar and Meyn provided a general and unified framework for the convergence of SA with broad applications in RL [22] . More general results in this area can be found in the monograph by Borkar [21] .
While ODE methods can be used to study the asymptotic convergence of TD(λ) algorithms, it is not obvious how to derive its rate of convergence by using this approach. In general, TD method is not the true stochastic gradient descent (SGD) for solving any static optimization problems, making it challenging to characterize the consistency and quantify the progress of this method. Indeed, the convergence rates of TD(λ) largely remain open until recently [23] [24] [25] [26] [27] . In particular, a concentration bound was given in [23] for the SA algorithm under a strict stability assumption of the iterates. On the other hand, finite-time analysis of TD method with linear function approximation was simultaneously studied in [24, 25, 27] for a single agent problem. These works carefully characterize the progress of TD update and derive its convergence rate by utilizing the standard techniques of SGD and the results in [13] . Finally, the most recent work in [26] provides a finite-time error bound of SA under Markovian noise and constant step sizes in a very general condition (e.g., without requiring an additional projection step).
Within the context of MARL, an asymptotic convergence of the distributed gossiping TD(0) with linear function approximation was probably first studied in [28] , where the authors utilize the standard techniques of ODE approach. Such results were also studied implicitly in the context of distributed actorcritic methods in [29] . On the other hand, unlike the results in single agent problems [24] [25] [26] , the rate of convergence of distributed TD(λ) is missing in the existing literature of MARL, which is the focus of this paper. We note that the convergence rates of distributed TD(0) were studied in our earlier work [20] , however, the results were derived under strong assumptions on the i.i.d noise and an additional projection step on the iterates. On the other hand, we study in this paper the rates of distributed TD(λ) under Markovian noise and without requiring any projection step. Our approach is motivated by the recent work in [26] about the rates of TD(λ) under constant step sizes for a single agent problem, however, we also derive the rates under time-varying step sizes.
Finally, we mention some related RL methods for solving policy evaluation problems in both single agent RL and MARL, such as, the gradient temporal difference methods studied in [30] [31] [32] [33] [34] [35] , least squares temporal difference (LSTD) [36, 37] , and least squares policy evaluation (LSPE) [38] [39] [40] . Although they share some similarity with TD learning, these methods belong to a different class of algorithms, which involve more iteration complexity in their updates. On the other hand, TD online learning method has been observed to be more practical and simple to implement, at the cost of difficulty in analysis.
Main Contributions
In this paper, we study a distributed variant of the temporal difference learning method for solving the policy evaluation problem in MARL. Our distributed algorithm is composed of the popular consensus step and the local TD(λ) updates at the agents. Our main contribution is to provide a finite-analysis on the performance of this distributed TD for both constant and time-varying step sizes. The key idea in our analysis is to utilize the geometric mixing time τ of the underlying Markov chain, that is, although the "noise" in our algorithm are Markovian, their dependence is almost averaged out every τ step. In particular, we provide an explicit formula for the upper bound on the rates of the proposed method as a function of the network topology, discount factors, the constant λ, and the mixing time τ of the underlying Markov chain. Our results theoretically address some numerical observations of TD(λ) , that is, λ = 1 gives the best approximation of the function values while λ = 0 leads to better performance when there is large variance in the algorithm.
Centralized Temporal-Difference Learning
In this section, we briefly review the problem of policy evaluation for a given stationary policy µ over a Markov Decision Process (MDP). This will facilitate our development of multi-agent reinforcement learning in the next section. We consider a discounted reward MDP defined by 5-tuple (S, U, P, R, γ), where S is a finite set of states, S = {1, . . . , n}. In addition, U is the set of control actions, P is the set of transition probability matrices in R n×n associated with the underlying Markov chain, R is the reward function, and γ ∈ (0, 1) is the discount factor.
At each time t ≥ 0, the agent observes the current state s t = i and applies an action µ(s t ), where µ : S → U. The system then moves to the next state s ′ t = j with some probability p ij (µ(i)) decided by the action µ(i). Moreover, the agent receives the instantaneous reward r t . That is, for each transition from i to j an immediate reward r is observed according to R(i, j). In the sequel, since the policy is stationary, we drop µ in our notation for convenience. The discounted accumulative reward J * : S → R associated with this Markov chain is defined for all i ∈ S as
which is the solution of the following Bellman equation [1, 2] 
We are interested in the case when the number of states is very large, and so computing J * exactly may be intractable. To mitigate this, we use low-dimensional approximationJ of J * , restrictingJ to be in a linear subspace. While more advanced nonlinear approximations using, for example, neural nets as in the recent works [7, 16] may lead to more powerful approximations, the simplicity of the linear model allows us to analyze it in detail. The linear function approximationJ is parameterized by a weight vector θ ∈ R K , withJ
for a given set of K feature vectors φ ℓ : S → R, ℓ ∈ {1, . . . , K}. We are interested in the case K ≪ n. Let φ(i) be a vector defined as
And let Φ ∈ R n×K be a matrix, whose i-th row is the row vector φ(i) T and whose ℓ-th column is the
Thus,J(θ) = Φθ, giving the gradient ofJ w.r.t θ as
The goal now is to find aJ that is the best approximation of J * based on the generated data by applying the stationary policy µ on the MDP. That is, we seek an optimal weight θ * such that the distance betweeñ J and J * is minimized.
TD(λ) Methods
For seeking the optimal weight θ * , we are interested in the TD(λ) algorithm for some λ ∈ [0, 1], which is equivalent to a stochastic approximation for solving a suitable reformulated Bellman equation of (2) [1, 2] . In particular, we assume that we are able to collect a single infinitely long trajectory (i 0 , i 1 , . . .) of the MDP when using the stationary policy µ. At each time k we observe a transition of the state from s t = i t to s ′ t = i t+1 and the reward r t = R(s t , s ′ t ) return by the environment. We then first compute the temporal difference d t as
where θ t is the current value of the parameter θ t . Here, d t represents the difference between the outcome r t + γJ(s ′ t , θ t ) of the current stage and the current estimateJ(s t , θ t ). Using d t the method of TD(λ) updates θ as
where α t is a nonnegative step size. In addition, the temporal differences provide us an indicator whether to increase or decrease our current variable θ after each transition. To have a more compact presentation of (4) we introduce the so-called eligibility vector z t ∈ R K defined as
where the ℓ-th component of z t is associated with the ℓ-th bassis function φ ℓ (·). Thus, the TD(λ) update (4) can now be rewritten iteratively as
Convergence Properties of TD(λ)
A rigorous analysis for the convergence of TD(λ) is probably first given in [13] , where the authors viewed J * as a fixed point of the Bellman operator
and for λ = 1 as
The authors then showed that {θ(t)} generated by TD(λ) converges to θ * almost surely, where θ * is the unique solution of the projected Bellman equation Π T (λ) (Φθ * ) = Φθ * , and satisfies
Here, Π J denotes the projection of a vector J to the linear subspace spanned by the feature vectors φ ℓ Π J = arg min
where
is the weighted norm of J associated with the n × n diagonal matrix D, whose diagonal entry are (π(1), . . . , π(n)), the stationary distribution associated with P. Moreover, the optimal weight θ * satisfies Aθ * = b, where A being a negative definite matrix, i.e., x T Ax < 0 ∀x, and b are defined as
where U and u are defined as
Here,r ∈ R n is a vector whose i-th component isr(i) = n j=1 p ij R(i, j). The rates of convergence of TD methods have remained largely open until recently [24] [25] [26] [27] , where the work in [26] considers more general conditions, neither assuming i.i.d. sampling nor requiring an impractical projection to a predefined set related to the stationary distribution of P. It is worth noting that although TD(λ) can be viewed as a stochastic approximation method for solving (2) , it is in general not a SGD method except for TD (1) . This makes analyzing the finite-time convergence of TD(λ) more challenging since standard techniques of SGD may not be applicable. Our focus to the rest of this paper is to provide such a finite-time analysis for the distributed variant of TD(λ) algorithm in the context of MARL.
Multi-Agent Reinforcement Learning
We consider a multi-agent reinforcement learning system of N agents modeled by a Markov decision process. We assume that the agents can communicate with each other through a connected and undirected graph G = (V, E), where V = {1, . . . , N } and E = V × V are the vertex and edge sets, respectively. This framework can be mathematically characterized by a 6-tuple (S, 
which also satisfies the following Bellman equation
Similar to the centralized problem, we are interested in finding a linear approximationJ of J * as given in Eq. (3). In addition, since each agent knows only its own reward function, the agents have to cooperate to findJ. In the following, for solving such problem we provide a distributed variant of the TD(λ) algorithm presented in Section 2, where the agents only share their estimates of the optimal θ * to its neighbors but not their local rewards. By Eq. (8)), we have that θ * satisfies
where the negative definite matrix A is given in Eq. (8) and b v is defined as
wherer v ∈ R n is a vector whose i-th component isr
Distributed TD(λ) Methods
In this section, we study a distributed consensus-based variant of the centralized TD(λ) method, formally stated in Algorithm 1. In particular, agent v maintains their own estimate θ v ∈ R K of the optimal θ * . At any iteration k ≥ 0, each agent v only receives the estimates θ u from its neighbors u ∈ N u , where N u := {u ∈ V | (v, u) ∈ E} is the set of node v's neighbors. Agent v then observes one data tuple (s t , s 
. Note that unlike our previous work [20] and most of the existing work in the literature of MARL, we do not require an additional projection step in the update of θ v . This will make our algorithm become more practical since no knowledge of the stationary of the unknown Markov chain is needed to implement the updates in (12) .
The updates in Eq. (12) have a simple interpretation: agent v first computes y v by forming a weighted average of its own value θ v and the values θ u received from its neighbor u ∈ N v , with the goal of seeking consensus on their estimates. Agent v then moves along its own temporal direction d 
d. Update the output
Remark 1. In Algorithm 1, it is straight forward to see that
which is the time-weighted average 1 / (t + 1) t ℓ=0 θ v ℓ when α t = α a constant or α t = 1 / (t + 1).
Convergence Rates of Distributed TD(λ)
In this section, our goal is to provide a finite-time analysis for the convergence of the distributed TD(λ) presented in Algorithm 1. Motivated by the recent work [26] for a single agent problem, we provide an explicit formula for the upper bound on the rates of distributed TD(λ) for both constant and time-varying step sizes. The key idea in our analysis is to utilize the geometric mixing time τ of the underlying Markov chain, that is, although the "noise" in our algorithm are Markovian, their dependence is almost averaged out every τ step. In a sense, if we consider the sequence of the agents' estimates θ v t for every τ step, i.e., t = kτ for k = 0, 1, 2 . . ., the sequence is weakly dependent. This observation will allows us to characterize the coupling of the iterates between different τ instants, which helps us to derive an explicit formula for the convergence rates of the distributed TD(λ).
In particular, our main results can be roughly stated as follows. Under constant step sizes, α t = α for some proper choice of positive constant α, we show that every θ v converges linearly to a ball centered at the optimal θ * in expectation, that is, we have
This finite-time upper bound of the distributed TD(λ) provides us three important observations.
• First, the rate of convergence of Algorithm 1 depends on both the communication graph (through δ) and the problem properties (though η). Specifically, δ represents on the network connectivity of G, i.e., how fast the information is propagated from one agent to its neighbors. On the other hand, η is a function of γ, λ, and σ min , the smallest eigenvalue of A in (8) , which represents for the rate of the algorithm at the stationary distribution.
• Second, our formula also shows that the rate of the algorithm depends linearly on the mixing time τ (α) of the Markov chain, which is expected due to our explanation above. In particular, one can view the first two terms on the right-hand side of the upper bound as the bias in the update of TD(λ). There are two aspects contribute to this bias term: 1) One is due to the transient from the nonstationary initialization of the algorithm to the stationary of the Markov Chain, represented by the dependence on the mixing time.
2) The other is due to the mismatch of the information shared between the agents, described by the network connectivity. Finally, the last term of the upper bound can be viewed as the variance caused by the update of the algorithms using noisy data and the local information at the agents.
• Third, our results theoretically address an observation in this area, that is, the scalar λ ∈ [0, 1] controls a trade-off between the accuracy of the approximation and the susceptibility to simulation noise. In particular, as shown in Eq. (7) T D(1) achieves the best approximation of the value function, i.e., Φθ * = ΠJ * . On the other hand, as observed in [2] through numerical simulation T D(λ), for λ < 1, converges faster and leads to better performance when there is large variance in the update. Indeed, our bound here strongly supports this observation, where the algorithm convergences faster and achieves better solution as λ goes to zero. As can be seen in Theorem 1, η is decreasing when λ is decreasing.
On the other hand, under time-varying step sizes, α t = 1 / (t + 1), we achieve an asymptotic convergence in expectation at a sublinear rate
where t 0 represents for the mixing time associated with α t , which we will define explicitly in the next section. Similar to the case of constant step sizes, we achieve the same observations about the finite-time performance of distributed TD(λ).
Notation and Assumptions
In this section, we introduce a bit of notation and some necessary assumptions, which will help us to facilitate our analysis in the next next section. Indeed, let X t = (s t , s T t , z t ) be a Markov chain, which has infinite state space since z t takes real values. In addition, by the update of z v t in (12) and z t in (6) it is obvious that z v t = z t for all v ∈ V, i.e.,
Let A(X t ) and b(X t ) be defined as
Thus, the update of θ v t in (12) can be rewritten as
Letθ
whereb(X t ) is given asb
For convenience, let Θ ∈ R N ×K , B(X t ) ∈ R N ×K , and Q ∈ R N ×N be defined as
where I and 1 are the identity matrix and the vector in R N with all entries equal to 1, respectively. Thus, the matrix form of Eq. (14) can be given as
Next, we make the following fairly standard assumptions in the existing literature of consensus and reinforcement learning [13, 26, 41] . 
Assumption 3. The feature vectors {φ ℓ }, for all ℓ ∈ {1, . . . , K}, are linearly independent, i.e., the matrix Φ has full column rank. In addition, we assume that all feature vectors φ(s) are uniformly bounded, i.e., φ(s) ≤ 1.
Assumption 4. The Markov chain associated with P is irreducible and aperiodic.
Assumption 1 implies that W has a largest singular value of 1, and its other singular values are strictly less than 1; see for example, the Perron-Frobenius theorem [42] . We denote by σ 2 ∈ (0, 1) the second largest singular value of W, which is a key quantity in the analysis of the mixing time of a Markov chain with transition probabilities given by W.
Under Assumption 2 the accumulative reward J * is well defined, while under Assumption 3, the projection operator Π is well defined. If there are some dependent φ ℓ , we can simply disregard those dependent feature vectors. Note that the uniform boundedness of φ ℓ can be guaranteed through feature normalization. Moreover, Assumption 4 implies that the underlying Markov chain P is ergodic. First, this guarantees that there exists a unique stationary distribution π with positive entries. Second, it implies that the Markov chain mixes at a geometric rate [43] . In particular, we consider the following definition of the mixing time of a Markov chain. Definition 1. Given a positive constant α, we denote by τ (α) the mixing time of the Markov chain {X t } given as
As mentioned, under Assumption 4, the Markov chain {X t } has a geometric mixing time, i.e., τ (α) ≤ O(log(1/α)), up to some constant [43] . This also implies that lim sup
Thus, given a nonnegative and nonincreasing sequence of step sizes {α t }, the geometric mixing time condition implies that there exists a positive integer T * 0 such that
Using Assumptions 2 and 3 the induced 2-norm of A(X t ) and b v (X t ) can be upper bounded by
In addition, note that lim k→∞ E[A(X t )] = A and lim k→∞ E[b(X t )] = b, where A, b are given in Eqs. (8) Eq. (22), respectively. Thus we obtain
Main Results
In this section, we provide the main results of this paper, which are the finite-time analysis for the convergence of distributed TD(λ). Our first result is to establish the rate of convergence of the distributed TD(λ) when the step size is a constant α. In particular, under some proper choice of α we show that the distributed TD(λ) converges to a ball centered at the optimal θ * with a linear rate. In addition, the size of this ball is a function of α. The following theorem is to state this result formally.
Theorem 1. Suppose that Assumptions 1-4 hold. Let the sequence {θ
v t }, for all v ∈ V, be generated by Algorithm 1. Let Ψ 1 and Ψ 2 be the constants defined in (37) . In addition, we define two constants Ψ 3 and Ψ 4 as follows
Let α t = α, where α satisfies
Then we have for all v ∈ V and t ≥ τ (α)
Our second main result is to show the rate of distributed TD(λ) under time-varying step sizes α t = α 0 / (t + 1) for some positive constant α 0 . Note that since the Markov chain {X t } has a geometric mixing time we assume without loss of generality that the following holds τ (α t ) ≤ log(t + 1). (27) Under this condition, we show that every agent's estimate asymptotically converges to θ * with a sublinear rate, which is formally stated in the following theorem.
Theorem 2. Suppose that Assumptions 1-4 hold. Let the sequence {θ
v t }, for all v ∈ V, be generated by Algorithm 1. Let Ψ 1 and Ψ 2 be the constants defined in (37) . In addition, we define two constants Ψ 5 and Ψ 6 as follows
Let α t = α 0 / (t + 1) for some α 0 ≥ 1/(2σ min ). Then we have for all v ∈ V and t ≥ t 0 max i=0,1,2
5 Finite-Time Analysis of Distributed TD(λ)
In this section, our goal is to provide the analysis of the main results in this paper, that is, the proofs of Theorems 1 and 2.
Constant Step Sizes
We start our analysis for the case of constant step sizes, i.e.. α t = α, for some positive constant α satisfying (25) . To show the result in Theorem 1, we first state a sequence of lemmas about some useful error bounds of the iterates generated by Algorithm 1. For an ease of exposition, the proofs of these lemmas are presented in the Appendix.
Preliminaries
Our first lemma is to provide an upper bound for the consensus error, Θ − 1θ T , which measures the difference between the agents' estimate θ v and their averageθ. 
where recall that σ 2 ∈ (0, 1) is the second largest singular value of W. In addition, let δ be a positive constant given as
Then we have for all t ≥ τ (α)
Next, we study a few upper bounds of θ t −θ t−τ (α) 2 , the change ofθ t in any τ (α) mixing time interval. Under some proper choice of the step size α, such difference should not be too large, as stated in the following lemma. In addition, these bounds will play a crucial role for our result given later.
where τ (α) is the associated mixing time of α as defined in Eq. (19) . Then for all t ≥ τ (α) we have
c)
Using the previous results, we now consider the following important lemma.
Lemma 3.
Suppose that all the assumptions in Lemma 2 hold. We denote by Ψ 1 , Ψ 2 , and Ψ 3
Then for all t ≥ τ (α) we have
Finally, we consider the following lemma 
Proof of Theorem 1
We are now ready to proceed our analysis of Theorem 1. Note that α given in Eq. (25) satisfies Eq. (33). Thus, using Eqs. (38) and (39) with α t = α we have for all t ≥ τ (α)
which by using the inequality x 2 ≤ 2(x − y) 2 + 2y 2 for the last term on the right-hand side we obtain
Since α satisfies Eq. (25) we have 2(σ min − Ψ 3 τ (α)α) > 0. Then, Eq. (40) yields for all t ≥ τ (α)
Next, we fix some v ∈ V. Note that α also satisfies the condition in Eq. (30), hence, by Eq. (32) we have
which implies that
Using the preceding equation with Eq. (41) we obtain Eq. (26), i.e.,
Time-Varying Step Sizes
In this section, we provide the analysis of Theorem 2, that is, we consider the case α t = α 0 / (t + 1) for some positive constant α 0 . Since lim t→∞ α t = 0 there exists positive integers T * 1 and T * 2 such that
where α is defined in Eq. (24) . Note that Eq. (43) is valid because by the definition of the mixing time in (20) we have lim t→∞ α t τ (α t ) = 0. In addition, here T * 1 and T * 2 are different in general. Similar to the case of constant step sizes, we consider in the following a sequence of important lemmas. The analysis of these lemmas shares some similarity as the ones in Section 5.1. However, we present their proofs in the Appendix for completeness. 
Lemma 6. Suppose that Assumptions 1-3 hold. Let the sequence {θ v t }, for all v ∈ V, be generated by Algorithm 1. Let α t be a nonnegative and nonnincreasing sequence of step sizes satisfying lim t→∞ α t = 0. In addition, let α t,τ (αt) be defined as
Then we obtain for all t ≥ max{T * 0 , T * 2 }, where T * 0 and T * 2 are defined in Eqs. (21) and (43), respectively, 
where Ψ 1 and Ψ 2 are defined in Eq. (37).
Proof of Theorem 2
We now show Eq. (29) . Indeed, using Eq. (49) into Eq. (39) we have for all t ≥ max{T *
which by using the relation x 2 + y 2 ≤ 2(x 2 + y 2 ) on the last term on the right-hand side yields
We next provide an upper bound of E[ θ t − θ * 2 ]. Indeed, we define β t as
Using the relation 1 + x ≤ e x for all x ≥ 0 and Eq. (27) we consider for
where in the second inequality we use log(u + 1)
and the last inequality we use the integral test to have (log(u + 1) + 1)
Similarly
Next, we divide both sides of Eq. (51) by
(1−γλ) 2 + Ψ 1 τ (α t )α t−τ (αt) α t and using the definition of β t in Eq. (52) we obtain
where in the last inequality we use the integral test to have
Thus, using the equation above and Eq. (53) yields
which when substituting into Eq. (51) yields
log(u + 1) + 1 (u + 1)
Next, fix some v ∈ V. By Eq. (44) and using α t = α 0 /(t + 1) we have for all t ≥ T * 1
Using Eqs. (55) and (57) gives Eq. (29), i.e., for all t
Conclusion and Discussion
In this paper, we consider a distributed consensus-based variant of the popular TD(λ) algorithm for estimating the value function of a given stationary policy. Our main contribution is to provide a finitetime analysis for the performance of distributed TD(λ), which has not been addressed in the existing literature of MARL. Our results theoretically address some numerical observations of TD(λ) , that is, λ = 1 gives the best approximation of the function values while λ = 0 leads to better performance when there is large variance in the algorithm. One interesting question left from this work is the finite-time analysis when the policy is not stationary, e.g., distributed actor-critic methods. We believe that this paper establishes fundamental results that enable one to tackle these problems, which we leave for our future research.
A Proof of all lemmas in Section 5
A. 
Thus, using Eqs. (15) and (18) when α t = α we consider
which by applying the 2-norm on both sides and using the triangle inequality yields
First, since W satisfies Assumption 1, by the Courant-Fisher theorem [42] we have
Second, recall from Eq. (22) that
Third, by Eq. (30) we have
Thus, substituting the preceding three relations into Eq. (58) gives Eq. (32), i.e.,
A.2 Proof of Lemma 2
Using Eq. (15) with α t = α we haveθ
which when taking the 2-norm on both sides and using Eq. (22) yields
Thus, we have for all u ∈ [t − τ (α), t] and t ≥ τ (α)
Next, using 1 + x ≤ e x for all x ≥ 0 and since α satisfies (33) we have for all t ≥ τ (α)
≤ 2.
Using the preceding relation into Eq. (61) we have for all u ∈ [t − τ (α) , t] for t ≥ τ (α)
Next, using Eq. (62) we obtain Eq. (34) for all t ≥ τ (α) , i.e.,
Second, using Eq. (34) we have for all t ≥ τ (α)
which gives Eq. (35), i.e.,
Using the inequality (x + y) 2 ≤ 2x 2 + 2y 2 for all x, y ∈ R, the preceding equation also gives Eq. (36), i.e.,
A.3 Proof of Lemma 3
We first consider the first term on the left-hand side of Eq. (38) for t ≥ τ (α) as follows
Using the mixing time in (19) the first term on the right-hand side of Eq. (63) is upper bounded by
which by using Eq. (36) yields
Next, using Eqs. (22) and (23) we analyze the second term on the right-hand side of Eq. (63)
which by using Eq. (36) we obtain
By using Eqs. (22) and (23) one more time we now have
Finally, we consider the last term on the right-hand side of Eq. (63) 
Using the definition of mixing time in Eq. (19) we again have 
Next, using Eqs. (22) and (23) we consider (1 − γλ) 2 α.
Third, by Eq. (42) we have for t ≥ T * 1 σ 2 + 1 + γ 1 − γλ α t ≤ σ 2 + 1 + γ 1 − γλ α = δ ∈ (0, 1).
Thus, using the previous three relations into Eq. (73) yields Eq. (44), i.e., for all t ≥ T * 1 we have
A.6 Proof of Lemma 6
Recall from Eq. (15) thatθ
which when taking the 2-norm on both sides and using Eq. (22) yields θ t+1 ≤ θ t + α t 1 + γ 1 − γλ θ t + C 1 − γλ α t = 1 + α t 1 + γ 1 − γλ
First, recall the definition of T * 0 in Eq. (21) and consider u ∈ [t − τ (α t ), t] for all t ≥ T * 0 , where τ (α t ) is the mixing time associated with α t defined in Eq. (19) . By Eq. α ℓ ≤ 2 θ t−τ (αt) + 2C 1 − γλ α t−τ (αt) τ (α t ).
Next, using Eq. (77) we obtain Eq. (46) for all t ≥ max{T * 0 , T * 2 } , i.e., 
