Abstract. In this paper we propose an interior point method for solving the dual form of min-max type problems. T h e d u a l v ariables are updated by means of a scaling supergradient m e t h o d . The boundary of the dual feasible region is avoided by the use of a logarithmic barrier function. A major di erence with other interior point methods is the nonsmoothness of the objective function.
Introduction
Consider the following problem (P) min x2X max
where we assume that the functions f i (x), 1 i m, are real valued convex functions de ned on a convex and compact subset X of < n .
Clearly, w e h a ve min Since the function y T f(x) is convex in x for xed y 2 S, and is concave i n y for xed x 2 X , i t f o l l o ws that (see e.g. Sion 6 ]) min x2X max y2S y T f(x) = max y2S min x2X y T f(x): (1) From now o n w e shall concentrate on the dual problem of (P) given by (D) max y2S h(y)
where the dual objective function is de ned as h(y) := min x2X y T f(x):
Note that the domain of h is S. Clearly, h(y) i s a c o n c a ve function.
In two recent papers by Barros, Frenk, Schaible and Zhang 1, 2], fast algorithms for solving generalized fractional programming were constructed on the basis of a similar duality relation. The dual problem (D) can be derived using the Lagrangian function. For a thorough discussion on the Lagrange duality theory for convex programming, we refer to the book of Hiriart-Urruty and Lemar echal 5].
Observe that Problem (D) has a very simple constraint set. However, the function h(y) is in general non-di erentiable. Throughout this paper we shall use an oracle to get an optimal solution x of the following problem:
where y 2 S. Using this oracle we not only know the function value h(y) = y T f( x), but also an element belonging to the supergradient set. More precisely,
where @ h (y) denotes the supergradient s e t o f h at point y.
The basic underlying idea is that we rst introduce a logarithmic barrier for Problem (D), and then apply a scaling and projection supergradient method maximizing the barrier function. D u e t o l a c k of di erentiability i n h(y), the convergence analysis di ers in avor from usual path-following algorithms. The advantage of our approach is that we do not require any knowledge on the functions f i , i = 1 2 m , and the structure of the constraint set X. Remark that for the cases where m is relatively large compared to the dimension n, and the constraint set X is simple, solving (2) is much easier than solving the original problem. The notation we use is as follows. The superscript of a vector is used to denote the iteration number, e.g. in the k-th iteration we h a ve y (k) the subscript will denote the coordinate, e.g. the i-th coordinate of y (k) is y (k) i capitalization of a vector will denote the diagonal matrix taking the elements from the vector in the diagonal, e.g.
. We denote the all-one vector by e, the Euclidean norm (the L 2 norm) simply by k k and the L 1 norm by k k 1 .
We organize the presentation in the following way. In Section 2, we w i l l i n troduce the search direction and present the new algorithm. The convergence analysis of the algorithm is carried out in Section 3 and some remarks concluding the discussion are made in Section 4.
The scaling supergradient method
We i n troduce now the logarithmic barrier function
Observe that h (y) is a strictly concave function, for which the supergradient s e t is given by @ h (y) = @ h (y) + Y ;1 e: ( 3) The concept of logarithmic barrier was introduced by Frisch 4 ] to steer the iterates away from the boundary. The optimizer of the barrier function will be a nearly optimal solution to (D) if the multiple of the barrier term is small, as it is shown in the following lemma.
Lemma 1 If y 2 S is such that h ( y) = max y2S h (y) then h( y) max y2S h(y) ; m :
Proof.
From the concavity o f h , it follows that In this paper we shall maximize h over S for a pre xed parameter > 0. We shall x 0 < < = m if an -optimal solution is desired.
Assume that the current iterate y (k) 2 o S, where o S denotes the relative i n terior of S. Calling Oracle (2) we obtain
As a search direction we propose a scaled supergradient direction, which coincides with the supergradient direction of the function h (Y (k) z) on the domain fz : ( y (k) ) T z = 1 g. The scaling transformation z = ( Y (k) ) ;1 y is based on the idea of Dikin's a ne scaling algorithm 3] for linear programming. Remark that this scaling maps the current iterate y (k) into the all-one vector e.
To simplify notations, we write P v := I m ; 1 kvk 2 vv T to denote the orthogonal projection matrix onto the kernel of a given vector v 2 R m .
The scaled supergradient direction we propse is Y (k) d (k) , where
Remark that In the next section, it will be shown that
3. Convergence analysis In the previous section, we h a ve already seen that the sequence fy (k) g is contained in the relative i n terior of S. We shall now p r o ve that our barrier method avoids the boundary so well that the sequence is actually contained in a closed subset of o S.
By de nition,
Using min y2S kyk 2 = 1 m , i t f o l l o ws that P y (k) e = e ; y (k) y (k) 2 e ; my (k) : Since X is convex and compact, all the convex functions f i , 1 i m, are uniformly bounded on X. Letting f 1 := max x2X kf(x)k 1 , w e h a ve 
where c 1 := 1 2 f1+m . Now w e use (4) and the fact that all the limit points form a closed set contained in o S to conclude that there is one limit point, say y, which attains the maximum function value in h (y) among all the limit points. Let y be the maximum point o f h (y) i n S. We shall now concentrate on proving h ( y) = h (y ). Due to the concavity o f h , the projected supergradient direction P e g (k) provides a normal direction in S of a supporting hyperplane for L k at y (k) .
Let y 2 L k . The distance from y to the hyperplane is given by (g (k) ) T (y ; y (k) ) P e g (k) : 
Consider the following supporting hyperplane of L k , fz : (g (k) ) T P e (z ; y (k) ) = 0 g:
The distance fromŷ towards this supporting hyperplane is (g (k) ) T ( y ; y (k) )= P e g (k) :
As B( y r) \ S L k this implies (g (k) ) T ( y ; y (k) ) r P e g (k) :
Therefore,
Using the Cauchy-Schwartz inequality and the supergradient inequality, w e h a ve P e g (k) (g (k) ) T (y ; y (k) )= y ; y (k) h(y ) ; h(y (k) ) y ; y (k) :
(10)
As y (k) and y both belong to the unit simplex, it follows y ; y (k) p 2. Moreover, there holds
From (9)- (11) (12) We h a ve the following relation:
Lemma 3 There holds
Since
Notice that Ŷ ;1 y (k) ; e 1 Ŷ ;1 y (k) ; e = (k) :
Therefore, using d (k) = 1 it follows 
where the last inequality follows from (14). Substituting the above inequality and the inequality (15) into (13) yields the desired result. (16) we obtain from Lemma 2 and (16) that for given 0 < < 1 there must exist k 1 such that for all k k 1 ,
On the other hand, by (12) we h a ve Because lim k!1 t k = 0, there is k 2 j=k2 t j = + 1. This shows that inequality (5) cannot be true, which, in turn, proves the desired convergence result. To summarize, we p r e s e n t t h e following main theorem of this paper. 
Concluding remarks
We h a ve presented in this article an interior point method for solving a dual form of min-max type problems. An important question left is how to recover the primal solutions using approximately optimal dual variables and an approximately optimal objective v alue. We regard this as a topic for future research. In a forthcoming paper, the authors will investigate a path-following scheme, extending the current results. Finally, w e remark that our convergence proof fails for = 0, in which case the method becomes comparable to the a ne scaling algorithm for linear programming. It remains an open question whether the convergence still holds in that case.
