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1 Chapter 1 
General Introduction 
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This thesis describes a series of psychophysical experiments that probe some 
of the neural mechanisms underlying human sound-localization behaviour. 
The focus lies on revealing the brain’s strategies to cope with uncertainty 
about a sound’s location, which is due to inherently incomplete information 
in the sensory input on the one hand, and to internal and external noise 
sources on the other hand. The following sections of this Introductory 
chapter provide a brief, basic background, which is deemed necessary for  
understanding the implications of our results and conclusions within the 
wider context of directional hearing.  
The auditory system is tonotopically organized, as the cochlea acts as a 
frequency analyzer: A sound wave first arrives at the pinna, after which it 
travels through the ear canal, to set the eardrum in vibrational motion. The 
middle-ear ossicles then let the basilar membrane in the fluid-filled cochlea 
vibrate at frequency-specific locations. However, the part of the basilar 
membrane that set into vibration does not specifically inform the brain 
about the sound’s location; instead, it provides precise information about 
the sound’s spectral content, and hence about its identity. As a result, 
audition has no direct access to spatial information at its sensory input. In 
comparison, the visual system is topographically organized – spatial 
relations of objects are preserved on the retina – so that their spatial 
coordinates can (in principle) be readily processed.  Yet, experiments have 
indicated that human sound localization can be remarkably accurate and 
precise, and even compete at visual performance levels.  
So how do human listeners infer the sound’s spatial location, despite the 
lack of direct spatial information in the sensory input?  
The answer to this question consists of two components: first, the auditory 
system processes acoustic cues that arise from the physical interactions of 
sound waves with the head, shoulders, and pinnae, which result to be 
direction-dependent. Second, the auditory system combines this sensory 
information with implicit non-acoustic assumptions about sound sources. It 
is this latter stage that forms the main topic of this thesis. To understand the 
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role of these implicit assumptions, we will first have to explain the nature 
and origin of the acoustic localization cues. Then, we will argue why the 
sensory input is insufficient to derive the location of a sound with any 
certainty, and how the additional assumptions may help to enhance the 
system’s performance. 
ITDs and ILDs 
The auditory system relies on interaural time- and level differences which 
vary systematically in the horizontal plane (Blauert, 1997; also see Fig. 1.1). 
Interaural time-differences arise whenever a sound does not travel equal 
distances to both ears. Simply put, a sound that originates to the right of 
your head reaches your right ear first, and after a short delay (order: tens to 
a few hundreds of μs) your left ear, creating an interaural time difference, 
or ITD. This delay gets smaller and smaller the more the sound moves toward 
a position straight ahead of you. The ITD varies in a systematic way with the 
angle in the horizontal plane in the head (the so-called azimuth angle).  
Also, when a sound originates on the right side, it is perceived louder in the 
right ear than in the left ear. This causes an interaural level difference (ILD) 
that forms a second implicit acoustic cue to inform the auditory system 
about a sound’s spatial location. Also, this cue varies systematically with the 
azimuth angle, and also with the sound’s frequency (high frequencies (4-10 
kHz) are attenuated more by the head than lower frequencies (2-4 kHz). 
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Figure 1.1. Binaural Localization cues. A) A sound that originates to the right of a listener (at 
B) reaches the right ear first, and after a short delay the left ear. The closer the sound 
originates to the midline, the smaller the interaural time difference. A sound that originates 
at straight ahead of the listener (at A) reaches both ears at the same time, resulting in ITD=0. 
B) A sound that originates to the side of a listener (here, on the right) is perceived louder on 
that side. The head shadows the left ear, causing an acoustic shadow for sounds with 
frequencies higher than 2000 Hz. C) The ITD neural pathway. AN, auditory nerve; SBC, 
stellate bushy cell; AVCN, anteroventral cochlear nucleus. D) The ILD neural pathway. GBC, 
globular bushy cell; MNTB, medial nucleus of the trapezoid body  [images C/D retrieved from 
Van Opstal (2016), with permission].                 
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Problem: the cone of confusion 
The ITDs and ILDs by themselves are not sufficient to discern the exact 
location of a sound, since multiple locations along the so-called ‘cone of 
confusion’ give rise to identical ITDs and ILDs (Fig. 1.2). As such, the ITDs and 
ILDs are non-informative for a sound’s location in the vertical plane, creating 
considerably ambiguity for up/down and front/back locations. 
Figure 1.2. The cone of confusion. All points on the conical surface delineated by the dashed 
lines give rise to the same interaural differences, as the path lengths of each point to the 
ears (L = left ear, R = right ear) are the same [image retrieved from Van Opstal (2016), with 
permission].                 
Spectral-shape cues 
The pinnae provide spectral-shape cues for directions in the median 
(vertical) plane. In the double-pole coordinate system of Knudsen and 
Konishi (1979), the source location in this plane is quantified by the elevation 
angle (up-down, and front-back angle). These spectral cues arise when the 
sound is reflected and diffracted within the pinna’s folds and cavities 
(Middlebrooks and Green, 1991; Kulkarni and Colburn, 1998; Hofman et al., 
1998; Bremen et al., 2010), leading to a direction-specific and frequency-
dependent attenuation and amplification pattern (Fig. 1.3). It is generally 
assumed that the brain constructs a systematic elevation-frequency map to 
Chapter 1 
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which it ‘compares’ incoming spectral information with the stored spectral 
cues, in order to infer the sound’s location. However, the emergence and 
properties of such an internal map, and the rules governing this ‘comparison’ 
are not yet clear (see below).  
           
Figure 1.3. A) The pinna acts as a direction-dependent filter. An acoustic wave reaches the 
ear canal directly, and indirectly after a reflection at the rims of the pinna cavities. B) 
Measured spectral cues as a function of frequency for spectrally flat GWN stimuli presented 
in the midsagittal plane at different elevation angles (data from an adult human pinna). Red 
indicates amplification, blue indicates attenuation at the sound frequency [image retrieved 
from Van Opstal (2016), with permission].                      
Uncertainty and the Bayesian concept 
Together, binaural ITDs and ILDs and monaural spectral shape cues should 
enable humans to disambiguate a sound’s location in space under simple 
free-field laboratory conditions (Middlebrooks and Green, 1991; Wightman 
and Kistler, 1989). However, we rarely encounter such ideal acoustic 
situations in our daily environments.  While the auditory system is well 
equipped and capable of accurately localizing single sounds in an anechoic 
environment, a more realistic environment typically contains an unknown 
number of concurrent sound sources. Not only does the auditory system 
need to infer a sound’s origin, it also needs to disentangle these synchronous 
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sounds, which all trigger the basilar membrane, possibly even at overlapping 
frequency representations when source spectra overlap.  
Moreover, the extraction of the elevation estimate from the sensory 
spectrum (Fig. 1.3B) at the eardrum, S(f,E*),  is ill-posed, even for a single 
sound source, as it results from the convolution of the incoming sound-
source spectrum (X(f); a-priori unknown to the auditory system) and the 
direction-dependent pinna filter at true elevation E*, H(f, E*), which is also 
unkown to the system:  
                                            S(f,E*) = H(f, E*) ∙ X(f)                       (1) 
Thus, the auditory system can never be certain about the true sound location 
on the basis of the acoustic input, as there is only one equation, with two 
unknowns (X(f), E*)! Last but not least, internal noise, η, in the central 
nervous system will introduce additional uncertainty about the sound’s true 
location. If this noise is additive, Eqn. 1 becomes: 
                                       S‘(f,E*) = H(f, E*) ∙ X(f) +  η(f)                (2) 
Hofman and Van Opstal (1998) argued that the auditory system could deal 
with the ill-posed nature of Eqn. 1 when it would rely on three assumptions: 
(i) the elevation-dependent pinna filters are all unique (i.e., they do not 
correlate with each other); (ii) sound sources in the environment, X(f), have 
spectra that do not resemble any of the pinna filters; (iii) the sensory 
spectrum is caused by only one sound source. They showed that if all three 
conditions are met, and the auditory system would correlate the sensory 
spectrum of Eqn. 1 with the (stored) representations of all pinna filters, that 
the maximum correlation would always be found at the true elevation angle 
of the sound source: 
             argmaxE CORR [ S(f, E*), H(f, E) ]  = E*     (3) 
Thus, the neural ‘algorithm’ for human sound localization could be organized 
as follows:  
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- Estimate the azimuth angle, A*, on the basis of the binaural ILD and 
ITD cues. 
- Find the elevation angle, E*, where the correlation between sensory 
spectrum and stored filter bank is maximal 
- Use this elevation estimate to resolve the cone of confusion 
- Localize the sound at (A*, E*) 
The assumptions regarding pinna filters and sources are no physical 
necessities of the acoustic world. It could very well be that the pinna filters 
are not unique (e.g., when the pinna would be circular-symmetric around 
the ear canal), that the source spectrum does resemble a particular pinna 
filter, or that the sensory input is due to multiple sources. If so, the algorithm 
will fail, and the sound cannot be localized accurately. This happens also, for 
example, for pure tones, which lack sufficient spectral information to solve 
Eqn. 3.  
However, the pinnae of normal listeners indeed refer in a unique (and 
idiosyncratic) way to different elevation angles, and in natural 
environments, source spectra are typically very different from any pinna 
filter. Thus, under normal and simple circumstances, the human auditory 
system can get away with these ‘sensible’ assumptions to localize a sound 
quite accurately. 
Note that the neural algorithm performs two computations: a spectral 
correlation, and finding the maximum. In fact, this algorithm resembles a 
procedure that in statistics would be called ‘maximum likelihood estimation’ 
(MLE). Interpreted in this way, sound localization is a MLE process, in which 
the ‘likelihood’ is determined by the different correlations between the 
original sensory spectrum and each pinna filter, as a function of the elevation 
angle: 
E* = max [  L(E|E*)  ]                 (4) 
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Note also that the algorithm guarantees the veridical localization estimate 
when there is no noise in the sensory input. However, as suggested in Eqn. 
2, this is not to be expected.  
Interestingly, Bayesian statistics can also deal with the localization problem 
when the signal (or processing chain) is corrupted by noise.  In Bayesian 
statistics the estimate relies on the input of two different sources: (i) the 
sensory input, which determines the likelihood function, and (ii) a prior 
distribution, which expresses the statistical expectation, or belief, of the 
system regarding the sound sources (e.g. on their spatial distribution, their 
number, their temporal distribution, etc.).  
 
Figure 1.4. (A) Simulation of a single localization trial in elevation (Eqns. 5 and 6). The target 
is at an elevation of +3.3o.  In this example, the uncertainty in the sensory estimate is chosen 
identical to that of the prior assumption (σT=σP=11.5 deg). The posterior distribution then 
has a standard deviation that is exactly half of the likelihood and the prior (5.75 deg). The 
MAP estimate for this trial is at 7 deg, which is halfway between the prior mean (0 deg) and 
the MLE (at 14 deg). (B) Simulation of 1000 randomly selected trials with linear regression 
on the MAP estimates, resulting in a response gain of 0.5, with a standard deviation of 5.7 
deg = σP/2. The dashed lines indicate the trial in (A). 
If one summarizes the prior distribution of potential target elevations by 
P(E*), Bayes’ rule expresses how the sensory and prior information sources 
are combined to provide a new estimate for the target distribution (the 
posterior distribution): 
Chapter 1 
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                                        POST(E*|E) ~ L(E|E*) ∙ P(E*)                        (5) 
When this updated distribution is determined, the estimate for target 
elevation is found by applying a decision criterion (the so-called ‚decision 
rule‘) on the posterior. If the likelihood and prior distributions are both 
Gaussians, then the posterior distribution is also a Gaussian, and the optimal 
decision rule that yields (in a statistical sense) the most accurate (smallest 
absolute error) and precise (least variance) responses, is by selecting the 
elevation where the posterior reaches its maximum (the maximum a-
posteriori, or MAP, decision rule): 
                                             Ê = argmaxE [ POST(E*|E) ]                       (6)    
In this thesis, we descibe several experiments that have probed the extent 
to which the auditory system integrates (implicit) prior information about 
the environment to minimize its localization errors, and to yield accurate 
estimates of the sound’s spatial location.  
On the Bayesian decision rule  
Always selecting the MAP estimate results, on average, in the most accurate 
and precise responses, and is the optimal strategy for Gaussian probability 
distributions in the sense of smallest absolute response errors with minimal 
variability (Fig. 1.4). In Chapter 2 we tested this model on human sound-
localization performance (fast head-orienting responses) under noisy 
listening conditions. Our results showed that the MAP prediction failed to 
capture the azimuth and elevation localization data. The azimuth data 
suggested that the system adopts the maximum likelihood estimate (MLE) 
as the underlying decision rule (i.e., assuming a prior with infinite width, a 
uniform distribution). However, neither the MAP, nor the MLE could account 
for the elevation data, indicating that vertical and horizontal sound 
localization mechanisms rely on different strategies to deal with spatial 
uncertainty. For the elevation data we proposed an alternative decision-
rule, here called the adaptive sampling (AS) strategy. In this model, the 
elevation estimate is randomly selected from the posterior distribution, over 
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a range that is symmetric around its peak, with a width that depends on the 
sensory uncertainty. The predictions of the AS model outperformed the MAP 
decision strategy by far, and the data were best explained by a Gaussian 
spatial prior around straight ahead. While the MAP estimation strategy 
would deem the system unresponsive and static in the absence of sensory 
evidence for an auditory target, the AS strategy, though in general sub-
optimal in the Bayesian sense, would allow the system to randomly explore 
the environment as prescribed by its prior distribution.  
On the Spatial Prior 
In Chapter 2 we found that vertical sound localization appears to strongly 
rely on the involvement of a (finite width) spatial prior. In Chapter 3 we 
tested the extent to which self-derived spatial information about the 
environment (i.e., a spatial prior) is used during sound localization. We 
systematically varied the distribution range in which sounds were presented, 
ranging from narrow spatial ranges (e.g. 15 degrees in all directions) to broad 
ranges (e.g. 55 degrees in all directions), without providing any explicit 
information to the listeners. We performed three different experiments: 
one, in which in a block of trials the spatial range was fixed, but different 
between different blocks. In a second experiment, the spatial target range 
suddenly changed halfway a large block of trials. In the third experiment, the 
spatial target range changed continuously during the experiment, in a 
periodic fashion. The results from all three experiments showed that 
participants rapidly adjusted their stimulus-response relationship to the 
experimental variations in the spatial distribution of sounds, both in 
elevation and in azimuth. Our findings can be explained by a model, in which 
the audio-motor system aims to reduce its own derived estimate of the 
mean absolute response error across trials to within an acceptable range. 
We propose that this estimate may rely on the neural commands that 
generated the head-orienting movements (the internal estimate oft he 
response), and a sensory estimate based on the acoustic cues and internal 
prior(s).   
Chapter 1 
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On the Temporal prior  
Two sounds presented synchronously are known to induce a fused percept 
at a level-weighted average of the two sound locations. The precedence 
effect describes the phenomenon that when two sounds are presented in 
fast succession, the first sound dominates the spatial percept of the pair (the 
second sound is ignored). In the horizontal plane onset asynchronies of 1-4 
ms are sufficient to induce the precedence effect. In Chapter 4 we studied 
whether a precedence effect may also exist for the elevation direction, 
which is extracted from the acoustic input on the basis of very different cues 
than azimuth (see above, Figs. 1.1 and 1.3). We report weighted averaging 
in the vertical plane across a surprisingly large range of stimulus 
asynchronies (up to 160 ms). Our data suggest that the auditory system 
continuously collects information about a sound’s origin, even after the 
leading sound has disappeared, and thus reveal the presence of a backward 
spatial masking mechanism, rather than a precedence effect, in the vertical 
plane. As estimating elevation poses an ill-posed problem to the auditory 
system, it may be useful to apply additional decision mechanisms to improve 
sound localization of multiple sounds. We propose that in natural 
environments, it is highly unlikely that two independent sounds lie exactly in 
the median plane, especially if they follow each other in quick succession. 
Our results suggest a strong bias of the system toward the assumption of a 
single source (the system’s temporal prior) in such cases, which would 
require very strong evidence (e.g., a sufficiently long inter-stimulus delay) 
for adopting belief in the presence of more than one sound source.   
On Audiovisual Integration  
Synchronous presentation of a sound source and a visual stimulus at a 
slightly displaced location, can bias the sound-localization estimate in the 
direction of the light. This well-known audiovisual integration effect has 
become known as the Ventriloquism Effect (VE), as it resembles the percept 
of a talking dummy, when the ventriloquist performer moves the dummy’s 
lips in synchrony with her hidden voice. Previous research in the lab with 
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simple tone stimuli and point-light sources has shown that sufficiently 
frequent exposure to a ventriloquism situation may result in a persistent 
bias, which affects sound-localization performance even in the absence of 
the light. This phenomenon is known as the Ventriloquism After Effect (VAE). 
In Chapter 5, we investigated where in the auditory system the audiovisual 
interactions might take place, by testing the VAE for a set of different 
frequencies, after entraining a VE with a particular frequency. We compare 
the results to predictions of four different hypotheses, stretching from 
peripheral neural integration (in tonotopic frequency maps) to higher neural 
processing stages (in topographic multisensory maps). We find that the VAE 
generalizes across frequencies, indicating late-stage spatial processing of 
audiovisual interactions. We also discuss how non-veridical sound 
localization performance of listeners could provide a potential explanation 
for the considerable variability observed in reported VAE effect sizes in the 
literature since 1970. 
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Chapter 2 
Accuracy-Precision Trade-off in 
Human Sound Localization 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter has been published as: 
Rachel Ege, A. John van Opstal, Marc M. Van Wanrooij (2018). Accuracy-
Precision Trade-off in Human Sound Localization. Scientific Reports, 8, 
16399. 
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Introduction  
To estimate a sound’s direction, the auditory system has to process several 
implicit acoustic cues that arise from the complex, frequency-dependent 
interaction of sound waves with the head and pinnae: interaural differences 
in arrival time (so-called ITDs) and level (ILDs) specify directions in the 
horizontal plane (azimuth angle, α). Although these cues are highly reliable 
and robust, they cannot uniquely specify a sound’s direction in space, as all 
locations on the so-called interaural ‘cone of confusion’ lead to identical ILDs 
and ITDs (Blauert, 1997). For example, all sounds presented in the 
midsagittal plane of the head yield ILD=ITD=0. Thus, to disambiguate the 
cone of confusion, the auditory system should identify the sound’s elevation 
angle too. Acoustic diffraction, reflection and interference patterns that 
arise within the pinna cavities are known to yield idiosyncratic, complex 
spectral-shape cues that uniquely encode directions in the median plane 
(elevation angle, ε) for broadband sounds containing frequencies exceeding 
about 3-4 kHz (Batteau, 1967). These direction-dependent acoustic pinna 
filters, which contain specific patterns of amplifications and attenuations 
that vary systematically with the elevation angle, are known as the head-
related transfer functions, or HRTFs (Batteau, 1967; Wightman & Kistler, 
1989; Middlebrooks & Green, 1991; Blauert, 1997; Kulkarni & Colburn, 1998; 
Hofman, Van Riswick & Van Opstal, 1998; Bremen, Van Wanrooij and Van 
Opstal, 2010; Hofman & Van Opstal, 1998; Hofman & Van Opstal, 2003; Van 
Opstal, 2016), and are usually described by their amplitude frequency 
characteristics, H(f, ε). 
However, it has been argued that the estimation of the elevation angle is an 
ill-posed problem, as the acoustic sensory spectrum at the eardrum, S(f, 𝜀𝑇),  
caused by a target sound at elevation angle 𝜀𝑇, always results from a 
multiplicative combination of two unknowns: the actual source spectrum, 
T(f), and the particular direction-dependent pinna filter (Middlebrooks & 
Green, 1991; Hofman &Van Opstal, 1998; Hofman & Van Opstal, 2003; Van 
Opstal, 2016):  
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𝑆(𝑓; 𝜀𝑇) = 𝐻(𝑓; 𝜀𝑇) ∙ 𝑇(𝑓)                               (1) 
As this entwined convolution provides only one equation with two 
unknowns, the elevation angle cannot be extracted from the sensory input 
with any certainty, and therefore the auditory system can never be sure 
about the true sound location. Yet, normal-hearing listeners localize most 
broadband sounds in all directions with considerable accuracy and precision 
(Middlebrooks & Green, 1991; Hofman & Van Opstal, 1998; Hofman & Van 
Opstal, 2003; Oldfield & Parker, 1984; Goossens & Van Opstal, 1997) 
Moreover, experiments under perturbed hearing conditions show invariably 
that the azimuth and elevation components are extracted by independent 
neural pathways (see, e.g., (Hofman et al., 1998; Hofman & Van Opstal, 
1998; Hofman & Van Opstal, 2003; Goossens & Van Opstal, 1997), and Fig. 
2.1C).  
We have hypothesized that the auditory system may adopt two prior 
assumptions to cope with the elevation estimation problem: (i) the HRTFs 
are unique for each elevation angle (i.e., a pinna prior on spectral filters), 
and (ii) source spectra do not resemble any of the pinna filters (a spectral 
prior on natural sounds; Hofman & Van Opstal, 1998; Hofman & Van Opstal, 
2002). We showed that if both requirements are met, and the system would 
cross-correlate the sensory spectrum, as measured by the auditory 
nerve/cochlear nucleus, with all learned and stored spectral pinna-filter 
representations, the result would be a function of elevation. In the absence 
of noise in the sensory representations and measurements, this cross-
correlation function will always peak at the veridical target elevation angle 
(Hofman et al., 1998; Hofman & Van Opstal, 1998). 
The (rectified) entries of the cross-correlation vector may be interpreted as 
likelihoods of potential target elevations, which depend on the true stimulus 
location at εT, represented by L(ε|εT). Selecting its peak could therefore be 
seen as a maximum likelihood estimation (MLE) problem.   
In reality, however, there will be internal noise and uncertainty in the 
processing chain. As a result, the cross-correlation function in a given trial 
Chapter 2  
26 
 
2
1 
could peak at a different internal elevation estimate than the true target 
location, e.g. at elevation ε* (see below). Yet, across many trials, the MLE 
will scatter around the true target location, with a variability that reflects the 
amount of noise in the system. This simple model predicts accurate sound-
localization performance to a wide variety of sounds for simple (single-
target) listening conditions (Hofman & Van Opstal, 1998).  
However, for more challenging everyday listening conditions, target 
uncertainty may become considerable, and the MLE model could lead to 
large localization errors and increased variability (Hofman & Van Opstal, 
1998; Langendijk & Bronkhorst, 2002). To ensure an optimal strategy for all 
listening conditions, the estimation process is therefore thought to involve 
the contribution from additional assumptions about the spatial distribution 
of potential targets (a spatial prior), P(αT,εT). In that case, Bayes’ rule 
transforms the likelihood functions for azimuth and elevation (the sensory 
evidence) into more precise posterior distributions (see below), which 
specify the probability to localize the target at a given azimuth and elevation. 
For Gaussian probability distributions, the optimal localization response, 
which yields minimal mean-squared localization errors and variability across 
trials, is then obtained by selecting the location that maximizes the 
posteriors. This decision strategy is known as the maximum-a-posteriori 
(MAP) estimate (Ma, Shen, Dziugaite & Van den Berg, 2015; Knill & Richards, 
1996).  
To illustrate some interesting properties of the elevation estimation process, 
Fig. 2.1 presents two examples of human sound-localization responses, as 
measured in our lab under open-loop hearing conditions (i.e., short stimuli 
of 150 ms, presented in complete darkness, without any visual, or other 
modes of feedback about performance). The figure shows the elevation 
components of sound-evoked head-orienting saccades. Broadband sounds 
(bandwidth 0.2-20 kHz) were presented throughout the two-dimensional 
frontal hemifield for two different situations: normal hearing (Fig. 2.1A), and 
Accuracy-Precision Trade-off 
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after inserting moulds into the concha of the pinnae that perturb the original 
spectral cues (Fig. 2.1B).  
 
Figure 2.1 Elevation components of head-saccades to broadband sounds presented in the 
2D frontal hemifield (α∈[-90o,+90 o] and ε∈[-55o,+80o]). Color code: normalized response 
density around the regression line.  (A) Normal hearing. Note the high response gain and 
constant variability across the response range. The response distribution around the 
regression line is approximately Gaussian (inset left). (B) Localization immediately after 
inserting moulds in both pinnae. Data from one subject, for whom each mould produced a 
comparable ipsilateral localization deficit in elevation (but see Hofman & Van Opstal, 2003, 
for a more comprehensive analysis). Although these responses have zero gain, their variance 
is similar as for normal broad-band hearing (see Discussion). The azimuth response 
components for both conditions had a high gain and low variability (not shown). Red 
shading: data probability around the optimal fit. 
Several aspects of these response data are worth noting: (i) for normal 
hearing of BB noises (Fig. 2.1A), localization in elevation is accurate (high 
response gain, slope ~0.9), and relatively precise (σ ≈7.5 deg). (ii) The scatter 
around the optimal linear fit is nearly normally distributed and does not vary 
appreciably with response eccentricity (suggesting additive, rather than 
multiplicative noise). (iii) With binaural moulds, the spectral cues of the ears 
are heavily perturbed, but the response variance can be similar to that of 
normal hearing. (iv) For both conditions, the azimuth response components 
were accurate (gains close to one) and precise (low variability), emphasising 
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the independence of the azimuth and elevation pathways (not shown here, 
but see Middlebrooks & Green, 1991; Hofman et al., 1998; Hofman & Van 
Opstal, 1998; Hofman & Van Opstal, 2003; Oldfield & Parker, 1984; Goossens 
& Van Opstal, 1997; Hofman & Van Opstal, 2002).  
Inspired by the localization data for normal and perturbed hearing 
conditions such as in Fig. 2.1, and reported by numerous studies in the 
literature (Batteau, 1967; Wightman & Kistler, 1989; Middlebrooks & Green, 
1991; Blauert, 1997; Kulkarni & Colburn, 1998; Hofman et al., 1998; Bremen 
et al., 2010; Hofman & Van Opstal, 1998; Hofman & Van Opstal, 2003; Van 
Opstal, 2016; Oldfield & Parker, 1984; Goossens & Van Opstal, 1997; Hofman 
& Van Opstal, 2002; Langendijk & Bronkhorst, 2002; Fischer & Peña, 2011), 
we here consider the hypothesis of a Bayesian MAP estimator for sound-
source azimuth and elevation. We will assume that the internal prior 
emphasizes directions around the horizon (Fischer & Peña, 2011). That is, for 
elevation, the prior has a mean around zero and a restricted variance, 
whereas for azimuth the prior is assumed to be much broader, and close to 
uniform (i.e., all azimuth directions are nearly equally likely): 
𝑃(𝛼𝑇 , 𝜀𝑇) ∝ exp (−
1
2
(
𝛼𝑇
𝜎𝑃,𝛼
)
2
) ∙ exp (−
1
2
(
𝜀𝑇
𝜎𝑃,𝜀
)
2
)   with  𝜎𝑃,𝛼 ≫ 𝜎𝑃,𝜀         (2) 
Figure 2.2 illustrates the underlying statistical model for sound-localization 
responses in elevation, simulated under varying noise conditions (see 
Supplemental Material, S4). In Fig. 2.2A, we present the model’s mechanism 
for a single trial, where we took σT = 8.0 deg, and σP = 11.5 deg. In Fig. 2.2B 
the simulation was repeated for 1000 trials, with a regression analysis on the 
predicted responses, whereas in Fig. 2.2C we show how the regression 
results (slope and scatter around the best-fit line) are expected to vary for 
different noise conditions. The following presents and derives the relevant 
expressions underlying these simulations.   
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We adopted simple Gaussian models for the internal sensory noise (Eqn. 3; 
see Fig. 2.1) and priors (Eqn. 2). Suppose that the uncertainty about the true 
target location is described by Gaussian additive (static) noise, 𝜂, with zero 
mean and variance 𝜎𝑇
2. Presentation of a target at εT in trial n then yields a 
Gaussian likelihood function with its mean at 𝜀𝑛
∗ = 𝜀𝑇 + 𝜂𝑛, where ηn (in 
deg) is a random noise sample (Fig.2.2A, top):  
                        𝐿(𝜀|𝜀𝑛
∗ )~ exp (−
(𝜀 − 𝜀𝑛
∗ )2
2𝜎𝑇
2 )                                    (3) 
Here, 𝜀𝑛
∗  corresponds to the maximum likelihood estimate (MLE) of the 
target’s elevation, which for a given trial will typically differ from the true 
target direction. For example, in Fig. 2.2A (top) the target was presented at 
εT = -11.7 deg, but the MLE was obtained for 𝜀𝑛
∗ = -6.3 deg. Across many 
trials, the MLE will scatter around the true target location (i.e., mean 𝜀𝑛∗̅̅̅ =
𝜀𝑇)  with variance 𝜎𝑇
2.  
The simulations assumed that the prior for potential elevations is normally 
distributed around the horizontal plane (i.e., mean zero), with variance 𝜎𝑃
2 
(Fig. 2.2A, center). It then follows that the posterior elevation for a single 
trial follows from Bayes’ rule as the product of the likelihood and prior 
distributions: 
𝑃𝑂𝑆𝑇(𝜀𝑛
∗ |𝜀)~ 𝐿(𝜀|𝜀𝑛
∗ ) ∙ 𝑃(𝜀𝑛
∗ )~exp (−
(𝜀𝑛
∗ − 𝜇𝑃𝑂𝑆𝑇)
2
2𝜎𝑃𝑂𝑆𝑇
2 )         (4) 
The trial’s posterior is a Gaussian, for which mean, μPOST,n, and standard 
deviation, σPOST, are given by (Ma et al., 2015; Knill & Richards, 1996; Hillis, 
Ernst, Banks & Landy, 2002; Ernst & Banks, 2002; Alais & Burr, 2004; Körding 
& Wolpert, 2004; Körding & Wolpert, 2006; Ma, Beck, Latham, & Pouget, 
2006; Doya, 2007; Fischer & Peña, 2011; Fig. 2.2A, bottom): 
𝜇𝑃𝑂𝑆𝑇,𝑛 =   
1
1 +
𝜎𝑇
2
𝜎𝑃
2
∙ 𝜀𝑛
∗    and   𝜎𝑃𝑂𝑆𝑇
2 =
𝜎𝑇
2
(1 +
𝜎𝑇
2
𝜎𝑃
2)
                (5) 
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The MAP decision rule takes the trial-by-trial estimate for the target location 
at the posterior’s maximum, which for the assumed Gaussian distributions 
equals the posterior’s mean: 
               𝜀𝑀𝐴𝑃,𝑛 = argmax𝜀[𝑃𝑂𝑆𝑇(𝜀𝑛
∗ |𝜀)] = 𝜇𝑃𝑂𝑆𝑇,𝑛                   (6)  
As the MLE is inherently stochastic, the posterior’s mean varies from trial to 
trial too. Therefore, the true target location, 𝜀𝑇,  cannot be inferred from the 
posterior on the basis of a single trial. In the example of Fig. 2.2A (bottom), 
the posterior scatters around μPOST,n = -4.3 deg (the MAP estimate for this 
trial), with a standard deviation of σPOST = 6.5 deg, which is smaller than the 
sensory noise and the prior width. 
The result of 1000 simulated trials at randomly selected locations over a 
range of [-35,+35] deg is presented in Fig. 2.2B. It shows the 1000 MAP 
estimates as a function of the true target location, together with the linear 
regression result on the predicted responses.  
When the auditory system adheres to the MAP decision rule of Eqn. 6 and 
the underlying distributions are all Gaussian, its responses will be normally 
distributed too (Ma et al., 2015), with mean and variance given by: 
𝜀𝑀𝐴𝑃 = 𝜇𝑃𝑂𝑆𝑇̅̅ ̅̅ ̅̅ ̅ =
1
1 +
𝜎𝑇
2
𝜎𝑃
2
∙ 𝜀𝑇      and         𝜎𝑀𝐴𝑃
2 =
𝜎𝑇
2
(1 +
𝜎𝑇
2
𝜎𝑃
2)
2               (7) 
This predicted response distribution has the same mean, but it is more 
precise than the posterior (i.e., σMAP < σPOST < min(σP, σT)). If we determine 
the stimulus-response relationship for this optimal Bayesian estimate, the 
predicted response gain (i.e., the slope of the best-fit regression line) is:  
𝐺𝑀𝐴𝑃 ≡
𝜀𝑀𝐴𝑃
𝜀𝑇
=
1
1 +
𝜎𝑇
2
𝜎𝑃
2
 ,  from which    𝜎𝑀𝐴𝑃
2 = 𝐺𝑀𝐴𝑃
2 ∙ 𝜎𝑇
2        (8) 
where the right-hand side follows immediately from Eqn. 7. In the example 
of Fig. 2.2B the measured slope of the optimal regression line (GMAP=0.66) 
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corresponds well to Eqn. 8 (GMAP= 0.67) for the example values of the 
simulation (σT=8, σP=11.5). Also, the response variance around the 
regression line (σMAP=5.5 deg) is accurately predicted by Eqn. 8 (σMAP=5.4 
deg).  
By eliminating the (unknown) variance of the sensory noise, 𝜎𝑇
2, we obtain 
the following accuracy-precision relationship between response gain and 
variance: 
                                    𝜎𝑀𝐴𝑃
2 = 𝐺𝑀𝐴𝑃 ∙ (1 − 𝐺𝑀𝐴𝑃) ∙ 𝜎𝑃
2                             (9) 
 
In Eqn. 9, the variance of the system’s prior acts as the only free parameter 
of the MAP model.  
Figure 2.2C shows the predictions of the MAP strategy (Eqn. 9) for three 
different priors, and for the MLE (which corresponds to the case of σP ➝ ∞, 
i.e., a uniform prior). The curves show the optimal response behaviour for 
different sensory conditions, in which the target uncertainty, σT, 
systematically varied from σT=0 (top left of the curves) to σT=σP (the 
maximum extent of the curves, to σT=infinity (bottom left of the curves). 
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Figure 2.2 (A) From target presentation to MAP estimate for a single trial. The true target 
location (here at 𝜀𝑇 = -11.7 deg) is endowed with noise, leading to a noisy likelihood 
function (here with σT = 8 deg). The peak of this function is at 𝜀𝑛
∗ = -6.3 deg, which is the 
MLE for this trial. Combining the likelihood with the prior (zero mean, σP = 11.5 deg) leads 
to the posterior distribution for this trial, which has its maximum at 𝜀𝑀𝐴𝑃 =-4.3 deg. (B) 
Regression analysis on 1000 randomly selected trials with targets between -35 and +35 deg. 
The dashed lines point to the result of the trial in (A). The gain of the MAP estimates is 0.66, 
whereas the standard deviation of the residuals is 5.5 deg. (C) Predictions of the Bayesian 
MAP model (Eqn. 9) for the relationship between response accuracy (ordinate, gain) and 
precision (abscissa, standard deviation of regression residuals) for three different priors (see 
legend) and the simulated sensory noise ranging from σT = 0 to 100 deg. Maximal response 
variability is obtained for GMAP = 0.5, and is given by σMAP,MAX = σP/2. At this point, the slope 
of the curves is infinite. For GMAP<0.5 the slope is positive, whereas for GMAP > 0.5 it is 
negative (Supplementary Material, S1). MLE: maximum likelihood estimate (σP=∞; dashed 
line). Filled dot ‘1B’: the regression result of panel (B). 
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From Eqns. 8 and 9 one finds that the predicted response variance for the 
MAP model will be zero for two conditions: when GMAP = 1.0, which is 
obtained when there is no sensory uncertainty (i.e., when σT=0 in Eqn. 7; see 
Fig. S3 in Supplementary material), or GMAP = 0, which occurs when the 
sensory uncertainty approaches ∞ (i.e., there is no sensory information 
about the target at all; see Fig. S1). In the latter case, the posterior is entirely 
determined by the spatial prior, so that the MAP estimate corresponds to 
the prior’s mean at zero. In other words, such a decision strategy will not 
generate a response at all in the absence of sensory evidence. Thus, the 
subject would keep looking at straight ahead (which is the assumed prior’s 
mode).  
In this paper, we tested these predictions by analyzing the azimuth and 
elevation data obtained from two different open-loop sound-localization 
experiments, carried out over different target ranges, and for different 
motor behaviours.  
In the first experiment, broadband buzzer sounds had been presented within 
the two-dimensional (azimuth, elevation) oculomotor range [-35,+35] deg, 
at different signal-to-noise ratios (SNR) with respect to a broadband (GWN) 
auditory background, while a visual background of dim LEDs in the 
laboratory room provided explicit spatial information regarding potential 
target locations (Supplemental Material, Fig. S5).  
From a second experiment, we quantified the head-orienting responses of 
listeners to low-pass filtered noises with a cut-off at either 1.5 or 3 kHz, 
presented over the entire frontal hemifield. As these sounds contained 
adequate binaural ILD and ITD cues, they can be accurately localized in 
azimuth. However, because human HRTFs do not vary for frequencies below 
3 kHz, these sounds lack any sensory information regarding the target’s 
elevation direction. According to the Bayesian model, the elevation 
responses to such stimuli should be fully dominated by the adopted prior 
(illustrated in Fig. S1 for the MAP model of Eqn. 9). 
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Methods 
The auditory localization data used in this study had been collected in the 
context of an earlier audio-visual integration study (SNR; Corneil, Van 
Wanrooij, Munoz and Van Opstal, 2002) and a sound-localization adaptation 
study (low-pass; in preparation). Here, we summarize the details of the 
experiments, as far as they are relevant for the used auditory data. 
Participants 
Five adult male subjects (S1-S5) participated in the SNR experiments. All 
subjects had normal hearing, determined by a standard audiogram of both 
ears. All were experienced with eye-movement recording studies; S3 and S4 
were authors of this paper, the other three participants had never been 
involved in sound-localization paradigms. Seven other adult subjects (S6-
S12; five male) participated in the head-orienting low-pass localization 
experiments. 
Prior to the experiments participants gave their written informed consent. 
The experimental protocols were approved by the local ethics committee of 
the Radboud University, Faculty of Social Sciences, nr. ECSW2016-2208-41. 
All experiments were conducted in accordance with the guidelines and 
regulations of the Radboud University.  
Localization Paradigms 
The SNR experiment consisted of the presentation of visual-only, auditory, 
and audio-visual trials, which were randomly interleaved. Here we report 
exclusively on the auditory-only trials, for which we systematically 
manipulated the SNR. 
Each SNR trial began with the appearance of an audio-visual background (85 
dimly lit green LEDs distributed across the entire stimulus range of ±35 deg 
in all directions, and a diffuse Gaussian white-noise acoustic background at 
60 dB A-weighted (See Fig. S5 in Supplemental Material). A trial started by 
fixation of a central red LED at straight ahead. In the auditory trials, 
whenever this LED turned green, a peripheral auditory broad-band buzzer 
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was presented for 2250 ms. The signal-to-noise ratio (SNR) for the auditory 
target was varied, by employing four buzzer intensities, each at equal 
probability (SNR = -6, -12, -18 and -21 dB) with respect to the background. 
In the no-background control condition, subjects localized a 60 dBA buzzer 
(the SNR was then +30 dB). Participants were required to localize the 
auditory target as fast and as accurately as possible, by making a head-fixed 
eye saccade to the perceived target sound. The target location was selected 
pseudo-randomly from one of 24 possible locations (12 directions, 
eccentricity = 14, 20, 27 deg) with equal probability (vs. 72 locations for the 
no-background control condition). Eye movements were recorded and 
calibrated with the scleral search-coil technique (Corneil et al., 2002; 
Collewijn, Van der Mark and Jansen, 1975). 
Low-pass filtered sounds only contained frequencies between 0.5-3.0 kHz 
(S10-S12), and between 0.5-1.5 kHz (S6-S9), and were presented at an 
intensity of either 50, 60, or 70 dB SPL (A-weighted). The sounds were 
presented from randomly selected locations within the entire frontal 
hemifield, from one of 125 broad-range speakers that were mounted on a 
wire frame that spanned a globe with a radius of 1.25 m around the centre 
of the subject’s head. Azimuth angles in [-90, +90] deg, and elevation angles 
in [-55, +85] deg (see Fig. 2.5A and Supplemental Information S7; note that 
in the double-pole azimuth-elevation coordinate system, the sum of the 
absolute coordinate values can never exceed 90 deg). The listener 
responded with a rapid head saccade to the perceived target location, by 
pointing a head-fixed visual pointer at 40 cm in front of the nose (a red, dim 
laser spot projected onto a 1 cm2 black plate) in the perceived sound 
direction. This method prevented the subject from making combined eye-
head movements, by keeping the eyes fixed in the head. Head orientation in 
space was measured with a search coil on the head within three 
perpendicular oscillating magnetic fields (Bremen et al., 2010; Goossens and 
Van Opstal, 1997; Collewijn et al., 1975.  
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Regression 
To determine the response accuracy and variability, we performed linear 
regressions on the azimuth and elevation stimulus-response components for 
each subject: 
𝑅𝑝𝑟𝑒𝑑 = 𝑔 ∙ 𝑇 + 𝑏                 (10) 
with Rpred the predicted saccadic localization response component (in deg), 
and T the actual stimulus location component (in deg, for azimuth, or 
elevation). Regression parameter g is the localization gain (or slope, 
dimensionless), and b is the localization bias (or offset, in deg) of the optimal 
fit through the component data (Press, Teukolsky, Vetterling and Flannery, 
1992). Localization biases were typically small (close to 0) and were as such 
not regarded in further analyzes. Optimal regression parameters were found 
by minimizing the mean-squared error. When the regression gain deviated 
by more than 3 standard deviations from the mean, we excluded the 
regression result from the group analysis. This occurred for the low-pass 
azimuth responses of subject S8 (gain 0.59; Supplemental Information Fig. 
S7-3).  
The response variability was defined as the standard deviation, σres, of the 
fit residuals (the mean squared errors): 
𝜎𝑟𝑒𝑠
2 = 〈(𝑅𝑚𝑒𝑎𝑠 − 𝑅𝑝𝑟𝑒𝑑)
2〉                 (11) 
where Rmeas is the measured response per trial, and <x> is the average of x 
across trials. 
Results 
Stimulus-response relations  
Figure 2.3 shows the azimuth (top) and elevation (bottom) stimulus-
response relationships of participant S5 for five different SNRs. The fitted 
gains and residual standard deviations are indicated in each panel. Note that 
at the highest SNR (right-hand column), the responses are both accurate 
(high gain) and precise (low variability), for both response components. 
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Already at a SNR of -6 dB the influence of background noise on the 
localization responses becomes evident. For both components the response 
variability increased, and the gains lowered, although the effect is clearly 
more pronounced for the elevation data than for the azimuth data. These 
effects persisted for the lower SNRs: at the lowest SNR of -21 dB, the azimuth 
responses become comparable to the elevation responses at -6 dB (gain 0.78 
and standard deviation 6.2 deg). The effect of a low SNR on the elevation 
response components is quite dramatic, as the gain dropped to a mere 0.32, 
with a standard deviation that exceeded 10 deg. These results therefore 
show that the inclusion of background noise had a strong effect on the 
accuracy and precision of the sound-localization responses in elevation. 
 
Figure 2.3. Stimulus-response data. Influence of the SNR on sound-localization responses of 
subject S5 in azimuth (top row) and elevation (bottom row). Note that for elevation the 
variability increases strongly with decreasing SNR, and the response gain decreases. In 
contrast, the azimuth responses are much more robust against low SNR’s. 
Summary SNR and low-pass results.  
Figure 2.4 summarizes the regression results for all participants in this 
experiment. Figure 2.4A shows that for all subjects the response variability 
increased with a decrease in SNR, and that this effect was stronger for the 
elevation response components than for the azimuth components. Figure 
2.4B shows the systematic effects of the SNR on the response gains for the 
two components. As reported in other studies too, the elevation response 
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gain is more vulnerable to background noise than the azimuth response gain 
(Good and Gilkey, 1996; Zwiers et al., 2001; Corneil et al., 2002). Whereas 
the former already started to drop significantly at SNR = -6 dB, the latter 
maintained a high value up to SNR = -18 dB. These different characteristics 
underscore the independent neural processing pathways for the azimuth 
(binaural difference cues) and elevation (monaural spectral cues) target 
components. 
Although the azimuth and elevation data seem to follow different 
behaviours in response to a varying SNR, the statistical model described in 
the Introduction (MAP) suggests that the changes in gain and response 
variability are coupled through Eqn. 9, regardless of the target direction 
(although the underlying spatial priors for the two directional components 
may be quite different; Eqn. 2).  
 
 
Figure 2.4. Summary of the localization results in noise. (A) Standard deviation (Eqn. 15) of 
the response residues as a function of the SNR of the sounds, for azimuth (diamonds) and 
elevation (circles), for all 5 subjects (dash-dotted lines; black thick lines and filled symbols: 
means). (B) Localization gains of the azimuth and elevation response components as a 
function of SNR. Note the clearly different behaviours for the azimuth (gain ~ constant) vs. 
elevation components for all subjects (after Corneil et al., 2002).     
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Figure 2.5 shows the pooled head-movement responses (N=733) from seven 
subjects to the low-pass filtered noises across the frontal hemifield. From 
Fig. 2.5A it is immediately clear that the responses are distributed around 
the horizontal plane, although the elevation target range was from -55 to 
+85 deg. The stimulus-response relation for the azimuth components (Fig. 
2.5B) reveal a high accuracy (gain 0.9). The elevation components, however, 
have a response gain that is indistinguishable from zero (Fig. 2.5C). The 
response variability of the elevation responses is about 13 deg. Note that 
although the Bayesian model predicts that in the case of no sensory evidence 
the posterior equals the prior distribution, the MAP decision model would 
predict a very low response variability (approaching zero; Eqn. 9, Figs. 2.2C 
and S1). Thus, these low-pass data do not seem to support a MAP decision 
strategy. The individual results from all seven subjects are provided in the 
Supplemental Information S7. 
 
Figure 2.5 (A) Localization of low-pass filtered sounds (<1.5 kHz for 4 subjects, <3 kHz for 3 
subjects) over a target range of [-85,+85] deg in azimuth, and [-50,+85] deg in elevation 
(open squares). Filled dots: head-movement end points, pooled for seven subjects (N=733). 
Subjects localized all low-pass sounds around the horizon, although sounds were interleaved 
with well-localizable broadband and high-pass (>3 kHz) filtered sounds. (B) Localization in 
azimuth is accurate, with a high gain. (C) Localization of elevation is impossible because low-
pass sounds lack spectral cues (gain zero, bias near zero). The standard deviation of the 
response elevation is 13.1 deg, and results to be similar to the eye-movements in a noisy 
background with visual landmarks (Figs. 2.3 and 2.4A).  
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Model testing 
Figure 2.6 plots the response gains for azimuth (Fig. 2.6A) and elevation (Fig. 
2.6B) against the residual standard deviations, pooled for all stimulus 
conditions and subjects (N=30 points). The prediction of the MLE (at 
gain=1.0) is indicated as well and shows that this model is inadequate to 
explain the observed behaviour of the elevation response gains but may be 
the best characterisation for the azimuth response components (Fig. 2.6A; 
mean gain 0.9±0.07). The horizontal black dashed line in Fig. 2.6B  at G=0.5 
intersects the data at approximately σres~7-8 deg, which, according to the 
MAP model would correspond to a spatial prior with σP~14-16 deg. The red 
curve shows the best-fit MAP prediction, according to Eqn. 9, for which we 
obtained σP = 23.8 deg. Clearly, the data do not follow the prediction of the 
MAP model, as for gains <0.5 the gain - variability relation in the data should 
have a positive slope. Instead, all data appear to follow a monotonic relation 
with a negative slope. As a result, the coefficient of determination between 
data and MAP model prediction is very low: r2 = 0.063.  
The solid blue line through the data represents the best-fit parabolic 
relation, according to Eqn. 10 described in the Discussion (the adaptive 
sampling scheme, or AS). This curve intersects the GOPT=0 axis at σP=12.5 
deg. The coefficient of determination for the AS model is r2=0.88, which is 
by far better than the MAP prediction (z = 5.7; p < 10-5).   
The black-dashed curve corresponds to Eqn. 11 in the Discussion (the 
posterior matching scheme, or PM), which crosses the GOPT=0 axis at σP = 
11.5 deg. The coefficient of determination for the PM model is r2 = 0.69, 
which outperforms the MAP model too (z=3.6; p=0.0002). The correlation 
coefficient for the AS model (r=0.94) is significantly higher (p=0.01) than for 
the PM model (r=0.83). Thus, of the four models, the AS scheme seems to 
predict the elevation data best.  
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Figure 2.6. Response gain as a function of the response standard deviation. Test of the 
different models for (A) azimuth, and (B) elevation response components, pooled for the SNR 
and low-pass experiments (data from 11 subjects; N=32 per component; one subject 
excluded, see Methods). (A) Azimuth responses invariably have a high gain, regardless of 
the stimulus conditions, and are best described by a constant gain around 0.9 (MLE). (B)  The 
elevation responses show a fundamentally different behaviour. The data in panel B were 
fitted with Eqn. 9 (MAP model, red line, for which the average prediction error is zero), Eqn. 
10 (AS model, blue, with standard deviation of the optimal fit in shading), and Eqn. 11 (PM 
model, black, shading: standard deviation). Note that all three models have the same free 
parameter: σP. The PM and AS models both outperform the MAP decision strategy by far. 
Discussion  
Summary 
Our analysis shows that to estimate the sound’s elevation angle, the human 
auditory system regulates its response gain on the basis of the (perceived) 
reliability of current sensory information. In the SNR experiments, the 
target’s reliability varied from trial to trial, and subjects could anticipate 
neither the location of the upcoming target, nor its SNR. We revealed a novel 
accuracy-precision relationship for the sound-elevation responses (Fig. 
2.6B), in which the response accuracy, quantified by the stimulus-response 
gain, decreased monotonically with the variance of the response residues 
around the optimal regression line (precision). The data also show that the 
Bayesian MAP model, which yields optimal accuracy-precision trade-off 
when the underlying distributions are Gaussian, cannot account for the data. 
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Especially at the lower SNRs, and for low-pass sounds, the elevation 
response variability should decrease at the low response gains (Fig. 2.2C), 
rather than increase (Figs. 2.3, 2.4 and 2.6).  
Note that the example data from the acute mould-perturbation experiment, 
shown in Fig. 2.1B, may seem at odds with the monotonic gain-variance 
relationship reported in this study, as the response gain was close to zero, 
with a response variance (and reaction time, not shown) that compared to 
optimal normal-hearing broad-band sound localization.  Indeed, these data 
indicate that the listener was quite certain about the perceived elevation 
angle, although it was entirely wrong. Note, however, that as these 
experiments were conducted in total darkness and without any feedback, 
there was no way for the listener to verify whether or not the perceived 
location corresponded to the veridical source direction. Below, we argue 
that the auditory system performs a cross-correlation between the sensory 
spectrum and all (stored) HRTF representations. The data in Fig. 2.1B then 
suggest that the perturbed spectral input induced likelihoods that 
consistently peaked around the same straight-ahead elevation for all 
sources (see Hofman et al., 1998; Ottes, Van Gisbergen & Eggermont, 1986, 
for a comprehensive analysis of this idea). Thus, the statistical inference is 
applied to represented source locations, described by the cross-correlation 
function, or stimulus likelihood, rather than to the actual, physical source 
locations.   
One may wonder whether other assumptions for the prior distribution than 
Gaussian could explain the data with a MAP decision rule. For example, since 
subjects were exposed in the SNR experiments to a dimly lit visual display 
that revealed the potential target range, an alternative prior could have 
been a uniform box distribution within the oculomotor range, i.e. P(ε*) = 
1/70 for -35 < ε* < +35 deg, and 0 for |ε*|>35 deg.  
In the Supplemental Material (Fig. S6) we show that such a uniform box-prior 
cannot account for the data either. Although the box-prior also yields 
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monotonic relationships between the response gain and response variance, 
the predictions differ profoundly from the experimental data in Fig. 2.6B. 
Note that the low-pass stimuli (Fig. 2.5) provide no spectral cues for 
elevation, although the binaural difference cues that specify source azimuth 
are fully present. As a result, the elevation responses would depend entirely 
on the adopted prior. If so, the data would suggest an elevation prior that is 
approximately Gaussian distributed around the horizon, with a standard 
deviation of about 10-12 deg (Figs. 2.5C and 2.6B).  
The azimuth response components followed a different strategy, in the 
sense that they persistently relied more on sensory evidence than the 
elevation system. This underscores the fact that the binaural localization 
cues are highly reliable for the entire acoustic frequency range and are much 
less vulnerable to noise perturbation than the high-frequency spectral-
shape cues (Good & Gilkey, 1996; Zwiers, Van Opstal, & Cruysberg, 2001). As 
a result, a spatial prior is expected to be much less influential for the azimuth 
direction. The SNR and low-pass data both support evidence for a near-
uniform azimuth prior, as the response gain did not depend systematically 
on azimuth-response variance (Fig. 2.6A). Instead, the data scattered around 
a mean constant gain of about 0.9, which would be in line with MLE.  
Posterior sampling schemes 
According to the Bayesian framework, the brain aims for a response strategy 
that optimizes an accuracy and precision trade-off (Ma et al., 2015; Knill & 
Richards, 1996; Hillis et al., 2002; Ernst & Banks, 2002; Alais & Burr, 2004; 
Körding & Wolpert, 2004; Körding & Wolpert, 2006). The MAP decision 
strategy predicts that as target uncertainty increases, the gain will gradually 
drop to zero. In the limit of very low SNRs, for which the brain no longer 
obtains an adequate sensory estimate, the MAP model predicts that 
response gain and variability both drop to zero (Figs. 2.2C, S1; Eqn. 9). In that 
case, the posterior is entirely determined by the system’s prior, and since 
the MAP bases its decision on the maximum of the posterior, the selected 
response will always be the same. In case the Gaussian prior is centred 
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around the horizon (Fischer & Peña, 2011), the system’s response will always 
point at zero elevation. Clearly, this is not in line with experimental data on 
saccades, which tend to explore the environment in all directions whenever 
the system expects a sensory event, even when the event itself is 
undetectable (Bahill, Adler & Stark, 1975; Hepp, Van Opstal, Straumann, 
Hess & Henn, 1993).  
Instead of the MAP estimate, we here consider two alternative sampling 
strategies on the posterior distribution to account for the observations. In 
the first strategy, the variance of the selected responses equals the variance 
of the posterior, by adopting a particular sampling scheme, to be described 
below. This decision strategy we here notify by ‘adaptive sampling’, or AS 
model, for which σAS ≡ σPOST. In this scheme, the system takes a randomly 
selected sample from a restricted range around the peak of the posterior to 
decide on its response. Eliminating the sensory noise, σT, from Eqn. 5, then 
predicts a universal, linear gain–variance relation, with a constant, negative, 
slope that is given by −1/𝜎𝑃
2 (Supplementary Material): 
𝐺𝐴𝑆 = 1 −
𝜎𝐴𝑆
2
𝜎𝑃
2                 (12)          
Here, the prior’s standard deviation, σP is the only free parameter, and is 
obtained from the intercept of Eqn. 12 with the GAS=0 axis (Fig. 2.6B). It is 
not trivial how to estimate the posterior’s variance by means of a (random) 
sampling strategy, as in every trial the system produces a different posterior 
(see Fig. 2.2B). The question then is how the system could acquire this 
information from the trial-by-trial instantiation of the posterior distribution. 
A simple heuristic solution is described below. 
The second sampling strategy is a uniform posterior matching (PM) scheme 
(Wozny, Beierholm & Shams, 2010; Murray, Patel & Yee, 2015), in which 
each trial generates a random sample taken from the entire posterior 
distribution (Eqn. 5) to specify the response for that trial.  
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To compare the emerging gain-variance relationships for the three different 
sampling strategies considered in this paper, we simulated the models by 
determining the resulting regression parameters of each strategy for a large 
range of noise conditions (like Fig. 2.2B shows for the MAP model, with σT = 
8.0 deg). The Matlab code for these simulations is given in Supplemental 
Material, S4). In all simulations, the standard deviation of the prior was fixed 
at σP = 11.5 deg. 
Figure 2.7 shows the simulation results for the PM model (black symbols), 
the AS model (blue), and the MAP estimates (red) for the different noise 
conditions. For comparison, the MLE is also indicated (gain = 1.0, irrespective 
of the sensory noise). Targets were uniformly distributed between -90 and 
+90 deg, and each dot in the plot corresponds to a single regression result 
on the basis of 1000 trials (like in Fig. 2.2B for MAP). The additive sensory 
noise on each target position had a standard deviation, σT, which was varied 
between 1 and 60 deg, in 0.5 deg steps (119 noise conditions), i.e., 𝑇𝑛
∗ =
𝑇𝑛 + 𝜂𝑛   with 𝜂 ∈ 𝑁(0, 𝜎𝑇) and 𝑛 = 1 − 1000.  
Figure 2.7A shows how the gain drops as a function of the noise: the three 
sampling schemes predict exactly the same behaviour, because their gains 
are taken from the same posterior’s mean. Figure 2.7B shows that the gain-
variance relations, however, differ markedly for the three sampling 
schemes. For small amounts of noise (like observed in the azimuth responses 
of the SNR experiment) all three sampling schemes(and the MLE) predict 
very similar behaviours, which will be hard to be distinguished 
experimentally. However, as the sensory noise values approach the prior’s 
standard deviation, the curves start to deviate significantly. The blue curve 
in Fig. 2.7B shows the parabola of Eqn. 12 (AS model; cf. Fig. 2.6B). 
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Figure 2.7. Model simulations. Random sampling of responses from the posterior 
distribution (PM; black) vs. MAP (red) and adaptive sampling AS (blue). (A) Response gain 
decreases with increasing additive noise (on logarithmic scale) for all sampling schemes (cf. 
with elevation data in Fig. 2.3B). (B) Response gain as a function of response standard 
deviation (on linear scale). The PM data (black) intersect the G=0 axis at exactly the prior at 
σP = 11.5 deg. Red line through the PM data: Eqn. 13. The MAP variability reaches its 
maximum at σP/2 = 5.75 deg for G=0.5 (hor. dashed line, and black curve). Blue curve: 
parabolic relation (AS model, Eqn. 12), as sampled by Eqn. 14.   
Thus, taking a random sample from the entire posterior distribution under 
all noise conditions produces more response variance than is actually 
observed in the data. Although the experimental data have a higher 
response variability than the MAP prediction at the same prior, they appear 
to fall between the PM and MAP models (Fig. 2.6B). The PM model ensures 
an optimal response gain, albeit with a higher response variability, indicative 
of ‘sub-optimal’ behaviour. The data suggest that the auditory system may 
actually outperform the PM scheme (and as such would be ‘near-optimal’), 
by adopting the AS sampling strategy. 
The experimental data (and Eqn. 12) follow a response strategy that seems 
to betray a gradual transition from the optimal MAP decision at high sensory 
confidence levels (i.e., at low sensory noise) to full posterior random 
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sampling at very low sensory confidence (i.e., at high noise levels). The blue 
symbols in Fig. 2.7B implement a heuristic sampling scheme, in which an 
estimate of the sensory noise, ?̂?, determined the range over which the 
posterior distribution was sampled around its peak to decide on the 
response, RAS: 
𝑅𝐴𝑆 ∈ [𝜇𝑃𝑂𝑆𝑇 ± 𝑤0 ∙ ?̂?]     with  𝑤0 ≈ 0.9            (14) 
At high sensory noise levels, or in the absence of sensory evidence, like 
observed in the low-pass data, the system samples (nearly) the entire 
posterior distribution, which in that case is fully dominated by the prior (Eqn. 
9). For low sensory noise values, however, the response is mainly 
determined by the peak of the posterior (like in MAP), which is also close to 
the MLE prediction (Fig. S3). For intermediate sensory noise levels, the 
sampling width gradually increases, yielding responses that fall between 
these two extremes, and closely follow the prediction of Eqn. 12.  
The data suggest that the auditory system may weigh its uncertainty about 
the sensory evidence to program its localization response from trial to trial. 
The statistical model, described by Eqns. 6, 12 and 14, accounts for the full 
behaviour of eye- and head-movement responses across a wide range of 
target directions, acoustic stimuli, and SNRs.  
 
Neural mechanisms 
How could the auditory system access the relevant components and 
parameters of the AS model? This question concerns an internal estimate 
for the amount of sensory noise, σT, and the posterior distribution. Figure 
2.8 presents a computational model, adapted and extended after Hofman 
and Van Opstal, 1998, that explains how the auditory system could estimate 
the veridical direction of a sound-source in elevation and azimuth, despite 
the ill-posed nature of the problem (see also the Introduction, where we 
described the initial stages of this model), and despite internal sensory noise.  
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 The width, σT, of the likelihood function, L(ε|ε*), is assumed to provide a 
measure for spatial target uncertainty. Multiplication (Π) of the likelihood 
with the internal prior results in the posterior. In the AS sampling scheme, 
the sampling width is determined by a sensory-noise dependent decision 
stage, 𝑓(?̂?), which could use the widths of the calculated posterior, σPOST, 
and internal prior, σP, from:  
𝑓(?̂?)~𝑤0 ∙ √
𝜎𝑃𝑂𝑆𝑇
2
1 −
𝜎𝑃𝑂𝑆𝑇
2
𝜎𝑃
2
               (15) 
Thus, the more the variance of the posterior approaches the prior’s variance, 
the larger the estimate of the sensory uncertainty, and the wider the 
posterior sampling range, as prescribed by Eqn. 14.  
We speculate that a potential neural correlate for the posterior distribution 
(as the neural representation of the system’s desired motor output) could 
be embedded in the population activity of the motor map of the midbrain 
Superior Colliculus (SC). The SC population activity can be well described by 
a rotation-symmetric Gaussian in its motor map (Ottes et al., 1986) and 
could potentially represent a statistical distribution of potential responses 
(Ma et al., 2006). It has been shown that the cells in the SC population 
together specify the response coordinates (amplitude and direction of the 
gaze-saccade), as well as its kinematics (Goossens & Van Opstal, 2006; 
Goossens & Van Opstal, 2012). Noise can enter this population in different 
ways: (i) by random changes of centre and shape of the population, (ii) by 
variability of neural firing rates across the population, and (iii) by variability 
in the number of spikes of the recruited cells. Each of these factors could 
have a different effect on the resulting motor responses: e.g., variability in 
response endpoints because of (i) and (iii) (Van Opstal & Van Gisbergen, 
1989), and variability in movement speed because of (ii) (Goossens & Van 
Opstal, 2012).  
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We have proposed that the fastest and most precise gaze shifts occur when 
all cells in the population synchronise their bursts (Goossens & Van Opstal, 
2012), and that the SC motor map as such embeds optimal speed-accuracy 
trade-off. This sensory-motor mechanism ensures that saccades are 
generated as fast and as accurately as possible, despite target uncertainty in 
the retinal periphery, by following the so-called nonlinear main-sequence 
kinematics (a saturating amplitude - peak velocity relation; Goossens & Van 
Opstal, 2012; Bahill, Clark & Stark, 1977; Harris & Wolpert, 2006), and a 
tendency to undershoot visual targets by about 10% (Harris, 1995]). Jitter in 
the timing and properties of SC bursts would thus cause gaze trajectories to 
deviate from a straight line, increase the saccade endpoint variability, and 
endow them with slower, non-optimal kinematics.  
We here conjecture that the SC population could also implement 
(near-)optimal accuracy-precision trade-off, as forwarded in this study. The 
more confident the system is about the target coordinates, the more 
vigorous the resulting SC bursts, whereas increased uncertainty about the 
target would reduce vigour and synchrony among the cells. The subsequent 
collicular readout (brainstem/cerebellum) could derive a measure for the 
posterior’s variance, σPOST, from the intrinsic variability within the SC 
population (Ma et al., 2006) and relate this to the uncertainty in the target 
representation to select its localization estimate.  
 
Chapter 2  
50 
 
2
1  
Figure 2.8. Neuro-computational model of human sound-localization in azimuth and 
elevation. The coordinates are extracted by essentially independent neural pathways, as the 
underlying mechanisms for azimuth and elevation are profoundly different in processing and 
associated uncertainties. Azimuth is typically more precise than elevation (e.g., Fig. 2.3), 
yielding much narrower likelihood functions, and a better MLE. The decision/selection 
mechanism for elevation determines the sampling strategy on the posterior on the basis of 
current sensory uncertainty in the median plane (here: AS model; Eqns. 14 and 15).  
 
In conclusion 
Taken together, our analysis reveals how the unique independence of the 
horizontal and vertical sound-localization mechanisms, are not only 
processed by independent neural pathways, but may also be embedded as 
different strategies to deal with spatial uncertainty in the acoustic 
environment. Whereas the azimuth coordinate may be extracted by 
maximum likelihood estimation, the elevation direction appears to rely 
strongly on the involvement of a spatial prior. By testing eye- and head 
movements to different types of sounds, hearing conditions, different 
stimulus ranges, and with or without spatial environmental cues, the 
elevation data were best explained by a Gaussian spatial prior around 
straight ahead with a limited width of about 12 deg. The system appears to 
rely on a random sampling strategy from the posterior distribution, rather 
than on a point estimate like the MAP rule. In this way, the audio-motor 
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system can explore the sensory environment with randomly directed 
orienting movements, even in the absence of a detectable sensory input 
signal. 
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Supplementary material 
S1. MAP predictions for three different sensory noise conditions: 
                                σT ~ ∞,  σT =  σPRIOR,  and σT ~ 0. 
According to the MAP model, when the uncertainty in the sensory 
information, σT, is very large, the posterior distribution will become equal to 
the prior. As a result, the MAP prediction will point to the straight-ahead 
location at every trial, leading to a response gain and standard deviation of 
zero. Figure S1 shows a simulation of this case (a flat likelihood) in the same 
format as in Figure 2.2A,B.  
 
Figure S1. (A) Simulation of the MAP estimate for a single trial. The uncertainty in the 
sensory estimate is 105 deg (infinite), yielding a flat likelihood function. The posterior 
distribution is identical to the prior. Thus, although the true target is presented at 16.3 deg, 
the MAP estimate is at 0 deg. (B) Simulation of 1000 randomly selected trials with 
subsequent linear regression on the MAP estimates. The result is a gain and a standard 
deviation of zero, as all MAP estimates are exactly at 0 deg. 
When the uncertainties in prior and likelihood are the same, the MAP model 
predicts averaging of the target estimates with respect to the prior mean 
(here, at straight ahead; response gain GMAP = 0.5; Figure S2). 
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Figure S2. (A) The uncertainty in the sensory estimate is chosen identical to that of the prior 
(σT=σP=11.5 deg). The posterior distribution has a standard deviation that is exactly half of 
the likelihood and the prior (5.75 deg). The MAP estimate is at 7 deg, which is halfway 
between the prior mean (0 deg) and the MLE (at 14 deg). (B) Simulation of 1000 randomly 
selected trials with linear regression on the MAP estimates, resulting in a response gain of 
0.5, with a standard deviation of 5.7 deg = σP/2 . 
Finally, when the sensory uncertainty is very small (here σT = 0.1 deg) the 
likelihood will fully dominate the estimate. Thus, the MAP estimates will be 
veridical (responses: GMAP=1.0 and σMAP = 0; Figure S3). 
 
Figure S3. (A) Uncertainty in the sensory estimate is now close to zero (0.1 deg). MLE and 
true target location are therefore nearly identical (5 deg). The posterior distribution has 
standard deviation nearly zero, and the MAP estimate now points at the true target. (B) 
Simulation of 1000 randomly selected trials with a subsequent linear regression on the MAP 
estimates. The result is a gain of 1.0, and a standard deviation of 0.1 deg. 
Chapter 2  
58 
 
2
1 
In Figure 2.2C, these three examples are found at (0, 0), (5.75, 0.5), and (0, 
1), respectively. All MAP simulations were carried out with the Matlab 
routine of S4. 
S2. The MAP derivative. 
For the MAP model, Eqn. 6, the optimal response gain is related to the 
response variance by 
𝐺𝑂𝑃𝑇 =
1
2
±
1
2
√1−4
𝜎𝑀𝐴𝑃
2
𝜎𝑃
2                 (𝑆1) 
where 0 ≤ σMAP ≤ σP/2 (see the semi-elliptic curves in Figs. 2.2, 2.4, and 2.5). 
For optimal gains smaller than 0.5, the slope of the curve’s lower half is then 
given by 
𝜕𝐺𝑂𝑃𝑇
𝜕𝜎𝑀𝐴𝑃
=
2𝜎𝑀𝐴𝑃
𝜎𝑃
2 ∙ √1 − 4
𝜎𝑀𝐴𝑃
2
𝜎𝑃
2
> 0        (𝑆2) 
The slope is zero at σMAP=0 (when GOPT=0); it approaches +∞ at σMAP = σP/2, 
where GOPT = 0.5. 
S3. Derivation of Eqn. 12  
According to the AS model, the mean and variance of the posterior 
distribution (Eqn. 5) directly relate to the response gain and the response 
variance is the same as the variance of the posterior: 𝜎𝐴𝑆
2 = 𝜎𝑃𝑂𝑆𝑇
2 . We write 
the response gain (Eqn. 8) as: 
                  𝐺𝐴𝑆 =
𝜎𝑃
2
𝜎𝑇
2 + 𝜎𝑃
2      from which  𝜎𝑇
2 + 𝜎𝑃
2=
𝜎𝑃
2
𝐺𝐴𝑆
                      (S3)  
Thus, for the variance of the posterior: 
𝜎𝐴𝑆
2 =
𝜎𝑇
2𝜎𝑃
2
𝜎𝑃
2
𝐺𝐴𝑆
= 𝜎𝑇
2𝐺𝐴𝑆  and with 𝜎𝑇
2=
𝜎𝑃
2
𝐺𝐴𝑆
− 𝜎𝑃
2     follows Eqn. 12       (S4)     
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S4. Matlab code to simulate the MAP, PM and AS models (Figs. 2.2 and 2.7) 
function [Gmap,Smap,Gpm,Spm,Gas,Sas] = posterior_sampling(sdE) 
%   sdE enters the function as the sensory noise in deg (standard deviation sdE in [1 : 0.5 : 60] ) 
Ntr = 1000;                           % number of trials  
sdT              = 11.5;                            % Target distribution stdev, in this case it’s also the stdev of the prior distribution 
T = sdT*randn(Ntr,1);         % randomly drawn targets between about -35 and +35 deg 
x =  T+sdE*randn(Ntr,1);    % 1000 noisy measurements of the targets with stdev sdE 
s = -90:0.1:90;                   % stimulus axis s, of potential locations; 1801 values for the distributions, in 0.1 
deg steps 
 
%  prepare the Gaussian distributions: prior, likelihood and posterior 
prior = normpdf(s,0,sdT);       % Gaussian prior on stimulus location s, mean zero, stdev 11.5 deg 
[S,X] = meshgrid(s,x);              % S, X:  1000 x 1801 matrices: each trial gives a full distribution over 1801 points 
(e.g. Fig. 2.2A) 
L                  = normpdf(S,X,sdE);       % 1000 Gaussian likelihood functions (for noise sdE) given all trials on x 
prior           = repmat(prior,size(L,1),1);   % repeat the prior for every trial (1000 x 1801) 
post = prior.*L;                        %  posterior distributions for each individual trial (1000 x 1801) 
 
%     MAP simulation 
[~,J] = max(post,[],2);              % the locations of posterior maxima (1000 values, one for each trial; see e.g., 
Fig. 2.2B, S1-3) 
MAP            = s(J);                                 % the 1000 response estimates for which the posteriors reached their maximum 
b = regstats(MAP, T, 'linear',{'beta','r'});    % linear regression performed on the 1000 trials (see e.g., Fig. 
2.2B) 
Gmap = b.beta(2);      Smap = std(b.r);    % MAP gain and stdev of the residuals for the given target noise, sdE 
(data for Fig. 2.7) 
 
% Posterior matching simulation: the PM model, a random sample of the posterior distribution in each trial 
PM  = NaN(Ntr); 
for n = 1:Ntr 
         PM(n) = randpdf(post(n,:),s,[1,1]);        % draw a random sample from each of the 1000 posteriors 
    end 
b = regstats(PM ,T, 'linear',{'beta','r'}); 
Gpm = b.beta(2);         Spm = std(b.r);      % PM gain and stdev of the residuals (data points for Fig. 2.7) 
 
% Adaptive sampling of the posterior with sampling widths depending on sdE (Eq. 11): AS model 
AS = NaN(Ntr);                                                      % 1000 estimates 
for n = 1:Ntr 
       k  = floor(J(n)-9*sdE);                                     % target resolution is 0.1 deg:  is – 0.9*sdE in deg from the maximum 
       m =   ceil(J(n)+9*sdE);  
       smpl = s(k:m);                                                   % sampling width (m-k) in sensory space on the posterior depends 
on sdE    
       post2 = post(n,k:m);                                        % the partial posterior around the maximum (note: if k=m it’s MAP) 
       AS(n) = randpdf(post2, smpl, [1,1]);            % draw a random sample from the  partial posterior (1000 times) 
   end 
b = regstats(AS, T, 'linear',{'beta','r'}); 
Gas = b.beta(2);     Sas  = std(b.r);             % AS gain and stdev of the residuals (data points for Fig. 2.7)  
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S5. Target display of the SNR experiments 
 
 
Figure S5. Background visual display of the SNR experiments. The white-noise auditory 
background (at 60 dBA) is not shown (see Corneil et al., 2002). Grey dots: dimly-lit green LED 
locations (N=85); crosses: potential target locations, randomly selected in the experiment. 
Targets consisted of audio-visual (AV) stimuli (red LED and buzzer sound), V-only stimuli, or 
A-only stimuli. The target-sound intensities were selected from 39, 42, 48, and 54 dBA. All 
stimuli were randomly interleaved. We here report on the A-only targets (Figures 2.3, 2.4, 
and 2.6). The target locations for the LP experiment are depicted in Fig. 2.5A. 
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S6. Alternative prior distributions 
Clearly, when the shape of the prior distribution is left entirely free, any 
response pattern can in principle be fitted by the MAP decision rule. In the 
paper we opted for Gaussian distributions, not only for mere analytical 
convenience (Eqns. 5-9), but also because the response data seem to suggest 
normally distributed patterns (e.g. Fig. 2.1).  
However, because in the experiments the stimuli were drawn from a finite 
target range, and especially in the SNR experiments this was made explicitly 
evident by means of the dim visual background (Fig. S5), one may wonder 
whether perhaps the assumed prior distribution may have reflected this 
imprinted target range. The two experiments (SNR and LP) employed target 
ranges: [-35, +35] deg and approximately [-90, +90] deg in azimuth and 
elevation.  
In Fig. S6 we show the results of the gain-variability relationship of the MAP 
model for two situations: a uniform box prior in [-40, +40] deg, while targets 
were drawn from [-90, +90] deg (left), and from [-40,+40] deg (right). The 
MAP results for these box-priors are indicated by the orange symbols, and 
are compared to the MAP rule on a Gaussian prior, for which we here took 
a large standard deviation of 30 deg. It is immediately clear from these 
results that although the small box-prior on the right-hand side predicts a 
monotonic decrease of the gain with increasing response variance, 
qualitatively similar as seen in the data, the slope of this relationship is far 
too low, as the curve will intersect the G=0 axis at about +45 deg, rather than 
at 12 deg, as seen in the data. We conclude that the Gaussian prior, in 
combination with random posterior sampling, explains the data best. 
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Figure S6: Simulations of the accuracy-precision relationship for a MAP decision model when 
a box-car prior (orange symbols) of [-40,40] deg is chosen, in case of two different actual 
target ranges: [-90,+90] deg (left), or [-40, +40] deg (right). The box-car simulations are 
compared to a MAP decision rule with a Gaussian prior that has a standard deviation of 30 
deg (blue symbols). Although the box-prior yield monotonically decreasing relations, they 
differ profoundly from the experimental data shown in Fig. 2.6.  
 
S7. Regression results for the LP responses of all seven individual subjects  
Figure 2.5 shows the pooled data from seven subjects (S6-S12). Here we 
provide the results from the individual subjects in the same format as Figure 
2.5.   
 
Figure S7-1: Response data from listener S6 to LP filtered noises (<1.5 kHz). Compare Fig. 
2.5. 
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Figure S7-2: Response data from listener S7 to LP filtered noises (<1.5 kHz).     
 
Figure S7-3: Response data from listener S8 to LP filtered noises (<1.5 kHz). Note the low 
gain for this listener, which falls more than 3σ from the mean (and therefore is not included 
in the analysis of Fig. 2.6A).      
 
Figure S7-4: Response data from listener S9 to LP filtered noises (<1.5 kHz).     
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Figure S7-5: Response data from listener S10 to LP filtered noises (<3 kHz).     
 
Figure S7-6: Response data from listener S11 to LP filtered noises (<3 kHz). 
 
         
Figure S7-7: Response data from listener S12 to LP filtered noises (<3 kHz)
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Chapter 3 
Perceived Target Range Shapes 
Human Sound Localization Behavior 
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Introduction 
To localize sounds, the auditory system relies on interaural time- and level 
differences, which vary systematically in the horizontal plane (azimuth; 
Blauert, 1997), while the pinnae provide spectral-shape cues by diffracting 
and reflecting sound waves for directions in the median plane (elevation; 
Middlebrooks & Green, 1991; Kulkarni & Colburn, 1998; Hofman et al., 1998; 
Bremen et al., 2010). Under simple free-field laboratory conditions, the 
acoustic cues enable humans to accurately localize sounds in all directions 
(Middlebrooks & Green, 1991; Wightman & Kistler, 1989).  
However, natural environments typically contain an unknown number of 
sound sources, and the neural processing may be endowed with internal 
noise and uncertainty, rendering the auditory system prone to localization 
errors (Hofman & Van Opstal, 1998; Langendijk & Bronkhorst, 2002). To 
minimize such errors, the nervous system should not only rely on immediate 
sensory evidence, but also acquire information about the environment. Such 
strategies have been demonstrated for perceived visual motion (Stocker & 
Simoncelli, 2006), visuomotor integration (Körding & Wolpert, 2004), 
movement planning (Hudson et al., 2007), audiovisual integration (Alais & 
Burr, 2004) and multisensory cue combination (Körding et al., 2007).  
What follows is a brief explanation of what error minimization actually 
entails when generating a response R towards a perceived sound presented 
at target location T. The response R will be guided by the target T, but is also 
affected by internal additive noise (ε), due to a noisy sensory observation of 
the target and/or a noisy motor response. This can be well-described with a 
linear equation (e.g. Goossens & Van Opstal, 1999; Van Grootel et al. 2011; 
Van Barneveld & Van Wanrooij, 2013; Van Wanrooij & Van Opstal, 2005): 
R = g ∙ (T + ε)             (1) 
with g the response gain (slope). In the absence of noise, the optimal 
behavior is described by R = T, with a gain of 1. Over N trials, the mean 
absolute localization error is determined by: 
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E̅ =
∑ |Rn − Tn|
N
n=1
N
=
∑ |(g − 1) ∙ Tn + g ∙ εn|
N
n=1
N
          (2) 
From this follows that the mean absolute error depends on localization 
accuracy (through (g − 1) ∙ Tn), which is highest if the gain is one; and on 
localization precision (via g ∙ εn), which is highest if the gain is zero. To 
minimize its errors, the audiomotor system should therefore optimize 
accuracy-precision trade off. This would typically be obtained for a gain g 
less than 1; with the exact value also depending on the extent of the spatial 
target range (Fig. 3.1A). Essentially, gain optimization requires knowledge 
about the amount of one’s own response variability and about the likely 
source locations of targets. 
                     
Figure 3.1. Model simulations showing that error minimization leads to an optimal target-
response gain less than 1. (A) Mean absolute error (Eqn. 2) as a function of the response 
gain for three different target ranges (±50o (yellow), ±30o (red), and ±15o (blue)), with 
additive, p(ε)=N(0,σε) Gaussian noise. Simulations were obtained by uniformly randomly 
picking 200 target locations from each target range and generating responses according to 
Eqn. 1 for 141 gains g ranging from 0 to 1.4 with a fixed additive noise standard deviation 
of 10.0 deg. The minimum mean absolute error is obtained for gains less than 1. The optimal 
gains systematically vary with target range (vertical lines). The highest optimal gain (g=0.89) 
is found for the largest target range, for which the absolute error varies strongest with gain. 
(B) Simulated stimulus-response relations (Eqn. 1) for the three target ranges at their 
respective optimal response gains.  
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But how does the auditory system access such information without 
independent feedback (e.g., visual)? We hypothesize that the system could 
employ two sources of information under open-loop localization tasks: the 
acoustic cues to estimate perceived sound-source locations, and internal 
neural feedback about orienting movements that provide information about 
its responses. Sensorimotor integration could thus provide a neural estimate 
of the system’s overall performance, which could lead to potential 
adjustments in the response gain, even in the absence of exogenous 
feedback. Thus, if the perceived distribution of sounds differs from the 
system’s priors, it could adjust the response gain to minimize its internal 
estimate of sound localization errors.  
In three experiments, we investigated how listeners incorporate the 
perceived target-distribution range in their localization responses. The first 
experiment tested whether the target range influenced the response gain, 
by presenting fixed spatial ranges that varied between subsequent blocks of 
trials. We found that this is indeed the case, irrespective of the order of the 
blocks. The second experiment tested the adaptive capacity of the response 
gain, by presenting a long block of trials with a step-change (either upward, 
or downward) in the target range halfway the block. We observed a rapid 
gain change that differed for upward vs. downward step changes, as well as 
slow gain changes before and after the step. In the third experiment, we 
studied how the gain responds to a continuous change in the target range at 
different speeds. We discuss our results within the context of models for 
sensorimotor integration.                           
             
Materials and Methods 
Participants 
We collected data from twelve participants (seven male) who took part in 
three experimental paradigms (Experiment 1: eight participants; Experiment 
2: ten participants; Experiment 3: seven participants; see Paradigms section, 
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below). Six subjects (S1-6) participated in all three paradigms. All 
participants had normal or corrected-to-normal vision, and no reported 
hearing dysfunctions, aged 21-31 (mean, 26.6 years). One participant (S1) is 
author of this paper; the other eleven participants were naive about the 
purpose of this study. Experiments were conducted after obtaining informed 
consent from the participant.  
The experiments fully adhered to the protocols regarding observational 
experiments on healthy human adults and were approved by the local 
institutional ethical committee of the Faculty of Social Sciences at the 
[Author University] (ECSW 2016-2208-41). All participants signed an 
informed consent form, prior to the start of the experimental sessions. 
Apparatus 
During the experiment, the subject sat comfortably in a chair in a completely 
dark, sound attenuated room (LxWxH = 3.5x3.0x3.0 m). The floor, ceiling and 
walls were covered with sound-attenuating black foam (50 mm thick with 
30-mm pyramids; AX2250, Uxem b.v., Lelystad, The Netherlands), effectively 
eliminating echoes for frequencies exceeding 500 Hz. The room had an 
ambient background noise level of about 30 dBA (measured with an SLM 
1352P, ISO-TECH sound-level meter). The chair was positioned at the center 
of a spherical frame (radius 1.5 m) on which 125 small broad-range 
loudspeakers (SC5.9; Visaton GmbH, Haan, Germany) were mounted. These 
speakers were organized in a grid by separating them from the nearest 
speakers by an angle of approximately 15 deg in both azimuth and elevation 
according to the double-pole coordinate system (Knudsen and Konishi, 
1979).  On the cardinal axes (elevation zero, and azimuth zero) speakers 
were placed more densely; these were separated by 5 deg. No speakers 
were placed at elevations below -45 deg. Head movements were recorded 
with the magnetic search-coil technique (Robinson, 1963). To this end, the 
participant wore a lightweight spectacle frame with a small coil attached to 
its nose bridge. Three orthogonal pairs of square coils (6 mm2 wires, 3 m x 3 
m) were attached to the room’s edges to generate the horizontal (80 kHz), 
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vertical (60 kHz) and frontal (48 kHz) magnetic fields, respectively. Horizontal 
and vertical head-coil signals were amplified and demodulated (EM7; 
Remmel Labs, Katy, TX, USA), low-pass-filtered at 150 Hz (custom built, 
fourth-order Butterworth), digitized by a Tucker Davis Technologies (TDT, 
RRID:SCR_006495) System 3 Medusa head stage and base station (RA16GA 
and RA16, respectively), and stored on hard disk at 6 kHz/channel. Custom-
written Matlab (RRID: SCR_001622) software, running on a PC (HP EliteDesk, 
CA, USA) controlled data recording, stimulus generation, and online data 
visualization. 
Stimuli 
Acoustic stimuli were digitally generated using TDT hardware, consisting of 
two real-time I/O data acquisition processors (RP2.1, at a 48,828.125 Hz 
sampling rate), two stereo amplifiers (SA-1), four programmable attenuators 
(PA-5), and eight multiplexers (PM-2). Each of the 100 available acoustic 
stimuli consisted of 50 dB (A-weighted), 50-ms duration, pre-generated 
fresh Gaussian white noise (0.5–20 kHz bandwidth), with 5-ms sine-squared 
onset and cosine-squared offset ramps.  
Visual stimuli consisted of green LEDs (wavelength 565 nm) mounted at the 
center of each speaker (luminance 1.4 cd/m2), which served as independent 
visual fixation stimuli during the calibration experiment, or as a central 
fixation stimulus at straight-ahead during the localization experiments.  
Calibration experiment 
To establish the off-line mapping of the coil signals onto known target 
locations subjects pointed a laser, attached to the spectacle frame, towards 
24 known LED locations in the frontal hemifield (separated by approximately 
30 deg in both azimuth and elevation).  
Paradigms 
In all paradigms, participants were instructed to first fixate the central LED 
by aligning the head-fixed laser pointer. The fixation light was extinguished 
300-800 ms after a button press of the participant and 200 ms later the 
target sound was presented. Participants were instructed to “point the 
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head-fixed laser as fast and as accurately as possible towards the perceived 
location of the sound source”. Data acquisition ended automatically 1500 
ms after sound onset, after which a new trial was initiated. Inter trial 
intervals arising from processing time to end a trial (e.g. data storage on disk) 
and initiate a new trial (e.g. loading new sound in TDT) lasted on average 2 
s. Onset of one trial to onset of the next trial took on average 4 s.  
 
Figure 3.2. Experimental paradigms. In (A,C,D), colored dots indicate stimulus positions, for 
azimuth (red) and elevation (blue), as a function of trial number. (A) Experiment I: Five target 
blocks, shown in descending order of target-range. (B) Distribution of all speakers in the 
experimental room in double-pole azimuth-elevation coordinates.  (C) Experiment II: After 
250 trials, the stimulus range acutely changed from a large (±55 deg) to a small (±25 deg) 
range (as shown), or vice versa. (D) Experiment III: The stimulus range changed in a 
sinusoidal way throughout the experiment (400 trials) from large (±60 deg) to small (±15 
deg), or vice versa. The panel shows a repetition period P=100 trials, and phase ϕ =0.  
Subjects participated in three experimental paradigms with varying ranges 
for the target sound locations, as detailed below (Fig. 3.2). Sound locations 
were pseudo-randomly selected from a discrete uniform distribution over 
all speakers within the experimental range (Fig. 3.2A). The actual realization 
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of locations and presentation order was fixed before the start of the study 
and was the same for all participants. Participants received no information 
about the stimulus distribution ranges, and they were not told about the 
potential changes in the target distribution. Experiments were performed 
under open-loop hearing conditions, as participants did not receive any 
feedback about their performance during, or after the experiment. Note that 
the stimuli within the smallest range in each of the experiments were the 
same for all experimental blocks, although their relative occurrence 
decreased with increasing target range.  
Experiment I. In the first experiment (Fig. 3.2A), the range of stimulus 
locations was kept constant within a block of trials but varied across blocks.  
We presented five different ranges as blocks of trials to eight participants (4 
male; aged 27-31, mean: 28.3 years; S1-8):  
(1) ∆T=30 deg (±15 deg in azimuth and elevation), 16 locations, each 
presented four times, yielding a total of N=64 stimuli (Fig. 3.2A, far 
right),  
(2) ∆T=60 deg, 40 locations, N=80 stimuli (2nd panel from right), 
(3) ∆T=90 deg, 72 locations, N=144 stimuli, in 2 parts (3rd panel from 
right), 
(4) ∆T=120 deg, 87 locations, N=174 stimuli, in 2 parts (2nd panel from 
left), 
(5) ∆T=180 deg, 99 locations, N=198 stimuli, in 2 parts (far left). 
The five blocks were presented within one experimental session, with short 
intermittent breaks (~2 min), during which the lights were turned on. In 
three sessions, stimulus blocks within a session were sorted either by 
increasing order in target range, from ∆T=30 to 180 deg, by decreasing order 
in target range, from ∆T=180 to 30 deg (as in Fig. 3.2A), or pseudo-randomly. 
Completion of a session of 660 trials took approximately 50 minutes.  
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Experiment II. In the second paradigm, the distribution range of target 
locations switched after the first half of the experiment from ∆T=110 deg 
(±55 deg, N=250 trials) to ∆T=50 deg (±25 deg, N=250 trials; Fig. 3.2C; broad-
to-narrow) in one session, and vice versa (narrow-to-broad) in a second 
session. Ten listeners (5 male, aged 21-29, mean: 26 years; S1-6, S9-12) 
participated in both sessions, with a different order of range switching. 
These sessions were held on two separate days. There were no interleaved 
breaks within a session. One session of 500 trials took approximately 35 
minutes.  
Experiment III. In the third paradigm (Fig. 3.2D), the range of stimulus 
locations varied dynamically following a sinusoidal envelope with one of four 
periods, P (in number of trials), centered around straight ahead, according 
to: 
∆𝑇𝑛 = 75 ∙ (1 + 0.6 ∙ cos (2𝜋
𝑛
𝑃
+ 𝜙))           (3) 
with trial number n = [0:399], and period P = [50, 100, 200, 400] trials. A 
session could either start at the maximum range of ∆Tmax = 120 deg (Fig. 
3.2D shows P=100, ϕ=0) or at the minimum range of ∆Tmin = 30 deg (ϕ= π). 
The seven subjects (three male; aged 27-29, mean: 28 years; S1-6, S8), who 
participated in this experiment, completed all eight conditions (four 
frequencies × two phases, divided over 8 sessions of 400 trials each). There 
were no interleaved breaks. One session took approximately 26 minutes. 
Analysis 
The head-position signals (in Volt) were first digitally low-pass filtered (cut-
off frequency 75 Hz, filter order 50) and calibrated (to deg of head rotation 
from center).  A custom-written Matlab program detected head-movement 
onsets, whenever the velocity first exceeded 20 deg/s, and offsets when 
they first fell below 20 deg/s after a detected onset. We took the end 
position of the first movement after stimulus onset as a measure for 
localization performance and excluded potential secondary corrective 
movements. Each movement-detection marking was visually checked by 
the experimenter, and adjusted when deemed necessary, without having 
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information about the stimulus. Data analysis and visualization were 
performed in Matlab. 
Statistics 
The optimal linear regression line of the stimulus-response relation was 
determined by minimizing the sum-squared deviation of:  
𝑅𝑛 = 𝑏 + 𝑔𝑒𝑥𝑝 ∙ 𝑇𝑛                          (4) 
The dimensionless slope, gexp (with exp = I, II, or III), or gain, of Eqn. 4 
quantifies the sensitivity (resolution) of the responses to changes in target 
position; the offset, b, (in deg) is a measure for the listener’s response bias. 
A perfect localization response would have a gain of 1.0 and a bias of 0.0 
deg, irrespective of the experimental conditions. Given the rationale of this 
study (see Introduction), we took the response gain as the relevant 
parameter that could potentially change with the imposed changes in the 
experimental target range. The response bias b was always negligible (close 
to 0 deg), and is not further studied here. 
Experiment I. For the first paradigm (Fig. 3.2A), the experimental variable 
of main interest was the target range, ΔT, which was kept fixed within a 
block, but differed between blocks. In first approximation, we describe how 
the gain depends on the target range through a linear relation, with two 
free parameters: 
𝑔𝐼 = 𝛽0 + 𝛽1 ∙
∆𝑇
180
                                 (5) 
(normalized with respect to the maximum target range of ΔT=180 deg). 
Thus, Eqn. 4 becomes: 
𝑅𝑛,𝑘 = 𝑏 + (𝛽0 + 𝛽1 ∙
∆𝑇𝑘
180
) ∙ 𝑇𝑛,𝑘               (6) 
Here we denoted parameter 𝛽0  as the gain intercept, which can be 
interpreted as the subject’s default (prior) gain in the absence of any target 
information, and 𝛽1  as the gain slope, which measures how the response 
gain changes as a function of the target range. 
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Experiment II. In the second experiment, the experimental variable of main 
interest was trial number. We again took a first-order approximation to 
describe how the gain might depend on trial number. To that end, the data 
from the two long half-blocks in the experiment were fitted separately: 
before (trials n=1-250) and after (trials n=251-500) the step-change in the 
target range, with a gain according to:  
𝑔𝐼𝐼 = 𝛽0 + 𝛽1 ∙ (
𝑛
250
− 𝑘)                                 (7) 
Now, 𝛽0 is called the ‘initial gain’, measured at the start of each sub-block 
(either at the beginning of the session, or immediately after the switch), and 
𝛽1 is the gain-slope, as above (with k = 0 for the first half-block, or k = 1 for 
the second half-block). Thus, for the analysis of this experiment, we 
reformulated Eqn. 4 as: 
𝑅𝑛 = 𝑏 + (𝛽0 + 𝛽1 ∙ (
𝑛
250
− 𝑘)) ∙ 𝑇𝑛               (8) 
According to these definitions, the ‘narrow-range gain at the switch’ and the 
‘gain change at the switch’ are determined by 𝛽0, 𝛽1, and by the switch 
direction (small to large vs. large to small target range; see Fig. 3.6B).  
Experiment III. For the third experiment, the experimental variable of main 
interest was the trial period. Here, we assumed that the instantaneous gain 
would vary in a sinusoidal way with the instantaneous trial number, 
normalized for the period:  
𝑔𝐼𝐼𝐼 = 𝛽0 + 𝛽1 ∙ sin (2𝜋
𝑛
𝑃
+ 2𝜋𝜑)                                 (9) 
Thus, in this case, the regression analysis of Eqn. 4 becomes: 
𝑅𝑛 = 𝑏 + (𝛽0 + 𝛽1 ∙ sin (2𝜋
𝑛
𝑃
+ 2𝜋𝜑)) ∙ 𝑇𝑛                      (10) 
with n trial number (where n=0 is defined as the first trial from the largest 
target distribution, and n=P/2 as the first trial from the narrowest 
distribution). In Eqn. 10,  𝛽0−𝛽1 corresponds to the response gain for the 
narrow target range, while 2β1 is the total gain change in the experiment. 
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All fits to the models of eqn. 6, 8 and 10 were obtained by least-square-error 
procedures with robust bisquared weighing options in Matlab. We 
determined Pearson’s linear correlation coefficient, r, between model 
prediction and response, and r2, which is the coefficient of determination (a 
measure for the goodness of fit of the applied model, or the explained 
variance of the data). As these values were typically high (mean r2 was 0.92, 
and each r2 was highly significant, all p<<0.001), we asserted that these 
models provided an adequate description of the data. 
For each parameter obtained, we also determined the 95% confidence 
interval. 
The results suggested that both gain parameters (𝛽0, 𝛽1) in Eqns. 6, 8 and 10 
were correlated. To test that, simple linear regression was performed, and 
the slope, goodness-of-fit r2, F-statistic and corresponding p-value were 
obtained.  
Windowing 
For illustrative purposes, we also performed regressions on non-overlapping 
windowed sections of the data (light-grey lines in Figures 3.4, 3.6 and 3.8).  
In experiment I, the response gain was supposed to vary with target range. 
The windows thus constituted the different blocks, which were analyzed 
separately with the linear regression analysis of Eqn. 6 (data from the 120 
deg and 180 deg target ranges were pooled). 
In experiment II, the response gain was supposed to depend on trial number. 
The 500 trials were divided into ten windows of 50 trials, on which separate 
regression analyzes were performed. 
In experiment III, the response gain was supposed to depend on 
instantaneous trial number. After normalizing for the period (and aligning 
the data from blocks starting with a large, or a small range), the oscillation 
period P was divided into 11 windows of equal size, on which separate 
regressions were performed. Note that the first and last window of a period 
contained the same data. 
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Results 
Localization gain changes 
In the first experiment, subjects oriented to sounds drawn from five 
different spatial target distributions, presented in separate blocks (e.g., Fig. 
3.2A). The rationale of this design was (Fig. 3.1), that if humans were to 
integrate information about the perceived spatial target range with their 
sensory-motor observation of a current target, the measured response gains 
towards the same stimulus might vary for the different target ranges.  
Figure 3.3 shows four examples of the stimulus-response behavior of the 
elevation components of goal-directed head-movements for two 
participants (S1 and S4), each confronted with two different target ranges, 
ΔT=60 (Fig. 3.3A,C) and ΔT=180 deg (Fig. 3.3B, 3.D), respectively, and 
presented in the decreasing range order. Note that the response variability 
(i.e. variance of the residuals; the inverse of precision) across conditions and 
subjects was quite comparable, as evidenced by r2 values around 0.9. Yet, 
both subjects display different response patterns regarding their accuracy: 
whereas the head movements of S1 had considerable target undershoots 
for the 60 deg target range, as measured by the relatively low response gain 
(g=0.63), subject S4 tended to generate overshoots for these same targets 
(g=1.30). For the 180 deg target range, however, both subjects had adjusted 
their response gains to values that were closer to the ideal value of g=1.0. 
Indeed, the change in response gains for the 180-deg target range with 
respect to the 60-deg target range was considerable: Δg = +32% for S1, and 
Δg = -24% for S4. 
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Figure 3.3. Example stimulus-response plots for experiment I. Stimulus response plots in 
elevation for participant S1 (A,B)  and S4 (C,D), for the (A,C) 60 deg and (B,D) 180 deg target-
range blocks presented in decreasing order. Filled circles denote individual localization 
responses, the black solid line represents the best-fit regression line (Eqn. 4), with g the 
response gain of the fit; the dashed lines indicate the perfect stimulus-response relation 
(x=y). The insert text depicts the fitted gain, g, including its 95% confidence interval, the r2 
between data and fit, and the F and p values for the linear fit, including the degrees of 
freedom.  
The linear-regression results of Figure 3.3 are exemplary for the response 
behavior across all eight subjects, irrespective of the order in which the 
stimulus ranges were presented (see Materials and Methods). To illustrate 
this important aspect of the data, we plotted the response gains obtained 
from the regression analyzes for the five different target ranges, the three 
different range orders, for all subjects in Figure 3.4 as a function of the target 
range. It is immediately clear that the inter-subject variability in response 
gains across subjects for the small target ranges was much larger than for 
the largest target range, for both response components. In other words, 
subjects with large overshoots to targets in the small range systematically 
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decreased their response gain with increasing target range (like S4 in Fig. 
3.3). In contrast, subjects with large undershoots to targets in the small 
range increased their gain with target range (like S1 in Fig. 3.3). Interestingly, 
this behavior appeared to be independent of the order in which the ranges 
were presented. 
         
 
Figure 3.4. Gain dependence on target range in Experiment I. Localization gains for all 
subjects (grey dotted lines) for elevation (A) and azimuth (B) components determined for 
each target range. Connected colored open circles denote the localization gains for three 
representative subjects; error bars indicate the 95%-confidence interval. Bold colored lines 
denote the best fit regression lines of Eqn. 6 through the data of these subjects. Color-filled 
circles on the ordinate indicate the gain intercepts (β0, eqn. 6).  
To quantify these trends, we determined how the target-response gain 
depended on target range by fitting eqn. 6 through the data for each of the 
8 subjects, each of the 3 block sequences and for both dimensions (elevation 
vs. azimuth).  Three regression lines are highlighted, for subjects S6 (high 
gain intercept, red), S1 (low gain intercept, blue), and S5 (intermediate gain 
intercept, yellow) for the elevation data.  For the elevation response 
components, S6 had a gain intercept (β0 in Eqn. 6, filled circles on ordinate 
in Fig. 3.4) of approximately β0 =1.6, which decreased to a gain of g180 =1.1 
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for the large target range due to a negative gain slope (β1= -0.5; g180 = β0- 
β1). In contrast, S1 had a low initial gain of only β0=0.5, which increased to 
g180=0.8 (β1 = +0.3). Finally, subject S5 adjusted the response gain from 
β0=1.0 to g180=1.1 (i.e., β1 = +0.2). For the azimuth components, we 
highlighted three different subjects: S3 with a high gain intercept, S7 with a 
low gain intercept, and S8 with an intermediate response-gain intercept. The 
same trends in the gain changes towards the largest target range can be 
observed as for the elevation data: when the gain intercept was high, the 
gain tended to decrease across the larger target ranges; when the gain 
intercept was low, the gain increased as the target range expanded, whereas 
the response gain remained roughly constant for intermediate gain 
intercepts near β0 = 1.0.  
Thus, there was a large inter-subject variability in gains for the lowest target 
range. The inter-subject variability decreased strongly for the largest target 
range, for which the gains attained values that were clustered near 1.0.  
 
 
Figure 3.5. Gain change and narrow-range gain relationships in Experiment I. (A) Gain slope, 
β1, as a function of the gain intercept, β0 (eqn. 6), for both dimensions (azimuth and 
elevation, denoted in color), all 3 orderings (narrow-to-broad, broad-to-narrow, random), 
and all 8 participants (N=48). (B) Same analysis as in (A), performed for a selected target 
range of 30 deg, shared across all blocks ([-15, +15] deg for azimuth and elevation). Results 
are qualitatively similar as in (A).  (C) Gain intercepts for azimuth as a function of gain 
intercept for elevation. The various colors denote individual subjects. Colored symbols 
denote best-fit parameters, error bars indicate 95% confidence interval. 
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Figure 3.5 quantifies this qualitative observation for all conditions, response 
components, and participants, by comparing the change in response gain 
over the 180 deg range (gain slope β1 in Eqn. 6) with the gain intercept (β0 
in Eqn. 6). The very tight linear relationship, with r2=0.89 (p<<0.001), and a 
negative slope of -0.68, demonstrates that all subjects systematically 
adjusted their response gain, whenever they perceived a different target 
range. Importantly, the effect did not depend on the order in which the 
target ranges were presented. Instead, the gain adjustments depended on 
the idiosyncratic gain intercept, and was such that for the largest target 
range applied, the response gain approached a near-optimal value of g=1.0. 
When the gain intercept was close to β0=1.0, the gain changed only little 
across the different target ranges (β1≈0). Although results are more variable, 
if we determine the gain slopes and intercepts for those locations which 
were presented in all blocks (i.e. for targets within the narrowest range), the 
same conclusions hold (Fig. 3.5B). 
The gain intercepts for the azimuth and elevation response components 
were weakly correlated (Fig. 3.5B; r2=0.19; N=24; p=0.03) and gain 
intercepts for the various block sequences (indicated by colors) tended to 
cluster. Thus, subjects with a high/low initial gain for one condition, also 
tended to have a high/low initial gain for other conditions.  
Sudden and steady adaptation 
We next tested whether the system would detect, and respond to, a sudden 
change in the target distribution, occurring within an experimental block of 
trials. In the second experiment, we therefore introduced an abrupt change 
from a narrow (50 deg range) to a broad (110 deg range) stimulus 
distribution, and vice versa, halfway the experimental run (after 250 trials). 
To follow the subjects’ response behaviors over time, we calculated the 
ongoing response gain in non-overlapping windows of 50 trials, throughout 
the experimental run of 500 trials (Fig. 3.6, grey dotted lines for each of the 
ten participants; see Materials and Methods).  
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For both runs (broad-to-narrow (Fig. 3.6 left), and narrow-to-broad (Fig 3.6 
right)), the response gains across subjects had the smallest variability when 
subjects were confronted with the broad target range, whereas for the 
narrow target distribution the variability in response gains was much larger. 
This was true for both the elevation (Fig. 3.6 top) and azimuth (Fig. 3.6 
bottom) components. As in Experiment 1, we show the highest (blue), mid- 
(yellow), and lowest-gain (red) responder for the narrow target range to 
exemplify that this was predictive for the change in response gain after the 
switch in target range. The results suggest that when all gains were to be 
plotted from narrow to broad range (as in Fig. 3.4), by mirroring the data in 
the left-hand column with respect to trial 250, the curves would overlap to 
a large extent, except around the target-range switch, where the dynamics 
of the response changes become visible. The initial change in response gain 
to the switch was quite fast: within about 50 trials subjects had adapted their 
gains to the new target range. 
Notably, the gain seemed to change slowly during the 250-trial epochs in 
which the target range was kept constant, especially during the narrow-
range epoch. To quantify the fast and slow adaptive effects in this 
experiment, we estimated the initial gain at the first trial of a fixed target-
range epoch (gain intercept, β0) and the change in gain during the epoch 
(gain slope, β1) through the regression analysis of Eqn. 8. This was applied 
separately to the two target-range epochs and both sequences (see bold 
colored lines for representative examples). From these parameters, we 
determined the narrow-range gain and the gain change at the switch 
(indicated by arrows in Fig. 3.6B). These show a high correlation (Fig. 3.7A. 
r2=0.89; N=40; p<<0.001), indicating again (similar to the results in 
experiment I, e.g. Fig. 3.5A) that the large variability in narrow-range gains 
is reduced in the broad-range epochs to an optimal value near 1. Also, if we 
repeat the analysis only for those locations presented in both blocks (i.e. for 
targets within the narrowest range), the same approximate results hold 
(slope=-0.380.15, r2=0.42, Fdf=38=27, p<<0.001). 
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Figure 3.6. Gain dependence on target range and trial number in Experiment II. Ongoing 
response gains (top: elevation; bottom: azimuth) over the course of trials in experiment II, 
in which the distribution switched from broad to narrow (A,C), and from narrow to broad 
(B,D) at trial 250 (vertical dashed lines and target-response distributions at the bottom). The 
horizontal dashed line indicates gain = 1. Note that the gains for the narrow target range 
are more variable across subjects than for the broad range. In addition, the variability in 
elevation gain for the broad range is slightly larger than for azimuth. Also, broad-range 
elevation gains are smaller than azimuth gains. Thin grey lines: windowed regression results 
(Methods). Connected colored open circles denote the localization gains for three 
representative subjects; error bars indicate the 95%-confidence interval. Bold colored lines 
denote the best fit regression lines of Eqn. 8 through the data of these subjects.  
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As noted above (and observed in Fig. 3.6), the change in gain during an epoch 
in which the target range was fixed varied between the narrow and the 
broad epochs (Fig. 3.7B). The gain slopes varied around 0 in the broad range 
(Fig. 3.7B, pink; i.e., no overall gain change during this epoch; t-test, p>0.05) 
while there was more variation in narrow-range gain slopes as indicated by 
a broader distribution, that also peaked at a value near 0.2 (Fig. 3.7B purple; 
t-test, p<0.001).  This indicates a steady increase in gain over trials for the 
narrow-range epoch. In line with this, the gain intercepts for the narrow 
target range are much more broadly distributed than the broad-range initial 
gains (Fig. 3.7C).  
 
Figure 3.7. Gain change and narrow-range gain relationships in Experiment II.   (A) Narrow-
range gain as a function of the gain change at the switch (see Fig. 3.6B). Note the high 
negative correlation between these quantities (cf. Fig. 3.5A). Bold black line denotes the best 
fit linear relationship. Data are from ten participants, conditions, and response components 
(N=40).  Colors and symbols denote parameters from both narrow-to-broad and broad-to-
narrow blocks and from both dimensions as indicated by the inset. (B) Distributions of the 
gain slopes, β1, for the narrow and broad target ranges (Eqn. 8). A slope around zero means 
that the gain did not change as a function of trial number. This was true, on average, for 
responses in the broad range. For the narrow range, however, the gains tended to increase. 
(C) Distributions of the gain intercepts, β0 (Eqn. 8). Note the much wider distribution for the 
narrow target range. 
Adaptation to dynamic changes 
The results from the first two experiments demonstrate that listeners rapidly 
adjust their response gain to the perceived target range. In these 
experiments, the target ranges were kept fixed during a block of trials. We 
wondered whether these gain adjustments would also occur when the 
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target range constantly changed, trial-by-trial. In the third experiment, 
stimulus locations were drawn from dynamically changing spatial 
distributions, in a harmonic way between a ΔT=30 and ΔT=120 deg range in 
azimuth and elevation, at one of four different repetition periods (P = 50, 
100, 200, or 400 trials, respectively, see Methods, Eqn. 3). The block started 
either with a broad (φ =0), or with a narrow (φ =π) target distribution.  
To analyze the data, we wrapped all responses onto a single full period of 
the trial distribution for φ=0 (broad-narrow-broad) and phase-shifted the 
responses from the φ=π condition by -π radians. We then performed 
windowed analyzes over 40 trial epochs, and the dynamic linear regression 
analysis of Eqn. 10 (see Methods). Figure 3.8 shows the results of these 
analyzes for the dynamic response gains of this experiment during a full 
period. The target and response distributions are shown below each panel 
(same format as in Fig. 3.6). In each panel we highlighted three subjects, 
according to their narrow range gain (from Eqn. 10, this amounts to β0 - β1): 
low, medium, and high narrow range gain. In line with the previous two 
experiments, the response gains across subjects varied much more for the 
narrow target range of 30 deg, when compared to the broad range of 120 
deg. For the latter range, the gains scattered around the value of 1.0, both 
for the elevation components (top row), and for the azimuth components 
(bottom row). During the dynamic change toward the narrow target range 
(around the center of each panel) the elevation gains systematically 
increased (upper black lines), stayed approximately constant (middle black 
lines), or decreased (lower black lines), to return to their initial broad-range 
values at the end of the period. These patterns remained quite similar for 
the four different periods (50, 100, 200, and 400 trials, respectively), and 
across subjects.  For the azimuth response components, we obtained a 
similar behavior, albeit that the variation in gain for the narrow range was 
smaller than for elevation, and that the absolute gains attained higher 
values. As a result, the azimuth gains always decreased from the narrow 
range to the broad range. 
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response-gain adjustments according to Eqn. 10 for all subjects (grey dotted lines: windowed 
analysis) and periods (P=50, 100, 200 and 400 trials). Connected colored open circles denote 
the localization gains for three representative subjects; error bars indicate the 95%-
confidence interval. Bold colored lines denote the best fit regression lines of Eqn. 10 through 
the data of these subjects. The bottom of each panel shows target (T) and response (R) 
distributions (grey dots), pooled across subjects. Note opposite behavior of response gains 
for the low- vs. high-narrow gain responders in elevation (top row). The azimuth responses 
(bottom) are more similar across subjects, as the lowest narrow-range gains remained closer 
to one.   
Figure 3.9 quantifies the relationship between the narrow-range gain and 
the change in gain across the target-range period (given by Δg =2β1, see 
Methods). In line with the observations in Fig. 3.8, when the narrow-range 
gain was high (>1), the response gain decreased (Δg<0), and when it was low 
(<1) it tended to increase (Δg>0) with a high correlation  (r2=0.71, and 
p<<0.001). In addition, the slope of this relationship (slope=-0.62) is of 
similar magnitude for Experiments I (Fig. 3.5A, slope=-0.68) and II (Figure 
3.7A, slope =-0.73), also if targets are selected within the narrowest range 
only (slope=-0.530.19, r2=0.35, Fdf=54=30, p<<0.001). 
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Figure 3.9. Gain change and narrow-range gain relationships in Experiment III. Gain change 
(2β1) as a function of the narrow-range gain (β0– β1) for the results of Experiment III (Eqn. 
10). Colored symbols denote data from seven participants, four periods, and two response 
components (N=56) as indicated by the inset.  
Discussion  
Summary 
We studied human sound-localization to targets drawn from different 
spatial distributions. Head-orienting responses were made under open-loop 
conditions, as subjects never received feedback about their performance. 
We reasoned that if subjects rely only on immediate acoustic cues, the 
response gain should be independent of trial history and spatial target 
distribution. In contrast, if the system collects non-acoustic evidence from 
previous trials to optimize its response strategy, the spatial target 
distribution could potentially influence response behavior.  
Subjects were indeed sensitive to the spatial range of sounds. We found 
highly idiosyncratic stimulus-response gains for narrow spatial distributions 
which deviated from a strict error-minimization model (as described in Eqn. 
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2 and Fig. 3.1). However, when stimuli were drawn from a broad spatial 
range, inter-subject variability decreased substantially, and response gains 
clustered around an optimal gain of one (Figs. 3.4, 3.6, and 3.8).   
Idiosyncratic behavior 
Although response gains for blocks with narrow target ranges were 
idiosyncratic, they were quite consistent within subjects. Note that data 
within an experiment were collected on different days, whereas 
experiments I-III were carried out over a period spanning four months. Yet, 
subjects responding with low/high gain for the narrow target range in 
experiment I, also tended to do so in experiments II-III. Figure 3.10 
summarizes the subject-specific narrow-range gains for elevation (Fig. 
3.10A) and azimuth (Fig. 3.10B), ranking subjects according to the median of 
their elevation gains. Clearly, within-subject variability is much smaller than 
between subject variability: the ratio within/between was about 0.4 for both 
coordinates. 
            
 
Figure 3.10. Variability in narrow-range gains. (A) Subjects ordered according to the median 
of their elevation gains. The ratio between intra-subject and inter-subject variability is 0.41. 
(B) Same subject ordering as in (A) for azimuth. The ratio is 0.40. Note that elevation and 
azimuth results are positively correlated (r= 0.48, N=72, p<10-5; cf. Fig. 3.5C).  
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The sound-localization problem 
Sound localization results from a neuro-computational process, which 
compares binaural inputs (ITDs and ILDs) to determine azimuth and extracts 
monaural spectral pinna cues (HRTFs) to estimate elevation. Still, even a 
single broadband sound cannot provide unique spatial information, as the 
elevation-dependent spectrum at the eardrum, S(f; ε), results from 
multiplying source spectrum, X(f), with the elevation-dependent pinna filter: 
S(f; ε)=HRTF(f; ε)⋅X(f).  Since both are a priori unknown to the auditory 
system, sound localization is mathematically ‘ill-posed’ (Middlebrooks & 
Green, 1981; Hofman & Van Opstal, 1998): infinitely many combinations of 
source spectra and HRTFs could generate the same sensory spectrum. 
 Thus, the auditory system needs additional information to infer the most 
likely source elevation. We showed previously that if the system assumes 
that (i) HRTFs are unique for each elevation, and (ii) source spectra do not 
resemble any HRTF, spectral cross-correlation of the sensory spectrum with 
all stored HRTFs can identify the veridical source elevation by maximum 
likelihood estimation (Hofman & Van Opstal, 1998). In this way, sound 
localization can be accurate, and relatively robust to the sound’s spectral 
shape (Kulkarni & Colburn, 1998). 
The HRTFs may be learned through exposure to different acoustic 
environments, combined with sensorimotor feedback (Goossens & Van 
Opstal, 1997). For example, the auditory system adapts to acute HRTF 
changes (Hofman et al., 1998; Van Wanrooij & Van Opstal, 2005), and to 
slow changes due to age-related pinna growth (Otte et al., 2013). 
Presumably, the system acquires spatial information by interacting with 
sounds in daily life, using visual- and sensory-motor error feedback (Shinn-
Cunningham et al., 1998; Zwiers et al., 2003; Carlile et al., 2014). Yet, 
because of the inherently ill-posed nature of the problem, the system can 
never be sure about the true sound direction. It may hence rely on statistical 
inference to estimate the most likely target location at the lowest cost. The 
underlying neural mechanisms, however, have so far not been identified. 
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Ecological range 
In the natural environment, sounds could originate from all around. As such, 
laboratory stimuli with a limited spatial range might appear non-ecological. 
However, it should be noted that the major sound-localization cues (the ITDs 
and ILDs) in natural recordings scatter around 0 because people tend to face 
the person they communicate with. Moreover, recordings also show that the 
majority of natural sounds originate from a limited range in elevation, and 
that the human sound-localization system may have adapted to these 
features (Parise et al. 2014). Moreover, under natural conditions, subjects 
will typically utilize multiple sensory signals (visual, auditory, vestibular, 
motor), which all need to be centrally integrated in order to form coherent 
spatial-temporal percepts of objects in the environment (Stein & Stanford, 
2008; Van Barneveld & Van Wanrooij, 2013; Van Wanrooij et al., 2010; Van 
Grootel et al., 2011). For adequate audiovisual integration it should be noted 
that the visual range is limited to only a narrow frontal domain, which again 
suggests that many natural sound-localization behaviors will be performed 
within this range too.  
In our experiments, all sounds had broad-band flat spectra, and as such were 
well-localizable, even though they were presented under fully open-loop 
conditions in total darkness, without any exogenous feedback. This is further 
evidenced by the very high correlation coefficients and consistent response 
behaviors within subjects, and across tasks, listening conditions, and 
stimulus ranges. Because sounds were broadband, they never induced 
localization ambiguities, such as front-back confusions (which would show 
up as bimodal response distributions). It is therefore hard to imagine that 
these highly consistent, stimulus-related results could reflect a non-relevant 
response behaviour, elicited by non-ecological stimuli. 
Related work 
Many studies have demonstrated response adaptation to changes in the 
environment. Most studies utilized explicit (visual) feedback to influence 
response behavior. For example, manipulation of the perceived errors of 
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eye-hand control through noisy visual feedback showed that the brain 
derives the underlying error distribution across trials through Bayesian 
inference (Körding & Wolpert, 2004). The Bayesian formalism also extends 
to audio-visual integration (Körding et al., 2007), movement planning 
(Hudson et al., 2007), ventriloquism (Alais & Burr, 2004), visual speed 
perception (Stocker & Simoncelli, 2006), and auditory spatial learning 
(Carlile et al., 2014). Furthermore, it may explain learning of the underlying 
distribution of target locations in a visual estimation task (Berniker et al., 
2010). Also, sound-localization behavior adapts to chronic and acute 
changes in the acoustics-to-spatial mapping (Hofman et al., 1998; Otte et al., 
2013; Shinn-Cunningham et al., 1998; Zwiers et al., 2003; King et al., 2011; 
Carlile et al., 2014).  
Minimizing the MAE, as described in the Introduction (Eqn. 2), is 
mathematically equivalent to the optimal Bayesian decision rule on Gaussian 
distributions that selects the maximum of the posterior distribution (the 
maximum-a-posteriori, or MAP strategy (Körding and Wolpert, 2004): 
𝑃𝑂𝑆𝑇(𝜀∗|𝜀) ∝ 𝐿(𝜀|𝜀∗) ∙ 𝑃(𝜀∗)   and  𝑅 = maxarg[𝑃𝑂𝑆𝑇(𝜀∗|𝜀)]        (11) 
with L(ε|ε*) the likelihood function of the noisy sensory input for a target 
presented at ε*, with uncertainty, σT; P(ε*) is the prior distribution, or 
expectation, of potential target locations, and R is the selected MAP 
response. For a fixed prior, the MAP strategy provides an optimal trade-off 
between mean absolute localization error (accuracy) and response 
variability (precision). For Gaussian distributions, the MAP rule predicts that 
the stimulus-response gain depends on the sensory noise, σT, and the prior 
width, σP, by:  
𝑔 ≡
𝑅
𝜀∗
=
𝜎𝑃
2
𝜎𝑃
2 + 𝜎𝑇
2                        (12) 
In our experiments the latter may have varied with the expected target 
range: σP= σP(ΔT). The idiosyncratic differences in initial gains, observed in 
this study, could thus be partially due to idiosyncratic differences in initial 
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priors. The present study challenged the auditory system to update its prior 
only on the basis of endogenous signals.  
Several studies have shown that the auditory system rapidly adapts to the 
statistics of environmental acoustics, without overt exogenous feedback. 
For example, neurons in inferior colliculus (IC) of anesthetized guinea pigs 
shift their sound-level tuning curves according to the mean and variance of 
sound levels (Dean et al., 2005). Interestingly, these rapid adjustments 
already manifest at the auditory nerve (Wen et al., 2009). Likewise, ILD 
tuning of IC neurons in anesthetized ferrets adjusts to the ILD statistics of 
dichotic sounds, while these same stimuli induce perceptual shifts to ILD 
sensitivity in humans (Dahmen et al., 2010). Finally, it has been shown that 
head-orienting reaction times to audio-visual stimuli depend systematically 
on trial history, and on the probability of perceived audiovisual spatial 
alignment, without providing exogenous feedback (Van Wanrooij et al., 
2010).  
Potential neural mechanisms 
The present study demonstrates that the auditory system continuously 
evaluates its localization performance on the basis of present and (recent) 
past trial information, and of its own responses, even without any 
exogenous feedback. We hypothesize that the system may have used two 
sources of endogenous information: (i) if kept in memory, the perceived 
acoustic cues implicitly inform the system about the current probability 
distribution of estimated source locations, and (ii) efference copies, together 
with proprioceptive information from neck muscles and vestibular 
responses, yield behavioral information about its goal-directed head-
orienting responses, and hence about the system’s own localization 
estimates and errors. Earlier studies have revealed that the auditory system 
indeed incorporates static and dynamic eye- and head orientations to 
estimate sound locations (Goossens & Van Opstal, 1999; Vliegen et al., 
2004).  
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We conjecture that by combining these information sources, the brain could 
estimate the expected mean localization error (Eqn. 2) as its performance 
cost. To minimize this cost, the response gain should depend systematically 
on the perceived target range, which is qualitatively supported by our data. 
Quantitatively, however, the data seem to differ from the predictions. First, 
although Eqn. 2 predicts gains <1.0 (Fig. 3.1A), we obtained slightly higher 
response gains for the largest target ranges. Second, the large idiosyncratic 
variability of narrow-range response gains (see above) seem not in line with 
minimizing a cost function.  
However, both model deviations might actually be expected for several 
reasons. First, it should be noted that it is impossible to assess the actual 
internal estimates of the different components underlying the cost of Eqn. 
2: (i) The actual perceived target range depends on internal mappings of 
weighted ITD, ILD and spectral cues onto source locations. (ii) The head-
motor response involves a sensorimotor transformation from cue-derived 
sensory percept to motor output with inherent uncertainty. (iii) Internal 
noise sources of the sensorimotor transformations are not directly 
accessible. These different components are not independent and combine 
in a nonlinear way to the cost. As a result, measured gains of stimulus-
response relations may not exactly correspond to internal estimates of the 
system’s own optimal gains, described by Eqn. 2.  
Further, the actual strategy of the auditory system might be to keep the cost 
within certain bounds around the minimum, as the target range itself is at 
best an internal estimate, endowed with uncertainty of its own. The 
simulations show that for a small (perceived) target range, the tolerance 
could be substantial, as the effect of gain changes on the mean absolute 
error is quite modest. For example, Fig. 3.1A shows that when the gain would 
vary between 0.1 and 0.8, the mean error would change by merely 1.5 deg, 
which remains within the spatial resolution of the human auditory system. 
In contrast, if the same gain change occurs for the largest target range, the 
mean error would vary by more than 15 deg. This strong range-dependent 
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effect on the cost could explain the observed idiosyncratic variability at the 
small target ranges (Figs. 3.4, 3.6, 3.8, 3.10), the slow gain changes seen 
during prolonged exposure to narrow target ranges (Fig. 3.6-3.7B), as well as 
the inverse relationships that pull response gains towards near-optimal 
values around 1.0, with limited idiosyncratic variability, for the wider target 
ranges (Figs. 3.5, 3.7, and 3.9). 
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Introduction 
Synchronous presentation of two sounds from different locations is 
perceived as a fused (phantom) sound at the level-weighted average of the 
source locations. Weighted averaging has been demonstrated in the 
horizontal plane (azimuth, the stereophonic effect; Franssen, 1962; Blauert, 
1997), and in the midsagittal plane (elevation; Bremen, Van Wanrooij, & Van 
Opstal, 2010; Van Bentum, Van Opstal, Van Aartrijk & Van Wanrooij, 2017). 
In the horizontal plane, already at onset asynchronies between 1-4 ms, the 
leading sound fully dominates localization (Fig. 4.1; Blauert, 1997; Hartmann 
& Rakerd, 1989; Shinn-Cunningham, Zurek & Durlach, 1993; Litovsky, 
Rakerd, Yin & Hartmann, 1997; Brown, Stecker & Tollin, 2015). This 
‘precedence effect’ could provide a mechanism for localizing sounds in 
reverberant environments (Haas, 1951), as potential reflections are 
removed from the sound-location processing pathways.  
Although asynchrony effects have been studied extensively in the horizontal 
plane (e.g., Freyman, Zurek, Balakrishan & Chiang, 1997; Yang & Grantham, 
1997; Litovsky, Colburn, Yost & Guzman, 1999, in humans; Tollin & Yin, 2003, 
in cats), little is known about their effects in the median plane. Extension to 
the latter is of interest, as the neural mechanisms underlying the extraction 
of the azimuth and elevation coordinates are fundamentally different, and 
initially processed by three independent brainstem pathways (Yin, 2002; 
Young & Davis, 2002; Grothe, Pecka & McAlpine, 2010). Whereas a sound’s 
azimuth angle is determined by interaural time (ITD) and level differences 
(ILD), its elevation estimate results from a pattern-recognition process of 
broadband spectral-shape information from the pinnae (Wightman & 
Kistler, 1989; Middlebrooks & Green 1991; Hofman & Van Opstal, 1998; 
Hofman, Van Riswick & Van Opstal, 1998; Van Opstal, Vliegen & Van Esch, 
2017).  
An accurate elevation estimate is needed to disambiguate locations on the 
cone-of-confusion (the 2D surface on which the binaural differences are 
constant, Blauert, 1997).  However, because the acoustic input results from 
Backward Spatial Masking of Sound 
101 
 
4 
a convolution of the sound-source (unknown to the system) and a direction-
dependent pinna filter (also unknown), extraction of the veridical elevation 
angle from the sensory spectrum is an ill-posed problem (Hofman & Van 
Opstal, 1998). To cope with this, the auditory system has to rely on 
additional assumptions regarding potential source spectra and sound 
locations, and its own pinna filters. As a result, elevation localization requires 
several tens of milliseconds of acoustic input to complete (Hofman & Van 
Opstal, 1998; Vliegen & Van Opstal, 2004; Dizon & Litovsky, 2004). In 
contrast, azimuth is accurately determined for sounds shorter than a 
millisecond (Fig. 4.1). 
Some studies have reported a precedence effect in the midsagittal plane 
(Litovsky et al., 1997; Blauert, 1971). However, these studies included a 
limited range of locations, and the applied sound durations (<2 ms) may 
have been too brief for accurate localization (Hofman & Van Opstal, 1998). 
Dizon and Litovsky (Dizon & Litovsky, 2004) included a larger range of 
locations, and sound durations up to 50 ms. They identified a weak 
precedence effect in the median plane, which, however, may also be 
described as weighted averaging, as there was no clear dominance of the 
leading sound.  
We wondered how the fundamentally different localization mechanism for 
elevation would affect the ability of the auditory system to segregate two 
sounds at different elevations, with temporal onset asynchronies. We 
reasoned that, at best, a precedence effect may emerge after the leading 
sound’s elevation had been determined, after ~30 ms (Fig. 4.1). We tested 
this prediction by asking listeners to localize the leading sound (the target), 
and ignore the lagging sound. To assess the influence of the latter on the 
localization response, we employed a large range of inter-stimulus delays: 
(i) from synchronous presentation, up to 30 ms delay, (ii) delays with 
acoustic overlap of both sounds, but >30 ms, and (iii) full temporal 
segregation of the sounds (delays >100 ms). 
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Figure 4.1: Rationale. Top: Leading-sound elevation (T1, 100 ms duration) is determined 
after ~30 ms. The lagging sound, T2, is delayed between 0-320 ms (here: 60 ms). Listeners 
localize T1. Bottom: Hypothetical precedence effect in elevation (PEEL) follows spectral-cue 
processing time, and weighted averaging of targets. After T1 offset, the lagging sound could 
potentially dominate the percept (dashed). In contrast, azimuth (grey line) is determined 
within a millisecond, and precedence rules after a few ms (PEAZ). Right: At 0 delay, targets 
average to a phantom percept at (T1+T2)/2.  
Materials and Methods 
Participants 
We collected data from six adult participants (three female; age: 26-30 yrs.; 
mean = 27.8 yrs.). All listeners had normal or corrected-to-normal vision, and 
no hearing dysfunctions, which was tested with a standard audiogram, and 
a standard sound-localization experiment to broadband Gaussian white 
noise (GWN) sound bursts of 50 ms duration in the frontal hemifield. One 
participant (S1) is the first author of this study; the other participants were 
kept naive about the purpose of the study.  
Prior to the experiments participants gave their written informed consent. 
The experimental protocols were approved by the local ethics committee of 
the Radboud University, Faculty of Social Sciences, nr. ECSW2016-2208-41. 
All experiments were conducted in accordance with the relevant guidelines 
and regulations.  
Backward Spatial Masking of Sound 
103 
 
4 
Apparatus 
During the experiment, the subject sat comfortably in a chair in the center 
of a completely dark, sound attenuated room (LxWxH = 3.5x3.0x3.0 m). The 
floor, ceiling and walls were covered with sound-absorbing black foam (50 
mm thick with 30-mm pyramids; AX2250, Uxem b.v., Lelystad, The 
Netherlands), effectively eliminating echoes for frequencies exceeding 500 
Hz (Agterberg et al., 2011). The room had an ambient background noise level 
below 30 dBA (measured with an SLM 1352P, ISO-TECH sound-level meter). 
The chair was positioned at the center of a spherical frame (radius 1.5 m), 
on which 125 small broad-range loudspeakers (SC5.9; Visaton GmbH, Haan, 
Germany) were mounted. These speakers were organized in a grid by 
separating them from the nearest speakers by an angle of approximately 15 
degrees in both azimuth and elevation according to the double-pole 
coordinate system (Knudsen & Konishi,  1979). Along the cardinal axes 
speakers were separated by 5 deg. Head movements were recorded with 
the magnetic search-coil technique (Robinson, 1963). To this end, the 
participant wore a lightweight spectacle frame with a small coil attached to 
its nose bridge. Three orthogonal pairs of square coils (6 mm2 wires, 3 x 3 m) 
were attached to the room’s edges to generate the horizontal (80 kHz), 
vertical (60 kHz) and frontal (48 kHz) magnetic fields, respectively. The 
horizontal and vertical head-coil signals were amplified and demodulated 
(EM7; Remmel Labs, Katy, TX, USA), low-pass-filtered at 150 Hz (custom 
built, fourth-order Butterworth), digitized (RA16GA and RA16; Tucker-Davis 
Technology, Alachua, FL, USA) and stored on hard disk at 6000 Hz/channel. 
A custom-written Matlab program, running on a PC (HP EliteDesk, California, 
United States) controlled data recording and storage, stimulus generation, 
and online visualisation of the recorded data. 
Stimuli 
Acoustic stimuli were digitally generated by Tucker-Davis System 3 hardware 
(Tucker-Davis Technology, Alachua, FL, USA), consisting of two real-time 
processors (RP2.1, 48,828.125 Hz sampling rate), two stereo amplifiers (SA-
1), four programmable attenuators (PA-5), and eight multiplexers (PM-2).  
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We presented two distinguishable frozen broadband (0.5 – 20 kHz) sound 
types during the experiment: a GWN, and a buzzer (20 ms of Gaussian white 
noise, repeated five times, BZZ). Each sound had a 100-ms duration, was pre-
generated and stored on disk, was presented at 50-dBA, and had 5-ms sine-
squared onset, cosine-squared offset ramps. In double-sound trials, both 
sounds were presented with one out of 9 possible onset delays (ΔT = {0, 5, 
10, 20, 40, 80, 120, 160, 320} ms), whereby the BZZ and GWN could either 
serve as target (leading), or distractor (lagging). In double-sound single-
speaker trials, both sounds (including their delays) were presented by the 
same speaker (the presented sound was the sum of the GWN and BZZ). In 
single-sound control trials we only presented the BZZ as the target.  
Visual stimuli consisted of green LEDs (wavelength 565 nm; Kingsbright 
Electronic Co., LTD., Taiwan) mounted at the center of each speaker 
(luminance 1.4 cd/m2), which served as independent visual fixation stimuli 
during the calibration experiment, or as a central fixation stimulus during the 
sound-localization experiments.  
Calibration 
To establish the off-line calibration that maps the raw coil signals onto 
known target locations, subjects pointed with their head towards 24 LED 
locations in the frontal hemifield (separated by approximately 30 deg in both 
azimuth and elevation), using a red laser, which was attached to the 
spectacle frame. A three-layer neural network, implemented in Matlab, was 
trained to carry out the required mapping of the raw initial and final head 
positions onto the (known) LED azimuth and elevation angles with a 
precision of 1.0 deg, or better. The weights of the network were 
subsequently used to map all head-movement voltages to degrees.  
 
Experimental Design and Statistical Analysis 
Paradigms 
Participants were instructed to first align the head-fixed laser pointer with 
the central fixation LED. The fixation light was extinguished 200 ms after the 
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participant pressed a button (Fig. 4.2B). After another 200 ms, the first sound 
was presented (either GWN, or BZZ), followed by a second, delayed sound 
(BZZ, or GWN, respectively). Sounds were presented by pseudorandom 
selection of two out of ten speaker locations in elevation ranging from -45 
to +45 deg in 10 deg steps (Fig. 4.2A; the applied spatial disparities were 10, 
20, 40, 50, 70 and 80 deg).  
Participants were instructed to “point the head-fixed laser as fast and as 
accurately as possible towards the perceived location of the first sound 
source”. Data acquisition ended 1500 ms after the first-sound onset, upon 
which a new trial was initiated, after a brief inter-trial interval of between 
0.5 and 1.5 s.   
                
 
Figure 4.2. Experimental design of double-sound paradigm. A) Speaker locations in the 
midsagittal plane ranged from -45 deg to +45 deg elevation, in steps of 5 deg, yielding 66 
different double-speaker combinations. In the example, the leading sound (1) is presented 
at +35 deg, the lagging sound (2) at -15 deg (spatial disparity of 50 deg). B) The listener 
initiated a trial by pressing a button after having aligned a head-mounted laser pointer with 
a straight-ahead fixation LED. The LED switched off 200 ms later. After a 200 ms gap, the 
leading sound turned on for 100 ms. The lagging sound followed with a varying delay. The 
subject had to make a rapid goal-directed head movement towards the perceived leading 
sound.  
All participants underwent a short practice session of 25 randomly selected 
trials. The purpose of this training was to familiarize them with the open-
loop experimental procedure, and their task during the experiment. No 
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explicit feedback was provided about the accuracy of their responses. They 
were encouraged to produce brisk head-movement responses with fast 
reaction times, followed by a brief period of fixation at the perceived 
location.  
Like in our earlier study, using a synchronous GWN and buzzer in the 
midsagittal plane (Bremen et al., 2010), subjects did not report having 
perceived any of the sounds as coming from the rear, which would have 
hampered the accuracy and reaction times of their head-movement 
responses (they were able to turn around in the setup, if needed). When 
asked, they described having had clear spatial percepts of all sounds. We 
therefore believe that the results reported here were not contaminated by 
potential front-back confusions.  
The main experiment consisted of 1482 randomly interleaved trials (1122 
two-speaker double-sound stimuli, plus 340 single-speaker double sounds, 
and 20 single-speaker single-sound locations), divided into four blocks of 
approximately equal length (~370 trials). Completion of each block took 
approximately 25 minutes. Participants completed one or two blocks per 
day, resulting in two to four sessions per participant.  
Analysis 
All data analysis and visualisation were performed in Matlab. The raw head-
position signals (voltages) were first low-pass filtered (cut-off frequency 75 
Hz) and then calibrated to degrees for azimuth and elevation (see above). A 
custom-written Matlab program detected the head-movement onsets and 
offsets in all recorded trials, whenever the head velocity first exceeded 20 
deg/s, or first fell below 20 deg/s after a detected onset, respectively. We 
took the end position of the first goal-directed movement after stimulus 
onset as a measure for sound-localization performance. Each movement-
detection marking was visually checked by the experimenter (without having 
explicit access to stimulus information), and adjusted when deemed 
necessary. In about 6% of the trials (single- and double-speaker conditions), 
a second head-movement response was present. This second response was 
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not included as a true localization response in the regression analyzes 
discussed below.  
Statistics 
The optimal linear fit of the stimulus-response relation for all pooled single-
speaker responses (N=360) was described by:   
                                            𝜀𝑅 = 𝑔 ∙ 𝜀𝑇 + 𝑏            (1)         
The slope (or gain), g (dimensionless), of the stimulus-response relation 
quantifies the sensitivity (resolution) of the audiomotor system to changes 
in target position; the offset, b (in deg), is a measure for the listener’s 
response bias. We fitted the parameters of Eqn. 1 by employing the least-
squares error criterion.  Perfect localization performance yields a gain of 1 
and a bias of 0 deg. The standard deviation of the responses around the 
regression line, and the coefficient of determination, r2, with r Pearson’s 
linear correlation coefficient between stimulus and response, quantify the 
precision of the stimulus-response relation. The accuracy of a response is 
determined by its absolute error, |εT-εR|, with εT and εR target elevation and 
response elevation, respectively. 
To quantify whether the leading sound fully dominated the localization 
response (precedence), or whether the lagging sound affects the perceived 
location in a delay-dependent manner (weighted averaging), we employed 
two regression models for each delay separately (66 trials for ΔT=0 ms, 132 
trials for each of the nonzero delays).  
First, to assess precedence, we obtained the contribution of the leading 
sound, 𝜀𝑆1, to the subject’s response, 𝜀𝑅, through linear regression 
𝜀𝑅 = 𝑔 ∙ 𝑔1 ∙ 𝜀𝑆1 + 𝑏           (2) 
with 𝑔1 = 𝑔1(∆𝑇) the delay-dependent gain for the first target location, and 
g and b the gain and bias obtained for the single-sound responses (Eqn. 1). 
A similar regression was performed on the lagging sound, 𝜀𝑆2,  yielding 
𝑔2(∆𝑇), to quantify a potential dominance of the lagging sound (see Fig. 
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4.1). By incorporating the result of Eqn. 1, we accounted for the fact that the 
perceived single-sound location, as measured by the goal-directed head-
movement, typically differs from the physical sound location, and between 
listeners, as g and b often differ from their ideal values of 1 and 0, 
respectively.  
Second, in the weighted-averaging model we allowed for a contribution of 
the lagging sound, while constraining the gains for the leading and lagging 
sounds, as follows:   
𝜀𝑅 = 𝑔 ∙ (𝑤 ∙ 𝜀𝑆1 + (1 − 𝑤) ∙ 𝜀𝑆2) + 𝑏  (3) 
with w=w(ΔT) the weight of the leading sound (the target, 𝜀𝑆1), which was 
considered to be a function of the delay, ΔT, and served as the only free 
parameter in this regression. Again, the single-target gain, g, and bias, b, of 
Eqn. 1 were included to calculate the perceived location of a single target at 
the weighted-average position, and to allow for a direct comparison with the 
single-speaker responses, and between subjects. If w=1, the response is 
directed toward the perceived first target location, and responses are 
indistinguishable from the single-target responses to that target. On the 
other hand, if w=0, the response is directed to the perceived location of the 
lagging distractor, and when w=0.5, responses are directed to the perceived 
midpoint between the two stimulus locations (averaging). 
Statistical significance for the difference between the regression models 
(note that Eqn. 2 and Eqn. 3 both have only one free parameter) was 
determined on the basis of their coefficient of determination (r2).                
Results 
Single-Sound Localization 
Figure 4.3 shows the single-speaker localization results for all six 
participants. The single-sound trials (BZZ), and those in which the BZZ and 
GWN emanated from the same speaker, were all pooled, as we obtained no 
significant differences in response behavior for these trial types. All listeners 
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showed a consistent linear stimulus-response relation, albeit that there 
were idiosyncratic differences in the absolute values of their localization 
gains (range: 0.48 – 0.75). The biases were close to zero degrees for all 
participants. These results are in line with earlier reports (Hofman & Van 
Opstal, 1998; Van Wanrooij & Van Opstal, 2004). 
 
Figure 4.3. Single-speaker localization performance. Individual stimulus-response relations 
for all subjects, pooled for single sounds (BZZ) and superimposed double-sounds (BZZ+GWN) 
at all delays. The data are displayed as bubble plots, in which the number of data points 
within each spatial bin is indicated by symbol size and grey code: the more/fewer responses 
in a bin, the larger/smaller and darker/lighter the symbol. Dashed diagonal indicates perfect 
behavior, the solid line corresponds to the optimal linear regression line through the data 
(Eqn. 1).  
Precedence vs. Weighted Averaging 
In the double-sound trials, we presented the two sounds from different 
speakers with an onset delay between 0 and 320 ms (Methods). 
To quantify the double-sound response behavior, we applied the two 
regression models (Eqns. 2 and 3) to the data of each participant. Figure 4.4 
shows the double-sound regression results for listener S5, for four selected 
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onset delays, pooled for either sound stimulus as the leading source (132 
trials per panel). The left-hand and center columns of this figure show the 
results of the linear regression analyzes of Eqn. (2), applied to the leading 
sound (nr. 1, left) and lagging sound (nr. 2, center), respectively. The rows 
from top to bottom arrange the data across four selected onset delays (ΔT = 
0, 40, 80, and 320 ms). At onset delays of 0 and 40 ms, the gains for the 
leading (g1) and lagging (g2) sounds were very low (close to zero), and did not 
appear to differ from each other. At a delay of 80 ms the weight for the 
leading sound increased to g1=0.72. At ΔT=320 ms, the leading sound fully 
dominated the response (g1=1.04), and the listener’s performance became 
indistinguishable from single-speaker localization (which corresponds to 
g1=1.0).  
The right-hand column shows the results of the weighted-average model of 
Eqn. 3 to these same data sets. Although this model has only one free 
parameter, the weight w, it described the data consistently better than the 
single-target regression results at the shorter delays (0, 40, and 80 ms): it 
yielded a higher gain (weight), and had significantly less remaining variability 
(and thus a higher r2). Also for this model, at the longest delay of 320 ms, the 
weight of the leading sound (w=1.02, with σ=5.8 deg) was indistinguishable 
from 1.0, meaning that the responses were identical to the single-speaker 
responses. 
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Figure 4.4. Stimulus-response relations to double-sounds. Each row shows the stimulus-
response relation for a different onset delay between BZZ and GWN, emanating from 
different speakers. First and second column: results of the linear regressions (Eqn. 2), with 
responses plotted as function of the leading sound location, and lagging sound location, 
respectively. Note that for a delay of 0 ms, the sounds are synchronous, and the regressions 
refer to GWN (leading) and BZZ (lagging), respectively. Right-hand column: stimulus-
response relation for the weighted-average model of Eqn. 3. Despite the considerable 
variability at the shorter delays, the weighted average model clearly outperforms the target-
based partial regression fits. Data from S5. 
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The data in Fig. 4.4 indicate that at delays below ~80 ms the responses were 
neither directed at the leading sound source, nor at the lagging stimulus, but 
could be better described by weighted-averaging responses, with weights 
close to w=0.5. Still, the precision of the weighted-average was not very 
high, as evidenced by the relatively large standard deviations (for ΔT = 0 ms: 
σAV = 16.6 deg; ΔT=40 ms: σAV = 13.1 deg, and for ΔT=80 ms: σAV = 9.2 deg), 
when compared to single-target response performance, achieved for 
ΔT=320 ms, for which σAV = 5.8 deg.  
Backward masking 
Figure 4.5A shows how the weight of the leading sound, determined by Eqn. 
3, varied as a function of the inter-stimulus delay, averaged across subjects. 
Up to a delay of ~40 ms, the responses are best described by the average 
response location, as the weights remain close to a value of 0.5. Note that 
the weight of the leading sound gradually increases with increasing delay. 
Yet, even at a delay of 160 ms, the leading-target weight is still smaller than 
1.0 (wAVG = 0.82), indicating a persisting influence of the lagging sound on 
the subject’s task performance.   
The data in Fig. 4.4 (right-hand side) also suggest that the variability of the 
data around the model fit is considerable (>13 deg, for S5), especially at the 
shorter delays. This indicates that at delays <80 ms the weighted-averaging 
phantom source may not be perceived as spatially precise as a real physical 
sound source at that location, for which the standard deviation would be 
about 6 deg, or less. Figure 4.5B captures this aspect of the data for all 
participants, by plotting the relationship between the standard deviation 
and the weight for each delay. A consistent relation emerges between the 
variability in the double-sound responses, and the value of the leading-
sound weight, which is indicative of a delay-dependent ‘spatial smearing’ of 
the perceived location. The shorter the delay, the larger the variability, and 
the closer the weight is to the average value of w = 0.5. Conversely, the larger 
the onset delay, the better and more precise sound-localization 
performance becomes (wAVG ~1.0, and σAVG < 8 deg).  
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Figure 4.5. (A) Time-dependent weighted averaging. Results of the weighted-averaging 
model (Eqn. 3), averaged across subjects, for all onset asynchronies between 0 and 320 ms. 
Up to a delay of approximately 40 ms the weight remains close to 0.5, indicating full 
averaging. For delays >40 ms, the weight of the leading sound gradually increases. However, 
even at a delay of 160 ms, the lagging sound still influences response accuracy to the leading 
sound. Note that the delay is not represented on a linear scale. (B) Spatial blurring. Weight 
versus standard deviation of the response data around the model fit (Eqn. 3). The larger the 
weight, the smaller the standard deviation, hence the more precise the responses. Compare 
with Fig. 4.4, right-hand column. Filled dot: grand-averaged single-speaker localization 
result with standard deviation. 
The data in Fig. 4.5 show that the auditory system is unable to dissociate 
sound sources in the median plane when they co-occur within a temporal 
window of up to ~160 ms. This poor localization performance to double-
sound stimulation is evidenced in two ways: weighted averaging, which 
leads to systematically wrong localization responses (i.e., poor accuracy), 
and spatial blurring, leading to increased response variability at short 
asynchronies (i.e., poor precision). Yet, the auditory system has accurate and 
precise spatial knowledge of single sound sources within a few tens of ms 
(Fig. 4.3). The observed phenomenon thus seems to resemble backward 
spatial masking by the lagging sound on the spatial percept of a leading 
sound. 
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Discussion 
Summary 
Our results show that the leading source of two subsequent sounds, 
presented from different locations in the midsagittal plane, cannot be 
localized as accurately and precisely as a single source. For delays below 40 
ms, subjects could not spatially segregate the sounds, as their responses 
showed full spatial averaging (w=0.5). Overall, response behavior was best 
described by weighted averaging (Eqn. 3). Although both sound sources 
could have provided sufficient spectral information for adequate 
localization, we did not observe bi-stable localizations, as head movements 
were not directed towards the lagging sound. Our results thus indicate a 
fundamentally different temporal sensitivity for localization in the median 
plane, as compared to the horizontal plane (e.g., Brown, Stecker & Tollin, 
2015).   
Precedence vs Backward masking 
Accurate extraction of a sound’s elevation requires tens of milliseconds of 
broadband acoustic input (Hofman & Van Opstal, 1998; Vliegen & Van 
Opstal, 2004; Dizon & Litovsky, 2004; Macpherson & Middlebrooks, 2000). 
In contrast, in the horizontal plane a localization estimate is available within 
a millisecond (Brown, Stecker & Tollin, 2015). Clearly, these differences 
originate in the underlying neural mechanisms (Yin, 2002; Young & Davis, 
2002; Grothe et al., 2010); while azimuth is determined by frequency-
specific binaural difference comparisons, elevation requires spectral pattern 
evaluations across a broad range of frequencies between 3-15 kHz (Van 
Opstal, Vliegen & Van Esch, 2017). We reasoned that if 20-40 ms of acoustic 
input is required to determine elevation, it takes at least as long to assess 
whether the sound originated from a single or from multiple sources (Fig. 
4.1). Indeed (Fig. 4.4A), up to about 40 ms, the auditory system is unable to 
differentiate sounds, resulting in the same averaged phantom percept as 
synchronous sounds of equal intensity (Bremen et al., 2010; Van Bentum et 
al., 2017) 
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Yet, we observed no precedence effect for elevation (Fig. 4.1), as beyond the 
40 ms onset delay, the leading sound did not dominate localization. Instead, 
responses were gradually directed more and more towards the leading 
sound, which, on average, took about 160 ms to complete. The sound 
durations in our experiments were 100 ms. In azimuth, such relatively long 
stimuli evoke strong precedence effects, also for time-overlapping sounds 
(e.g., Brown, Stecker & Tollin, 2015; Miller, Litovsky & Kluender, 2009; 
Donovan, Nelson & Takahashi, 2012). This duration was more than sufficient 
to localize the leading sound (black bar) when presented in isolation (Fig. 
4.3; Hofman & Van Opstal, 1998). Thus, the wide range of delays in our 
experiments (0–320 ms; grey bars) should have left the auditory system 
ample time to extract accurate spatial information of the leading sound 
(horizontal arrow in Figs. 4.1 and 4.6). Yet, the lagging sound strongly 
interfered with the spatial percept of the leading source, even when it 
appeared long after spectral processing of the latter was complete. For 
example, at ∆T=160 ms, the acoustic input of the leading sound had 
disappeared for 60 ms. Its location would have been established ~120 ms 
earlier, as the auditory system had no prior information about a second 
sound in the trial. Indeed, without the latter, the leading sound would have 
been accurately localized. Yet, presentation of the distractor at this time 
point, still reduced the response gain for the leading sound by almost 15%, 
as w~0.85, as if, in retrospect, the auditory system re-evaluated its spatial 
estimate. As such, the observed phenomenon, highlighted in Fig. 4.6, seems 
to resemble a remarkably strong form of ‘backward spatial masking’ (Moore, 
2004; Skottun & Skoyles, 2010).  
This persistent influence of a lagging sound on the perceived leading sound’s 
location has no equivalent in the horizontal plane (grey circles in Fig. 4.6). 
There, precedence dictates that a brief onset delay of a few ms suffices for 
full dominance of the leading sound (Shinn-Cunningham et al., 1993; see 
Brown, Stecker & Tollin, 2015; Litovsky et al., 1999; for reviews). For 
synchronous sounds in the horizontal plane one observes, like in the median 
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Figure 4.6. Processing of auditory localization cues takes place at very different time scales 
for azimuth (grey) and elevation (black; cf. with Fig. 4.1). Although the location of the leading 
sound is available to the system after ~25-30 ms (black arrow, and dark-grey bar after T1 
off), the lagging sound (here at ~140 ms) interferes with this process, even long after the 
leading sound’s offset. The grey patch between the alleged precedence effect (PE) for 
elevation, and the measured results indicates the strength of ‘backward masking’ (‘BM’). 
plane, level-weighted averaging (Blauert, 1997). The transition from pure 
averaging to full first wave-front dominance rapidly evolves for onset delays 
<1 ms. 
Comparison with cats 
Tollin and Yin (Tollin & Yin, 2003) showed that cats perceive the precedence 
effect in azimuth, just like humans: up to a delay of ~0.4 ms, the cat perceives 
a weighted average location, which turns into full dominance of the leading 
sound for delays up to 10 ms. Beyond this delay (the echo threshold), the cat 
localizes either sound. Unlike humans, however, cats display the same short-
delay precedence phenomenon in elevation as in azimuth, albeit without 
averaging at extremely short delays. This result contrasts markedly with our 
findings (Figs. 4.5-4.6).  
A cat’s pinna-related spectral cues are differently organized than those of 
humans (Wightman & Kistler, 1989; Hofman, Van Riswick & Van Opstal, 
1998; Rice, May, Spirou & Young, 1992). Whereas the elevation-specific 
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spectral-shape information from the human pinna is encoded over a wide 
frequency bandwidth (Van Opstal, Vliegen & Van Esch, 2017), the major 
pinna cue in the cat is a narrow notch region that defines a unique iso-
frequency contour in azimuth-elevation space (Rice, May, Spirou & Young, 
1992). Possibly, frequency-specific notch-detection in the cat’s early 
auditory system (presumably within the dorsal cochlear nucleus, e.g. Young 
& Davis, 2002) might have similar delay sensitivity than the frequency-
specific ITD or ILD pathways for azimuth. Moreover, the cat’s localization 
performance in elevation seems quite robust to very brief (<5 ms) sound 
bursts (Tollin & Yin, 2003).  Although humans are capable of localizing brief 
(<10-20 ms) broadband sounds in elevation for levels below about 40 dB 
sensation level, their performance for brief sounds degrades at higher sound 
levels (Hofman & Van Opstal, 1998; Vliegen & Van Opstal, 2004; Dizon & 
Litovsky, 2004; Hartmann & Rakerd, 1993). 
Neural Mechanisms 
Clearly, this long-duration backward masking in the median plane (Figs. 4.5-
4.6) cannot be accounted for by purely (linear) acoustic interactions at the 
pinnae (Bremen et al.) Cochlear nonlinearities, which would potentially 
smear the spectral representations of time-overlapping inputs (Macpherson 
& Middlebrooks, 2000; Hartmann & Rakerd, 1993), cannot explain these 
effects either, as the cochlear excitation patterns from the leading sound will 
have died out already a few ms after its offset.  
It is also difficult to understand how interactions within a spatial neural map 
could account for the vastly different behaviors for azimuth and elevation. If 
weighted-averaging of stimuli would be due to time-, intensity-, and space-
dependent interactions within a topographic map, both coordinates would 
show the same results. Indeed, such omnidirectional effects have been 
reported for eye movements to visual double stimuli (Findlay, 1982; Ottes, 
Van Gisbergen & Eggermont, 1984; Becker & Jürgens, 1979). These have 
been explained as neural interactions of target representations within the 
gaze-motor map of the midbrain superior colliculus (Van Opstal & Van 
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Gisbergen, 1989). Based on our results, averaging in the auditory system 
seems to differ fundamentally from the mechanisms within the visuomotor 
system, rather indicating neural interactions within the tonotopic auditory 
pathways. 
As argued in the Introduction, estimating elevation from the sensory input 
is an ill-posed problem, even for a single sound source. Thus, the auditory 
system should make a number of intrinsic assumptions (priors) about sound 
sources and pinna filters to cope with this problem (Middlebrooks & Green 
1991; Van Opstal, 2016). For example, Hofman and Van Opstal (Hofman & 
Van Opstal, 1998) showed that as long as source spectra do not resemble 
head-related transfer functions (HRTFs), cross-correlating the sensory 
spectrum with stored HRTFs will peak at the veridical elevation of the sound. 
Multiple sound sources will likely give rise to multiple peaks in a cross-
correlation analysis, so that additional decision and selection mechanisms 
should infer the most likely cause (or causes) underlying the sensory 
spectrum (a process called causal inference; e.g. Körding, Beierholm, Ma, 
Quartz, Tenenbaum & Shams, 2007).  
To resolve locations on the cone of confusion, spectral-shape information 
from the convolved sound source and elevation-specific pinna filter is 
required to disambiguate potential sound directions. Sound locations are 
thus specified by unique triplets of ILD, ITD and (inferred) HRTF. The 
midsagittal plane is the only plane for which both ILDs and ITDs are exactly 
zero. Clearly, in a natural acoustic environment it is highly unlikely that 
multiple sources would lie exactly in this plane. Thus, if the auditory system 
is confronted with a sound field for which ILD and ITD are both zero, the 
most likely (inferred) cause would be a single sound source. Synchrony of 
sounds further corroborates such an assumption. If causal inference would 
indeed underlie the analysis of acoustic input, in the median plane the 
auditory system would be strongly biased towards a single source. Hence, 
the system insists on strong evidence for the presence of independent 
sources, e.g., a long inter-stimulus delay.   
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Our data further suggest that the auditory system continuously collects 
evidence regarding the origin of acoustic input and that such an ongoing 
evaluation even continues after the leading sound disappears. Possibly, the 
system regards multiple sound bursts, separated by brief time intervals, as 
caused by a single source. Examples of such sounds abound in  natural 
environments, like in human speech. The auditory system pays a small price 
for this strategy, in that it mislocalizes multiple sources when they are 
presented exactly in the median plane. Such mislocalizations may then show 
up as ‘backward spatial masking’ by the lagging sound. Considering the low 
likelihood of this particular acoustic condition in natural sound fields, this 
seems a relatively small price to pay.  
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Introduction 
The ventriloquism effect (VE) describes the well-known audio-visual illusion 
that the spatial percept of a sound is biased towards the location of a 
simultaneously presented nearby visual distracter (Jack &  Thurlow, 1973; 
Alais & Burr, 2004). Current ideas hold that the VE is due to a statistically 
optimal integration of multisensory cues within the perceptual system, in 
which the contributions of the sensory inputs to their respective spatial 
percepts are weighted by their uncertainties (Ernst & Banks, 2002; Alais & 
Burr, 2004; Van Opstal, 2016). Co-occurring stimulus events, like the 
synchronous lip movements of the ventriloquist’s dummy, further support 
the evidence in favor of the visual stimulus as major cause for the 
multisensory event. Because visual stimuli often induce more precise spatial 
percepts than sounds, the audiovisual percept typically falls at a weighted 
averaged location between the unimodal perceived visual and auditory 
locations that is biased towards the visual cue (Alais & Burr, 2004).        
The so-called ventriloquism aftereffect (VAE; Canon, 1970) manifests after 
prolonged, consistent, and repeated presentation of an audiovisual stimulus 
that induces the VE. In the VAE, the spatial percept of the sound continues 
to be biased towards the displaced visual cue, even without the visual 
stimulus (Canon, 1970; Radeau & Bertelson, 1974; Recanzone, 1998; Lewald, 
2002; Frissen et al., 2003).  
Although the VAE has been described in numerous studies (e.g., Canon, 
1970; Jack & Thurlow, 1973; Radeau & Bertelson, 1974; Recanzone, 1998; 
Frissen et al., 2003, 2005, 2012; Woods & Recanzone, 2004; Kopco et al., 
2009; Bruns & Röder, 2015, 2017; Bosen et al., 2017,2018; Zierul et al., 2017; 
Berger & Ehrsson, 2018), its underlying neural mechanisms are still unclear. 
For example, there is disagreement about the size of the effect, and about 
its generalization, or transfer, to different sounds that had not been used to 
imprint the VE. One potential problem in quantifying the size of the VE, and 
hence of the VAE, lies in the fact that the perceived location of a single 
unimodal auditory target is not necessarily veridical. So, despite the true 
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(physical) spatial disparity of the visual distracter with respect to the sound’s 
location, the perceived spatial disparity, and hence its potential to induce a 
VE, may be quite different, and may vary systematically with the sound’s 
location and its spectral content. Second, it is unclear whether the VAE is 
due to audiovisual interactions at a central multisensory level where all 
sensory stimuli have been brought into a common spatial reference frame 
(e.g., Kopco et al., 2009), or to neural interactions within the early auditory 
pathways, which may still be tonotopically, rather than spatially, organized 
(e.g., Racanzone, 1998; Bruns & Röder, 2015, 2017).   
Here, we specifically addressed these issues by investigating how the VE and 
VAE depend on the spectral characteristics of the co-occurring sound. We 
considered different potential mechanisms that could induce a VAE: (i) the 
tonotopic hypothesis, (ii) the localization cue hypothesis, (iii) the spatial 
hypothesis, and (iv) context-specificity. The first three hypotheses are 
schematically illustrated in Fig. 1. As in most studies of the VE and VAE, we 
here considered the localization of a narrow-band sound in the horizontal 
plane (the sound’s azimuth angle), which was paired with a simple 
synchronous visual distracter (e.g., an LED) that was displaced at a fixed 
distance from the auditory target. 
The tonotopic hypothesis (Fig. 1A) then assumes that the audiovisual (AV) 
interactions between sound and visual stimulus take place at a level where 
the auditory input is still tonotopically represented.  It is then expected that 
the VAE only occurs for sound frequencies that lie within the critical spectral 
band around the tone (e.g., Schooneveldt & Moore, 1989; Moore, 2003), 
and that there will be no transfer to other frequencies (Recanzone, 1998; 
Bruns & Röder, 2015, 2017).  
According to the localization-cue hypothesis (Fig. 1B), the AV interactions 
take place at a stage in the auditory system where the binaural sound-
localization cues have already been extracted. For sound frequencies up to 
about 1.5 kHz, the dominant localization cue is the interaural time difference 
(ITD), whereas for frequencies above about 3 kHz sound localization is 
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mainly based on interaural level differences (ILD). According to this model, 
the VAE will transfer among all frequencies that share the same localization 
cue, but not to frequencies of the other localization cue. In other words, the 
VAE has partial frequency transfer. 
The spatial hypothesis holds that AV interactions occur at a level where all 
sensory stimuli are represented within a common spatial representation, 
e.g. an eye-centered motor map (Fig. 1C; Corneil et al., 2002; Kopco et al., 
2009; Van Opstal, 2016). In that case, the VAE will be expected to transfer 
across all frequencies (Frissen et al., 2003, 2005). Support for this hypothesis 
was also provided by neurobiologically plausible neural-network simulations 
(Magosso et al., 2012, 2013). 
Finally, in the case of strict context specificity, only the specific light and 
sound that were used to induce the VE would generate a VAE. Thus, there 
will be no transfer to other sounds and other types of visual stimuli. 
So far, studies have been limited in assessing frequency transfer in the VAE, 
as typically only a few frequencies were tested (e.g., 750 Hz and 3 kHz; 
Radeau & Bertelson, 1974; Recanzone, 1998; Frissen et al., 2003, 2012), 
which does not allow one to dissociate the cue-hypothesis and spatial 
hypothesis. Thus, to obtain a better understanding of the VAE, and its 
potential dependence on sound frequency, we extended these previous 
studies, by testing the VAE across a larger range of frequencies. We also 
accounted for the non-veridical spatial percepts of the sounds, by analyzing 
our data with a multiple regression model. 
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Figure 5.1. Models explaining VAE transfer. The VE is induced by a pure tone (red vertical 
line with red dot on the right). The predictions of three different models for VAE transfer are 
indicated by the red and blue curves. The thin vertical line represents the border between 
the ITD and ILD domains (around 2 kHz). A) Visual adaptation takes place at a tonotopic 
stage, before binaural integration of the spatial cues (left); VAE is only found for frequencies 
within a critical band around the adapting tone (right). B) Visual co-exposure leads to 
adaptation within the ITD- or ILD localization cues; the VAE will be restricted to frequencies 
belonging to that cue (right, center). C) Generalization across the entire frequency domain 
occurs if visual exposure leads to adaptations at a spatial map (right, bottom).  
 
Materials and Methods 
Participants 
We collected data from nine participants. The data of three participants 
were excluded for further analysis. One subject demonstrated poor sound 
localization for low frequency sounds, and two subjects did not demonstrate 
a ventriloquism effect during the exposure block.  The data of six participants 
remained (three females; age 21-28 yrs.; mean = 25.7 years).  All participants 
had normal or corrected-to-normal vision and normal hearing (verified by 
means of a standard sound localization experiment including low-pass, high-
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pass and Gaussian white noise sounds in the frontal hemifield, and an 
audiogram). One participant (S8) is the first author of this study; the other 
participants were kept naive about the purpose of the study. Experiments 
were conducted after obtaining informed consent from the participant. The 
experimental protocol was approved by the local ethics committee of the 
Radboud University, Faculty of Social Sciences (protocol nr. ECSW2016-
2208-41), and all applied procedures were in line with the relevant 
guidelines and regulations.  
Apparatus 
During the experiment, the subject sat comfortably in a chair in the center 
of a completely dark, sound attenuated room (LxWxH = 3.5x3.0x3.0 m). The 
floor, ceiling and walls were covered with sound-absorbing black foam (50 
mm thick with 30-mm pyramids; AX2250, Uxem b.v., Lelystad, The 
Netherlands), effectively eliminating echoes for frequencies exceeding 500 
Hz (Agterberg et al., 2011). The room had an ambient background noise level 
below 30 dBA (measured with an SLM 1352P, ISO-TECH sound-level meter). 
The chair was positioned at the center of a spherical frame (radius 1.5 m), 
on which 125 small broad-range loudspeakers (SC5.9; Visaton GmbH, Haan, 
Germany) were mounted. These speakers were organized in a grid by 
separating them from the nearest speakers by an angle of approximately 15 
degrees in both azimuth and elevation according to the double-pole 
coordinate system (Knudsen and Konishi, 1979; Ege et al., 2019). Along the 
cardinal axes, speakers were separated by 5 deg. Head movements were 
recorded with the magnetic search-coil technique (Robinson, 1963; 
Goossens and Van Opstal, 1999). To this end, the participant wore a 
lightweight spectacle frame with a small coil attached to its nose bridge. 
Three orthogonal pairs of square coils (6 mm2 wires, 3 x 3 m) were attached 
to the room’s edges to generate the horizontal (80 kHz), vertical (60 kHz) 
and frontal (48 kHz) magnetic fields, respectively. The horizontal and vertical 
head-coil signals were amplified and demodulated (EM7; Remmel Labs, 
Katy, TX, USA), low-pass-filtered at 150 Hz (custom built, fourth-order 
Butterworth), digitized (RA16GA and RA16; Tucker-Davis Technology, 
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Alachua, FL, USA) and stored on hard disk at 6000 Hz/channel. A custom-
written Matlab program, running on a PC (HP EliteDesk, California, United 
States) controlled data recording and storage, stimulus generation, and 
online visualization of the recorded data. 
Stimuli 
Acoustic stimuli were digitally generated by Tucker-Davis System 3 hardware 
(Tucker-Davis Technology, Alachua, FL, USA), consisting of two real-time 
processors (RP2.1, 48,828.125 Hz sampling rate), two stereo amplifiers (SA-
1), four programmable attenuators (PA-5), and eight multiplexers (PM-2).  
We presented eight sound types during the experiment: seven band-limited 
Gaussian white noise sounds with different center frequencies (cut-off 
frequencies, one-third octave above and below the center frequency): 500, 
793, 1260, 2000, 3175, 5040, 8000 Hz, and one broadband GWN (0.5 – 20 
kHz). Each sound had a duration of 75-ms, was pre-generated and stored on 
disk. It was presented at 55-dBA, and had 5-ms sine-squared onset, cosine-
squared offset ramps. While each sound type was presented during the pre-
localization and post-localization blocks of each session, during the exposure 
block solely one of three sounds (793 Hz (low frequency), 5040 Hz (high 
frequency), and GWN (broadband)) was presented. 
Visual stimuli consisted of green LEDs (wavelength 565 nm; Kingsbright 
Electronic Co., LTD., Taiwan; luminance 1.4 cd/m2) that were mounted at the 
center of each speaker in the setup, and served as independent visual 
fixation stimuli during the calibration experiment, as a central fixation light 
at straight ahead during the sound-localization experiments, or as a visual 
distracter during the ventriloquism adaptation block (stimulus duration: 75 
ms).  
Calibration 
To determine the off-line calibration file that maps the raw coil signals (in 
mV) onto known target locations (in deg), subjects pointed their head 
towards 24 LED locations in the frontal hemifield (separated by 
approximately 30 deg in both azimuth and elevation), using a red laser, 
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which was attached to the spectacle frame at a fixed distance of 40 cm in 
front of the eyes. A three-layer neural network, implemented in Matlab, was 
trained to carry out the required mapping of the raw initial and final head 
position signals onto the (known) LED azimuth and elevation angles with an 
overall accuracy of 1.0 deg, or better. The weights of the neural network 
were subsequently used to map all head-movement voltages of the 
localization experiments to degrees.  
Experimental Design and Statistical Analysis 
Paradigms 
Each participant participated in three sessions and each session consisted of 
three blocks (pre-localization, exposure, post-localization). The pre- and 
post-localization blocks were the same, except from the order of stimulus-
location combinations. Here, all eight sounds were presented at eight 
locations (-35 to +35 deg, in 10 deg steps; Fig 2A) in the horizontal plane. 
Each stimulus-location combination was presented four times in pseudo-
random order (8x8x4 = 256 trials). During the exposure block one of three 
sounds (793 Hz (low frequency), 5040 Hz (high frequency), and GWN 
(broadband)) was presented at the same eight locations (-35 to +35 deg, in 
steps of 10 deg, Fig 2A), while simultaneously a visual stimulus was 
presented ten degrees to the right (-25 to +45 deg, in steps of 10 deg, Fig 
2A). Each combination was repeated seven times (8x56 = 448 trials). In each 
block, participants first aligned the head-fixed laser with a central fixation 
light. They then pressed a button, whereupon the fixation light was 
extinguished (random timing 300-800 ms after button press). Either the 
single sound (pre- and post-localization) or the sound-light combination 
(exposure) was presented 200ms after the fixation light disappeared and 
participants were asked to align the head-fixed laser pointer as quickly and 
as accurately as possible with the sound source’s origin (neglecting the visual 
stimulus). One session, including the calibration and short breaks in between 
the blocks took approximately 60 minutes. Sessions were performed on 
separate days.  
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Figure 5.2. Experimental paradigms. A) During the pre-localization and post-localization 
blocks, participants localized sounds at eight different locations in the horizontal plane. 
During the exposure block, the participant had to localize the sound, while ignoring the 
visual distracter, which was presented with an offset of 10 deg to the right of the sound 
source. B) Each trial started with a central fixation light, which the participant fixated by 
aligning the head-fixed laser. After pressing a button, the fixation LED extinguished, and a 
peripheral sound (with visual distracter in the exposure block) was presented. The 
participant had to localize the sound as quickly and as accurately as possible with a head-
orienting response. C) During the pre- and post-blocks, eight different sounds were 
presented. During the exposure block, only one sound-type was presented. 
Veridical vs non-veridical localization 
It is typically assumed in the analysis of the VAE that sound localization 
performance is veridical. Then, the VAE amounts to a constant bias in the 
direction of the visual distracter, which is quantified by the mean unsigned 
error (the linear offset between sound target and response).  However, 
many sound-localization studies have shown that the perceived location of 
band-limited noise sources may be quite inaccurate (Musicant and Butler, 
1984; Middlebrooks, 1992; Goossens and Van Opstal, 1999; Van Grootel et 
al., 2011). As a result, a visual distracter with a 10 deg shift to the right of an 
auditory target will not be perceived displaced at 10 deg to the right, but 
could even be perceived to the left of the sound (see Fig. 3B). Therefore, in 
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quantifying the VAE, both the localization gain (slope) and offset (bias) of the 
stimulus-response relation need to be accounted for. One way in which the 
listener could deal with location-dependent audio-visual mismatch, is 
changing gain and bias during post-adaptation (Fig. 3). Here, we propose a 
multiple linear regression model that  deals with non-veridical localization 
data and provides a more robust estimate of the VAE than the putative 
constant unsigned error.  
             
 
Figure 5.3. A) When sound localization is veridical (gain = 1.0, bias = 0 deg; blue line; black 
dashed line: sound location), subjects only need to change their response bias (orange) to 
reduce the audiovisual mismatch with the visual distracter (yellow). B) If sound localization 
is not veridical (blue; gain ≠ 1.0, and bias ≠ 0 deg), the (perceived) audiovisual offset 
(distance between the yellow and blue lines) depends on the sound’s location, and may even 
change sign. Changing only the response bias would typically lead to larger errors. Adjusting 
the response gain and bias such that the ‘perceived audiovisual’ error is reduced (e.g., by a 
clockwise rotation of the blue line around the intersection point (orange)), would be an 
optimal way to deal with this problem.  
 
Estimating the ventriloquism effect and after effect 
We described the localization responses ?̂?𝐴,𝑠 for sound s as a linear 
function of the auditory target location, TA,s:  
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?̂?𝐴,𝑠 = 𝑔𝑠 ∙ 𝑇𝐴,𝑠    Eq. 1 
in which the dimensionless response gain, gs, is the slope of the stimulus-
response relationship for sound s. We did not include an offset in Eq. 1, 
which would reflect a generic response bias, as this was found to be typically 
negligible (close to zero deg) for all participants.   
The visual-induced response bias, ?̂?𝑉𝐸,𝑣, induced in the ventriloquism 
condition for the target sound v at location TA,v (here, v = 793 Hz, 5040 Hz, 
or GWN), and a synchronous visual distracter stimulus at DV, was described 
as: 
?̂?𝑉𝐸,𝑣 = 𝜇𝑣 ∙ (𝐷𝑉 − ?̂?𝐴,𝑣) Eq. 2 
with 𝐷𝑉 − ?̂?𝐴,𝑣 quantifying the perceived spatial disparity (in deg) between 
the visual distracter location and the perceived auditory response location 
(𝑔𝑣 ∙ 𝑇𝐴,𝑣, from Eq. 1), and 𝜇𝑣 the magnitude of the ventriloquism effect 
(dimensionless), quantified as a fraction of the perceived audiovisual spatial 
disparity. Subsequently, the ventriloquism aftereffect for (potentially 
different) sound, s, was determined by 
?̂?𝑉𝐴𝐸,𝑠𝑣 = 𝜆𝑠𝑣 ∙ ?̂?𝑉𝐸,𝑣                               Eq. 3  
where 𝜆𝑠𝑣 is the relative magnitude of the ventriloquism aftereffect, 
quantified as a fraction of the (presumably) persistent ventriloquism effect, 
which was induced by sound v (Eqn. 2).  
The expected sound-localization response, ?̂?𝑠, in any experimental block for 
sound s is then given by the linear sum of the auditory response and the 
visual bias of the ventriloquism (after)effect, by combining Eqns. 1 and 3: 
?̂?𝑠 = 𝜆𝑠𝑣𝜇𝑣 ∙ (𝐷𝑉 − 𝑔𝑠 ∙ 𝑇𝐴,𝑠) + 𝑔𝑠 ∙ 𝑇𝐴,𝑠 Eq. 4 
We fitted the three free parameters (𝑔𝑠, 𝜇𝑣, 𝜆𝑠𝑣) of this multiple linear 
regression model on the data for every sound and subject separately, but 
pooled for the three experimental blocks (pre-adaptation, adaptation (i.e., 
visual exposure), and post-adaptation block). The best-fit sound localization 
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gain, 𝑔𝑠, was determined from the data of all blocks, and assumed constant 
during the three blocks. To avoid meaningless parameter estimates, we 
constrained the gains for the ventriloquism effect, 𝜇𝑣, and for the 
ventriloquism aftereffect, 𝜆𝑠𝑣, for the different blocks as follows: 
𝜇𝑣 = {
0,           𝑝𝑟𝑒
𝜇𝑣, 𝑒𝑥𝑝
𝜇𝑣, 𝑝𝑜𝑠𝑡
            and         𝜆𝑠𝑣 = {
0,            𝑝𝑟𝑒
1,            𝑒𝑥𝑝
𝜆𝑠𝑣, 𝑝𝑜𝑠𝑡
                Eq. 5   
In this way, parameters that are not meaningful for a particular block were 
not affected by data from that block (e.g. 𝜇𝑣 has no meaning in the pre-
exposure sound-localization block, since there was no visual stimulus; 
similarly, before and during adaptation, there is no aftereffect). Substituting 
the appropriate values into Eqs. 4 and 5 yields: 
?̂?𝑠 = {
                    𝑔𝑠𝑇𝐴,𝑠                                 𝑝𝑟𝑒, 𝐴 = 𝑠
𝜇𝑣 ∙ (𝐷𝑉 − 𝑔𝑣𝑇𝐴,𝑣) + 𝑔𝑣𝑇𝐴,𝑣              𝑒𝑥𝑝, 𝐴 = 𝑣
𝜆𝑠𝑣𝜇𝑣 ∙ (𝐷𝑉 − 𝑔𝑠𝑇𝐴,𝑠) + 𝑔𝑠𝑇𝐴,𝑠         𝑝𝑜𝑠𝑡, 𝐴 = 𝑠
                  Eq. 6 
 
This results in 3 parameters per sound stimulus: (𝜆𝑠𝑣, 𝜇𝑣, 𝑔𝑠).  For the seven 
sounds that were not presented during the adaptation block, we took the 
ventriloquism effect, 𝜇𝑠, equal to the trained stimulus, 𝜇𝑣. We thus 
determined eight sound-localization gains, gs (one for each sound type), 3 
ventriloquism effects, 𝜇𝑣, (one for each trained sound), and (8 x 3 =) 24 
relative ventriloquism after effects, 𝜆𝑠𝑣, for each subject.  
Finally, as the aftereffect gain (Eq. 3) measures a relative fraction of the 
ventriloquism effect, the absolute VAE, as typically reported in the literature, 
was determined by: 
𝑉𝐴𝐸𝑠𝑣 = 𝜇𝑣 ∙ 𝜆𝑠𝑣 ∙ 100%                          Eq. 7 
Statistical testing 
For each fit we determined the goodness-of-fit, r2, with r Pearson’s linear 
correlation coefficient between fit and data. We report on the effect sizes of 
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the gain, VE and VAE by determining the mean across subjects and including 
the 95% confidence intervals for each sound. We tested for the significance 
of transfer by a repeated-measures/within-subject ANOVA with dependent 
variable the relative ventriloquism after effect, 𝜆𝑠𝑣, and as independent 
categorical variables the test sound and the trained sound.  
Results     
Ventriloquism Effect and After Effect 
All participants demonstrated the ventriloquism effect during the exposure 
block. An example of the results of the pre-, peri-, and post-adaptation 
phases is shown in Fig. 4 for participant S5. Figure 4A shows the stimulus-
response relations of S5 for the ventriloquism sound (center frequency v = 
5040 Hz) for the pre-, peri- and post-exposure block. The pre-adaptation 
data for this sound are indicated in blue, and yielded a response gain of 
gv=1.4. Note that the responses of S5 during the exposure phase (yellow) 
were strongly biased towards the visual distracter cue (black, solid line), 
which is indicated by a considerable ventriloquism effect of 𝜇𝑣=0.77. 
Interestingly, after the training phase, the responses remained biased to the 
(now absent) visual distracter (orange), yielding a relative after effect of 
𝜆𝑣𝑣=0.49. Panels 4B and 4C show the pre- and post-adaptation data for two 
other sounds in this experiment. The after effect for the low-frequency 
sound, v=500 Hz, was 𝜆𝑠𝑣=0.59 (Fig. 4B), whereas for the broadband GWN 
stimulus it was 𝜆𝑠𝑣=0.53 (Fig. 4C). These examples suggest a considerable 
amount of transfer across frequencies.  
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Figure 5.4. Stimulus-response relations of S5 in the pre-, peri-, and post-adaptation blocks. 
(A) Data for the trained exposure sound with a center frequency of 5040 Hz. The black line 
indicates the position of the distracter at exposure, during which responses (yellow) shifted 
toward the visual stimulus. The pre-adaptation data (blue) yielded a gain of 1.4 (compare 
Fig. 2). Also the post-adaptation data (orange) shifted in the direction of the ventriloquism 
effect, demonstrating a relative VAE of 0.49 (38%). (B,C) The VAE is also observed for two 
untrained sounds (here 500 Hz, VAE = 0.59 Hz (45%),  (B) and GWN, VAE=0.53 (41%) (C)).  
Figure 5 shows the data for all sound frequencies, averaged across subjects. 
Figure 5A presents the pre-adaptation sound-localization gains for the eight 
sounds of the experiments: seven band-limited tones (center frequencies 
indicated) and broadband GWN. The gains differed significantly from the 
ideal value of 1.0 for most of the stimuli, and varied considerably as function 
of frequency. Apart from the high-frequency sound at 8 kHz, the inter-
subject variability of the gains was limited.  Consistent co-presentation of 
auditory target and visual distracter cue evoked a strong ventriloquism 
effect in all participants for all three trained sounds (Fig. 5B). Note that the 
VE for the narrow-band tones evoked a stronger VE (𝜇𝑣=0.89 (793 Hz) and 
𝜇𝑣=0.90 (5040 Hz)) than the GWN stimulus (𝜇𝑣=0.72; see Discussion). Panel 
5C shows the relative strengths of the VAE for the three training frequencies 
(color coded) and eight frequencies. Note the reproducible patterns of the 
VAE as function of frequency for the three adapting sounds. The strongest 
VAE was obtained around 2 kHz, whereas the other frequencies resulted in 
a relative VAE between about 0.2 and 0.4. 
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Figure 5.5.  Gain, VE and VAE. A) Sound-localization gains in the pre-adapation block, 
averaged across subjects. Error bars indicate 95% confidence intervals.  B) Strong VE for each 
of the trained sounds during the exposure block. Note that the GWN induced the smallest 
VE. C) The VAE generalizes across all frequencies, with the strongest VAE near 2-3 kHz.  
Discussion 
The present study supports the hypothesis that the ventriloquism effect and 
aftereffect reveal multisensory neural interactions at a level in which 
auditory and visual stimuli are represented in a common spatial 
representation. Although a similar hypothesis has been forwarded before 
(e.g., Frissen et al., 2003, 2012; Kopco et al., 2009), our experiments have 
added several novel aspects, to better substantiate this claim. In what 
follows, we will discuss these novel features, and compare our approach and 
results to earlier studies. 
Comparison with earlier studies 
Most previous studies quantified the VE and VAE for a limited number of 
frequencies, not allowing one to dissociate, for example, the cue-specific 
hypothesis (Fig. 1B) from the spatial hypothesis (Fig. 1C).  In our 
experiments, we increased the number of test sounds to seven narrow-band 
noises with center frequencies over a wide range, from 0.5-8 kHz, and one 
broadband GWN. This allowed for a better quantification of the VAE across 
frequencies (testing generalization), as compared to earlier studies. Further, 
we applied the full repertoire of pre- and post-adaptation localization tests 
for three different VE inductors: (i) a low-frequency narrow-band sound, to 
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specifically prime the ITD pathway in the auditory system, (ii) a high-
frequency narrow-band sound that aimed for the ILD pathway, and (iii) a 
broadband GWN sound that stimulated all sound-localization pathways. 
Finally, during the audio-visual training block, subjects made repeated head-
movements towards the perceived sound location, which could further 
strengthen the potential learning effects, by invoking the full perception-
action cycle (Van Opstal, 2016). Moreover, this response method allowed us 
to quantify and predict the stimulus-response relationships for the different 
stimuli and stimulus conditions across different blocks, and to analyze the 
responses with a quantitative regression model (Eqns. 1-6).  
Non-veridical sound localization 
As explained in the Introduction, the perceived disparity between the 
auditory target and visual distracter may deviate substantially and 
systematically from the physical disparity between the stimuli, and hence 
the putative VE and VAE will be quite different when this effect is not 
accounted for (Fig. 3).  
Indeed, in line with earlier tone-localization studies (Musicant & Butler, 
1984; Middlebrooks, 1992; Hofman & Van Opstal, 1998; Goossens & Van 
Opstal, 1999; Van Grootel et al., 2011), our localization data revealed 
considerable deviations of the perceived sound locations from the veridical, 
physical source locations for most narrow-band stimuli, in a frequency-
dependent way (Fig. 5A). By accounting for the resulting location-dependent 
modulation in the perceived sensory disparity (Eqns. 1-6), the three 
ventriloquism experiments (with v=793 Hz, 5040 Hz, and GWN) yielded 
remarkably similar results for the estimated VAE (Fig. 5C).  
Previous audiovisual integration studies, ranging from 1970 to 2017, have 
reported widely different values for the absolute strength of the VAE, 
ranging from -13% (a ‘repelling’ effect; Frissen et al., 2012) to nearly 100% 
(full transfer of the frequency-specific ventriloquism effect; Recanzone, 
1998). In Fig. 6, we collected the reported values from the literature, from 
which we calculated an absolute VAE mode of about 20% (red dashed line). 
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The origin of this large variability is unclear and formed the major motivation 
for the present study. Potential factors that could have affected the reported 
values for the VAE are (i) the frequency content of the ventriloquism 
inductor and subsequent test sound; (ii) analysis of the data, e.g. by not 
accounting for non-veridical localization responses, and hence assuming a 
constant VE like illustrated in Fig. 3A; (iii) use of different pointing methods 
to indicate the percept.  
 
 
Figure 5.6. Ventriloquism after effect sizes (their absolute strengths; Eq. 7), as reported in 
the literature between 1970-2019. Red diamond: median effect size derived from these 
previous studies. The median strength of the VAE is close to 20%. The results reported by 
Recanzone (1998) (more than 90%), and Frissen et al. (2003) (about 60%), have been 
highlighted, and appear to deviate substantially from the median. Our results for the three 
induction sounds are included at the bottom of the figure (2019), and correspond closely to 
the published median.   
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The mean results from the three ventriloquism experiments in the present 
study are indicated in Fig. 6 at the 2019 entry (low frequency: purple, high 
frequency: green, GWN: blue), and are quite close to the mode, calculated 
from the literature (red diamond). 
Behavior of the VE 
All participants showed a strong ventriloquism effect for each of the three 
training sounds (Fig. 5B). Interestingly, the broadband GWN induced the 
weakest VE when compared to the two narrow-band sounds. A possible 
explanation for this phenomenon could lie in the reliability of the sound-
localization cues for the three different sound types. The narrow-band 
sounds only provide cue-information on either the ITDs (center frequency 
793 Hz) or the ILDs (center frequency 5040 Hz). Although listeners can 
localize such sounds in the horizontal plane, the response gains deviated 
substantially from unity (by about 30%; Fig. 5A) and, in addition, the auditory 
system cannot resolve the so-called ‘cone of confusion’ for these sounds 
(Blauert, 1997), as their spectral elevation cues will be highly unreliable 
(Musicant & Butler, 1984; Middlebrooks, 1992; Hofman & Van Opstal, 1998; 
Goossens and Van Opstal, 1999; Van Grootel et al., 2011; Ege et al., 2018). 
Thus, the two-dimensional spatial percept of these sounds will be far less 
certain than for the broadband GWN stimulus, which can be accurately 
localized both in azimuth and in elevation. If audio-visual integration relies 
on a mechanism that weighs the reliabilities of the spatial cues for the sound 
and visual distracter (Alais & Burr, 2004), it may be expected that the 
narrow-band sounds will be associated with lower integration weights with 
respect to the visual stimulus than the GWN. As a result, the audio-visual 
percept will be dominated more by the visual distracter in case of narrow-
band sounds, and less by the distracter for GWN, yielding a weaker VE for 
the latter. Such a mechanism would reflect a maximum likelihood estimation 
strategy, or more generally, a Bayesian estimation in case of a nonuniform 
prior. In these models, the auditory system treats sensory inputs and prior 
assumptions as statistical distributions, where their means and variances 
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determine the outcome of the weighting process (Ernst and Banks, 2002; 
Alais and Burr, 2004; Ege et al., 2018).  
Behavior of the VAE 
Our experiments indicate that the ventriloquism after effect preserves about 
40-50% of the ventriloquism effect (i.e., the relative effect, λsv~0.4-0.5), 
generalizes across frequencies, and that its strength varies with frequency. 
Interestingly, the VAE did not depend on the training frequency (low, high, 
or broadband), as the three curves in Fig. 5C are virtually indistinguishable. 
These results strongly support the hypothesis that the ventriloquism effect 
reflects audio-visual interactions at a common multisensory stage where the 
sound-localization cues have already been processed into their spatial 
coordinates, and represent the perceived location of the auditory stimulus 
(Fig. 1C).  
Rather than a flat frequency response, as assumed in the simple spatial 
model of Fig. 1C, we found that the VAE appears to be strongest around 2-3 
kHz. We here conjecture that this spectral dependency could be due to a 
similar Bayesian cue-weighting mechanism as described above. The ITDs are 
most reliable for sound frequencies up to about 1.5 kHz, as for higher 
frequencies the interaural time delay may contain multiple periods of the 
sound wave, leading to phase-difference ambiguities. This ambiguity can 
only be resolved by adding more spectral input, or other sensory stimuli, like 
visual. Similarly, the ILDs are most reliable for high frequencies (above 3 
kHz), as the head functions effectively as a low-pass acoustic filter with a cut-
off around 2 kHz. For lower frequencies, the ILDs are very weak (1 dB, or 
less). Thus, the frequency band between 1.5 – 3 kHz provides relatively poor 
localization cues for either binaural mechanism (Mills, 1958), and will likely 
lead to a less reliable location percept in azimuth. Following the argument 
described above, these sounds would therefore be more vulnerable for 
ventriloquism, and could thus also induce a stronger VAE.    
Taken together, our data support the hypothesis, proposed by Frissen et al. 
(2003, 2005), that the VAE may be due to neural interactions within a 
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common multisensory spatial representation (like a topographic map; Fig. 
1C), rather than hinting at a frequency-specific interaction within the 
tonotopic representations of the auditory system (like in early auditory 
stages, or in primary auditory cortex; Recanzone, 1998). Our data add 
interesting aspects to these earlier reports, in that these effects may also 
incorporate non-acoustic information, like priors relating to the reliability of 
the spatial localization cues (Ege et al., 2018; Zonooz et al., 2018). Thus, the 
weaker the spatial cue, the stronger the ventriloquism effect and resulting 
after effect. The involvement of such higher-order, non-acoustic information 
sources in the VAE further support the idea of interactions within higher 
multisensory integration stages. 
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English Summary 
This summary contains the abstracts of chapters 2-5. 
 
Chapter 2 
Sensory representations are typically endowed with intrinsic noise, leading 
to variability and inaccuracies in perceptual responses. The Bayesian 
framework accounts for an optimal strategy to deal with sensory-motor 
uncertainty, by combining the noisy sensory input with prior information 
regarding the distribution of stimulus properties. The maximum-a-posteriori 
(MAP) estimate selects the perceptual response from the peak (mode) of the 
resulting posterior distribution that ensure optimal accuracy-precision 
trade-off when the underlying distributions are Gaussians (minimal mean-
squared error, with minimum response variability). We tested this model on 
human eye- movement responses toward broadband sounds, masked by 
various levels of background noise, and for head movements to sounds with 
poor spectral content. We report that the response gain (accuracy) and 
variability (precision) of the elevation response components changed 
systematically with the signal-to-noise ratio of the target sound: gains were 
high for high SNRs and decreased for low SNRs. In contrast, the azimuth 
response components maintained high gains for all conditions, as predicted 
by maximum-likelihood estimation. However, we found that the elevation 
data did not follow the MAP prediction. Instead, results were better 
described by an alternative decision strategy, in which the response results 
from taking a random sample from the posterior in each trial. We discuss 
two potential implementations of a simple posterior sampling scheme in the 
auditory system that account for the results and argue that although the 
observed response strategies for azimuth and elevation are sub-optimal 
with respect to their variability, it allows the auditory system to actively 
explore the environment in the absence of adequate sensory evidence. 
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Chapter 3 
The auditory system relies on binaural differences and spectral pinna cues 
to localize sounds in azimuth and elevation. However, the acoustic input can 
be unreliable, due to uncertainty about the environment, and neural noise. 
A possible strategy to reduce sound-location uncertainty is to integrate the 
sensory observations with sensorimotor information from previous 
experience, to infer where sounds are more likely to occur. We investigated 
whether and how human sound localization performance is affected by the 
spatial distribution of target sounds, and changes thereof. We tested three 
different open-loop paradigms, in which we varied the spatial range of 
sounds in different ways. For the narrowest ranges, target-response gains 
were highly idiosyncratic and deviated from an optimal gain predicted by 
error-minimization; in the horizontal plane the deviation typically consisted 
of a response overshoot. Moreover, participants adjusted their behavior by 
rapidly adapting their gain to the target range, both in elevation and in 
azimuth, yielding behavior closer to optimal for larger target ranges. 
Notably, gain changes occurred without any exogenous feedback about 
performance. We discuss how the findings can be explained by a sub-optimal 
model in which the motor-control system reduces its response error across 
trials to within an acceptable range – rather than strictly minimizing the 
error. 
Chapter 4 
Two synchronous sounds at different locations in the midsagittal plane 
induce a fused percept at a weighted-average position, with weights 
depending on relative sound intensities. In the horizontal plane, sound 
fusion (stereophony) disappears with a small onset asynchrony of 1-4 ms. 
The leading sound then fully determines the spatial percept (the precedence 
effect). Given that accurate localization in the median plane requires an 
analysis of pinna-related spectral-shape cues, which takes ~25-30 ms of 
sound input to complete, we wondered at what time scale a precedence 
effect for elevation would manifest. Listeners localized the first of two 
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sounds, with spatial disparities between 10-80 deg, and inter-stimulus 
delays between 0-320 ms. We demonstrate full fusion (averaging), and 
largest response variability, for onset asynchronies up to at least 40 ms for 
all spatial disparities. Weighted averaging persisted, and gradually decayed, 
for delays >160 ms, suggesting considerable backward masking. Moreover, 
response variability decreased with increasing delays. These results 
demonstrate that localization undergoes substantial spatial blurring in the 
median plane by lagging sounds. Thus, the human auditory system, despite 
its high temporal resolution, is unable to spatially dissociate sounds in the 
midsagittal plane that co-occur within a time window of at least 160 ms. 
Chapter 5 
The ventriloquism aftereffect (VAE) describes the persistent shift of 
perceived sound location after having been adapted to a ventriloquism 
condition, in which the sound was repeatedly paired with a displaced visual 
stimulus. In the latter case, subjects consistently mislocalize the sound in the 
direction of the visual stimulus (ventriloquism effect, or VE). Previous studies 
provide conflicting reports regarding the strength of the VAE, ranging from 
0 (no effect) to nearly 100% (complete preservation). Moreover, there is 
controversy about its generalization to different sounds than the one 
inducing the VE, ranging from no transfer at all, to full transfer across 
different sound spectra. Here, we imposed the VE for three different sounds: 
a low-frequency and a high-frequency narrow-band noise, and a broadband 
Gaussian white noise (GWN). In the adaptation phase, listeners generated 
fast goal-directed head movements to localize the sound, presented across 
a 70 deg range in the horizontal plane, while ignoring a visual distracter that 
was consistently displaced 10 deg to the right of the sound. In the post-
adaptation phase, subjects localized narrow-band sounds with center 
frequencies from 0.5 to 8 kHz, as well as GWN, without the visual distracter. 
We quantified the VE and VAE by applying a novel regression model that 
incorporated the pre-adaptation localization results for the different sounds. 
Our results show that the VAE amounted to approximately 40% of the VE, 
  Summaries 
153 
 
6 
and generalized well across the entire frequency domain. We also found that 
the strength of the VAE correlated with the pre-adaptation sound-
localization performance. We compare our results with previous reports and 
discuss different hypotheses regarding optimal audio-visual cue integration.          
 
Nederlandse Samenvatting 
Deze sectie bevat de samenvattingen van de hoofdstukken 2 t/m 5. 
 
Hoofdstuk 2 
Sensorische representaties zijn doorgaans behept met intrinsieke ruis, wat 
leidt tot variabiliteit en onnauwkeurigheden in perceptuele responsies. Het 
Bayesiaanse raamwerk biedt een optimale strategie om om te gaan met 
sensorisch-motorische onzekerheid, door de ruizige sensorische input te 
combineren met statistische voorkennis en verwachtingen over de 
distributie van stimulus eigenschappen. De maximum-a posteriori (MAP) 
schatting selecteert vervolgens de perceptuele respons voor de piek 
(modus) van de resulterende posterior verdeling. Deze procedure 
garandeert optimale nauwkeurigheid en precisie van de responsies over vele 
trials, wanneer de onderliggende distributies Gaussisch zijn (d.w.z., een 
minimale gemiddelde kwadratische fout, met minimale respons 
variabiliteit). We hebben dit model getest op oogbewegingen naar 
breedbandige geluiden, gemaskeerd door achtergrondruis van verschillende 
niveaus, en voor hoofdbewegingen op geluiden met een povere spectrale 
inhoud voor lokalisatie in het verticale vlak. We rapporteren dat de respons 
gain (helling van de stimulus-respons relatie; een maat voor 
nauwkeurigheid) en respons variabiliteit (maat voor precisie) van de 
verticale (elevatie) respons componenten systematisch veranderden met de 
signaal-ruisverhouding (SNR) van het doelgeluid: gains waren hoog voor 
hoge SNR's en namen af voor lage SNR's. Daarentegen behielden de 
horizontale (azimuth) respons componenten hoge gains voor alle condities, 
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zoals voorspeld door de maximum likelihood schatting (de voorkennis is 
daarbij uniform verdeeld over de gehele azimuth ruimte). We hebben echter 
gevonden dat de elevatie data de MAP-voorspellingen niet volgden. In plaats 
daarvan werden de resultaten beter beschreven door een alternatieve 
beslissingsstrategie, waarbij de respons resulteert door een willekeurige 
selectie uit de posterior in elk trial. We bespreken twee mogelijke 
implementaties van een posterior bemonsteringsschema in het auditieve 
systeem dat de resultaten verklaart, en beargumenteren dat hoewel de 
waargenomen respons strategieën voor azimuth en elevatie niet Bayesiaans 
optimaal zijn met betrekking tot hun variabiliteit, het auditieve systeem 
hierdoor in staat wodt gesteld om actief de omgeving te onderzoeken, ook 
als er onvoldoende sensorische input is. 
Hoofdstuk 3 
Het auditieve systeem baseert zich op binaurale verschillen en spectrale 
kenmerken in het geluid door de oorschelp filtering om geluiden in azimuth 
en elevatie te kunnen lokaliseren. De akoestische input kan echter 
onbetrouwbaar zijn vanwege onzekerheid over de omgeving en neurale ruis 
in de sensorische input. Een optimale strategie om deze onzekerheid te 
verminderen is om de sensorische input informatie te combineren met 
statistisch verkregen informatie, opgebouwd uit eerdere ervaringen, 
voorkennis en verwachtingen, om daardoor nauwkeuriger en preciezer te 
kunnen bepalen waar het geluid  vandaan komt. We hebben onderzocht of 
en hoe de geluidslokalisatie prestaties worden beïnvloed door tijdens de 
experimenten veranderingen aan te brengen in de ruimtelijke verdeling van 
doelgeluiden. We hebben drie verschillende manipulaties getest, waarin we 
het ruimtelijk bereik van de geluiden op verschillende manieren varieerden. 
Voor de kleinste stimulus bereiken varieerden de respons gains sterk van 
proefpersoon tot proefpersoon, en weken vaak flink af van de optimale gain 
die wordt voorspeld door een model gebaseerd op het minimaliseren van de 
absolute lokalisatiefou.t In het horizontale vlak was deze afwijking typisch 
een overschatting van de doellokatie. Bij verandering van het doelbereik 
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pasten de proefpersonen hun gains echter aan, zowel in elevatie als in 
azimuth, wat een responsgedrag opleverde dat dichter bij optimaal was voor 
de grotere doelbereiken. Opmerkelijk was dat deze gain-aanpassingen 
optraden zonder enige externe terugkoppeling over het stimulus-respons 
gedrag. We bespreken hoe deze bevindingen verklaard kunnen worden door 
een model, waarbij het audio-motor systeem de gemiddelde absolute 
responsfout over vele trials reduceert tot binnen een aanvaardbaar bereik, 
op grond van een vergelijking van interne signalen over akoestische cues en 
het ermee geassocieerde lokalisatiegedrag - in plaats van deze fout strikt te 
willen minimaliseren. 
Hoofdstuk 4 
Twee synchrone geluiden die worden aangeboden op verschillende lokaties 
in het midsagittale (vertikale) vlak leiden tot een gefuseerde waarneming op 
een gewogen gemiddelde positie, waarbij de wegingen afhankelijk zijn van 
de relatieve geluidsintensiteiten. In het horizontale vlak verdwijnt deze 
geluidsfusie (bekend als stereofonie) al na een kleine asynchronie van 
slechts 1-4 ms. Het leidende geluid bepaalt dan volledig de ruimtelijke 
waarneming (het precedentie-effect). Aangezien nauwkeurige lokalisatie in 
het vertikale vlak een analyse van de spectrale oorschelp cues vereist, 
hetgeen minimaal 30 ms vergt, vroegen we ons af op welke tijdschaal een 
eventueel precedentie-effect voor elevatie zou optreden. Proefpersonen 
lokaliseerden de eerste van twee geluiden, met ruimtelijke separaties tussen 
10-80 graden, en inter-stimulus tijdsverschillen tussen 0-320 ms. Onze 
experimenten tonen aan dat volledige fusie (middeling) met de grootste 
respons variabiliteit behouden blijft tot tijdsverschillen van wel 40 ms voor 
alle ruimtelijke doelseparaties. Gewogen middeling hield aan, en nam 
geleidelijk af, voor tijdsverschillen tot wel 160 ms. Dit laatste duidt op een 
verrassend sterke terugwaartse maskering van het tweede geluid op de 
lokalisatie van het eerste geluid. Bovendien nam de responsvariabiliteit af 
met toenemende tijdsverschillen. Deze resultaten tonen aan dat het 
lokalisatie percept van een geluid een aanzienlijke ruimtelijke versmering in 
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het vertikale vlak ondergaat door een interaktie met erop volgende 
geluiden. Het is opmerkelijk dat het menselijk auditief systeem, ondanks de 
hoge temporele (sub-milliseconden) resolutie in azimuth, niet in staat is om 
geluiden ruimtelijk te scheiden  in het midsagittale vlak zolang ze samen 
worden aangeboden binnen een tijdvenster tot wel 160 ms. 
Hoofdstuk 5 
Het buiksprekers na-effect (VAE) beschrijft de aanhoudende verschuiving 
van de waargenomen lokatie van een geluid nadat deze langdurig was 
blootgesteld aan een buiksprekers situatie. In de buiksprekers situatie werd 
het geluid steeds gepaard met een visuele stimulus die t.o.v. het geluid op 
een vaste afstand was verplaatst. In zo’n geval wordt het geluid steevast in 
de richting van de visuele stimulus gelokaliseerd (het buiksprekers effect, 
VE). Eerdere studies laten tegenstrijdige resutaten zien met betrekking tot 
de sterkte van de VAE, variërend van 0 (geen na-effect) tot bijna 100% 
(volledig na-effect). Bovendien is er controverse over de veralgemening van 
het na-effect tot andere geluiden dan het ene geluid dat het buiksprekers 
effect opwekte, variërend van geen enkele overdracht tot een volledige 
overdracht over verschillende geluidsspectra. In deze studie hebben we het 
VE opgewekt voor drie verschillende geluiden: een laagfrequent en een 
hoogfrequent smalbandig geluid, en een breedbandige Gaussische witte ruis 
(GWN). In de trainingsfase (opwekken buiksprekers effect) moesten 
proefpersonen een snelle doelgerichte hoofdbeweging maken in de richting 
van het waargenomen geluid, over een bereik van 70 graden in het 
horizontale vlak, terwijl een visuele distractor steed op 10 graden rechts van 
het geluid werd aangeboden. In de fase na training (testen VAE) werden 
zeven verschillende  smalbandige geluiden met frequenties tussen 0,5 tot 8 
kHz, evenals GWN, gelokaliseerd, maar nu zonder de visuele distractor. We 
kwntificeerden de VE en VAE met een nieuw regressiemodel waarin de 
resultaten van de normale lokalisatie resultaten voor elk van de acht 
afzonderlijke testgeluiden werden meegenomen. Onze resultaten tonen aan 
dat de VAE ongeveer 40% van de VE bedroeg (20% absoluut) over alle 
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frekwenties, en goed generaliseerde over het gehele frekwentiedomein. We 
vonden ook dat de sterkte van de VAE samenhing met het normale 
geluidslocalisatie vermogen voor die stimulus. We vergelijken onze 
resultaten met eerdere rapporten, en bespreken verschillende modellen 
over optimale audio-visuele cue-integratie. 
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