In this paper, we derive the solution of wave equation in a resistant medium. The Fourier series expansion is employed to find a solution, and the energy function and vanishing theorem are used to show that the solution we obtained is a unique solution.
Introduction
The wave equation [2] is the considerable second-order linear partial differential equation for that can be used. As we have seen in physics, such as sound waves, light waves and water waves. It originates in fields like acoustics, electromagnetics, and fluid dynamics. The wave equation is a hyperbolic partial differential equation. It substantially associate a time variable t, one or more spatial variables x 1 , x 2 , ..., x n , and a scalar function u = u(x 1 , x 2 , ..., x n ; t), whose values could model the displacement of a wave. The wave equation in one space dimension can be derived in a variety of different physical settings. Most notably, it can be acquired for the case of a string that is vibrating in a two-dimensional plane, with each of its elements being pulled in opposite directions by the force of tension [4] . Shi and Wang [3] used Fourier series theory coupled with the techniques of real analysis inequalities and investigated the existence and uniqueness of periodic solutions for a class of neutral differential equations with delay. In this paper, we derive the solution of wave equation in a resistant medium. The Fourier series expansion is employed to find a solution, and the energy function and vanishing theorem are used to show that the solution we obtained is a unique solution.
Preliminaries
We consider waves in a resistant medium that satisfy the problem. The solution can be derived by using the series expansion.
Lemma 2.1. If u = u(x, t) satisfies equations (1)- (2), its energy function
is a solution to u tt − u xx + 2u t = 0 in 0 < x < π and 0 < t < ∞.
which satisfying the boundary conditions
and subject to the initial conditions
Proof. We seek nontrivial solution of equations (1)- (2)- (3) of the form u(x, t) = X(x)T (t). Substituting in (1) gives X(x)T (t) − X (x)T (t) + 2X(x)T (t) = 0 and therefore
= −λ. Substituting in (2)-(3) leads to X (0)T (t) = 0 = X (π)T (t) for t ≥ 0 and X(x)T (0) = 0 for 0 ≤ x ≤ π. Consequently, X (x) + λX(x) = 0 f or 0 < x < π; X (0) = X (π) = 0 and T (t) + 2T (t) + λT (t) = 0 f or t > 0; T (0) = 0. where λ is a constant. The eigenvalues are λ n = n 2 , n = 1, 2, 3, ..., and the corresponding eigenfunctions are determined by the boundary conditions that we enforce at the boundaries of our system which are X n (x) = cos(nx) where n = 1, 2, 3, .... Therefore, the functions of t satisfy Ψ n (t) + 2Ψ n (t) + n 2 Ψ n (t) = 0. Then T n (0) = 0 and T n (t) = e αnt leads to γ 2 n + 2γ n + n 2 = 0. Therefore, we have α 0 = 0, −2, α 1 = −1 and α n = −1 ± i √ n 2 − 1 for n = 2, 3, .... It follows that T 0 (t) = a 0 + b 0 e −2t , T 1 (t) = a 1 e −t + b 1 te −t and T n (t) = e −t a n cos(t
For n ≥ 2. The initial condition T n (0) = 0 implies that a 0 + b 0 = 0 and a n = 0 (n ≥ 1). Hence, depends on a constant factor, we obtain u 0 (x, t) = 1 − e −2t , u 1 (x, t) = te −t cos(x) and u n (x, t) = e −t sin(t √ n 2 − 1) cos(nx) for n ≥ 2. Consequently, we have a formal solution of equations (1)- (2)- (3) as
b n e −t sin(t √ n 2 − 1) cos(nx). (5) for any choice of B 1 , B 2 , ... and for all 0 ≤ x ≤ π. Differentiating with respect to t yields
So we want to choose the constants B 1 , B 2 , ... so that, for all 0 ≤ x ≤ π,
By examination, we obtain b 0 =
and all
. So, our solution to the system can be described as
is the only solution to equations (1), (2) and (3).
Proof. We begin by supposing that u = u(x, t) denotes the solution found in Lemma 2.1. and u = u 1 (x, t) is another solution. Then, v(x, t) = u(x, t) − u 1 (x, t) solves
which satisfies the boundary conditions
The energy function of v which is (t) =
x (x, 0) dx f or all t ≥ 0, 
