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7 Un the´ore`me de Helson
pour des se´ries de Walsh
Jean–Pierre Kahane
Laboratoire de Mathe´matique,
Universite´ Paris–Sud a` Orsay
Henry Helson a e´tabli en 1954 le the´ore`me suivant : Si les sommes par-
tielles d’une se´rie trigonome´trique sont positives, les coefficients tendent vers
ze´ro [1]. C’est une des perles de la the´orie des se´ries trigonome´triques, en-
core mise en valeur par le fait que l’hypothe`se n’entraˆıne pas que la se´rie
trigonome´trique est une se´rie de Fourier–Lebesgue (Katznelson 1965 [2]).
Nous allons montrer l’analogue des the´ore`mes de Helson et de Katznelson
pour les se´ries de Walsh, avec un comple´ment au the´ore`me de Katznelson
qui s’e´tend aux se´ries trigonome´triques.
The´ore`me I.— Si les sommes partielles d’une se´rie de Walsh sont posi-
tives, les coefficients tendent vers ze´ro.
The´ore`me II.— Soit ψ une application croissante de R+ sur R+, telle
que lim
x→0
(ψ(x)/x2) = 0. Alors a) il existe une mesure de probabilite´ singulie`re
µ sur [0, 1] dont les sommes partielles de la se´rie de Walsh sont positives,
et dont les coefficients de Fourier–Walsh, µ̂(n), ve´rifient
∞∑
0
ψ(|µ̂(n)|) < ∞
b) le meˆme e´nonce´ vaut pour les se´ries et les coefficients de Fourier au sens
usuel.
Pre´cisons les notations pour les se´ries de Walsh. Au lieu de [0, 1], il
est commode de les de´finir sur le groupe multiplicatif {−1, 1}N∗ , que nous
de´signerons par D. Les fonctions coordonne´es r1, r2, . . . sont les fonctions de
Rademacher, et elles engendrent par multiplication les fonctions de Walsh
wn (n = 0, 1, 2, . . .) qui sont les caracte`res de D. On ordonne ainsi les wn = 1,
1
w1 = r1, w2 = r2, w3 = r1r2, w4 = r3 etc, c’est–a`–dire
(1) wn =
∏
r
αj
j , αj = 0 ou 1 et
∑
αj <∞ .
Aux entiers n on associe ainsi les suites finies (αj) de 0 et de 1, et l’ordre
croissant des n est l’ordre lexicographique inverse des mots (αj).
Une se´rie de Walsh est une se´rie formelle de la forme
∞∑
0
cnwn, ou` les
coefficients cn sont re´els ou complexes. Nous nous bornerons aux cn re´els. Les
fonctions de Walsh ope´rant par multiplication sur les se´ries de Walsh. Nous
aurons besoin du lemme suivant.
Lemme.— Soit S une se´rie de Walsh et wm une fonction de Walsh. Ecri-
vons wmS sous la forme
wm S =
∞∑
0
dnwn .
Alors, pour chaque k, la somme partielle d’ordre 2k,
2k−1∑
0
dnwn, est le produit
par wm d’une diffe´rence de sommes partielles de la se´rie S.
Preuve. La se´rie
∞∑
0
dnwnwm n’est autre que la se´rie S dont on a modifie´
l’ordre des termes. Reste a` montrer que les wn wm (n = 0, 1, . . . , 2
k − 1)
constituent, a` l’ordre pre`s, une suite de 2k fonctions de Walsh conse´cutives.
Pour cela, e´crivons les wn sous la forme (1) (avec ici αj = 0 ou 1 pour j ≤ k et
αj = 0 pour j > k) et wm =
∏
r
βj
j (βi = 0 ou 1). Les wnwm s’e´crivent
∏
r
γj
j
avec γj = 0 ou 1 et γj = αj+βj modulo 1. Ainsi (γj)j=1,2,...,k parcourt {0, 1}k
quand (αj)j=1,2,,...,k parcourt {0, 1}k, tandis que (γj)j>k = (βj)j>k. Donc les
indices des wnwm, qui s’e´crivent
k∑
1
+
∞∑
k+1
γj 2
j−1, parcourent un segment des
entiers de longueur 2k, CQFD.
A toute se´rie de Walsh S est associe´e une martingale dyadique constitue´e
par ses sommes partielles d’ordre 2k (k = 0, 1, 2, . . .)
Mk = Mk(S) =
2k−1∑
0
cnwn ,
et on obtient ainsi toutes les martingales dyadiques de´finies sur D. Rappelons
des proprie´te´s des martingales dyadiques dont nous nous servirons.
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P1. S est la se´rie de Fourier–Walsh d’une mesure de Radon re´elle sur D,
c’est–a`–dire cn =
∫
wndµ, µ ∈ M(D), si et seulement si les Mk sont borne´s
dans L1(D). Dans ce cas, lesMk tendent presque partout sur D vers la densite´
de la partie absolument continue de µ, et les Mk tendent vers µ dans M(D)
au sens faible, comme formes line´aires sur C(D).
P2. S est la se´rie de Fourier–Walsh d’une fonction re´elle inte´grable sur
D, soit cn =
∫
f wn, f ∈ L1(D), si et seulement si les Mk sont uniforme´ment
inte´grables. Dans ce cas, lesMk tendent vers f presque partout et dans L
1(D).
P3. S est la se´rie de Fourier–Walsh d’une mesure positive µ ∈ M+(D)
si et seulement si les Mk sont positives, Mk ≥ 0.
Ici comme dans la suite, positif signifie ≥ 0.
Preuve du the´ore`me I.
Supposons les sommes partielles de la se´rie S positives, et de plus c0 =
1. Alors S est la se´rie de Fourier–Walsh d’une mesure de probabilite´ µ ∈
M+1 (D), soit cn = µ̂(n), et
Mk =Mk(r1, r2, . . . , rk) =
2k−1∑
0
µ̂(n)wn .
Ecrivons
Mk+1 =Mk + rk+1Nk , Nk = Nk(r1, r2, . . . rk)
Nk =
2k−1∑
0
N̂k(m)wm
N∗k = sup
0≤n<2k
∣∣∣ n∑
0
N̂k(m)wm
∣∣∣
L’hypothe`se que les sommes partielles de S soient positives se traduit par
(2) N∗k ≤Mk (k = 0, 1, . . .)
Supposons que les µ̂(n) ne tendent pas vers 0, c’est–a`–dire qu’il existe
un a > 0, une suite strictement croissante d’entiers kj, et des entiers nj ∈
[2kj , 2kj+1[ tels que |µ̂(nj)| ≥ a, et tentons d’e´tablir une contradiction.
Supposons d’abord nj = 2
kj . Les Nki sont borne´s dans L
1(D) et |N̂kj(0)| ≥
a puisque N̂ki(0) = µ̂(2
kj). Quitte a` remplacer la suite (kj) par une sous–
suite, nous pouvons supposer que les Nkj convergent faiblement vers une
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mesure ν ∈M(D). Ainsi
ν̂(n) = lim
i→∞
N̂ki(n)
et en particulier ν̂(0) 6= 0.
Les sommes
νk =
2k−1∑
0
ν̂(n)wn (k = 0, 1, 2, . . .)
forment une martingale dyadique borne´e dans L1(D) (proprie´te´ P1) et, pour
chaque k,
νk = lim
j→∞
2k−1∑
0
N̂ki(n)wn .
L’hypothe`se de positivite´, sous la forme (2), entraˆıne
(3)
∣∣∣ 2
k−1∑
0
N̂ki(n)wn
∣∣∣ ≤Mki
lorsque kj ≥ k, donc |νk| ≤Mki .
Or les Mki convergent presque partout vers une f ∈ L1, la densite´ de la
partie absolument continue de µ (proprie´te´ P1). Donc
|νk| ≤ f .
Cela entraˆıne que les νk sont uniforme´ment inte´grables, donc convergent dans
L1(D) (proprie´te´ P2), donc que ν est absolument continue.
D’autre part, si l’on de´compose µ en sa partie absolument continue et sa
partie singulie`re, µ = µa + µs, on peut e´crire e´galement Mk = M
a
k +M
s
k et
Nk = N
a
k +N
s
k . Les M
a
k convergent vers f dans L
1(D), donc les Nak tendent
vers 0 dans L1(D), donc ν est la limite faible des N skj . Or, pour tout ε > 0 et
tout k,
(N sk > ε) ⊂
(
Msk >
ε
2
) ∪ (M1k+1 > ε2
)
et la mesure du second membre tend vers 0 quand k → ∞. Donc ν est
singulie`re. La contradiction est e´tablie dans le cas particulier nj = 2
ki.
Passons au cas ge´ne´ral. On conside`re maintenant les
N ′kj = wmjNkj , mj = nj − 2kj .
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Ainsi N̂ ′kj(0) = N̂kj(mj) = µ̂(nj). Comme ci–dessus, quitte a` restreindre la
suite (nj), les N
′
kj
convergent faiblement vers une mesure ν ′ singulie`re, non
nulle puisque ν̂ ′(0) 6= 0. Pour montrer que ν ′ est absolument continue, le
point crucial est l’analogue de (3) que l’on obtient en appliquant le lemme a`
Nkj (pour S) et wmj (pour wm). On obtient ainsi, pour k ≥ kj,
(4)
∣∣∣∣
2k−1∑
0
N̂ ′kj (n)wn
∣∣∣∣ ≤ 2 Mkj ,
ce qui permet d’achever la de´monstration que ν ′ est absolument continue. La
contradiction est ainsi e´tablie dans le cas ge´ne´ral, et cela ache`ve la preuve du
the´ore`me 1.
Remarque. Cette preuve est calque´e sur celle de Helson. Comme ici,
Helson met en e´vidence, sous l’hypothe`se que les coefficients ne tendent pas
vers ze´ro, une mesure ν non nulle qui est a` la fois singulie`re et absolument
continue. Mais la de´monstration de la continuite´ absolue est diffe´rente. Helson
utilise un the´ore`me de Fre´de´ric et Marcel Riesz qui appartient a` la the´orie des
fonctions analytiques. On utilise ici la the´orie des martingales. L’emploi en
paralle`le des martingales et des fonctions analytiques est classique en analyse
harmonique depuis les the´ore`mes de Paley et de Littlewood–Paley.
Une autre diffe´rence entre les preuves est l’utilisation de l’hypothe`se.
La positivite´ des sommes partielles entraˆıne que les sommes partielles sont
borne´es dans L1, et Helson n’utilise rien d’autre. Au contraire, nous avons
utilise´ de manie`re essentielle une autre conse´quence de la positivite´, la for-
mule (2) (e´quivalente a` la positivite´ des sommes partielles).
Preuve du the´ore`me II.
Partie a)
On construit la mesure µ comme produit infini
µ =
∏
(1 +Xk)
ou` lesXk sont de polynoˆmes de Walsh inde´pendants a` valeurs dans l’intervalle
[−1, 1] et de valeur moyenne nulle : |Xk| ≤ 1 et EXk = 0. Posons EX2k =
σ2k. Lorsque
∑
σ2k < ∞, le produit infini converge dans L2(D), donc µ est
absolument continue. Lorsque
∑
σ2k = ∞, µ est une mesure de probabilite´
singulie`re.
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Voici une de´monstration rapide de ce dernier fait, tire´e de [3]. Supposons∑
σ2k = ∞. Les Xkσk forment un syste`me orthonormal dans L2(D, λ), ou` λ
de´signe la mesure de Haar sur D. On ve´rifie que les Xk
σk
− σk sont de valeur
moyenne nulle et deux a` deux orthogonales dans L2(D, µ) :
Eµ
(Xk
σk
− σk
)
= Eλ
((Xk
σκ
− σk
)
(1 +Xk)
)
= 0
et, pour k 6= k′,
Eµ
((
Xk
σk
−σk
)(Xk′
σk′
−σk′
))
=Eλ
((
Xk
σk
− σk
)(Xk′
σk′
− σk′
)
(1 +Xk)(1 +Xk′)
)
=Eλ
((
Xk
σk
−σk
)
(1+Xk)
)
Eλ
((Xk′
σk′
−σk′
)
(1+Xk′)
)
=0.
De plus,
Eµ
((
Xk
σk
− σk
)2)
= Eλ
((
Xk
σk
− σk
)2
(1 +Xk)
)
≤ 2 Eλ
(
Xk
σk
− σk
)2
= 2(1 + σ2k) ≤ 4 .
Pour toute suite (bk) ∈ ℓ2, les se´rie
∑
bk
Xk
σk
et
∑
bk
(
Xk
σk
− σk
)
convergent
respectivement dans L2(D, λ) et dans L2(D, µ). Si µ n’e´tait pas orthogonale
a` λ, il existerait un point de D et une suite d’entiers ni tels que les sommes
partielles d’ordre ni des deux se´ries convergent en ce point. Par diffe´rence, les
sommes partielles d’ordre ni de la se´rie
∑
bk σk convergeraient. Or on peut
choisir les bk > 0, (bk) ∈ ℓ2, de fac¸on que la se´rie
∑
bk σk diverge. Donc µ⊥λ.
Remarquons que l’hypothe`se d’inde´pendance des Xk peut eˆtre remplace´e
par une condition d’orthogonalite´ forte, a` savoir∫ ∏
Xαkk = 0
pour toutes les suites (αk) constitue´es de 0, 1 et 2, et finies (
∑
αk < ∞),
contenant au moins un 1 et au plus deux 2. C’est sous cette forme que la
me´thode a e´te´ introduite et utilise´e par Peyrie`re dans l’e´tude de la singularite´
mutuelle des produits de Riesz [3].
On imposera donc la condition
∑
σ2k = ∞, et il s’agit maintenant de
construire les Xk de fac¸on que les sommes partielles de la se´rie de Fourier–
Walsh de µ soient positives, et que les coefficients ve´rifient la majoration
|µ̂(n)| ≤ ψ(n). Pour cela, il est commode de disposer de polynoˆmes de Walsh
de la forme suivante :
ϕ = ϕ(r1, r2, . . . rℓ) =
2ℓ∑
1
εnwn , εn = ±1
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pour lesquels
‖ϕ‖v = sup
1≤p≤2ℓ
‖
p∑
1
εnwn‖∞ < C 2ℓ/2 = C‖ϕ‖2 ,
C e´tant une constante absolue. Voici une construction classique de tels po-
lynoˆmes : on pose P0 = Q0 = 1, Pℓ+1 = Pℓ + rℓ+1Qℓ, Qℓ+1 = Pℓ − rℓ+1Qℓ
(2 = 0, 1, . . .), on ve´rifie que P 2ℓ +Q
2
ℓ = 2
ℓ+1, d’ou`
‖Pℓ‖v ≤ 2ℓ/2 + 2(ℓ−1)/2 + · · · ≤ 2ℓ/2
√
2√
2− 1
et on pose ϕ(r1, r2, . . . , rℓ) = r1Pℓ. C’est la construction donne´e dans le cas
trigonome´trique par Harold Shapiro puis par Walter Rudin, et la suite (εr)
s’appelle la suite de Rudin–Shapiro.
Etant donne´ un ensemble d’entiers positifs J , de cardinal 2ℓ, on de´signera
par ϕ((rj), j ∈ J) le polynoˆme de Walsh obtenu a` partir de ϕ(r1, r2, . . . rℓ)
en substituant a` r1, r2, . . . rℓ les rj, j ∈ J , dans l’ordre croissant des j. La
construction de µ va de´pendre essentiellement du choix d’une suite tre`s ra-
pidement croissante d’entiers ℓk, que nous ferons plus tard. Pour chaque k,
soit Jk un ensemble d’entiers, de cardinal 2
ℓk , situe´ a` droite de Jk−1 : inf Jk >
sup Jk−1. Posons
ak =
1
2C
2−ℓk/2
Xk = ak ϕ((rj), j ∈ Jk) .
Explicitons les normes deXk dans L
2, dans U (maximum des valeurs absolues
des sommes partielles), dans A (somme des valeurs absolues des coefficients)
et dans PM (sup des valeurs absolues des coefficients) :
‖Xk‖2 = 1
2C
,
‖Xk‖U < 1
2
,
‖Xk‖A = 1
2C
2ℓk/2 ,
‖Xk‖PM = 1
2C
2−ℓk/2 .
Comme les Jk sont disjoints, les Xk sont bien inde´pendants, et on a bien
EXk = 0 et
∑
σ2k =∞.
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Posons
Πk = (1 +X1)(1 +X2) · · · (1 +Xk) .
Une somme partielle de la se´rie de Fourier–Walsh de µ dont l’ordre est com-
pris entre sup Jj et sup Jj+1 est la somme de Πk et d’une somme partielle de
ΠkXk+1, ce que nous e´crivons
S·(µ) = S·(Xk+1) = Πk + S··(ΠkXk+1) .
Cette dernie`re somme partielle se de´compose a` son tour en
S··(ΠkXk+1) = ΠkS···(Xk+1) + S····(Πk)× un coefficient de Xk+1 .
Donc
S·(Xk+1) ≥ Πk − Πk‖Xk+1‖U − S····(Πk)‖Xk+1‖PM
≥ 1
2
Πk − 1
2C
2−(ℓk+1/2)‖Πk‖A .
Imposons la condition que, pour tout k,
(5)
1
2C
2−(ℓk+1/2)‖Πk‖A ≤ 1
4
inf Πk .
Il en re´sulte que S·(Xk+1) ≥ 14Πk, donc S·(µ) ≥ 0.
Ecrivons ψ(x) = x2 ε(x). Alors∑
ϕ(µ̂(n)) ≤
∑
k
‖ΠkXk+1‖22 ε(‖ΠkXk+1‖PM) .
Or
‖ΠkXk+1‖22 ≤
1
4C2
‖Πk‖2A
et
ε(‖ΠkXk+1‖)PM ≤ ε(‖Xk+1‖PM) = ε
( 1
2C
2−(ℓk+1/2)
)
.
Si, outre (5), on impose a` la suite (ℓk) la condition
(6)
∑
‖Πk‖2A ε
( 1
2C
2−(ℓk+1/2)
)
<∞ ,
ce qui est possible, la conclusion du the´ore`me est ve´rifie´e.
La conclusion de la partie a) du the´ore`me est ve´rifie´e.
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Partie b)
On choisit ici des polynoˆmes trigonome´triques
ϕℓ(t) =
ℓ∑
a
εn cosnt , εn = ±1 ,
avec la proprie´te´ de
‖ϕℓ‖v ≤ C ℓ1/2 = C‖ϕℓ‖2 ,
et on choisit
Xk(t) = ak ϕℓk(ℓkt) , ak =
1
4C
2−ℓk/2 .
Les Xk ne sont plus des fonctions inde´pendantes, mais, si la suite (ℓk) est
assez rapidement croissante, elles sont orthogonales au sens fort qui a e´te´
de´crit ci–dessus. On de´finit donc
µ =
∞∏
1
(1 + ak ϕℓk(ℓk t))
et on ve´rifie par les meˆmes calculs que ci–dessus que µ est singulie`re, que ses
sommes partielles sont positives, et que
∑
ϕ(|µ̂(n)|) <∞.
C’est exactement la me´thode de Katznelson.
Cet article a e´te´ e´crit en septembre 2004 pour feˆter les 50 ans du the´ore`me
de Helson et les 70 ans d’Yitzhak Katznelson (14 novembre 2004).
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