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ABSTRACT 
We study properties of coninvolutory matrices (EE = I), and derive a canonical 
form under similarity as well as a canonical form under unitary consimilarity for them. 
We show that any complex matrix has a coninvolutory dilation, and we characterize 
the minimum size of a coninvolutory dilation of a square matrix. We characterize the 
m-by-n complex matrices A that can be factored as A = RE with R real and E 
coninvolutory, and we discuss the uniqueness of this factorization when A is square 
and nonsingular. 
INTRODUCTION AND NOTATION 
The classical polar decomposition A = PU, where P is positive semi- 
definite and U is unitary, can be viewed as a generalization to matrices of the 
polar representation of a complex number z = reie, where T, 8 E [w. Another, 
perhaps more natural, generalization would be A = RleiR2, where R, and 
R, are matrices with real entries. We study this factorization and related 
ones. We also investigate the matrices that can be written as E = eiR for 
some real matrix R. 
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We denote the set of m-by-n complex matrices by M,,,, and write 
M, = M The set of m-by-n matrices with real entries is denoted by 
M,,,@$&d we write M,(IW) = M, ,,([w). A matrix E E M, is said to be 
coninvolutoy if EE = I, that is, E is’nonsingular and E = E-‘. We denote 
the set of coninvolutory matrices in M, by gn. For A, B E M,, A is similar 
to B if there exists a nonsingular matrix S E M, such that A = SBS-l, and 
we write A N B; A and B are said to be consimilar if there exists a 
nonsingular S E M, such that A = SBS-l. Given a scalar A E C, the n-by-n 
upper triangular Jordan block corresponding to A is denoted by J,,(h). 
Topological and metric properties of subsets of M,,,. (compact, bounded, 
etc.) are always with respect to the topology generated by some norm on 
M m, n. 
1. 
PROPOSITION 1.1. Let A E M,. Any two of the following implies the 
1 
third: 
CONINVOLUTORY MATRICES 
The following can be verified easily. 
(1) A is unitary. 
(2) A is symmetric. 
(3) A is coninvolutoy. 
PROPOSITION 1.2. Let n be a given positive integer. Then: 
(a> gn is closed under consimilarity. In particular, %‘,, is closed under 
real similarity (A + RAR-’ for a real nonsingular R) and coninvolutoy 
congruence (A + EAE for a coninvolutoy E). 
(b) %?,, is closed under general similarity if and only if n = 1. 
(c) en is closed. 
(d) @” is bounded if and only if n = 1. 
(e> ‘S,, is closed under products if and only if n = 1. Zf El, E, E gn, then 
E,E, E gn if and only if E, commutes with E,. 
(f) ldet El = 1 for every E E ‘%‘,,. 
(g) @n CD Fm C Fn+m for any p os2 ave integer m. In particular, E @ I,,, ‘t’ 
is coninvolutoy for any E E g,, and any positive integer m. 
(h) eiR is coninvolutoy for any R E M,(R). 
Proof. If E E %C’,, and S E M, is nonsingular, then (SE!? ‘XSES- ‘) = 1. 
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Hence, SES- ’ E gn. The example 
E= ’ _y fBZ,-,Eg” and S= ’ i 
[ 1 0 1 1 0 1 @ Z*-, 
shows that 
need not be coninvolutory if n > 2. Since real similarity is a special case of 
consimilarity, %?a is closed under real similarity. Suppose that {E3}_is a 
sequence of coninvolutories converging to E. Then Z = lim(EjEj) = - - 
(lim Ej)(lim Ej> = EE as j + ~0, so E is coninvolutory and %‘,, is closed. For 
any t E R, one checks that 
1 t 
[ 1 0 __I @Z,-2 
is coninvolutory, so g,, is not bounded for n > 2. If n = 1, %+‘i = {z = eie : 
6 E R} is compact and is closed under similarity and products. Now, 
Therefore, a product of two coninvolutory matrices is not necessarily con- 
involutory. If E,, E, E 55’,, and E,E, E en’,, then EIE, = (E,E,)-’ = 
,?i’E,’ = E,E,, so E, commutes with E,. Conversely, if E, and E, are 
commuting coninvolutories, then El E2(ElE,) = E, E,(E,E,) = 1. The 
assertions in (f), <g>, and (h) are easily verified. n 
1.1. Real Similarity 
In Theorem (69) of [7], Kaplansky used the QS decomposition of a 
nonsingular matrix (A = QS with Q orthogonal and S symmetric) to prove 
that there exists an orthogonal matrix Q such that A = QBQT if and only if 
there exists a nonsingular S such that A = SBS1 and AT = SBTS- ‘. An 
analogous result about real similarity may be obtained by following the steps 
in Kaplansky’s proof and using the RE decomposition (see Section 2). Here, 
we present a proof that does not make use of the RE decomposition; later, 
we shall use this result in our proof of the Z3E decomposition. 
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THEOREM 1.1. Let A, B E M, be given. There exists a nonsingular 
real R E M, such that A = RBR-’ if and only if there exists a nonsingu- 
lar S E M, such that A = SBS-’ and .Z = SBS-‘. 
Proof. The forward implication is easily verified. For the converse, the 
conditions are equivalent to A = SBS-’ and A = SBS-‘. Hence, AS = SB 
and AS = SB. Let S = R, + iR, with R,, R, E M,,(R). Then R, = (S + 
5)/Z and R, = (S - 3)/Z i, so A(aR, + RR,) = (aR, + RR,)B for all 
cr, R E Iw. Let p(z) = det(Ri + zR,). Then p(z) is a polynomial of degree 
at most n, and p(z) f 0, since p(i) # 0. Hence, p( PO> # 0 for some 
&, E [w. Thus, X = R, + R,, R, E M,(R) is nonsingular, AX = XB, and A 
= XBX-‘. W 
Corollary (6.4.18) in [6] uses the QS decomposition to prove the follow- 
ing: Suppose that A = SBS-l, and suppose there exists a polynomial p(t) 
such that AT = p(A) and BT = p(B). Then there exists an orthogonal 
Q such that A = QBQ’. Th e o f 11 owing is an analog of this result for real 
similarity. 
COROLLARY 1.1. Let A, B E M, be given, suppose that A = SBS-l, 
and suppose there exists a polynomial p(t) such that x = p(A) and B = p(B). 
Then there exists a nonsingular real R E M, such that A = RBR- ‘. 
Proof. This follows directly from the theorem, since q(A) = Sq( B)S-’ 
for any polynomial q(t). n 
It is known that two symmetric matrices are similar if and only if they are 
orthogonally similar and that two Hermitian (even normal) matrices are 
similar if and only if they are unitarily similar. An analogous result holds for 
coninvolutoiy matrices. 
COROLLARY 1.2. Two coninvolutoy matrices are similar if and only if 
they are real similar (that is, the similarity can be achieved via a nonsingular 
real matrix). 
Proof. If A and B are coninvolutory and similar, say A = SBS-‘, we 
have x = A-’ = SB-‘S-l = SBS-l. Theorem 1.1 ensures that A = RBR-1 
for some nonsingular real R. Conversely, if two matrices are real similar, then 
they are similar. W 
Corollary 1.1 remains true if the polynomial p(t) is replaced by any 
primary matrix function (see Chapter 6 of [6]). Corollary 1.2 then follows 
from Corollary 1.1 by taking p(t) = t-‘. 
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1.2. Canonical Form 
DEFINITION. Let k be a given positive integer and let A, B E M,. We 
define 
-i(A - B) 1 A+B . (1) 
For 0 # A E @, we set Zzk(h) = &Yzk(Jk(h), jk(h)-l). 
Direct computations [and a simple induction for (c)] verify the following 
facts and functional equations involving the matrices Zsk(A, B). 
LEMMA 1.1. Let A, B, C, D E M, be given. 
(a) Zzk(A, B)gzk(C, D) = Zzk(AC, BD). 
(b) 8sk(A, B&s/J C, D) = &:,,(AD, Be). 
(cl f(&JA, B)) = Z&(A),f(B))f or an y t en ire analytic function f ( .z 1. 
(d) Z?sk(A, B)-’ = &Yzk( BP’, A-‘) whenever A and are nonsingular. 
(e) Ezk( A, B) is coninvolutoy if and only if AB = I. 
(f) {Zzk( A) : 0 z A E @} is an unbounded commuting family of coninvo- 
lutoy matrices. 
(g) Ez2k(A, B) = U(A @ BW1, where 
is unitary, symmetric, and coninvolutoy. 
(h) (l/i)Z22k(Jk(a), -Jk(a))) is a real matrix for every ff E @. 
Thus, the eigenvalues of 8sk(A, B) are the union of the eigenvalues of 
A and B. In particular, the coninvolutory matrix gz’,,(A) is unitarily simi- 
lar to Jk(A) @ Jk(h)-r, and the eigenvalues of Zs’,,(A) are A and l/A, both of 
multiplicity k. 
THEOREM 1.2. Let 0 # A E C be given, and let k be a given positive 
integer. Then gzk(A) = eiR, where R E M,,(LW) is a polynomial in 8z72k(A) 
and R is similar to (l/i)g272,<]k<a), -],(E>), CY = In A (principal branch). 
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Proof. Let (Y = In A (principal branch), and notice that Jk(A) - e’kcu) 
and Jk(A.)-l - e -I@). Lemma I.I(h) ensures that 
Thus, gZk(A) N lk(A) $ Jk(A)-l - elk(a) @ e-lk(‘) * 8’Z72k(elk(a), e-l@)) = 
,~,,(lGi). -Ir-(z’)) = eis by Lemma 1.1(g), (c), (h). Since ZYZk(h) and eiB are 
similar coninvolutory matrices, Corollary 1.2 ensures that they are real 
similar, so there is some nonsingular C E MBk(R) such that ,~?~~(h) = 
ce”Bc-1 = eiCBC-’ ~ eiR with R = CRC-’ E M21([W). Since the spectrum 
of iR -J&x) @ -Jk(-) (Y is confined to the horizontal line {x E C : Im x = 
arg A}, basic facts about primary matrix functions (see Example (6.2.16) in [6]) 
ensure that there is a polynomial p(t) (which may depend on A) such that 
iR = p(ZZ;,(A)). n 
PROPOSITION 1.3 
(a) Let E E %?,, be gijen, and suppose Jk(A) is a Jordan block of E with 
multiplicity 1. Then Jkl,(l/A) is a Jordan block of E with multiplicity 1. 
(b) Let A be a given nonzero complex number, and let k and 1 be given 
positive integers. Then there exists an E E %Yzkl such that Jk(A) is a Jordan 
block of E with multiplicity 1; if k = 1 and ]A] = 1, there is such an E E %Yl. 
Proof. Since E = z-l, if Jk(A> is a Jordan block of E with multiplicity 
1, then E must have 1 Jordan blocks similar to m-l, that is, J,(l/$. For 
(b), we may take E = 8,,2k(A) @ ... @ ZYZk(A) (1 copies); if k = 1 and IA] = 1, 
we may take E = Al E M,. n 
If E E en and if A is an eigenvalue of E with 1 A] # 1, Proposition 1.3(a) 
says that the Jordan structure of E associated with the eigenvalue A is paired 
with the Jordan structure of E associated with l/h: Each Jk(A) is paired with 
J,(l/h). However, A = l/A when (Al = 1 (A = eis with 0 E R), so there 
need be no pairing in this case, and the corresponding Jordan blocks are 
of the form Jk<eis), which are similar to eilk(‘). These observations and 
Corollary I.2 give the following canonical forms for a coninvolutory matrix. 
THEOREM 1.3. Let E E gn. There are integers r, s > 0, positive integers 
1 1 k 1,. . . , f-’ l,‘“, k, such that 1, + *.* +l, + 2(k, + .*. +k,) = n, real num- 
bers 8,, . . . , Or, and complex (possibly real) numbers A,, . . . , A, with all 
I Ai I > 1 such that 
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(a) E is similar to 
(b) E is real similar to the coninuolutoy matrix 
(c) E is real similar to the coninvolutoy matrix 
where each Rj = (l/i&Y2’,,,(J,,(cxj), -J,I<Zj>) E M,,,(R) and aj G In hj 
(principal branch) forj = 1,. . . , s. , 
If C E M,([W) go ‘ves the real similarity asserted in Theorem 1.3(c), we 
have E = eiR, where R = CIJl,(O,> @ *.. @ j,(0,> $ R, @ .*a @ R,]C-‘. 
Since the spectrum of R is confined to an open horizontal strip containing 
the real axis and having height 2~7, Example (6.2.16) in [6] ensures that there 
is a polynomial p( t ) (which may d e en on E) such that R = p(E). We can p d 
also write E = (e(i/2)R)2, where e(‘j2jR is coninvolutory and +R is also a 
polynomial in E. These observations give the following result, which was 
proved in a different way in Corollary (6.4.22) of [6]. 
THEOREM 1.4. Let E E M, be given. The following are equivalent: 
[ZIP ii?== 2 that is, E is coninvolutoy. 
(c) E = i2: 
where S E M,(l%) is real. 
where F E M, is coninvolutoy. 
For a coninvolutoy E, the real matrix S in (b) and the coninvolutoy matrix 
F in (c) may be taken to be polynomials in E. 
For a given E E %Y,,, the real matrix S in Theorem 1.4(b) and the 
coninvolutory matrix F in Theorem 1.4(c) are not uniquely determined. 
However, the general theory of primary matrix functions ensures that there is 
a unique real S with spectrum in the half-open strip {z E @ : - 7r/2 < 
Im z Q 7r/2} such that E = eis and there is a unique coninvolutory F with 
spectrum in the wedge {z E C : - 7~/2 < arg z < 7r/2} such that E = F 2 
(see Theorem 6.2.9) of [6]). For another approach to this uniqueness result, 
see Theorem (2.3) of [2]. 
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1.3. Singular Values 
DEFINITION. Let A E M, be nonsingular, and let II * II be a given matrix 
norm. The condition number of A with respect to Il*)I, denoted K( A, I( * II), is 
given by 
K( A, 11 * II) = IIAll llA-1I1. 
PROPOSITION 1.4 
(a) Zf u > 0 is a singular value of a given E E gn with multiplicity k, 
then so is l/u. 
(b) ZfE E LF,,, th en the singular values of E and E - ’ are the same. 
(c) ZfE E g, and if II - II is any unitarily invariant norm, then 
’ ~(E,Ibll) = lIElIz. 
Cd) Zf u > 0 is given and if k is a given positive integer, then there 
exists a coninvolutoy matrix E such that CY is a singular value of E with 
multiplicity k. 
Proof. The first three assertions follow directly from the singular value 
decomposition of E and the equation E = 2-l. If u > 0, then 
0 
82(u) = u ; l/u u* 1 1 
has singular values u and l/a. Hence, we may take E = ~JcT) @ **a CD 
g2(~) (k copies). W 
Let E E gn. Proposition U(a) shows that the singular value decomposi- 
tion of E has the form E = UZV, where U and V are unitary and 
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with (TV > .B- > cr, > 1 and j = C:= 1 ni. Partition the unitary matrix 
... x,1 
*** &l 
. . 
. . 
**: I(,, 
conformally to I;, with X,,, X,, E Mnl,. . . , Xl-,1-c Xl-,,&1 E M,g 4, = 
M,_,,, and 1 = 2k + 1. Since VW = E = E-’ = VTx-lUT, we have 
(vU)Z = Z-‘UrV* = IZ-‘(%)r, and hence 
‘X,T 
Ul 
Ul 4; 
x,r 
(3) 
Let II* JIp denote the Frobenius norm. Since all the columns and rows of 
VU are unit vectors, we have 
lI[Xu XI, ‘** %1112, =n1 =ll[G G *** GIlI”,. (4) 
Equating the first rows of (3) gives X& = X,, and XL = u~X,,, XT = 
a,uaxX,,, x,i = (o&rJX,T, . . . , Xl; = ulXu. Since all of these coeffickrts 
are greater than one, substituting these identities in (4) shows that Xii = Xi, 
= 0 for all i # 2, and hence 
lIX& = n, = llX,T,ll2F = llX&. 
Again using the fact that the rows of ??I are unit vectors, we also have 
n1 =ll[x,, x22 *** &,lll2,~ 
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and hence Xsi = 0 for all i > 2. Similarly, Xi, = 0 for all i 2 2. Thus 
0 x12 0 
vu = [ 
XL 0 0 1 ) 0 0 v, 
where Vi is unitary and satisfies V,Z, = z;lV,T with C, z uaZnz CD 
(l/a,)Z, 8 *** 8 akInk Q (l/ak)‘,, @ I”-,j* 
IteraGon of this argument shows that 
(5) 
where Xk+i E M,_,j is unitary and symmetric. Thus, we can write E 
as E = U XV = VT(vU>2V, where E and VU have the special structure 
exhibited in (2) and (5). 
Let 
y = 
Then 
0 
[ ’ 
'Z 
ui “’ 
a,Z, 0 I and Yi = [ xi 0 0 XT ,I for l<i<k. 
Let Zi be a unitary and polynomial square root of Yi. Then Z,W, = qi Z,r for 
1 Q i Q k (see Problem 27 in Section (4.4) of [5]). Since Xk+ 1 is symmetric 
and unitary, it has a symmetric and unitary square root, say Zk+ 1. Let 
z=z,e e.0 @ Zk fB Zk+i, and q = q1 CD -** CB qk CB Z,_aj. Then Xz = 
Z2q = ZWZT. Hence, E = V TX XV = V TZWZTV = (V TZ)q(V TZ)T. We 
state this result in the following theorem; for alternative approaches to this 
result, see (98”) in [l] and Theorem (3.7) of [4]. 
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THEOREM 1.5. Let E E en be given. Then E = U XZJ T, where U E M, 
is unitary, 
@ zn-2j, (6) 
ffl > -0. > ok > 1, andj = cf= 1 n,. The positive numbers ul, l/u,, . . . , uk, 
l/“k, and 1 are the distinct singular values of E with multiplicities nl, 
nl,...,nk, nk7 and n - 2j, respectively. Conversely, U %J T E %?,, whenever 
U E M, is unitary and 2 has the form (6). 
It is natural to ask to what extent Proposition 1.4(b) characterizes SF,,. 
COROLLARY 1.3. Let a nonsingular A E M, be given. The following are 
equivalent: 
(a) A and A-’ have the same singular values, that is, A and A-’ are 
unitarily equivalent. 
(b) A = EWfor some E E %Y,, and unitary W E M,. 
(c) A = VE for some E E gn and unitary V E M,. 
(d) A = VEWf or some E E Fn and unitary V, W E M,. 
Proof. If A and A-’ have the same singular values, then A = VIXVz, 
where 2 has the form (6) and V,, V, E M, are unitary. The converse 
assertion in Theorem 1.5 ensures that A = (V,cVrT)@rVz) is a factorization 
of the form asserted in (b). If A = EW as in (b), then A = W(WTEW) is a 
factorization of the form asserted in (c). If A = VE as in (c), then one may 
take W = Z in (d). If A = VEW as in (d), then A-’ = W *zV*. Thus, the - 
singular values of A and A-l are those of E and E, which are the same. n 
Corollary (4.6.12) of [5] gu arantees that a positive definite A E M, and a 
Hermitian or symmetric B E M, can be simultaneously diagonalized by an 
appropriate nonsingular congruence. The following is an analog of these 
results in the coninvolutory case. 
THEOREM 1.6. Let A E M, be positive definite and let E E M, be 
coninvolutoy. Then there exists a nonsingular S E M, such that SAS* = Z 
and SE.!-l = C has the form (6). 
Proof. Let P be the unique positive definite square root of A. Notice 
that P-‘EP E g*‘,; hence Theorem 1.5 ensures that there exists a unitary U 
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and a z of the form (6) such that P-‘EP = UzUr. Let S = U*P-‘, so that 
S* = P-‘ZJ. Then SAS* = Z and SES-1 = x, as desired. l 
1.4. Coninvolutoy Dilation 
DEFINITION. Let A E M, be given, and let k be a given positive 
integer. Then B E M,, k is a dilation of A if A is a leading principal 
submatrix of B. 
Thompson and Kuo [8] characterized those A E M, with a dilation 
B E Mn+k that has some special property such as being doubly stochastic, 
unitary, or complex orthogonal. For example, Thompson and Kuo found that 
every A E M, h,as a complex orthogonal dilation B E M, +k, and the least 
integer k for which this is possible is k = rank(Z - AA*). When does A 
have a coninvolutory dilation? 
LEMMA 1.2. Let A E M, and let k, be a positive integer. Suppose that 
A has a coninvolutoy dilation of size n + k,. Then A has a coninvolutoy 
dilation of size n + k for each k > k,. 
A& 
Moreover, k, > k,( A) = rank( Z - 
Proof. Suppose that 
Then B @ Zk_k, E gn7n+k is a coninvolutory dilation of A for all k > k 1. 
Notice that Xi, X$ E Mn,k, and fi+Xi??s=Z,,so X,_&=Z,--aand 
k,(A) = rank(Z,, - G) = ranl<(Xr%s) < rank X, < k,. n 
DEFINITION. For A E M,, we define 
i( Z + A) 1 A * 
LEMMA 1.3. Let A E M,(R). Then /3(A) is a coninvoluto y dilation of A 
of size 2n. Moreover, J,,( + 1) has a coninvolutoy dilation of size 2n - 1. 
Proof. A direct computation shows that P(A) E gzn. If A = 
J,(l), form B from p(],(l)> by deleting its last row and column: if A = 
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1°C - l), form B from p(J”( - 1)) by deleting its (n + 1)st row and column. 
In both cases, one checks that B E gzn_ 1 is a coninvolutory dilation of A. 
W 
LEMMA 1.4. Suppose that A, E M,, has a coninvolutoy dilation of size 
n, + k,, and suppose that A, E M,2 has a coninvolutoy dilation of 
size n2 + k,. Then A, $ A, has a coninvolutoy dilation of size n, + n2 + 
k, + k,. 
Proof. Let 
B, = 
Al Xl 
[ 1 y z E %,+k, 1 1 
and let 
B, = 
A2 x2 
[ 1 y z E qg+k,. 2 2 
An explicit computation now shows that 
A, 0 X, 0 
0 A, 0 X2 
E n Y, 0 2, 0 %z,+n,+k,+k * D 
0 Y, 0 2, 
THEOREM 1.7. Let A E M,, and let k be a given nonnegative integer. 
Then A has a coninvolutoy dilation of size n + k if and only if k 2 rank(1 - 
AXI 
Proof. Let A E M, be given, and let k, = rank(Z - A& Theorem 
(4.9) of 131 guarantees that A = SRS-’ for some nonsingular S E M, and 
R E M,(R). Now, R is real similar to its real Jordan canonical form, J*< A) 
= C,$a,, b,) @ *a* @ C,,(aj, bJ CB Jm,(Al) ~3 *a- CB J,I(A,.) E M,(lQ), where 
{C,l(a,, b,)} are the real Jordan blocks containing the nonreal eigenvalues of 
A and each h, E [w (Theorem (3.4.5) in [5]). Hence, A is consimilar to 
Js(A), say A = X]9(A)x-1. If J&A) h as a coninvolutory dilation B of size 
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n + k, then since gn+k is invariant under consimilarity, 
= X19( A)X-’ * 
* * I 
=A * 
[ 1 * * 
is a coninvolutory dilation of A of size n + k. Lemma 1.3 guarantees that 
C,,t(a,, b,) has a coninvolutory dilation of size 2n,. Moreover, Jm,(ht) has 
a coninvolutory dilation of size 2m,, and if A, = f 1 then Jm,( + 1) has a 
coninvolutory dilation of size 2m, - 1. Thus, Lemma 1.4 ensures that Jya( A) 
has a coninvolutory dilation of size 2n - I, where I is the number of Jordan 
blocks in JS( A) with h, = f 1. Now, n - 1 = rank{Z - [JS(A)]‘] = rank 
(Z - X[J*(A)]2X-1} = rank(Z - a) = k,(A). Therefore, A has a con- 
involutory dilation of size n + k,(A). Lemma 1.2 guarantees that A has a 
coninvolutory dilation of size n + k if and only if k > k,(A). n 
In [8] several power dilation problems are considered: when does a given 
square matrix A have a dilation 
in a given class such that 
Bk= Ak $ 
[ 1 * for k = l,...,N? 
Theorem 1.7 solves the power dilation problem for N = 1 in the class of 
coninvolutory matrices; the situation for N > 1 is an open problem. 
2. THE RE DECOMPOSITION 
For any nonsingular A E M,, one checks that x-‘A is coninvolutory, 
and it is known (Lemma (4.6.9) in [5]) that every coninvolutory matrix arises 
in this way. Theorem 1.4 therefore ensures that there is a coninvolutory E 
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such that E2 = xPIA, and there exists such an E that is a polynomial in 
A-lA. An immediate consequence of this observation is the following 
RE decomposition for square nonsingular complex matrices, which is an 
elaboration of Theorem (6.4.23) in [6]. 
2.1. Nonsingular Case-Existence 
THEOREM 2.1. Let A E_ M, be nonsingular. There exists a coninvoluto y 
E, E M, such that Ei = A- ‘A and E, is a polynomial in A -- ‘A. Zf E is 
a given coninvolutoy matrix such that E2 = A- ‘A, then R( A, E) = AE 
has real entries and A = R( A, E)E. Finally, A commutes with x if and 
only if there exist R, E E M, such that A = RE, R has real entries, E is 
coninvolutoy, and R commutes with E. 
Proof. The first assertion has been dealt with. For the second, suppose 
EE = Z and E2 = A-‘A, and compute AE = A(E)‘E = A@‘A)E = AE, 
so R( A, E) = AE has real entries and A = AEE = R( A, E)E. If A = RE 
with R real, E coninvolutory, and RF = ER, then a = REa = R’EE = 
R2 = REER = Z@Z3E = a, so A commutes with A. Conversely, if A 
commutes with A, then A commutes with A-‘, which is a polynomial in A. 
Let E be a coninvolutory matrix such that E2 = .?lA and E is a polynomial 
in x-‘A, and let R(A, E) E AE. Then A commutes with E, R( A, E) has 
real entries, A = R( A, E)E, and ER( A, E) = EAE = AEE = A = AEE = 
R(A, E)E. n 
Notice that a given A E M, commutes with x if and only if a has real 
entries. Although AK need not have real entries if n > 1, AA is always 
similar to a square of a real matrix (see Corollary (4.10) of [3]). 
2.2. Nonsingular Case-Uniqueness 
The factors in the classical polar decomposition (A = PU) of a nonsing- 
ular matrix are always uniquely determined. How well determined are 
the factors in an RE decomposition? One can always write A = RE = 
(-RX-E). More generally, if R, is a real matrix such that Rf = 
Z and R, commutes with E, then A = RE = (&XR,E), RR, is real, - - 
and (R, E)-’ = ER; ’ = ER, = ER, = R,E, so R, E is coninvolutory. The 
following results show that this is the only nonuniqueness in the factors of 
a nonsingular RE decomposition. 
LEMMA 2.1. Let G E M, be a given coninvolutoy matrix, and let E, be 
a given coninvolutoy matrtx such that Et = G and E, is a polynomial in G. 
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Zf R E M, has real entries, R ’ = I, and R commutes with E,, then F E RE, 
is coninvolutoy and F2 = G. Conversely, if F is a coninvolutoy matrix 
such that F2 = G, then R( F, E,) = FE0 is a real matrix such that R = 
R( F, E,)E,, R( F, E,)’ = I, and R( F, E,) commutes with E,. 
Proof. The forward assertion has already been established. For the 
converse, let F be coninvolutory and satisfy F2 = G = F- ‘F. Then Theorem 
2.1 ensures that R(F, E,) = FE0 has real entries and F = R(F, E,)E,. 
Since E, is a polynomial in G = F2, both E, ’ = EO and R( F, E,) are 
polynomials in F. It follows that both F and R(F, E,) commute with E,. 
Thus, R( F, E,)’ = F&F& = F2( EO)’ = GE = I, as desired. W 
THEOREM 2.2. Let A E M, be non_singular, let E, E M, be a given 
coninvolutoy matrix such that Et = A- ‘A and E, is a polynomial in 
A- ‘A, and let R( A, E,) = AZ!$. Then R( A, E,) has real entries and A = 
R(A, E,)E,. Zf R E M, has real entries, R2 = I, and ZW, = E,R, then RE, 
is coninvolutoy, R( A, EJR is real, and A = [R( A, E,)RI(RE,J. Suppose 
E,, R, E M, are given with E, coninvolutoy, R, real, and A = R,E,, and 
define R(E,, E,) = E,&,. Th en R(E,, E,) is real and commutes with E,, 
R(E,, E,,)’ = I, R, = R(A, E,)R(E,, E,), and E, = R(E,, EJE,. 
Proof. Theorem 2.1 ensures that R( A, E,) is real and A = R( A, E,) 
E,. Moreover, Lemma 2.1 ensures that BE, is coninvolutory and A = 
[R( A, E,)RKZIE,) is an AE decomposition if R2 = Z and R is real and 
commutes with E,. For the last assertions, apply Lemma 2.1 to the con- 
involutory matrix E,, for which Ef = A- ‘A = Ei, and conclude that 
R(E,, E,) = EIEO is real, E, = R(E,, E,)E,, R(E,, E,) commutes with E,, 
and R(E,, E,)2 = I. Then R, = A& = AR(E,, E,)& = A&R(E,, E,) = 
R( A, E,)R(E,, E,). W 
If E, is a given coninvolutory polynomial square root of A- ‘A, we see 
that the set of all pairs (R, E) with R real, E coninvolutory, and A = RE is 
precisely {( AE,R, RE,): R is real, R ’ = I, and R commutes with E,}. 
Depending on the Jordan canonical form of Log E, (see Theorem (6.4.20) in 
[6]), there can be many R’s that satisfy these conditions. If we use Theorem 
1.4(b) to write E, = eis with S real, and if S = TCT- ’ is its real Jordan 
form (see Theorem (3.4.5) in [S]) with T and C both real and C = 
Cnl @ a** @ c_, then E, = TeiCT-’ = T(E,, 8 a** $ E,,)T-l. Any matrix 
of the form R = T( *Z,,, @ 
satisfies R2 = 1. 
*** @ f Znk)T-’ is real, commutes with E,, and 
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2.3. The Singular Case 
Every complex matrix, singular or nonsingular, square or not, has a 
classical polar decomposition. Does every complex matrix have an RE 
decomposition? Notice that if A = RE, then x = I@ and A = xE2, so A 
and A necessarily have the same range in this case. However, 
and x1 have different ranges, so A does not have an RE decomposition. The 
example 
has the same range as A,, and 
4= [: i][i I] 
is an RE decomposition. Notice that Ai and A’; have different ranges, so Ai 
does not have an RE decomposition. We now show that equality of the 
ranges of A and x is sufficient as well as necessary for A to have an RE 
decomposition. 
THEOREM 2.3. Let A E M, n be given with m > n. Then there exist a 
real R E M, n and a coninvolutdry E E M, such that A = RE if and only if 
A and x have the same range, that is, if and only if there exists a nonsingular 
S E M, such that A = AS. 
Proof. The necessity of the condition has already been shown, so we 
only need to show that it is sufficient. 
We first show that the asserted equivalent conditions are both invariant 
under right multiplication by a nonsingular matrix. 
(i) If A = RE, then AS = RES = R(ES) and ES is nonsingular. Hence 
ES = R,E, and AS = R(R,E,) = (RR,)E,, and RR, is real. 
(ii) If A = AS and _A, = AX, where X is nonsingular, then A, = AX = -- 
ASX = AX( X- i SX > = A,( xP ‘SX >, and ( %- ‘SX) is nonsingular. 
Choose a permutation matrix P E M, so that AP = [A, A,] and A, E 
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M m, ~ has full rank. Then A, = A,B for some B E M, n_r, and 
AP = [A, 0] ‘d Z” 
[ 1 . n r 
Hence, without loss of generality we may assume that A = [A, O] with A, 
having full rank. Then 
[ A, 0] = A = AS’ = [ A, 0] ;I: [ 1 ;:I = [ A,S,, A,S,,] . 
Hence, XrS,, = 0 and A, = KrS,, = ~rS,,S,, = ArSr,S,,, or A,(Z, - 
srr S,,) = 0. Since A, has full rank, we conclude that S,, = 0 and Z,. = S,,S,,. 
Thus, S,, is coninvolutory, and Theorem 1.4 ensures that S,, = E2 for some 
coninvolutory E. Taking R = A,E = (xrS,,)E = xIE2E = xIE = A,E= 
R, we see that R is real and A, = RZ?. Finally, we have 
A=[A, O]=[RE O]=[R 01; z’i [ 1 , n r 
and A has an RE decomposition. n 
2.4. More Factor-izations Znvolving Coninvolutories 
The following result may be thought of as another analog of the singular 
value decomposition. 
THEOREM 2.4. Every A E Mm,. can be written as A = E, RE, where 
E, E M, and E, E M, are coninvolutoy, and R E Mm,. has real entries. 
Proof. The singular value decomposition ensures that there exist nonsin- 
gular matrices X E M, and Y E M, such that A = XRY, where R E M,, n 
has real entries. Write X = E,R, and Y = R,E,, so A = E,(R1RR2)E2. W 
COROLLARY 2.1. Let A E M,,,. Then there exists a coninvolutoy X E 
M, such that XA and % have the same range. 
Proof. Write A = E,RE, and take X = E,. n 
Every square complex matrix is known to be consimilar to a real matrix 
(Theorem 4.9 of [3]), but we can now show that the consimilarity may be 
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taken to be coninvolutory. As a consequence, the coninvolutory factors E, 
and E, in Theorem 2.4 may be taken to be equal. 
THEOREM 2.5. Every A E M, can be written as A = ERJZ = EM-‘, 
where E E M, is coninvolutoy and R E M,,(R). 
Proof. Write A = SRS-’ with a nonsingular S and real R. Write 
S = ER,, where E is coninvolutory and R, is real. Then A = E( R, RR,l)E. 
n 
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