gin of the memory in biological systems can be related to the presence of memory at the level of individual cells: it has been shown recently that processing of external stimuli by individual neurons can be described by fractional differentiation [31, 32, 43] . The orders of fractional derivatives α derived for different types of neurons fall within the interval [0,1], which implies power-law memory ∼ t β with power β = α − 1, β ∈ [−1, 0]. For neocortical pyramidal neurons the order of the fractional derivative is quite small: α ≈ 0.15. At the level of a human individual as a whole the power law appears in the study of human memory: forgetting -the accuracy on memory tasks decays as a power law with β ∈ [−1, 0] [25, 45, 54, 55, 56] ; learning -the reduction in reaction times that comes with practice is a power function of the number of training trials [2] . Power-law memory appears in the study of the human organ tissues due to their viscoelastic properties (see, e.g., references in [18] ). This leads to their description by fractional differential equations with time fractional derivatives which implies the power-law memory. In most of the biological systems with the power-law behavior the power β is between -1 and 1 (0 < α < 2).
It is much easier to investigate general properties of discrete systems with powerlaw memory than properties of integro-differential equations with power-law kernel. In section 2 we review different ways to introduce or derive maps with power-law memory and their relation to fractional differential/difference equations. Periodic sinks and their stability (the stability of fixed points and asymptotic period two (T = 2) sinks) in fractional systems are discussed in section 3. In section 4 we consider various forms (non-linearity parameter, two-dimensional, and memory parameter) of bifurcation diagrams and transition to chaos in discrete fractional systems. In the conclusion we discuss perspectives and application of the research on the universality in fractional systems.
Maps with power-law memory and fractional maps
In this section we consider various ways to introduce maps with power-law memory and fractional maps following [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 48, 49, 50, 51, 57, 58] .
In the following we will use two definitions of fractional derivatives. They are based on the fractional integral introduced by Liouville, which is a generalization of the Cauchy formula for the n-fold integral
where p is a real number, Γ () is the gamma function and we will assume a = 0. The first one is the left-sided Riemann-Liouville fractional derivative 0 D α t x(t) defined for t > 0 [28, 42, 46] 
where n − 1 ≤ α < n, n ∈ Z, D n t = d n /dt n . The second one is the left-sided Caputo derivative, in which the order of integration and differentiation in Eq. (2) is switched [28] 
Direct introduction of maps with power-law memory
The direct way to introduce maps with power-law memory is to define them as convolutions according to the formula (see [18, 47] )
where K is a parameter and h is a constant time step between time instants t n and t n+1 . For a physical interpretation of this formula we consider a system which state is defined by the variable x and evolution by the function G K (x). The value of the state variable at the time t n is a weighted total of the functions G K (x k ) from the values of this variable at past time instants t k , 0 < k < n, t k = kh. The weights are the times between time instants t n and t k to the fractional power α − 1. The more general form of this map considered in [18, 47] (see, e.g., Eq. (73) from [18] ) is
where α ∈ R. If we assume
where G K (x) is continuous, and
for 0 ≤ k ≤ n, then this equation can be written as
Eq. (8) in the limit h → 0+ will yield the Volterra integral equation of the second kind
This equation is equivalent to the fractional differential equation with the RiemannLiouville or Grünvald-Letnikov fractional derivative [18, 26, 27 ]
with the initial conditions
For α ∈ N we assume c α = 0, which corresponds to a finite value of x(a).
Universal map with power-law memory from fractional differential equations of systems with periodic delta-function kicks
The universal map and its particular form, the standard map, play an important role in the study of regular dynamical systems. Their fractional generalizations can be obtained in a way similar to the way in which the regular universal map is derived from the differential equation of a periodically (with the period h) kicked system in regular dynamics (see, e.g., [60] ). The two-dimensional fractional universal map obtained from the differential equation of the order 1 < α ≤ 2 was introduced in [51] , extended to any real α > 1 in [48, 49, 50] , and then to any α ≥ 0 in [12, 13, 15] .
To derive the equations of the fractional universal map, which we'll call the universal α-family of maps (α-FM) for α ≥ 0, we start with the differential equation
where ε > ∆ > 0, α ∈ R, α > 0, and consider it as ε → 0. The initial conditions should correspond to the type of fractional derivative used in Eq. (12) . The case α = 2, ∆ = 0, and G K (x) = KG(x) corresponds to the equation whose integration yields the regular universal map. Integration of Eq. (12) with the Riemann-Liouville fractional derivative 0 D α t x(t) and the initial conditions
where k = 1, ..., N and N = α , yields the Riemann-Liouville universal α-FM
As in the Sec. 2.1, for α ∈ N boundedness of x(t) at t = 0 requires c N = 0 and x(0) = 0 (see [28, 42, 46] 
Later in this paper we'll refer to the maps Eqs. (8) and (14), the RL universal α-FM, as the Riemann-Liouville universal map with power-law memory or the Riemann-Liouville universal fractional map; we'll call the Caputo universal α-FM, Eq. (15), the Caputo universal map with power-law memory or the Caputo universal fractional map.
In the case of integer α the universal map converges to
and for α = N = 2 with p n+1 = (
N-dimensional, with N ≥ 2, universal maps are investigated in [13] , where it is shown that they are volume preserving.
Universal fractional difference map
The fractional sum (α > 0)/difference (α < 0) operator introduced by Miller and Ross in [36] a ∆
can be considered as a fractional generalization of the n-fold summation formula [17, 24] a ∆ −n t f (t) =
where n ∈ N and s i , i = 0, 1, ...n − 1, are the summation variables. In Eq. (18) f is defined on N a and a ∆ −α t on N a+α , where N t = {t,t + 1,t + 2, ...}. The falling factorial t (α) is defined as
and is asymptotically a power function:
For α > 0 and m − 1 < α < m the fractional (left) Riemann-Liouville difference operator is defined (see [4, 5] 
and the fractional (left) Caputo-like difference operator (see [3] ) as
where ∆ m is the m-th power of the forward difference operator defined as ∆ x(t) = x(t + 1) − x(t). Due to the fact that a ∆ λ t in the limit λ → 0 approaches the identity operator (see [17, 36] ), the definition Eq. (23) can be extended to all real α ≥ 0 with
With m = α the Riemann-Liouville (left) h-difference is defined as
and the Caputo (left) h-difference is defined as
where (∆ m h x))(t) is the mth power of the forward h-difference operator
As it has been noted in [7, 22, 23] , due to the convergence of solutions of fractional Riemann-Liouville h-difference equations when h → 0 to solutions of the corresponding differential equations, they can be used to solve fractional RiemannLiouville differential equations numerically. A proof of the convergence (as h → 0) of fractional Caputo h-difference operators to the corresponding fractional Caputo differential operators for 0 < α ≤ 1 can be found in [38] (Proposition 17) .
In what follows, we will consider fractional Caputo difference maps -the only fractional difference maps which behavior has been investigated. The following theorem [9, 16, 17, 58] is essential to derive the universal fractional difference map:
where t ∈ N m , with the initial conditions
is equivalent to the map with falling factorial-law memory
where x k = x(k), which is called the fractional difference Caputo universal α-family of maps.
To consider h-differences, we will extend this theorem using the property (see [22] )
where x is defined on (hN) a , a ∆ α h, * on (hN) a+αh , andx(s) = x(sh). It is easy to show that the following theorem is a generalization of Theorem 1:
where t ∈ (hN) m , with the initial conditions
is equivalent to the map with h-factorial-law memory
where x k = x(kh), which is called the h-difference Caputo universal α-family of maps.
In the case of integer α the fractional difference universal map converges to
and for α = N = 2, with p n+1 = (x n+1 − x n )/h, to
N-dimensional, with N ≥ 2, difference universal maps are investigated in [16] . They are volume preserving (as well as the N-dimensional universal maps of Section 2.2). All the above considered universal maps in the case α = 2 yield the standard map if G K (x) = K sin(x) (harmonic nonlinearity) and we'll call them the standard α-families of maps. When G K (x) = x − Kx(1 − x) (quadratic nonlinearity) in the one-dimensional case all maps yield the regular logistic map and we'll call them the logistic α-families of maps.
Periodic sinks and their stability
As in regular dynamics, the notion of universality and transition to chaos in fractional dynamics is related to the dependence of the phase space structure of fixed and periodic points (sinks) on systems' parameters. Presence of power-law memory leads to some new features that appear in fractional dynamics.
• In addition to the dependence on nonlinearity parameters, the phase space structure of fractional systems depends on a memory (an order of a fractional derivative) parameter. • Periodic points in fractional dynamics exist in the asymptotic sense. As it has been shown in [61] , effects of memory on the phase space structure of fractional systems of the order α ∈ (1, 2) are similar to the effects of dissipation. But in fractional systems periodic sinks have their basins of attraction to which they themselves may not belong [11, 19, 20] . In the latter case a trajectory that starts from a sink jumps out of the sink and may end up in a different sink.
• Evolution of systems with memory, in general, follows cascade of bifurcations type trajectories (CBTT). Two examples of CBTT are presented in Fig.1 . As time (number of iterations n) increases, the trajectory bifurcates and may end as a periodic sink (Fig. 1 a) or as a chaotic trajectory (Fig. 1 b) .
• Not only the time of convergence of trajectories to the periodic sinks but also the way in which convergence occurs depends on the initial conditions. As n → ∞, all trajectories in Fig. 2 converge to the same period two (T = 2) sink (as in Fig. 2 c) , but for small values of initial conditions x 0 all trajectories first converge to a T = 1 trajectory which then bifurcates and turns into the T = 2 sink converging to its limiting value. As x 0 increases, the bifurcation point n bi f gradually evolves from the right to the left (Fig. 2 a) . Ignoring this feature may result (as, e.g., in [57, 58] ) in very messy bifurcation diagrams.
T = 2 sinks and stability of fixed points
Stability of fixed points in fractional dynamical systems was investigated in multiple publications, see, e.g., articles [1, 30, 34] , chapter 4 in book [41] , and review [44]; for stability in discrete fractional systems see, e.g., [6, 19, 59 ]. There are various ways to define stability and various methods and criteria to analyze it. In this paper we consider an asymptotic stability of periodic points. A periodic point is asymptotically stable if there exists an open set such that all trajectories with initial conditions from this set converge to this point as t → ∞. It is known from the study of the ordinary nonlinear dynamical systems that as a nonliniearity parameter increases the system bifurcates. This means that at the point (value of the parameter) of birth of the T = 2 n+1 sink, the T = 2 n sink becomes unstable. In this section we will investigate the T = 2 sinks of discrete fractional systems and apply our results to analyze stability of the systems' fixed points. As all published results on the existence and stability of the T = 2 point were obtained for h = 1, in this section we assume h = 1. All published results on the asymptotic stability of the stable fixed point and T = 2 sink were obtained for the fractional and fractional difference standard and logistic α-families of maps.
First results on the first bifurcation and stability of the fixed point in discrete fractional systems were obtained in [11, 19, 20] for the Riemann-Liouville standard α-family of maps (G K (x) = K sin(x)) for 1 < α < 2. In this case the map Eq. (14) can be written as a two-dimensional map considered on a cylinder
where
and the momentum p(t) is defined as
The Caputo standard α-family of maps from Eq. (15) can be considered on a torus and written as
Both maps have the fixed point in the origin (0, 0). Numerical simulations show that both maps also have two T = 2 sinks: the antisymmetric sink, with
and the π-shift sink, with
For the Riemann-Liouville family of maps there are two types of convergence of the trajectories to the fixed point and the T = 2 sinks: fast (from the basins of attraction) with
and slow with
For the Caputo family of maps
The antisymmetric T = 2 sink (x l , p l ) and (−x l , −p l ), Eq. (44), can be found considering the n → ∞ limit in Eqs. (38) and (39):
A high accuracy algorithm for calculating the slow converging series in Eq. (51) can be found in the Appendix section of [13] . Eq. (50) has a solution and the T = 2 sink exists when
The opposite condition, as found in [19] , is the condition of the stability of the (0, 0) fixed point. The same condition can be shown for the Caputo standard α-family of maps. It is used to plot the part 1 < α ≤ 2 of the bottom thin line in Fig. 5 a, which is a two-dimensional (α − K) bifurcation diagram. The fixed point (0,0) is stable below this line. π-shift T = 2 sink
can be found plugging the asymptotic expression for x n from Eq. (53) and
into Eqs. (38) and (39) and considering n → ∞ limit. This gives
which has solutions for
K s2 (α) is used to plot the part 1 < α ≤ 2 of the middle thin line in Fig. 5 a. 
Fractional logistic map (1 < α ≤ 2)
A fractional generalization of the logistic map became possible after a small time delay was introduced into the differential equation describing a periodically kicked system Eq. (12) (see [13] ). The logistic Riemann-Liouville α-family of maps (G K (x) = x − Kx(1 − x)) can be written as
Numerical simulations show that for 0 < K ≤ 1 all converging trajectories converge to the fixed point (0, 0) as x ∼ n −α−1 , p ∼ n −α . For 1 < K < K l1 the only stable periodic sink is the fixed point ((K − 1)/K, 0). The rate of convergence to this fixed point is δ x ∼ n −α , p ∼ n −α+1 . At K = K l1 the fixed point becomes unstable and the stable antisymmetric in p period two sink appears. From the results of numerical simulations [13] , the asymptotic behavior of converging to the T = 2 sink trajectories follows the power law
Substituting this expression for p n into Eq. (59) and considering even values of n, we obtain
Here we took into account that the sum on the second line of the last equation is the Riemann sum for the integral on the third line, which is equal to the Beta-function
. Similarly,
Then, in the limit n → ∞, Eq. (58) gives
Two fixed points, x lo = x le = p l = A = 0 and 
and the quadratic equation defining x le and x lo can be written as
The solutions of this equation
are defined when
From V αl < 1 and Γ (α) > 0.885 for α > 0 follows that 2Γ (α)/V αl > 1 and, considering only K > 0, we may ignore the second of the inequalities in Eq. (68). We may also note that the fixed point x = (K − 1)/K is stable when
K l1 (α) is used to plot the part 1 < α ≤ 2 of the bottom thin line in Fig. 5 b. 3.1.3 Fractional and fractional difference standard α-families of maps for 0 < α < 1
In this and the next sections we will follow the results obtained in [16] . For 0 < α < 1 fractional and fractional difference maps, Eq. (15) and Eq. (35), can be written (with h = 1 and G K (x) = K sin(x)) in the universal form
where W α (s) = s α−1 for the fractional map and W α (s) = Γ (s + α − 1)/Γ (s) for the fractional difference map. For α = 0 the Caputo fractional standard map is identically zero and fractional difference is the sine map
For α = 1 both maps converge to the circle map with zero driven phase
In the sine map and in the circle map with zero driven phase, when the x = 0 sink becomes unstable, it bifurcates into the symmetric T = 2 sink in which x n+1 = −x n . Following the results of [16] , let's assume that this property persists (asymptotically) for α ∈ (0, 1). Eq. (70) can be written as
Because W α (n−k +1)−W α (n−k) → 0 when n → ∞, substituting j = n−k, asymptotically for large n Eq. (73) can be written as
where the alternating series on the right side converges because its terms converge to 0 monotonically. This equation has real non-trivial solutions when
This expression for K s1 is used to plot the parts 0 < α ≤ 1 of the bottom thin and bold lines in Fig. 5 a.
When the symmetric T = 2 sink becomes unstable it gives birth to the π-shift T = 2 sink in which |x n+1 − x n | = π. The asymptotic analysis similar to the above performed for the symmetric T = 2 sink yields the following equation to define the asymptotic values for this sink
which has solutions when
This expression for K s2 is used to plot the part 0 < α ≤ 1 of the middle thin line in Fig. 5 a. It also could be used to calculate the middle bold line, but in this paper we use the results of the direct numerical calculations [16] instead. The difference between the results of the direct numerical simulations and the calculations using Eq. (77) is evident when α < 0.15. This difference is due to the slow, as n −α , convergence of trajectories.
3.1.4
Fractional difference standard α-families of maps for 1 < α < 2 When 1 < α < 2 the fractional difference Caputo standard α-FM Eq. (35) can be written as a two-dimensional map [16] 
where p n = ∆ x n−1 = x n − x n−1 . As in the fractional standard map, in the fractional difference standard map, when the (0, 0) fixed point becomes unstable, it bifurcates into the T = 2 antisymmetric sink x n+1 = −x n , p n+1 = −p n , which later, at K for which x n = π/2, turns into two π-shift T = 2 sinks [16] . For the anti-symmetric sink, in the limit n → ∞ Eq. (79) yields p n = 2x n and Eq. (78)
where, as in Eq (70), W α (s) = Γ (s + α − 1)/Γ (s). The equations for the antisymmetric T = 2 sink (x n , p n ) are
They have solutions for
where K c1d (α − 1) is defined by Eq. (75). This result is used to plot the part 1 < α ≤ 2 of the bottom bold line in Fig. 5 a.
Equations defining the π-shift T = 2 sink can be written as
π-shift sink exists when
This result is used to plot the part 1 < α ≤ 2 of the middle bold line in Fig. 5 a.
The fixed point in the origin is stable for K < K s1 and the convergence of trajectories to the fixed point follows the power law x n ∼ n 1−α and p n ∼ n −α .
T = 2 n sinks
Investigation of the T = 2 n -sinks' stability with n > 2 by analytic methods is complicated. In papers [11, 12, 13, 14, 15, 16, 17, 18, 19, 20] this is done by numerical simulations on individual trajectories with various values of parameters (K and α) and initial conditions. As in the case of the fixed point and T = 2-sink, stability of the high order sinks is asymptotic. Trajectories, which converge to T = 2 n -sinks (n th order sinks) stable in the limit n → ∞, may first converge to low order sinks and then, through cascades of period doubling bifurcations, converge to the sinks of the n th order. Cascade of bifurcations type trajectories are the fundamental features of the discrete fractional systems. Their presence makes drawing of various kinds of fractional bifurcation diagrams (the subject of the next section) difficult. Fractional bifurcation diagrams strongly depend on the number of iterations and initial conditions of individual trajectories used in the analysis. The larger the number of iterations used in the calculations, the closer the calculated values of the sinks to their limiting values. 
Fractional bifurcation diagrams
Fractional maps demonstrate the universal scenario of transition to chaos through the period doubling cascade of bifurcations with the change in a nonlinearity parameter, similar to the one described in [35] . This is illustrated in Fig. 3 , in which the bifurcation diagrams (x vs. K) for various considered families of maps with α = 0.8 are presented. Compared to the integer case α = 1, bifurcation diagrams for the fractional maps are stretched along the K axis while bifurcation diagrams for the fractional difference maps are contracted. The existence of self-similarity, corresponding constants (analogs of the Feigenbaum constants), and their dependence on α in fractional maps are not investigated. The dependence of the bifurcation diagrams on the number of iterations is demonstrated in Fig. 4 . Bifurcation diagrams obtained after five thousand iteration look much nicer than those obtained after two hundred. But, as it follows from Figs. 1 and 2, even 5000 iterations are not enough for computation of the asymptotic bifurcation diagrams. Looking at the 2D bifurcation diagrams one may note that systems with powerlaw memory should demonstrate bifurcations with changes in the memory parameter α when the nonlinearity parameter K stays constant. This property of systems with power-law memory is demonstrated in Fig. 6 and it may explain how changes/failures in live biological species can be caused by changes in their memory and nervous system. This also may explain how some diseases may be treated by treating the nervous system.
Conclusion
The following citation from Wikipedia, "universality is the observation that there are properties for a large class of systems that are independent of the dynamical details of the system", defines the notion of the universality in dynamical systems. The universality in systems with power-law memory goes beyond the period doubling with changes in nonlinearity and memory parameters and the universal scenario of transition to chaos. Individual trajectories of such systems also demonstrate cascade of bifurcations type behavior. In regular dynamics the universality has a mathematical expression in the form of the Feigenbaum function and constants. This is only the beginning of the research on fractional universality and most of the results are obtained by numerical simulations. Those results introduce more questions than answers. Some of those questions are:
• What is the nature and the corresponding analytic description of the bifurcations on a single trajectory of a fractional system? • What kind of self-similarity can be found in CBTT?
• How to describe a self-similar behavior corresponding to the bifurcation diagrams of fractional systems? Can constants, similar to the Feigenbaum constants be found? • Can cascade of bifurcations type trajectories be found in continuous systems?
Behavior of fractional systems at low values of α (0 < α < 0.15) is very important in biological applications but is not well established and requires an additional investigation.
As mentioned in the introduction, there is a possibility for multiple applications of the fractional universality in biology. The human body is a system with powerlaw memory, which implies the possibility of medical applications. Fig. 2 a suggests that, assuming some distribution (e.g., uniform) of the initial conditions of an asymptotically T = 2 system with power-law memory, it is possible to calculate the probability distribution of times before the stable fixed point behavior of the system bifurcates. Comparison of probability distributions for various values of K and α to the statistics of the times before sudden changes (e.g., deaths) after serious surgeries (e.g., heart transplants) may help to understand the state of a human body after the surgery and suggest some remedies.
The intermittent cascade of bifurcations type behavior is typical for systems with power-law memory (see Fig. 7 ). May this intermittency explain the intermittent behavior, transitions from stability to chaos and back to stability, in various socioeconomic systems, which are systems with power-law memory? May the history of human society, with repeating periods of dictatorship, democracy, and chaos, be modeled by the equations with power-law memory? There are many questions re- lated to the topic of this review which motivate research on systems with power-law memory.
