Abstract This paper concerns perturbations of smooth vector fields on T n (constant if n 3) with zeroth-order C ∞ and Gevrey G σ , σ 1, pseudodifferential operators. Simultaneous resonance is introduced and simultaneous resonant normal forms are exhibited (via conjugation with an elliptic pseudodifferential operator) under optimal simultaneous Diophantine conditions outside the resonances. In the C ∞ category the results are complete, while in the Gevrey category the effect of the loss of the Gevrey regularity of the conjugating operators due to Diophantine conditions is encountered. The normal forms are used to study global hypoellipticity in C ∞ and Gevrey G σ . Finally, the exceptional sets associated with the simultaneous Diophantine conditions are studied. A generalized Hausdorff dimension is used to give precise estimates of the 'size' of different exceptional sets, including some inhomogeneous examples.
Introduction
The purpose of this paper is to study resonant normal forms and the Diophantine phenomena of perturbations of commuting resonant vector fields X k on the n-dimensional torus T n = R n /(2πZ) n . Here
where x = (x 1 , . . . , x n ) ∈ T n and ω k = (ω k 1 , . . . , ω k n ) ∈ R n , and ∂ x = (∂ x1 , . . . , ∂ xn ), ∂ xj = ∂/∂x j . If n = 2 we also allow the X k to be non-constant vector fields.
The X k are perturbed with zeroth-order classical pseudodifferential operators (denoted PDOs hereafter) so that the operators is the Fourier transform on the n-dimensional torus T n and a k (x, ξ) ∈ S 0 (T n × R n ) is a classical symbol of PDOs. As a special case of (1.1), we also consider the following first-order commuting differential operators:
We will actually consider perturbations with functions in the Gevrey class G σ (T n ). Recall that G σ (T n ) is the set of all f ∈ C ∞ (T n ) such that there exists C > 0 satisfying
where β! = β 1 ! · · · β n ! and |β| = β 1 + · · · + β n . Clearly, G 1 (T n ) coincides with the set of all analytic functions on T n . For a single vector field (respectively, map) with an isolated singular (respectively, fixed) point the formal reduction to its linear part requires a non-resonance condition on the eigenvalues of the linear part, while in order to show the convergence of formal transformations, arithmetic conditions are imposed (see the surveys [26, 40] and the references therein). If commuting vector fields or maps are considered, it is not necessary for each vector field or map to satisfy these conditions. More precisely, simultaneous arithmetic conditions are required (see [11, 14, 24, 34, 39, 40] ). Certain exceptional sets will arise in connection with some of the parameters in these simultaneous arithmetic conditions (cf. [18] ) and these will be discussed later.
This paper deals with four closely related problems. First, after introducing the concept of simultaneous (non)resonance for ω ) simultaneously into a constant PDO (respectively, differential operator). It will also be shown that in general the Diophantine condition is necessary to transform the perturbed systems to their normal forms: constant pseudodifferential operators on T n . For results on normal forms in dynamical systems by means of KAMtype methods and Diophantine phenomena we refer, for example, to [ We then consider the simultaneous reduction of non-constant vector fields to constant ones for the case n = 2. There are very few results regarding normal forms of vector fields and differential operators on T n except for those vector fields on T 2 of the form ∂ x1 + λ(x)∂ x2 , where the rotation number of the Poincaré map plays an essential role (cf. [1] ). For n 3, there is a recent result of Wenyi and Chi [12] for the reduction of a smooth vector field L on T n to a constant one provided that the adjoint operator L * is globally C ∞ hypoelliptic. We stress that the classical results of Arnold and Moser in KAM theory are not applied to the original vector field, but to a small perturbation of it (cf. [40] and the references therein).
In the second part of this paper we estimate the loss of the Gevrey regularity of the conjugating PDO if the lower-order perturbations are Gevrey G σ . Although we are not able to prove that our Gevrey estimates are best possible, there is some evidence to suggest this from the sharp loss of Sobolev regularity in each inductive step. This phenomenon resembles a similar one in the effective stability (Nekhoroshev estimates) of normal forms in dynamical systems and their applications (cf. [2, 21, 22, 30, 33]; see also [23] for Nekhoroshev estimates for billiard ball maps in R n , n 3, by means of Gevrey techniques).
In the third part of the paper an application of the resonant normal forms to the study of the global hypoellipticity of commuting systems of pseudodifferential operators is presented. Indeed, assuming Γ ω Z = {0}, we show that certain inhomogeneous Diophantine conditions completely characterize the global properties in C ∞ and in G θ for large values of θ by virtue of the Nekhoroshev-type estimates. The case Γ ω Z = {0} is more difficult. A natural extension of completely resonant systems is introduced and it will be shown that the discrete condition is necessary and sufficient for the global hypoellipticity of the perturbations of such systems. We will also consider systems where no discrete phenomena appear.
The final question considered in this paper is that of the 'size' of the exceptional sets of ω associated with G σ Siegel conditions, for which perturbations of the vector fields X k are not reducible to normal forms. The inhomogeneous Diophantine conditions also play an essential role when studying the global properties of the reduced operators on the torus. Here the problem is twofold: firstly, ordinary Hausdorff dimension gives little information about the exceptional sets in the Gevrey category and so we use logarithmic Hausdorff dimension; secondly, the inhomogeneity of the Diophantine conditions causes some difficulties.
The paper is organized in the following way. Section 2 deals with the geometry of the resonant set and § 3 is devoted to simultaneous normal forms. The Nekhoroshev-type estimates are shown in § 4 and global hypoellipticity and solvability are discussed in § 5. Finally, estimates for the exceptional sets using a generalized concept of Hausdorff dimension are proved in § 6.
Simultaneous resonance
The resonant set Γ ω Z will now be investigated. We observe that if P ∈ GL(n; Z), where GL(n; Z) is the set of all n × n integer matrices with determinant ±1 (i.e. the group of linear automorphisms of the lattice Z n ), and y = 
The number r = r(ω) = dim Z Γ ω Z is invariant under the action of GL(n; Z), i.e. r(ω) = r(P ω) for every P ∈ GL(n; Z). It is always possible to find κ j (after changes of indices x µ → x ν ) to satisfy r with basis y . The set of all matrices P from GL(n; Z) with such a property is isomorphic to M (n−r)×r (Z) ⊕ GL(n − r; Z), where M (n−r)×r (Z) denotes the group of (n − r) × r integer matrices.
In order to prove the theorem we recall the following well-known assertion (see [6] for more general statements).
Lemma 2.2. Let
holds if and only if the sequence
is exact (i.e. Ker π = id(A)) where π (respectively, id) stands for the orthogonal projection on C (respectively, the identity map).
Proof of Theorem 2.1. The existence of a basis follows from the well-known fact that any subgroup A (in our case A = Γ ω Z ) of a finitely generated abelian group B (in our case B = Z n ) is also a finitely generated abelian group [6] . Define π j : 
Clearly, this procedure ends after a finite number of steps. Let r n − 1 be the smallest integer such that Λ r+1 = {0}. Then the vectors κ j form a basis of Γ ω Z and satisfy (2.1).
and det Q detQ = 1. Because det Q and detQ are integers it follows that det Q = detQ = ±1, i.e. Q,Q ∈ GL(r; Z). Conversely, for any Q ∈ GL(r; Z), (κ
If we show the exactness of (2.4), namely ρ ∈ Z n and ρ ⊥ C imply ρ ∈ A, then Lemma 2.2 yields the first assertion of (ii), since by (2.3) we can always extend a basis of A with a basis of C and obtain a basis of Z n . 
Z . This is impossible as ζ 0 = 0 .
The proof is concluded by observing that P ∈ GL(n; Z) preserves the basis e 1 , . . . , e r of Γ P ω Z = Z r × 0 if and only if
Then although A, B = Z 2 and C are finitely generated abelian groups, the decomposition (2.3) does not hold (the sequence (2.4) is not exact because C
Remark 2.4. Observe that (Si) σ and (Si) ∞ are invariant under the action of GL(n; Z). In particular, extending to a basis of Z n and in view of (2.2), we get that (Si) σ (respectively, (Si) ∞ ) becomes, for each ε > 0,
is the well-known small divisor condition for ω 1 and the number τ in (Si) ∞ is necessarily not less than n − 1 [38] (respectively, coincides with the Gevrey type Siegel condition used in [25] ; see also [4, 37] for σ = 1). Furthermore, if n 3 and d = n − 1, (Si) ∞ in the non-resonance case is the same as the simultaneous Diophantine condition used in [5] .
We exhibit examples related to the above notions. In the completely resonant case r = n − 1, according to Theorem 2.1, after a linear automorphism of the torus T n we can reduce the original system to the one consisting of vector fields proportional to ∂ yn . Next, consider two vector fields
on T 3 , where α 1 and α 2 are irrational. Then the resonant set of L j has dimension 1, j = 1, 2, and L j satisfies (Si) σ if and only if α j is not Liouville, for σ = ∞, and α j is not σ-Liouville. Thus for every ε > 0 there exists C ε > 0 such that
Furthermore, the system χ = {L 1 , L 2 } is simultaneously non-resonant if and only if α 1 /α 2 is irrational. Finally, if α 1 and α 2 are rationally independent σ-Liouville numbers, then the simultaneous σ-Siegel condition (Si) σ is satisfied if and only if for σ = ∞, α 1 and α 2 satisfy the simultaneous Diophantine condition in [34] (see also [5, 27] ), while for 1 σ < ∞ and for every ε > 0 we can find C ε > 0 such that
(cf. [4] for σ = 1, see also [24] for other simultaneous Gevrey arithmetic conditions).
, where R n x is the lattice in R n with basis x. It is readily verified that this space is invariant under the action of GL(n; Z),
Global canonical form of a resonant system
First we recall the basic properties of G σ pseudodifferential operators (see [17, 36] ). In the C ∞ case, the constants in the estimates below may depend on the multi-indices α, β ∈ Z n + and the index of homogeneity j. Let FS 
. By Cauchy's integral formula and the homogeneity of a m−j , (3.1) is equivalent to the existence of a neighbourhoodS in
Note that the composition rule for PDOs on T n is valid as in the local case, that is if
given by (see [17] )
Recall that for a given P ∈ GL(n; Z), the change of variables y = P x induces the linear (symplectic) change (x, ξ) → (y, η),
Thus the composition is invariant, i.e. for two PDOs a = a(x, D) and b = b(x, D) we have
Moreover, if a is a PDO having a symbol depending in x only on resonant variables, the same is true for P * a.
. Now we state the first main result on simultaneous normal forms. Theorem 3.1. Let 1 σ ∞ and suppose that (Si) σ holds for ω.
where
Proof . Let P ∈ GL(n; Z) be as in Theorem 2.1, with the first r rows being κ 1 , . . . , κ r , and define y = P x. In view of (3.2), we will consider the new variables (y, η), with κ j = e j . The resonant set is the lattice Z 
. , y r ). For brevity, a(y, η) is used instead of
. We write terms of the same order of homogeneity on both sides of (3.3) in the new variables y. The first system of d equations involves both q 0 (y, η) and α
The advantage of the expression (3.4) is that we can regard the resonant variables y as parameters if r 1. A non-zero solution of (3.4) can be found if for every k ∈ {1, . . . , d}, α k 0 is chosen to satisfy 5) i.e. the Fourier coefficients η) ) vanish on the resonant set, which in the canonical variables is defined by ζ r+1 = · · · = ζ n = 0. By the commutativity we have
follows from the Frobenius Theorem and some simple calculations that the general solution of (3.4) is given by
where ψ(y, η) is the unique solution of the following system of equations with Fourier coefficients vanishing on the resonant set Γ P ω Z :
In fact, ψ is defined by
, and is 0 otherwise. In view of (Si) σ and the results in [25] , ψ(y, η) (and therefore q 0 (y, η)) is G σ in x. The composition rule for PDOs yields
We proceed by induction: suppose that there exist α
Now we look for an elliptic symbol q(y, η)
. . , d this gives the system of equations
for q −N (y, η) and α k −N (y , η). In view of (3.5) and (3.6) define α
By the Frobenius Theorem, (3.8) and (Si) σ , (3.7) admits a unique solution
The right-hand side of (3.9) defines a formal symbol in FS 0 (T n × (R n \ 0)). Taking any realization of this formal symbol, the above calculations yield (3.3) and the estimates on the remainders.
Remark 3.2. Let ω ∈ R
n be non-resonant and assume that ω does not satisfy (Si) σ for some 1 σ ∞. Then we can find f (x) ∈ G σ (T n ) such that the pseudodifferential operator with symbol ω, ξ + f (x)ξ|ξ| −1 cannot be transformed via conjugation (3.3) into a constant PDO.
Indeed, in view of the assumption on ω there exists a positive constant δ > 0 and a
Thus, our Diophantine conditions are optimal.
Remark 3.3. In Theorem 3.1 perturbations of constant vector fields X k are considered. If X k is a variable coefficient vector field, the problem is essentially a global nonlinear one. There follow two examples of a system of overdetermined vector fields being simultaneously transformed into constant vector fields. First, any non-singular hypoelliptic real vector field on T 2 is diffeomorphic to a non-zero multiple of ∂ t + ρ∂ x with ρ being an irrational non-Liouville number (cf. [28] ). The second example is an overdetermined system of vector fields,
ω j (t) dt j being a real-valued smooth closed one-form on T n . The corresponding family of n commuting vector fields associated with L (cf. [5] ) is given by
We now study the simultaneous reduction of a family of commuting vector fields with variable coefficients on
The commutativity relations are given by
Recall that the Poincaré map of X j , given by
, is a diffeomorphism of T 1 and assume the orientation-preserving property of P j . The rotation number of P j is denoted by ρ j ∈ R (ρ j is also called the rotation number of the vector field X j ). Moreover, suppose that there exists a smooth diffeomorphism u simultaneously conjugating the maps 
Proof . We want to reduce the vector fields X j to ∂ t + ρ j ∂ x by the change of variables on T 2 , (t, x) = Φ(s, y) with t = s and x = φ(s, y) simultaneously. By simple computation it can be seen that ∂ s + (2π)
Hence it is necessary to solve the equation
By the definition of x j (t; ξ), we obtain for
.
Since (2π) −1 ρ j is irrational, it is readily verified from the Fourier expansion that the g i are constants. Because the rotation number is invariantly defined for vector fields on T 2 , we have g i (s, y) ≡ (2π) −1 ρ i . In order to prove that the map Φ is a G σ diffeomorphism on T 2 , note that the Jacobian of Φ does not vanish, as it is equal to ∂ y φ.
, and since u is a G σ diffeomorphism, u (y) = 0 for every y ∈ R. On the other hand, θ(t; z) := ∂ z x j (t; z) satisfieṡ θ = ∂ x h j (t, x j (t; z))θ, θ| t=0 = 1, which implies that θ(t; ξ) = ∂ ξ x j (t; ξ) = 0 for all t ∈ R, ξ ∈ R. Thus ∂ y φ(s, y) = 0 for all s ∈ R, y ∈ R, and the map Φ is a G σ diffeomorphism. In order to complete the proof, we will show that φ(s + 2π, y) = φ(s, y) and φ(s, y + 2π) = φ(s, y). The latter relation is easy; for the former one, recall that 
Nekhoroshev-type estimates for G σ PDO
The next result shows that perturbations with G σ PDOs are conjugated with G θ elliptic PDOs for some θ > σ if simultaneous small divisor conditions in the non-resonant case are satisfied. This shows a sharp contrast with the case of commuting diffeomorphisms, where even weaker arithmetic conditions are sufficient. 
Then there exist symbols q −j (x, ξ) of the conjugating PDO with the following properties: there exists a neighbourhoodS ⊂ C n of the unit sphere S n−1 such that for every s > n/2, ε > 0 we can find
First we need a technical assertion, in which C ∞ 0 (T n ) denotes the set of smooth functions with mean value zero.
Lemma 4.2. Suppose that (Si) ∞ holds. Then for every
Furthermore, for some C τ > 0 this unique solution satisfies the estimate
Proof . Using the Fourier transform we obtain
The compatibility condition and the definition of Γ ω Z implies that we can decompose
Proof of Theorem 4.1. Suppose that τ is an integer (the proof is the same for τ ∈ Z, but there are some technical complications). Clearly, after conjugation with the symbol e iψ(x,ξ) , we may suppose that a k 0 (x, ξ) = α 0 (ξ) for 1 k d, and hence that ψ = 0, q 0 = 1 and the conjugating PDO is of the form q(x, ξ) ∼ 1 + ∞ j=1 q −j (x, ξ). Then, by the composition rule, q −j satisfies the following equations
Clearly, in order to solve (4.3) we must choose
there exists a complex neighbourhoodS in C n of the unit sphere S n−1 in R n so that for fixed s > n/2 and τ there exists a positive constant A such that
By the Schauder Lemma for multiplication in Sobolev spaces, if s + τ > n/2 there exists ω > 0 such that
Estimates (4.1) and (4.2) will be proved by induction. They both hold for j = 0. Suppose that they are true for 0 j i − 1. By (4.6) we obtain for ξ ∈S that
with
, and using the estimates on C 1 and C 2 , we get from (4.8) that
Hence, by the choice of M and N ,
Next, for any ξ ∈S,
(4.10)
Since i − r 1, r 1 and θ (1 + τ ),
It is readily verified from (4.10) that, for all γ ∈ Z n + ,
Hence, by choosing ε > 0 and N > 0 so that εN τ ((τ + 1)!)
, we obtain, from (4.1) and (4.2) with 1 j i − 1,
Finally, observe that (4.5) leads to 
Thus (4.1) and (4.2) for 1 j i − 1 imply (4.2) for j = i, while (4.1) for j = i follows from Lemma 4.
Remark 4.3.
As the proof of Theorem 4.1 shows, our approach resembles methods used for obtaining effective stability (Nekhoroshev-type) estimates (cf. [2, [21] [22] [23] 29, 33] ). However, we stress that the study of the Gevrey regularity of the conjugating PDO q(x, D) presents new features and difficulties in comparison with the aforementioned results in dynamical systems. This is due to the presence of compositions of PDOs and the global regularity in ξ ∈ R n . In fact, the composition rule of PDOs is a major technical obstacle for getting Gevrey estimates in the presence of resonances. Finally, we point out that our iterative approach shows that the dominating term in q j (x, ξ), |ξ| = 1, is given by
θ , which suggests that the Gevrey index σ is sharp.
Global properties of perturbations of resonant vector fields
In this section we study the global hypoellipticity of first-order overdetermined systems by use of global normal forms. If the multiplication operator q is defined by qv(x) = e iψ(x) v(x), the proof of Theorem 3.1 and (5.1) imply that for every j ∈ {1, . . . , d} we have
where g j = e iψ(x) f j (x), 1 j d. We define the change of variables x = Tx,x = (y, z) with y = (y 1 , . . . , y r ) and
where the θ j ∈ R n−r are given by (0, 
Hence the condition Φ(y, ζ) c can be replaced by the discrete condition, proving (i).
(ii) We define the distribution 
Next, if the simultaneous G σ Siegel condition holds, the solvability of (5.1) is superfluous; that is, instead of the Diophantine conditions on ω j , the solvability of (5.1) for special a j (x) is enough. This allows us to characterize larger classes of first-order operators on T 2 with non-resonant ω = ω 1 than those in Proposition 3.2 of [3] (σ = ∞) and to generalize some of the results for a class of overdetermined systems of vector fields on T n in Theorem 3.3 of [4] (σ = 1). Note that the Gevrey spaces G σ (T n ) are not metrizable if 1 σ < ∞, and therefore Baire's Theorem is not applicable. Now we study the global properties of {b
be as in Theorem 3.1 and 1 θ ∞. We say that {ω Proof . The proof follows from Theorem 3.1 (respectively, the Nekhoroshev-type estimates) if θ = ∞ (respectively, θ ρσ) and the following properties: since q(x, D) is elliptic in G ρσ , either both or neither systems {ω
} are globally hypoelliptic. The estimates for q(x, D) and the remainders R j (x, ξ) imply the global G θ hypoellipticity for θ ρσ if (TSi) θ is true. is not globally G σ hypoelliptic. The sizes of NG σ (d) and NG σ (β; 1) will be estimated in terms of the Hausdorff dimension and logarithmic Hausdorff dimension associated with the Gevrey index σ.
Logarithmic Hausdorff dimension
For n > d let E β (σ) = E β (σ; n, d) be the set
for infinitely many q ∈ Z n }.
Note that if X is identified with
Recall that a δ-cover of a set A is a union of sets C with diameter less than or equal to δ such that A ⊆ ∪C. Definition 6.1. Let J ⊆ R nd and define the function f :
where the infimum is over all δ-covers, C δ of J and L(C) δ is the diameter of C. The logarithmic Hausdorff dimension is
Hence Ldim(J) is the unique value for which L s (J) changes from being ∞ to 0. The definition of Hausdorff dimension is the same as above with f (L(C)) = L(C) s ; its properties can be found in [20] . To denote the information given by the two dimensions, ordinary and logarithmic, the dimension of J will be written as the ordered pair dimJ = (dim J, Ldim J).
For the homogeneous case the following theorem will be proved.
By modifying the proof of Theorem 6.2 an inhomogeneous version will also be proved for the case d = 1. We will only deal with d = 1, as in this case the set can be changed so that the homogeneous result can be used with an appropriate change in the number of variables. For d > 1, the set is not a Cartesian product of the homogeneous sets we have already dealt with and so this method cannot be used. As yet we have been unable to obtain the Hausdorff dimension when d > 1.
Theorem 6.3. Let σ ∈ R
+ and β ∈ R. Then dimE β (σ; n, 1) = (n − 1, nσ).
Remark 6.4. Identify R nd with (R n ) d and note that the sets NG σ (β; d) are invariant under the action of GL(n; Z) (P (NG σ (β; d)) = NG σ (β; d) for all P ∈ GL(n; Z)). Next, let ∼ be an equivalence relation in NG σ (β; d) such that ω ∼ ω if and only if ω = P ω for some P ∈ GL(n; Z) (i.e. they lie in the same orbit), then the space of GL(n; Z) orbits of NG σ (β; d)/ ∼ has the same dim. In [15] , the Hausdorff dimension of the set
for all τ and all σ. Thus dim E 0 (σ) = (n − 1)d. Similarly, in the inhomogeneous case the (n − 1)-dimensional hyperplanes R β,q = {x ∈ I n : q · x + β = 0} are contained in E β (σ; n, 1), which implies that dim E β (σ; n, 1) n − 1. Using the upper-bound argument in the next section with
s , it is readily verified that for any s > n − 1 the Hausdorff s-measure of E β (σ; n, 1) is zero. This implies that dim E β (σ; n, 1) n − 1, completing the result. Hence, using (6.1),
for s > nσ and for N sufficiently large. Therefore, L s (E β (σ)) = 0 for s > nσ and Ldim E β (σ) nσ.
Proof of Theorem 6.2. We now obtain a lower bound for Ldim E 0 (σ; n, d). First, a Cantor subset K of E 0 (σ; n, d) and a probability measure supported on K are constructed. Then the Mass Distribution Principle is used to show that the logarithmic Hausdorff measure of K is infinity for s < nσ. This implies that the logarithmic Hausdorff dimension of K and hence of E 0 (σ; n, d) is at least nσ.
For the rest of the proof it is assumed that s < nσ. Also note that the following inequality will continually be used: 
Define C to be a hypercube with the same centre as C and L(C ) = 1 2 L(C). Let R N = {R q : N |q| 2N } and let G(N 1 ) denote the set of cubes C for which there exists an
(n−1)d ; i.e. the intersection C ∩ R q is relatively large and R q does not just 'clip' one corner. From Lemma 2 in [15] it can be verified that for any ε > 0 and N 1 sufficiently large /N 1 apart, so that they are disjoint (see Figure 1 for n = 2). Let #I(C) denote the number of these small cubes lying on the segment I(C). Then, using (6.3) it can be shown that The union of these cubes over all C ∈ G(N 1 ) forms the first level K 1 of the Cantor set and #K 1 denotes the number of them. From (6.2), (6.5) (with ε = 
This will be needed later to apply the Mass Distribution Principle. To obtain the second level K 2 , almost the same construction is made, but instead of I nd , the cubes coming from the previous level K 1 are used. Choose N 2 large enough so that
and ε > 0 such that
Let T E1 (N 2 ) denote the number of hypercubes contained in E 1 , and #G E1 (N 2 ) be the number of those which have large intersection with a resonant set R q ∈ R N2 . It is readily
and (6.6) implies that
Equations (6.8) and (6.5) can be used to show that #G(
Do exactly the same as before with the segments I(C) to construct the second level of the Cantor set K 2 . Let #H 2 be the number of hypercubes of K 2 in one E 1 , so that
and, from (6.7),
A similar process is used for the rth level. Assume that K r−1 has been constructed with hypercubes E r−1 of sidelength e Let T Er−1 (N r ) denote the number of hypercubes of the rth level contained in E r−1 (a cube in K r−1 ) and #G Er−1 (N r ) the number which have large intersection with a resonant set R q ∈ R Nr−1 . Following the argument as for the second level but using equations (6.9) and (6.11) rather than equations (6.6) Recall that E i represents a cube in K i that is in the ith level of K and define a probability measure on K in the following way: µ(E i ) = (#K i ) The following argument is done in detail for n = 2 and any decreasing function φ(N ) and is not difficult to extend to n 3. Consider the line x 2 = 1. Then |q · x + β| < φ(N ) implies that |q 1 x 1 + q 2 + β| < φ(N ). Thus we can consider the inequality q 1 x + β < φ(N ). Similarly, consider the line x 2 = α for any 1 α > 0. Then the inequality |q 1 x 1 + q 2 α + β| < φ(N ) is the same as the inequality qx + β < α Theorem 6.3 can now be proved by using the above and following the proof of Theorem 6.2 exactly.
