In the setting of a Lévy insurance risk process, we present some results regarding the Parisian ruin problem which concerns the occurrence of an excursion below zero of duration bigger than a given threshold r. First, we give the joint Laplace transform of ruin-time and ruin-position (possibly killed at the first-passage time above a fixed level b), which generalises known results concerning Parisian ruin. This identity can be used to compute the expected discounted penalty function via Laplace inversion. Second, we obtain the q-potential measure of the process killed at Parisian ruin. The results have semi-explicit expressions in terms of the q-scale function and the distribution of the Lévy process.
Introduction
Let X = {X t : t ≥ 0} be a spectrally negative Lévy process defined on filtered probability space (Ω, F, {F t : t ≥ 0}, P). That is to say that X is a stochastic process starting from zero, having stationary and independent increments with càdlàg sample paths with no positive jumps. To avoid degenerate cases we exclude processes X with monotone paths. As a strong Markov process, we shall endow X with probabilities {P x , x ∈ R}, such that P x (X 0 = x) = 1. Furthermore, we denote by E x expectation with respect to P x . We will use convention that P = P 0 and E = E 0 .
Our main object of interest in this paper is so-called Parisian ruin time τ r representing the first time that the process X has spent r > 0 units of time consecutively below zero before getting back up to zero again. Formally, this stopping time is defined by τ r := inf{t > r : (t − g t ) ≥ r} with g t := sup{0 ≤ s ≤ t : X s ≥ 0}, (1.1) under P x , with the convention that inf ∅ = ∞ and sup ∅ = 0. Note that τ 0 = τ − 0 , where
represents the classical ruin time.
The stopping time τ r defined in (1.1) was first introduced by Chesney et al. [5] in the context of pricing barrier options in mathematical finance. It was later introduced in actuarial risk theory by Dassios and Wu [7] and they provided an expression for the Parisian ruin probability P x (τ r < ∞) when the underlying process is a linear Brownian motion. Czarna and Palmowski [6] and Loeffen et al. [14] extended the result to a general spectrally negative Lévy process. Dassios and Wu [8] provided the Laplace transform of the Parisian ruin time E x e −qτr 1 {τr<∞} for the classical risk process with exponentially distributed claim sizes and the case of linear Brownian motion. For a spectrally negative Lévy processes of bounded variation Landriault et al. [12] also considered the Laplace transform of the Parisian ruin time (possibly killed when the process goes above a given level) but in the setting where the delay is not a fixed number but is random with a mixed Erlang distribution which is resampled every time a new excursion below 0 starts. In the same setting but with exponentially distributed delays, Baurdoux et al. [2] derived an expression for the (discounted) distribution of the process X at the time of Parisian ruin possibly killed when exiting a given interval. Note that this particular definition of Parisian ruin is equivalent (i.e. the two ruin times have the same distribution) to so-called Poisson ruin which corresponds to X dropping below zero in the setting where the Lévy process is only monitored at the jump times of an independent Poisson process, see e.g. [1] . For a refracted Lévy process and with a fixed delay for the Parisian ruin time, Lkabous et al. [13] determined the Laplace transform of the Parisian ruin time τ r possibly killed when the process goes above a given level.
In this paper we build further upon the previous works in the following directions. Firstly, we extend the works of [6, 7, 8, 14] by giving the joint Laplace transform of the Parisian ruin time τ r and the level of the process at τ r for a general spectrally negative Lévy process. Secondly, using the first result we identify the q-potential measure applied to exponential functions of the spectrally negative Lévy process killed at the Parisian ruin time. The two results can be used to compute, via Laplace inversion, the following object:
where g and f are payoff functions and where
with b ∈ [0, ∞] and x ≤ b. In the actuarial risk theory literature the last term on the right hand side is referred to as an expected discounted penalty function. The expression in (1.2) is widely used in financial modelling, in particular in the field of optimal capital structure under bankruptcy preceding and reorganization of a firm. Following Broadie et al. [4] and Francois and Morellec [9] , the first term in (1.2) may be interpreted as the total discounted payoff received prior to ruin of a financial firm payable as long as the firm's asset process stays above a certain pre-determined level, whereas the second term is the cost at ruin. We refer to the expression on page 393 in [9] . According to [4] and [9] , the stopping time τ r is called the liquidation time. We refer to [4] and [9] and the literature therein for further details. Apart of providing identities that allow one to compute the above quantity (1.2), another contribution of this paper lies in presenting some new methodology of calculating Parisian-type quantities. In particular for the key lemma (Lemma 4.3 below) we apply the method for dealing with overshoots of spectrally negative Lévy processes presented in Loeffen [15] and the Kolmogorov forward equations, which avoids the need for taking Laplace transforms with respect to the delay r and then inverting back later. Besides being able to compute more general quantities, this more direct approach also provides more transparent proofs of known results like the Parisian ruin probability obtained in [14] in which the technique of taking Laplace transforms with respect to r was heavily used.
The paper is organized as follows. In Section 2 we recall some well-known results on spectrally negative Lévy processes. Then the main results are presented in Section 3, whereas Section 4 contains the proofs.
Preliminaries
For the spectrally negative Lévy process X, there exists µ ∈ R, σ ≥ 0 and a measure Π satisfying 0 −∞ (1 ∧ θ 2 )Π(dθ) < ∞ such that the Laplace transform of X t is given by, for any x ∈ R and λ, t ≥ 0,
where
It is easily shown that ψ is zero at the origin, tends to infinity at infinity and is strictly convex. We denote by Φ : [0, ∞) → [0, ∞) the right continuous inverse of ψ so that it satisfies the following:
Note that due to the convexity of ψ, there exit at most two roots for a given q and precisely one root when q > 0. Our main results are expressed in terms of the q−scale function W (q) (x) of X, which satisfies W (q) (x) = 0 for x < 0 and on [0, ∞), W (q) (x) is the (unique) continuous function with Laplace transform,
Following (2.3), it is straightforward to check that for all x ∈ R and q ≥ 0,
where W
Φ(q) (x) is the 0-scale function of the spectrally negative Lévy process with Laplace exponent λ → ψ(λ + Φ(q)) − q. We remark that the scale function is a strictly increasing function, that W (q) (0) > 0 if σ = 0 and 0 −1 θΠ(dθ) < ∞ and otherwise
For further details on spectrally negative Lévy process, we refer to Chapter VI of Bertoin [3] and Chapter 8 of Kyprianou [11] . Some examples of Lévy processes for W (q) (x) are available in explicit form can be found in Kuznetzov et al. [10] . In any case, it can be computed by numerically inverting (2.3), see Surya [17] .
Main results
In the main results the function Λ (q) (x, r) defined by
will frequently appear. By Kendall's identity P(τ + z ∈ dr)dz = z r P(X r ∈ dz)dr, z, r ≥ 0, (cf. Corollary VII.3 in [3] ) and the fact E e −λτ
in [11] ) it follows that the Laplace transform of r → e −qr Λ (q) (x, r) is given by
It is interesting to note that in a similar role as Λ (q) (x, r) will appear in our identities, the right hand side of the above equation appears in identities involving Parisian ruin with exponentially distributed delays with parameter θ, or equivalently, ruin when the Lévy process X is observed only at the jump times of an independent Poisson process with rate θ, see e.g. Proposition 2.1 in [12] , the function H (q+θ,−θ) (x) appearing in [2] and the function Z q (x, Φ(θ + q)) appearing in [1] . This connection is somewhat surprising since although taking Laplace transforms in r is equivalent to considering an exponentially distributed delay (sampled once (and independently)), this is different from the setup in the papers [2] and [12] where the exponentially distributed delay is resampled for each excursion below zero. The first main results concerns the joint Laplace transform of the Parisian ruin time and overshoot killed at the first-passage time above a fixed level b.
For the special case where λ = 0, Lkabous et al. [13, Thm. 4(i) ] (set δ = 0 there) provide a similar expression for the left hand side of the above identity. Their expression is slightly different than ours, which is because in the proof they use the first identity in Lemma 4.3 below (in the special case where f ≡ 1 and f ≡ 1) with p = 0 whereas we choose p = q, which leads to nicer expressions in the case where λ > 0.
By setting q = λ = 0 in Theorem 3.1 and performing an Esscher change of measure, one can get the next corollary. It is a special case of [13, Thm. 4(iii) ] (again by taking δ = 0 there) and we refer to [13] for further details of the proof. 
.
Next we give an expression for the Laplace transform of the q-potential measure killed at Parisian ruin or when X goes above b, whatever comes first. 
We can actually invert this Laplace transform to get an expression for this qpotential measure itself, see Theorem 4.4 below. This expression is quite difficult to numerically evaluate and therefore we recommend to invert numerically the Laplace transform in Theorem 3.3 for computing the aforementioned q-potential measure. However, it turns out that there is a very simple expression for this q-potential measure when restricted on the positive half-line and we provide this result here. 
Finally, we provide the versions of Theorems 3.1 and 3.3 when b = ∞.
Corollary 3.5. For q, λ ≥ 0, r > 0 and x ∈ R,
where for λ = Φ(q) the ratio
is understood in the limiting sense
whereas if λ ≥ Φ(q), then the left hand side equals +∞.
Note that by setting q = λ = 0 in Corollary 3.5, we recover the expression for the Parisian ruin probability found in [14] .
Proofs of main results

Proof of Theorem 3.1
We first introduce some further notations. Given the spectrally negative Lévy process with Laplace exponent given by (2.2), we let A be the operator
where h : R → R is any function such that the right hand side above is well-defined.
Note that A coincides with the infinitesimal generator of X on C 2 0 (R), the space of twice continuously differentiable functions that together with its first two derivatives vanish at +∞ and −∞, see e.g. [16, Theorem 31.5] .
The assertion of Theorem 3.1 is a simple consequence of the following more general result, which provides the expected discounted penalty function at Parisian ruin, provided this happens before τ + b . This result can be seen as an extension of Corollary 3 in [15] to the case where r > 0. There are several conditions imposed on the penalty function f and its extension f . We remark that conditions (i)-(vii) below are all satisfied when f is in C 2 0 (R). (i) f is twice continuously differentiable on R and for any x ∈ R, the following Kolmogorov forward equation holds:
Then for x ≤ b,
where for y ≤ b, ζ(y; r, q) :
In the majority of cases for the function f it should be easier to compute this expected discounted penalty function via Theorem 3.1 and Laplace inversion rather than using Theorem 4.1 directly. The reason why we still include Theorem 4.1 for a class of functions f satisfying (i)-(vii) rather than working directly with f (x) = e λx , is because in this way the proof of Theorem 3.1 becomes much more transparent.
Proof of Theorem 3.1 Let λ ≥ 0. We want to use Theorem 4.1 with f (x) = e λx . We choose f (x) = e λx for x ∈ R. It is easy to show via (2.1), (2.2) and (4.1) that then, for
Hence all the conditions on f in Theorem 4.1 are satisfied and Theorem 3.1 follows.
Proof of Theorem 4.1
We start by providing two lemmas. The first one follows from [13, Lem. 8] (where δ = 0 in [13] ) and the spatial homogeneity of X.
Lemma 4.2. Let r, b > 0, q ≥ 0 and let ε ∈ [0, b). Then for x ≤ ε,
and for x ≤ b,
The second lemma is the key and fully original part of the proof, which allows us to deal with the overshoot at Parisian ruin. 
Proof. We start with proving the first identity. Let x ≤ ε. Then,
where the last equality is due to the stationarity and independence of the increments of X and the equality before that is because X s = ε if τ + ε = s due to the lack of upward jumps. The last term on the right hand side can be written, for any p ≥ 0, as,
where the second equality follows from condition (i) in Theorem 4.1 and the third and fourth equality follows by an integration by parts and Lemma 4.2 respectively. Combining the two computations completes the proof of the first identity.
Next we prove the second identity. Let x ≤ b. Using the first identity for p = q and condition (ii) of Theorem 4.1 together with Fubini, we get
For the first term on the right hand side of (4.2), we use Corollary 3 of [15] , which allows us to conclude that for h(x) = E x f (X r ) , We now turn to the proof of Theorem 4.1. The steps below are similar to the ones in Section 3 of [14] . In order to deal with the case where the sample paths of X are of unbounded variation, we introduce the stopping time τ ε r = inf{t > r : t − g ǫ t > r, X t−r < 0}, where g ε t = sup{0 ≤ s ≤ t : X s ≥ ε} for ε ≥ 0. The stopping time τ ǫ r is the first time that an excursion starting when X gets below zero, ending before X gets back up to ǫ and of length greater than r, has occurred. Note that τ r = τ 0 r . Let 0 ≤ ε < b. We observe that for x < 0, by the strong Markov property,
Moreover, for x ≤ b, we have by the strong Markov property and (4.4),
Setting x = ε in (4.5) and invoking Lemmas 4.2 and 4.3 yields,
where we have used Λ (q) (0, r) = e qr (cf. Lemma 4.2) in the second equality. By definition of ζ ε (ε; r, q) in Lemma 4.3, the fact Λ (q) (0, s) = e qs and a change of variables u = r − s, we can write
where for the second equality we used condition (i) of Theorem 4.1. Thus,
Next, we split the analysis up into two cases. First, assume that W (q) (0) > 0. Then by setting ε = 0 in (4.6), we deduce, E e −qτr f (X τr )1 {τr <τ
Second, assume that W (q) (0) = 0. We now want to determine the limits as ε ↓ 0 on both sides of (4.6). By condition (v) of Theorem 4.1 and the well-known fact that, when W (q) (0) = 0, W (q) (·) is continuously differentiable on (0, ∞) with W (q)′ (0) > 0, it follows that the integral in the numerator on the right hand side of (4.6) converges to 0 as ε ↓ 0. By the monotone convergence theorem it follows that Λ (q) (b − ε, r) ↑ Λ (q) (b, r) as ǫ ↓ 0. By conditions (ii) and (vi) of Theorem 4.1, one can show using the dominated convergence theorem that ζ ε (b; r, q) → ζ(b; r, q) as ε ↓ 0. Since by the assumptions f (x) is continuous at x = 0 as well, we conclude that the right hand side of (4.6) converges to the right hand side of (4.7). To deal with the limit as ε ↓ 0 of the left hand side of (4.6), we introduce for ǫ > 0 the stopping time τ ǫ r = inf{t > r : t − g t > r, X t−r < −ε}, where g t = sup{0 ≤ s ≤ t : X s ≥ 0}.
We easily see that, as ε ↓ 0, τ ε r decreases monotonically to τ r P-a.s.. Hence by spatial homogeneity, the assumed continuity of f and the fact that X has càdlàg paths we have
where for the second equality we used the dominated convergence theorem together with condition (vii) in Theorem 4.1. Hence (4.7) is proved in all cases. Now Theorem 4.1 follows by setting ε = 0 and using (4.7), Lemmas 4.2 and 4.3 in (4.5).
Proof of Theorem 3.3
The next theorem generalises Theorem 3.3 by giving the q-potential measure of X killed at τ r ∧ τ
Theorem 4.4. Let r, b > 0 and q ≥ 0. Then for x ≤ b and y ∈ R,
Proof of Theorem 3.3 The proof follows from Theorem 4.4 by taking Laplace transforms in y on both sides and using Tonelli and (2.1).
Proof of Theorem and Proposition 3.4
Proof of Theorem 4.4 Without loss of generality we assume that q > 0 since the case q = 0 can be dealt with by taking limits when q ↓ 0 in combination with the monotone convergence theorem. Let λ ∈ [0, Φ(q)). We start with the following simple observation based on the strong Markov property: 8) where in the last equality we used (2.1) and the assumption that λ ∈ [0, Φ(q)). By Corollary 3.2 and the fact that X is spectrally negative,
(4.9)
Combining the two computations with Theorem 3.1, Tonelli and (2.1) yields, for λ ∈ [0, Φ(q)),
Since the above holds for λ in a non-empty interval (as q > 0), Theorem 4.4 follows by uniqueness of the Laplace transform.
Proof of Proposition 3.4 As before, we assume q > 0 without loss of generality. Let λ < Φ(q). Then, 10) where the expression for the q-potential density of X can be found in e.g. [11, Cor. 8.9] . Since W (q) (x) = 0 for x < 0, it follows that
Therefore, noting that X τr ≤ 0 on the event {τ r < τ + b }, we have by an application of Theorem 3.1 with λ = Φ(q) and since ψ(Φ(q)) = q,
Using the same arguments that led to (4.8) and (4.9), we get via (4.10), where for λ = Φ(q) the right hand side is understood to be equal to lim λ→Φ(q) ψ(λ)−q λ−Φ(q) = ψ ′ (Φ(q)). For this we split the analysis into three cases. First, assume 0 ≤ λ < Φ(q). Then using (2.4), we get that the left hand side of (4.12) is given by, Using this observation in combination with (4.11) and (4.12), we deduce the corollary in the case where λ = Φ(q). Now assume λ = Φ(q). Note that then the ratio and this equals −∞ since given q > 0, W Φ(q) is a strictly increasing function with lim x→∞ W Φ(q) (x) ∈ (0, ∞). In combination with (4.11), this shows that the left hand side of the identity in Corollary 3.6 equals +∞ in the case where λ = Φ(q).
