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Properties of coastal ﬂows of the central Red Sea are examined using 2 years of velocity data acquired off
the coast of Saudi Arabia near 22 1N. The tidal ﬂow is found to be very weak. The strongest tidal
constituent, the M2 tide, has a magnitude of order 4 cm s1. Energetic near-inertial and diurnal period
motions are observed. These are surface-intensiﬁed currents, reaching magnitudes of 410 cm s1.
Although the diurnal currents appear to be principally wind-driven, their relationship with the surface
wind stress record is complex. Less than 50% of the diurnal current variance is related to the diurnal wind
stress through linear correlation. Correlation analysis reveals a classical upwelling/downwelling response
to the alongshore wind stress. However, less than 30% of the overall sub-inertial variance can be
accounted for by this response. The action of basin-scale eddies, impinging on the coastal zone, is
implicated as a primary mechanism for driving coastal ﬂows.
& 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-SA
license (http://creativecommons.org/licenses/by-nc-sa/3.0/).
1. Introduction
Flows over coastal/continental shelf regions have been subject
to numerous studies, owing largely to their commercial and
ecological importance. However, while currents of some shelf
areas have been extensively examined (as off the US and European
coasts), very little is known about the ﬂow dynamics in many of
the world's coastal regions. Given that coastal ﬂow is the product
of a complex mix of factors (i.e. freshwater discharge, tides, wind
forcing in various frequency bands and the inﬂuence of motions
imposed from the open ocean), coastal dynamics may be regarded
as distinctly regional, and the ﬁndings from well-studied coastal
regions may not be applicable to other areas.
Here we present the ﬁrst analysis of ﬂow properties over a
coastal area of the central Red Sea, utilizing data acquired over
2008–2010 from moored instruments and a meteorological buoy.
Employing standard statistical techniques, we examine the char-
acter of the surface wind stress, the local ﬂow response to the
wind and the tidal motion. We also consider the forcing of coastal
ﬂow by basin-scale eddies impinging on the coastal zone. This
work is intended to form the basis of more in-depth studies of
particular aspects of the coastal ﬂow dynamics and of the coupled
physical–chemical–biological coastal system of the central
Red Sea.
2. Site description
The region of study is a shallow (30–90 m deep) plateau off the
western coast of Saudi Arabia, between Jeddah and King Abdullah
University of Science and Technology (Fig. 1). In the north–south
(along-shore) direction it extends over roughly 30 km, bounded to
the north by the Abu Madaﬁ reef and to the south by the Eliza
Shoals reef system. In the east–west direction it extends over
roughly 10 km, from the edge of the Red Sea basin to the Qita
Dukais reef system. Bathymetry data acquired for mooring site
selection show that the bottom slope just seaward of the plateau is
extremely steep, typically order 1 (i.e., a 500 m drop over 500 m
horizontal distance) and 42 over some sections. The depth data
also reveal that the plateau bottom is studded by numerous
sharply crested features, presumably coral heads, with heights of
0.5–5 m. The bathymetric complexity of this region is typical of
Red Sea coastal areas, which are dominated by reef and island
formations.
3. Methods
The oceanographic data used in our study come from two
mooring deployments, each extending over roughly 13 months. In
the ﬁrst (mid-October 2008 to mid-November 2009), measure-
ments were acquired at two closely spaced sites, designated S1
and S2 (Fig. 1). The instrumentation deployed at each site included
a bottom tripod outﬁtted with an upward-looking Teledyne RDI
Sentinel Acoustic Doppler Current Proﬁler (ADCP) and a SeaBird
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Seagauge pressure sensor, as well as an array of Onset TempPro
temperature sensors (Lentz et al., 2013) and SeaBird MicroCat
temperature/conductivity sensors attached to a wire mooring
supported by a surface buoy. Unfortunately, no data were recov-
ered from the instruments on the S1 mooring line, as its surface
buoy detached in June 2009. S1 and S2 were at roughly 55-m
depth on the outer/mid-plateau and, respectively, 2.5 and 3.5 km
from the plateau's seaward edge. Our intent had been to deploy
one mooring/tripod pair near the plateau-edge and the other at
the mid-plateau. However, the rugged, coral-encrusted sea ﬂoor,
and the requirement that the tripods be deployed on a nearly ﬂat
bottom, limited our deployment site options.
In the second deployment (mid-November 2009 to mid-
December 2010) measurements were acquired at S2 and at an
inner plateau site, S3. The latter was near the seaward edge of the
Qita Dukais reef system, at a water depth of 38 m, and roughly
8 km from the plateau's seaward edge (Fig. 1). A mooring/tripod
pair, outﬁtted as in the ﬁrst deployment, was deployed at each site.
To avoid mooring ground line fouling on bottom coral, which may
have been responsible for the S1 buoy detachment, the moorings
of the second deployment were each supported by a sub-surface
buoy (i.e., taut-wire moorings).
For both deployments, the ADCPs were programmed to give
4–5 min burst-averaged velocities at 0.5 h intervals. The velocities
were vertical averages over bins of either 0.5 (S3) or 1 m (S1 and
S2). The measurement bins extended from 2–4 m above the
seaﬂoor to 4–6 m below the surface. The near-surface velocity
records from the 600-kHz ADCP set out at S2 during the ﬁrst
deployment had numerous gaps due to the range limitation of the
ADCP. This was not an issue for the velocity record from the
longer-ranged 300-kHz ADCP set out at S1. Analysis of ﬁrst
deployment ﬂows shown here focuses on the velocities from S1.
Temperature measurements spanned the water column at each
site, extending from less than 1 m above the bottom to within
0.6 m of the surface during the ﬁrst deployment and to 4 m from
the surface during the second deployment. Vertical separation of
temperature measurements was 4 m or less. MicroCats provided
salinity measurements at 5–6 depths spanning the water column.
Samples were taken every 15 min by the TempPros and every
150 s by the MicroCats. Seagauges recorded 1-min averages of
near-bottom pressure. All velocity, temperature, salinity and pres-
sure time series were linearly interpolated to a common time base
with a 1 h interval.
Meteorological data used in our study came from an Improved
Meteorological (IMET) sensor suite installed on a surface buoy
deployed in the Red Sea basin at a water depth of roughly 700 m
and at a location 36.5 km northwest of S1 (Fig. 1). The IMET
measurements included wind speed and direction, air tempera-
ture, relative humidity, barometric pressure, incoming shortwave
radiation and longwave radiation (Hosom et al., 1995; Payne and
Anderson, 1999; Colbo and Weller 2009). Surface wind stress and
heat ﬂux were estimated from the meteorological data using the
bulk formulae of Fairall et al. (2003).
Our study included analysis of altimeter-derived sea level
anomaly (SLA) ﬁelds computed with respect to the CLS01 (Center
de Localization d’Satellittes) long-term mean sea surface height.
The ﬁelds were obtained from AVISO (http://www.aviso.oceanobs.
com/) and combine the data of all available satellites in an objectively
mapped grid of SLA with 0.251 grid spacing. The gridded SLA ﬁelds
were used to estimate ﬁelds of geostrophic surface velocity through
uG ¼
g
f
∂δ
∂y
; vG ¼ 
g
f
∂δ
∂x
where δ is SLA, uG and vG are, respectively, the east and north
components of geostrophic velocity, g is the gravitational acceleration
and f is the local Coriolis parameter.
The statistical methods used to analyze the velocity series
included rotary spectral analysis and complex demodulation.
Rotary spectral analysis is used to divide the ﬂow's energy density
within frequency bands into circularly rotating clockwise, Sþ , and
counterclockwise, S , constituents (Gonella, 1972). Rotary spectra
have been used to distinguish the signal of inertial currents, which
move in a nearly circular clockwise path in the northern hemi-
sphere, from a tidal signal, which typically has both clockwise and
counterclockwise components (Gonella, 1972). The polarization of
the ﬂow in a frequency band is described by the rotary coefﬁcient,
CR¼(SSþ)/(SþSþ), which varies from 1 for pure circular ﬂow
to 0 for unidirectional ﬂow.
Complex demodulation involves applying a Fourier transform
centered at a frequency of interest to short segments of a velocity
Fig. 1. (a) Large-scale map of the Red Sea showing the location of the meteorological buoy (red circle) from which our wind and heat ﬂux measurements were derived.
(b) Locations of the study's moorings superimposed on a bathymetric map (United Kingdom Hydrographic Ofﬁce) of the area outlined by the box in (a). The red line traces
the 100-m isobath, marking the eastern edge of the Red Sea basin.
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time series. For each segment, the transform gives an estimate of
the amplitude of the motion at the selected frequency (see
Perkins, 1976). The transform is stepped through the velocity
series to give a time series of the estimated amplitude of the
motion at the selected frequency. In generating the results shown
here, the transform length was set to twice the period of the signal
of interest (i.e., to 48 h for demodulation targeting the diurnal
signal).
A time series ﬁlter was employed to extract low and high
frequency, as well as band-passed, signals from the velocity records.
The ﬁlter, commonly referred to as the Pl66 ﬁlter (Limeburner,
1985), is a low-pass ﬁlter characterized by a half-power period.
To estimate the properties of the tidal ﬂow, we applied
harmonic analysis to the velocity series using a MATLAB routine,
t_tide (Pawlowicz et al., 2002). For up to 67 tidal constituents, this
routine estimates the velocity magnitude along principal axes of
the tidal ellipse as well as the ellipse orientation.
4. Results
4.1. Water column structure
The vertical density stratiﬁcation is of importance when con-
sidering the vertical distribution of wind-driven currents, as the
stratiﬁcation inﬂuences the downward transfer of momentum
imparted at the sea surface (e.g., Price et al., 1986). As revealed
by the CTD data from mooring S2, the temporal variation of the
vertical density stratiﬁcation, ρz, in our study area has a well-
deﬁned seasonal signal, which is repeated over our two study
years. This signal is related to the vertical temperature stratiﬁca-
tion, Tz, which is in turn related to the surface heat ﬂux, H (Fig. 2).
In general terms, this signal can be divided into three periods:
April–August, when Tz and ρz tend to increase and the mean H is
order 75 Wm2 (directed into the sea); September–October,
when Tz and ρz tend to decline and the mean H is near zero;
and November–March, when Tz and ρz are predominately weak
and the mean H is order 100 Wm2 (Fig. 2). Intermittent
episodes of relatively strong Tz and ρz, persisting for a number of
days, are observed during this last period. Most occur in February–
March, and are likely due to surface warming as they coincide with
episodes in which the low-pass ﬁltered (50-hr half-power period)
H is positive (Fig. 2).
Episodes of relatively strong vertical salinity stratiﬁcation are
also observed. These are typically due to the appearance of high
salinity (439.4 psu) bottom water, which results in a vertical
salinity range of order 0.5 psu (and never 41 psu).
Superimposed on the seasonal signal of Tz and ρz described
above are diurnal Tz and ρz variations associated with the forma-
tion of a surface warm layer due to solar heating. These diurnal
warm layers are seen during all seasons. Over November–March
they appear within a weakly stratiﬁed, or unstratiﬁed, water
column, whereas during April–October they are embedded within
the evolving seasonal stratiﬁcation (Fig. 3). Their properties are
highly variable, reﬂecting the complex interaction between surface
heating and wind-induced vertical mixing (e.g., Kondo et al., 1979;
Price et al., 1986; Woods and Strass, 1986; Fairall et al., 1996; Noh
et al., 2011). As represented by the examples shown here (Fig. 3),
the depth of the diurnal warm layer as seen at S2 varies
considerably, roughly between 2 and 20 m. The near-surface
(0.6 m) diurnal temperature signal (difference between the day-
time maximum and nighttime minimum) is typically in the range
of 0.2–1 1C (for 78% of the days) and occasionally exceeds 2 1C (for
1% of the days).
4.2. Character of the central Red Sea winds
Analysis of the Comprehensive Atmosphere-Ocean Data Set
(COADS) by Soﬁanos and Johns (2001) revealed that the wind
component directed along the axis of the Red Sea may be divided
into two distinct regimes. Along-axis winds over the southern Red
Sea (o191 N) undergo a seasonal reversal, being predominately to
the NNW (from the SSE) from October through May and to the SSE
from June through September. By contrast, along-axis winds over
the northern Red Sea are predominately to the SSE throughout the
year. A recent study by Jiang et al. (2009) focused on the Red Sea's
across-axis wind ﬁeld resulting from the atmospheric ﬂows
steered through the coastal mountain gaps. Their modeling results
for the northern Red Sea (north of 201 N) reveal a tendency for
such ﬂows to produce bands of strong westward wind, principally
during the late autumn and winter.
The along-axis (NNW-SSE) winds measured at our meteorolo-
gical buoy tend to conform with the northern wind regime pattern
described by Soﬁanos and Johns (2001). Except for very occasional
reversals, the along-axis wind is predominately directed to the SSE
(from the NNW) (Figs. 4 and 5). As described by Jiang et al. (2009),
the wind record also shows occasional episodes of strong (stress
40.15 Pa) winds directed offshore (to the WSW). These are
conﬁned to the months of November–January.
The tendency for the wind to be directed along the Red Sea axis
is indicated by the basic wind statistics. For both deployments, the
mean wind stress is directed to the SSE, within 21 of 1471 T
(clockwise of N), and the major principal axes of the low-pass
ﬁltered (with 50-h half-power period) wind stress records are
oriented along the SSE-NNW line (along1451 T; Fig. 5, Table 1).
The low-frequency wind stress is highly polarized. The ratio of the
minor to the major principal axes of the low-pass ﬁltered wind
stress record is order 0.5, and the rotary coefﬁcients of the wind
stress in the 1.7–42.7 d spectral band are order 0.1 (Table 1).
Wind stress spectra exhibit prominent peaks at periods of 12
and 24 h (Fig. 6), evidence of a vigorous sea breeze. The sea breeze
accounts for an appreciable portion of the overall wind energy.
The variance of the wind stress in what may be considered the sea
breeze band (11.5–34.1 h period) comprises 21% and 26% of the
overall wind stress variance of deployments 1 and 2, respectively.
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Fig. 2. Low-pass (50-hr half-power period) ﬁltered surface heat ﬂux (a, in W m-2)
together with contoured (over time and depth) low-pass (also 50-hr half-power
period) ﬁltered temperature (b, in oC) and density (c, in σT) measured at site S2
(Fig. 1). As noted in the text, temperature and density stratiﬁcation exhibit a
seasonal cycle, which is related to the surface heat ﬂux.
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Similar to the low-frequency winds, sea breeze winds are polar-
ized, as indicated by the 0.25–0.5 rotary coefﬁcients of the
semidiurnal (11.5–13.0 h periods) and diurnal (22.7–25.6 h) bands
of the wind stress rotary spectra (Table 1). The major principal axis
of both the semidiurnal and diurnal wind stress signals (deter-
mined by band-pass ﬁltering the wind stress series with ﬁlters
roughly centered at periods of 12 and 24 h) are closely aligned
with ESE-WNW.
To give a sense of how the wind stress varies over the course of
a day, we have averaged the wind stress records of the ﬁrst and
second deployments over each hour of the day. Here we present
hour-of-the-day wind stress averages of the second deployment
along the diurnal wind stress principal axes directions (Fig. 7). For
all hours of the day, the averaged wind stress along the major axis
is directed shoreward (to 1181 T). It exhibits more than a 4-fold
variation, increasing from a minimum of 0.013 Pa at midnight to a
maximum of 0.064 Pa at 17:00 (local time). The averaged wind
stress along the minor axis exhibits a relatively weak semidiurnal
signal with maximum magnitudes occurring at 8:00 and 20:00.
4.3. General character of the measured ﬂows
The mean water velocities, averaged over depth and each
mooring period, are relatively weak, not greater than 2.2 cm s1
(Table 2). They are not aligned with the mean wind stresses of the
deployment periods (Fig. 5). Mean velocity orientations of the
second deployment period are nearly opposite the mean wind
orientation. The implication is that the forcing of the mean
velocities includes factors other than the surface wind stress, with
some combination of along- and across-shore pressure gradients
likely being important.
The low frequency currents are highly polarized. The ratio of
the minor to major principal axes of the depth-averaged, low-pass
(50-h half-power period) ﬁltered current records of each deploy-
ment is of order 0.4 (Fig. 5) and the rotary coefﬁcients of these
records in the 1.7–42.7-d band range over 0.08–0.30 (Table 2). The
major principal axes of the depth-averaged, low-pass ﬁltered
currents from S1 and S2 are closely aligned (within 71) of the
N–S direction. For this reason, we have chosen the N–S axis as the
along-shore direction of the mid-plateau ﬂows. The major princi-
pal axis of the low-pass ﬁltered, depth-averaged current at S3 is
not as closely aligned with N–S, offset by 131. This is likely due to
the inﬂuence of the local bathymetry at S3, which was located at
the edge of the Qita Dukais reef system (Fig. 1).
Near-surface spectra of velocities from all sites exhibit three
distinct peaks at periods of o2 d (e.g., Fig. 8a). One is seen near
the local inertial frequency, f (the inertial period at the study
latitude, 221 N, is 32 h), and the others are at the diurnal and
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semidiurnal frequencies. Notably, the inertial and diurnal fre-
quency peaks, which are both predominately in the clockwise
spectra, are separated by a spectral valley. The energy at the
inertial and diurnal frequencies declines with increasing depth.
The spectral peaks at these frequencies are signiﬁcantly reduced,
relative to the peaks of the surface current spectra, in the spectra
of the mid-depth currents, and they are essentially absent from
the spectra of near-bottom currents (Fig. 8). By contrast, the
spectral peak of currents at the semidiurnal frequency is reduced
with depth, but is still prominent in the spectra of the near-bottom
currents.
To assess the relative contribution of the inertial-, diurnal-
and semidiurnal-band velocity ﬂuctuations to the overall
current variance, we have summed the variance in these bands of
depth-averaged and near-surface currents (Table 2). For depth-
averaged ﬂows, the variance in the semidiurnal-band is 2–3 times
the variance in the diurnal and inertial bands. For near-surface
ﬂows, however, the variances in all bands are comparable. For both
depth-averaged and near-surface currents, variance in the sub-
inertial band (1.7–42.7 d periods) overshadows the variance in the
inertial, diurnal and semidiurnal bands by an order of magnitude.
However, the combined variance in the band encompassing the
inertial, diurnal and semidiurnal frequencies (11.5–34.1 h periods)
is roughly 1/3 the variance in the sub-inertial band at S1 and S2
and 1/2 the sub-inertial band variance at S3. Below, we separately
examine the properties of the near-inertial, diurnal and semidiur-
nal ﬂows, after ﬁrst examining the properties of the tidal currents.
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Fig. 5. Means (a and b) and principal axes (c and d) of the surface wind stress (τ) and depth-averaged velocities (oV4) at the indicated mooring sites for the ﬁrst (a and c)
and second (b and d) mooring deployment.
Table 1
Properties of the surface wind stress records, as determined from rotary spectral
analysis, of the ﬁrst and second mooring deployment.
Deployment 1 Deployment 2
Date range 10/12/2008- 11/27/2009-
11/14/2009 12/18/2010
Mean [τy,τy] (Pa)100 2.7, 4.0 1.8, 3.0
Sub-inertial; 1.7–42.7 days
Variance (Pa2)104 34.0 26.7
Rotary coefﬁcients 0.12 0.03
Diurnal; 22.7–25.6 h
Variance (Pa2)104 4.0 3.8
Rotary Coefﬁcients 0.50 0.26
Semidiurnal; 11.5–13 h
Variance (Pa2)104 1.3 1.5
Rotary coefﬁcients 0.48 0.47
D-SD band; 11.5–34.1 h
Variance (Pa2)104 9.1 9.9
Rotary coefﬁcients 0.41 0.27
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Fig. 6. Rotary spectra of the surface wind stress at the meteorological buoy (Fig. 1a)
for the second mooring deployment. Prominent peaks appear at the diurnal and
semidiurnal frequencies.
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4.4. Results of harmonic tidal analysis
Analyses of sea surface elevation data, reviewed by Morcos
(1970), show a small tidal range (o0.25 m) over the central Red
Sea (19–241 N) as well as an amphidromic point of the M2 tide at
roughly 201 N. To estimate the strength of the barotropic tidal ﬂow
in our study region, we applied tidal harmonic analysis to the
depth-averaged current records. The results (Table 3) indicate that
the tidal ﬂow at our study site is weak. Estimated velocity along
the major principal axis exceeds 1 cm s1 for only 4 constituents:
S1 (24-h period), N2 (12.66 h), M2 (12.42 h) and S2 (12 h). The
estimated M2 velocities are the strongest, with 3.6–4.1 cm s1
magnitudes along the major axis. Estimated ﬂows of the other two
semidiurnal tides, N2 and S2, are considerably weaker, with 1.1–
1.5 cm s1 along-major-axis magnitudes. Estimated ﬂows of the
diurnal, S1, constituent are particularly weak, with along-major-
axis magnitudes of o1.3 cm s1. These tidal velocity estimates are
probably slightly greater than the actual tidal velocities, as the
harmonic analysis is likely contaminated by ﬂows driven by
the diurnal and semidiurnal wind stress signals. We conclude that
the ﬂows of our study area include a weak semidiurnal tide and a
negligible contribution from the diurnal tide.
4.5. Near-inertial currents
Rotational currents with a peak frequency near the local
inertial frequency have been observed in a number of coastal
velocity records (e.g., Schumann and Perrins, 1982; Chen et al,
1996; Chant, 2001; Shearman, 2005) and often have been linked to
strong wind events (Kundu, 1976; Chant, 2001; Lerczak et al.,
2001). The near-inertial currents observed in all ADCP records
show a decline with increasing depth, with the rate of decline
related to the vertical temperature stratiﬁcation. In the example
shown here (Fig. 9), the inertial-band variance from the top to the
base of the ADCP measurement range declines by a factor of 4 over
a 3.5-month period when the water column is nearly unstratiﬁed,
but lessens by a factor of nearly 30 (to essentially 0 near the
bottom) over a 3.5-month period of strong vertical temperature
stratiﬁcation. For the latter period, the decline in inertial-band
variance is greatest over the depth range with the strongest
vertical temperature and density gradient (15–30 m). The time
series of near-surface inertial-band current magnitude, estimated
by complex demodulation, exhibits a number of distinct peaks
with amplitudes ranging from roughly 5 to 15 cm s1 (Fig. 10). In
general, the highest peaks (i.e. the strongest near-surface inertial-
band currents) occur during the April–October period of persistent
vertical temperature and density stratiﬁcation (Fig. 2).
Examination of the wind stress and inertial-band current mag-
nitude time series have revealed no clear relationship betweenwind
stress and the onset of strong inertial currents (Fig. 10). For example,
strong inertial currents are sometimes observed in periods of weak
winds following a strong wind stress event, and sometimes are not.
This inconsistency is not related to vertical temperature stratiﬁca-
tion, as it occurs during times of weak and strong stratiﬁcation.
4.6. Diurnal-band currents
Diurnal-band currents tend to rotate in a clockwise direction
(Fig. 8) and are more weakly polarized than diurnal-band winds,
which have rotary coefﬁcients of 0.25–0.5 as opposed to the order
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Fig. 7. Wind stress of the second mooring deployment averaged over hour of the
day. The averages shown are along the major and minor principal axes (toward 118
and 281 T, respectively) of the diurnal wind stress signal.
Table 2
Properties of the depth-averaged and near-surface ﬂows, as determined from rotary spectral analysis, of the ﬁrst and second deployment (D1 and D2). The period range of
each motion type is: sub-inertial 1.7–42.7 d; inertial 27.7–34.1 h; diurnal 22.7–25.6 h; semi-diurnal 11.5–13.0 h; I-D-SD band 11.5–34.1 h. Means and variances have units of
cm s1 and cm2 s2, respectively.
Depth-averaged ﬂows Near-surface ﬂows
S1–D1 S2–D2 S3–D2 S1–D1 (6.5 m) S2–D2 (3.0 m) S3–D2 (6.2 m)
Date range 10/12/2008– 11/27/2009– 11/27/2009– 10/12/2008– 11/27/2009– 11/27/2009–
11/14/2009 12/18/2010 12/18/2010 11/14/2009 12/18/2010 12/18/2010
Mean [u,v] 1.7, 1.4 1.1, 1.1 0.9, 0.9 2.5, 5.3 0.4, 1.1 0.9, 0.2
Sub-inertial
Variance 62.7 63.3 44.1 199.2 169.3 124.8
Rotary coefﬁcients 0.30 0.16 0.08 0.32 0.09 0.04
Inertial
Variance 4.1 4.1 5.5 18.8 16.2 19.2
Rotary coefﬁcients 0.64 0.76 0.51 0.77 0.78 0.52
Diurnal
Variance 3.1 3.5 2.8 15.8 14.9 13.1
Rotary coefﬁcients 0.71 0.75 0.69 0.71 0.61 0.79
Semi-diurnal
Variance 10.6 10.9 15.6 16.9 15.7 35.3
Rotary coefﬁcients 0.54 0.49 0.64 0.68 0.61 0.64
I-D-SD band
Variance 21.0 21.4 27.4 66.5 61.5 82.6
Rotary coefﬁcients 0.56 0.60 0.60 0.64 0.59 0.57
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0.7 rotary coefﬁcients of diurnal-band currents (Tables 1 and 2).
Similar to variance of near-inertial currents, diurnal-band current
variance declines with increasing depth, with the rate of decline
tending to be greatest over depths with strong vertical tempera-
ture stratiﬁcation (Fig. 9). Time series of the diurnal-band current
magnitude show a number of distinct peaks (Fig. 10), which tend
to reach higher values during times of vertical temperature
stratiﬁcation. The most prominent peak occurs in August 2009,
but does not coincide with unusually high total wind stress
magnitude, or with unusually high diurnal wind stress magnitude
(not shown) as computed by complex demodulation.
To quantify the relation of diurnal-band winds and near-surface
currents, we carried out a lagged correlation analysis relating the
band-pass ﬁltered (with a ﬁlter centered at 24-h period) series of
wind stress and near-surface velocity, each directed along their
major principal axis orientation. Correlation coefﬁcients were
calculated for entire deployment periods, and for sub-periods
with strong and weak vertical temperature stratiﬁcation. The
correlation coefﬁcients relating wind stress and currents during
periods of strong stratiﬁcation have maximum values at lags of
0–5 h (with wind stress leading) in the range of 0.47–0.57. These
are appreciably greater than maximum coefﬁcients of weakly
stratiﬁed periods, which are 0.2–0.32. Similar results were
obtained by correlating diurnal-band current and wind stress
amplitude, as determined by complex demodulation. It must be
emphasized that although the coefﬁcients listed above are all
signiﬁcantly different from zero at the 95% conﬁdence level, they
indicate that a signiﬁcant fraction of the diurnal-band current
variance (450%) cannot be related to the wind stress through a
linear correlation model.
4.7. Semidiurnal-band currents
In all velocity spectra, the peak within the semidiurnal band
(11.5 to 13-h periods) is centered at the frequency of the M2 tidal
current (12.42-h period) (Fig. 8). The variance levels at 0.5 d1
frequency, which include contributions from the S2 tide and ﬂows
driven by the semidiurnal wind stress, are considerably less than
at the M2 frequency. To illustrate this point, we consider spectra of
current records determined by averaging spectra computed over
1024-h segments (9 for each current record). For all such spectra,
the energy level in the M2 band appreciably exceeds the energy
levels in the band centered at 0.5 d1 (the S2 band), which is
separated from the M2 band by two spectral bands. The ratio of the
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Fig. 8. Rotary spectra of currents measured at three depths (a - 6.5 m, b - 26 m, c - 48 m) at mooring S1 during the ﬁrst mooring deployment. The semidiurnal (SD), diurnal
(D) and local inertial (I) frequencies are indicated.
Table 3
Estimated properties of the S1 (24 h), N2 (12.66 h), M2 (12.42 h) and S2 (12 h) tidal
ﬂows as determined by harmonic analysis of the depth-averaged velocity series.
Mooring/
Deployment
Constituent Major axis
velocity cm s1
Minor axis
velocity cm s1
Major axis
orientation 1T
S1/D1 S1 1.0 0.7 353
N2 1.1 0.2 338
M2 3.6 1.0 339
S2 1.5 0.4 327
S2/D2 S1 1.3 1.0 338
N2 1.2 0.3 328
M2 3.7 0.9 336
S2 1.4 0.4 327
S3/D2 S1 1.2 0.8 21
N2 1.4 0.6 341
M2 4.1 1.7 345
S2 1.4 0.5 342
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M2- to S2-band energy increases going from the mid to the inner
plateau, ranging over 2–7 in spectra computed from the S1 and S2
velocity records and over 5–9 in spectra computed from the S3
velocity records. This trend is consistent with the increasing
strength of M2 ﬂow going from the mid to inner plateau as
indicated by the results of tidal harmonic analysis (Table 3) and
by the semidiurnal-band variances of the depth-averaged velo-
cities (Table 2), which are 1.5 times greater at S3 than at S1
or S2.
During periods of weak vertical temperature stratiﬁcation, the
semidiurnal-band (centered at the M2 frequency) current signal
exhibits the characteristics of a barotropic tide, with current
variance and phase nearly homogeneous over the water column
(Fig. 9). This contrasts with the downward decline of the diurnal-
band current variance during times of weak stratiﬁcation, consis-
tent with the notion that diurnal-band ﬂows are not appreciably
inﬂuenced by tidal motions. However, during times of strong
vertical temperature stratiﬁcation, the variance and phase of
semidiurnal-band currents vary considerably through the water
column, possibly reﬂecting the inﬂuence of wind-driven ﬂow or a
baroclinic tidal contribution.
The amplitude of the near-surface, semidiurnal-band current
signal (Fig. 10) is relatively small, seldom exceeding 8 cm s1 and
with a mean of 4 cm s1, consistent with tidal harmonic analysis
of the velocity time series (Table 3).
4.8. Sub-inertial motions
Contoured (over depth and time) low-pass ﬁltered (50-h half-
power period) velocities reveal complex sub-inertial ﬂow in the
study region that is not clearly related to the low-pass ﬁltered
wind stress record through visual inspection (Figs. 4 and 11).
Lagged correlation analysis was carried out to quantify the
relationship between sub-inertial wind stress and water velocity.
Here we focus on the results of the correlations relating the east
(u, across-shore) and north (v, along-shore) velocity components
with the north (τy, along-shore) wind stress. Maximum correla-
tions occur at a lag of roughly 0 h for the τy–u correlation and at
roughly 12 h for the τy–v correlation. Correlations at these lags
show a consistent pattern for all velocity records from the mid-
plateau sites S1 and S2 (Fig. 12). The τy–v correlation coefﬁcients
computed from these records are positive at all depths and in the
range of 0.30–0.52 (statistically different from 0% at 95% con-
ﬁdence) over the upper 40 m. The τy–u correlation coefﬁcients
determined from the mid-plateau records reverse sign with depth,
going from roughly 0.3 in the upper water to 0.3 in the lower
water column. These extremes are signiﬁcant at the 95% level. This
correlation pattern is consistent with the classical response of
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coastal ﬂow to along-shore wind stress forcing in the northern
hemisphere, in which the along-shore ﬂow is accelerated down-
wind (positive τy–v correlation) and the across-shore ﬂow is
directed to the right of the wind (positive τy–u correlation) near
the surface and to the left of the wind (negative τy–u correlation)
near the bottom. Similar correlation patterns of wind stress
with water velocity, indicative of this “upwelling/downwelling”
response to the alongshore wind stress, have been observed in
other coastal areas (Smith, 1981; Beardsley et al., 1985; Churchill,
1985; Winant et al., 1987). We conclude that some fraction of the
ﬂow at the mid-plateau sites is driven by the alongshore wind
stress in this classical pattern. However, this fraction is relatively
small as the τy–u,v correlations, although statistically signiﬁcant,
are predominantly o0.5. The velocity variance accounted for by
these correlations is thus less than 30% of the overall sub-inertial
velocity variance.
The correlation analysis indicates that the northward (along-
shore) ﬂow at the inner-plateau site, S3, responds to the northward
wind in a manner similar to that observed at the mid-plateau sites.
The τy–v correlation coefﬁcients computed from the S3 velocity
records are positive at all depths and in the range of 0.37–0.56
(Fig. 12). However, the τy–u correlation coefﬁcients determined from
the mid-plateau and inner-plateau velocities are noticeably differ-
ent. The coefﬁcients determined from the inner-plateau velocities
are positive at all depths and thus show no indication of an
upwelling/downwelling response of the eastward ﬂow to the
alongshore wind. We speculate that the difference in wind-driven
ﬂows at the mid- and inner-plateau sites may be due to the
topographic inﬂuence of the Qita Dukais reef system (Fig. 1) on
ﬂows measured at the inner-plateau site.
Based on peak velocity magnitude, our study's most prominent
event of strong sub-inertial ﬂow is seen in the S2 and S3 velocity
records during November–December 2010 (Figs. 4 and 11). This
event of strong (430 cm s1) northward ﬂow begins on 15
November when the wind stress magnitude is weak (o0.05 Pa).
It continues through the end of the velocity record (on 18
December) during which the alongshore wind is predominantly
weak (o0.05 Pa) and directed to the south. A pulse of strong
(40.18 Pa) westward wind stress occurs during 27 November–5
December. However, as this follows the initiation of the strong
northward current event by 12 d, it cannot be ascribed as a
causative factor.
A mechanism that may be responsible for this, and other such
ﬂow events, is the interaction of basin eddies with the coastal
region. Studies by Quadfasel and Baudner (1993) and Soﬁanos and
Johns (2007) have shown that the central Red Sea basin is typically
populated with eddies, encompassing velocities reaching 1 m s1.
While assessing the inﬂuence of basin eddies on the coastal ﬂow
ﬁeld is beyond the scope of this study, it is of interest to examine
the basin eddy ﬁeld during the time of the strong ﬂow event
described above and offer a hypothesis as to how this ﬁeld may
have inﬂuenced the ﬂow in our study region.
Fields of SLA (Fig. 13) show two highly energetic eddies
impinging on the eastern margin of the Red Sea basin near our
mooring array during the November–December 2010 period of
strong northward ﬂow. One is an anticyclonic eddy, which over the
period of roughly 12 November–8 December appears at the east-
ern basin margin north of the mooring array. After 8 December, it
migrates to the northwest, away from the eastern margin. Over the
12 November–8 December period, offshore surface geostrophic
currents of 415 cm s1 associated with this feature are seen at
the basin margin within 40 km of mooring array (Fig. 13a). Weaker
onshore currents, associated with a second eddy appear in the
surface geostrophic current ﬁeld near the basin edge roughly
20 km south of the array. We hypothesize that the across-shore
ﬂow associated with these eddies may have set up an alongshore
sea surface elevation gradient within the coastal zone, with higher
elevation to the south and lower elevation to the north, which
could have generated the northward ﬂow seen at our moorings.
The surface geostrophic ﬂow ﬁeld associated with the second
eddy, a cyclone, includes strong (430 cm s1) onshore currents,
which appear at the basin margin directly offshore of the mooring
array over roughly 8–24 December (Fig. 13b). Again, we hypothe-
size that the localized across-margin ﬂows associated with the
eddy may have set up a coastal elevation gradient driving the
northward ﬂow seen at our mooring array.
4.9. The relative importance of low- and high-frequency motions
in particle transport
It is of interest to assess the relative contribution of sub-inertial
and higher-frequency ﬂows in transporting material, such as ﬁsh
and coral larvae, over our study region. The dominant higher-
frequency signals (inertial-, diurnal- and semidiurnal-band motions)
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rotate at relatively short periods and so may be expected to result in
smaller particle excursions than those associated with more slowly
varying, sub-inertial, ﬂow. To compare transport distances asso-
ciated with sub-inertial and higher frequency currents, we have
calculated particle displacements from high-pass (38-h half-power
period) and low-pass (50-h half-power period) ﬁltered velocity
series (Vhp and Vlp, respectively; where V is the vector velocity).
The displacements were calculated as
Dðt0Þ ¼
Z t0 þT
t0
VF ðtÞdt
where t is time, VF is the ﬁltered velocity with mean removed and D
is displacement over a period T (assuming a spatially homogeneous
velocity ﬁeld) of a particle set out at a time t0. A displacement series
was computed by stepping this integral through a velocity series.
The relative importance of higher frequency motions in material
transport was quantiﬁed as a ratio, R, of the root mean square of the
displacements computed from Vlp to root mean square of the
displacements computed from Vhp.
Values of R computed from the near-surface velocity records
from the mid-plateau moorings S1 and S2, and for T in the range of
24–40 h, are of order 15 for N–S (alongshore) displacements and
7 for E–Wdisplacements. R values tend to increase with increasing
T beyond 40 h, reaching 57 and 26 for, respectively, N–S and E–W
displacements at T¼5 days. Sub-inertial ﬂows may thus be
regarded as the principal agent responsible for the transport of
material over the mid-plateau. The relative importance of higher-
frequency currents in material transport appears to be greater over
the inner plateau. R values computed from the near-surface
velocity record from S3, and with T in the 24–40 h range, are of
order 9 for N–S displacements and 6 for E–W displacements.
5. Summary and conclusions
Our study area, a plateau adjacent to the Red Sea basin, is one
of many different features of the bathymetrically complex Red Sea
coastal zone (which includes fringing reefs and deep channels
ﬂanked by reef structures). Nevertheless, many of our ﬁndings
may be deemed, with some caution, generally applicable to the
coastal zone of the central Red Sea. Notably, tidal currents are
particularly weak. The most energetic tidal constituent, the M2
tide, has a magnitude of order 4 cm s1 (Table 3). Semidiurnal-
band currents, which include the S2 tide and wind-forced ﬂow,
seldom exceed 8 cm s1 (Fig. 10). Within the upper water column,
currents in the diurnal and inertial bands are somewhat more
energetic, with magnitudes occasionally in the 10–15 cm s1
range (Fig. 10). These currents are surface intensiﬁed, particularly
during times of strong vertical density stratiﬁcation, and so appear
to be principally wind-driven.
The frequent appearance of a diurnal warm layer associated
with surface heating, which is seen during all seasons, is likely a
principal factor limiting the correlation of the diurnal-band wind
stress and near-surface currents (Section 4.6). As demonstrated by
modeling and observational studies, the development of a diurnal
warm layer complicates the wind-current relationship, as the
near-surface thermal stratiﬁcation inﬂuences the downward trans-
fer of momentum imparted by wind and is itself inﬂuenced by
wind-induced vertical mixing (Kondo et al., 1979; Price et al., 1986;
Woods and Strass, 1986; Kawai and Wada, 2007; Noh et al., 2011).
Our calculations suggest that the transport of material over the
mid-plateau is principally due to the sub-inertial ﬂow, with higher
frequency currents (periods o1.5 days) making a small contribu-
tion. The relative importance of higher frequency ﬂows on
material transport increases going to the inner plateau, raising
the possibility that these ﬂows may be of importance in transport-
ing material in some near-shore environments.
Of particular signiﬁcance is the indication that Red Sea basin
eddies may be important in driving coastal ﬂows. If so, the
attendant exchange of coastal and basin water likely has a
signiﬁcant impact on coastal ecosystem, for example, in delivering
nutrients from the basin to the coastal region or in moving coral
and ﬁsh larvae offshore. In view of its potential importance to the
Red Sea environment, we view the inﬂuence of basin ﬂows on the
coastal current ﬁeld as a priority for further investigation.
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