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Schur complement preconditioners for multiple saddle point
problems of block tridiagonal form with application to
optimization problems
Jarle Sogn∗ and Walter Zulehner∗
Abstract
The importance of Schur complement based preconditioners are well-established for
classical saddle point problems in RN ×RM . In this paper we extend these results to mul-
tiple saddle point problems in Hilbert spaces X1×X2×· · ·×Xn. For such problems with
a block tridiagonal Hessian and a well-defined sequence of associated Schur complements,
sharp bounds for the condition number of the problem are derived which do not depend
on the involved operators. These bounds can be expressed in terms of the roots of the
difference of two Chebyshev polynomials of the second kind. If applied to specific classes
of optimal control problems the abstract analysis leads to new existence results as well
as to the construction of efficient preconditioners for the associated discretized optimality
systems.
1 Introduction
In this paper we discuss the well-posedness of a particular class of saddle point problems
in function spaces and the related topic of efficient preconditioning of such problems after
discretization. Problems of this class arise as the optimality systems of optimization problems
in function spaces with a quadratic objective functional and constrained by linear partial
differential equations. Another source for such problems are mixed formulations of elliptic
boundary value problems. For numerous applications of saddle point problems we refer to
the seminal survey article [2].
To be more specific, we consider saddle point problems of the following form: For a given
functional L(x1, x2, . . . , xn) defined on a product space X1 ×X2 × · · · ×Xn of Hilbert spaces
Xi with n ≥ 2, find an n-tuple (x∗1, x∗2, . . . , x∗n) from this space such that its component x∗i
minimizes L[i](xi) for all odd indices i and maximizes L[i](xi) for all even indices i, where
L[i](xi) = L(x∗1, . . . , x∗i−1, xi, x∗i+1, . . . , x∗n).
Very often the discussion of saddle point problems is restricted to the case n = 2. We will
refer to these problems as classical saddle point problems. In this paper we are interested in
the general case n ≥ 2. We call such problems multiple saddle point problems. Saddle point
∗Institute of Computational Mathematics, Johannes Kepler University Linz, 4040 Linz, Austria
(jarle@numa.uni-linz.ac.at, zulehner@numa.uni-linz.ac.at). The research was supported by the Austrian Sci-
ence Fund (FWF): S11702-N23.
1
1 INTRODUCTION 2
problems with n = 3 and n = 4 are typically addressed in literature as double (or twofold)
and triple (or threefold) saddle point problems, respectively.
For notational convenience n-tuples (x1, x2, . . . , xn) ∈ X1 ×X2 × · · · ×Xn are identified with
the corresponding column vectors x = (x1, x2, . . . , xn)
⊤ from the corresponding space X. We
consider only linear problems; that is, we assume that
L(x) = 1
2
〈Ax,x〉 − 〈b,x〉 ,
where A is a bounded and self-adjoint linear operator which maps from X to its dual space
X′, b ∈ X′, and 〈., .〉 denotes the duality product. Observe that A is the (constant) Hessian
of L(x) and has a natural n-by-n block structure consisting of elements Aij which map from
Xj to X
′
i.
The existence of a saddle point necessarily requires that the block diagonal elements Aii are
positive semi-definite for odd indices i and negative semi-definite for even indices i. Under
this assumption the problem of finding a saddle point of L is equivalent to find a solution
x∗ ∈ X of the linear operator equation
Ax = b. (1)
Typical examples for the case n = 2 are optimality systems of constrained quadratic opti-
mization problems, where L is the associated Lagrangian, x1 is the primal variable, and x2
is the Lagrangian multiplier associated to the constraint. Optimal control problems viewed
as constrained optimization problems fall also into this category with n = 2. However, since
in this case the primal variable itself consists of two components, the state variable and the
control variable, we can view such problems also as double saddle problems (after some re-
ordering of the variables), see [12] and Chapter 3. For an example of a triple saddle point
problem, see, e.g., [11]. Other sources of multiple saddle point problems can be found, e.g.,
in [7], [5], [6], [1] and the references therein.
The goal of this paper is to extend well-established results on block diagonal preconditioners
for classical saddle point problems in RN × RM as presented in [10], [15] to multiple saddle
point problems in Hilbert spaces. This goal is achieved for operators A of block tridiagonal
form which possess an associated sequence of positive definite Schur complements. We will
show for a particular norm build from these Schur complements that the condition number
of the operator A is bounded by a constant independent of A. So, if A contains any sensi-
tive model parameters (like a regularization parameter) or A depends on some discretization
parameters (like the mesh size), the bound of the condition number is independent of these
quantities. This, for example, prevents the performance of iterative methods from deteriorat-
ing for small regularization parameters or small mesh sizes. Moreover we will show that the
bounds are solely given in terms of the roots of the difference of two Chebyshev polynomials
of the second kind and that the bounds are sharp for the discussed class of block tridiagonal
operators.
The abstract analysis allows to recover known existence results under less restrictive assump-
tions. This was the main motivation for extending the analysis to Hilbert spaces. We will
exemplify this for optimal control problems with a second-order elliptic state equation, dis-
tributed observation, and boundary control, as discussed, e.g., in [14], and for boundary
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observation and distributed control, as discussed, e.g., in [12]. Another outcome of the ab-
stract analysis is the construction of preconditioners for discretized optimality systems which
perform well in combination with Krylov subspace methods for solving the linear system. Here
we were able to recover known results from [12] and extend them to other problems. The ar-
ticle [12] was very influential for the study presented here. As already noticed in [12], there is
a price to pay for the construction of these efficient preconditioners: For second-order elliptic
state equations discretization spaces of continuously differentiable functions are required, for
which we use here technology from Isogeometric Analysis (IgA), see the monograph [4].
Observe that the analysis presented here is valid for any number n ≥ 2 of blocks. There are
numerous contributions for preconditioning classical saddle point problems, see [2] and the
references cited there. See, in particular, among many others contributions [16], for Schur
complement based approaches. For other results on the analysis and the construction of
preconditioners for double/twofold and triple/threefold saddle point problems see, e.g., [7],
[5], [6],[11], [17], [1].
The paper is organized as follows. The abstract analysis of a class of multiple saddle point
problems of block tridiagonal form is given in Section 2. Section 3 deals with the application
to particular optimization problems in function spaces. Discretization and efficient realization
of the preconditioner are discussed in Section 4. A few numerical experiments are shown in
Section 5 for illustrating the abstract results. The paper ends with some conclusions in Section
6 and an appendix, which contains some technical details related to Chebyshev polynomial
of the second kind used in the proofs of the abstract results in Section 2.
2 Schur complement preconditioners
The following notations are used throughout the paper. Let X and Y be Hilbert spaces with
dual spaces X ′ and Y ′. For a bounded linear operator B : X → Y ′, its Banach space adjoint
B′ : Y → X ′ is given by
〈B′y, x〉 = 〈Bx, y〉 for all x ∈ X, y ∈ Y,
where 〈·, ·〉 the denotes the duality product. For a bounded linear operator L : X → Y , its
Hilbert space adjoint L∗ : Y → X is given by
(L∗y, x)X = (Lx, y)Y for all x ∈ X, y ∈ Y,
where (·, ·)X and (·, ·)Y are the inner products of X and Y with associated norms ‖ · ‖X and
‖ · ‖Y , respectively.
Let X = U×V with Hilbert spaces U and V . Then its dual X ′ can be identified with U ′×V ′.
For a linear operator T : U × V → U ′ × V ′ of a 2–by–2 block form
T =
(
A C
B D
)
,
with an invertible operator A : U → U ′, its Schur complement SchurT : V → V ′ is given
by
SchurT = D −BA−1C.
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With these notations we will now precisely formulate the assumptions on problem (1) as
already indicated in the introduction. Let X = X1 ×X2 × . . . ×Xn with Hilbert spaces Xi
for i = 1, 2, . . . , n, and let the linear operator A : X → X′ be of n–by–n block tridiagonal
form
A =

A1 B
′
1
B1 −A2 . . .
. . .
. . . B′n−1
Bn−1 (−1)n−1An
 , (2)
where Ai : Xi → X ′i, Bi : Xi → X ′i+1 are bounded operators, and, additionally, Ai are
self-adjoint and positive semi-definite; that is,
〈Aiyi, xi〉 = 〈Aixi, yi〉 and 〈Aixi, xi〉 ≥ 0 ∀ xi, yi ∈ Xi. (3)
The basic assumption of the whole paper is now that the operators Ai consisting of the first
i rows and columns of A are invertible operators from X1 × · · · ×Xi to X ′1 × · · · ×X ′i. That
allows to introduce the linear operators
Si+1 = (−1)i SchurAi+1 for i = 1, . . . , n− 1,
where, for the definition of the Schur complement, Ai+1 is interpreted as the 2–by-2 block
operator
Ai+1 =
(
Ai B′i
Bi (−1)iAi+1
)
, where Bi =
(
0 . . . 0 Bi
)
.
It is easy to see that
Si+1 = Ai+1 +BiS
−1
i B
′
i, for i = 1, 2, . . . , n− 1. (4)
with initial setting S1 = A1.
The following basic result holds:
Lemma 2.1. Assume that Ai : Xi → X ′i, i = 1, 2 . . . , n are bounded operators satisfying (3),
Bi : Xi → X ′i+1, i = 1, . . . , n− 1 are bounded operators, and Si, i = 1, 2, . . . , n, given by (4),
are well-defined and positive definite, that is
〈Sixi, xi〉 ≥ σi ‖xi‖2Xi ∀ xi ∈ Xi,
for some positive constants σi. Then A is an isomorphism form X to X′.
Proof. From the lemma of Lax-Milgram it follows that Si, i = 1, 2, . . . , n are invertible, which
allows to derive a block LU -decomposition of A into invertible factors:
A =

I
B1S
−1
1 I
. . .
. . .
(−1)n−2Bn−1S−1n−1 I


S1 B
′
1
−S2 . . .
. . . B′n−1
(−1)n−1 Sn
 .
So A is a bounded linear operator, which is invertible. Therefore, A is an isomorphism by
the open mapping theorem.
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With a slight abuse of notation we call Si Schur complements, although they are actually
positive or negative Schur complements in the literal sense.
Under the assumptions made so far, we define the Schur complement preconditioner as the
block diagonal linear operator S(A) : X → X′, given by
S(A) =

S1
S2
. . .
Sn
 . (5)
If it is clear from the context which operator A is meant, we will omit the argument A and
simply use S for the Schur complement preconditioner. Since S is bounded, self-adjoint, and
positive definite, it induces an inner product on X by
(x,y)S = 〈Sx,y〉 , for x,y ∈ X,
whose associated norm ‖x‖S = (x,x)1/2S is equivalent to the canonical product norm in X.
Note that
(x,y)S =
n∑
i=1
(xi, yi)Si with (xi, yi)Si = 〈Sixi, yi〉.
Here xi ∈ Xi and yi ∈ Xi denote the i-th component of x ∈ X and y ∈ X, respectively.
From now on we assume that the spaces X and X′ are equipped with the norm ‖.‖S and the
associated dual norm, respectively. The question whether (1) is well-posed translates to the
question whether A : X → X′ is an isomorphism. The condition number κ(A), given by
κ (A) = ‖A‖L(X,X′) ‖A−1‖L(X′,X),
measures the sensitivity of the solution of (1) with respect to data perturbations. Here
L(X,Y ) denotes the space of bounded linear operators from X to Y , equipped with the
standard operator norm.
By the Riesz representation theorem the linear operator S : X → X′ is an isomorphism from
X to X′. Therefore, A is an isomorphism if and only if M : X → X, given by
M = S−1A,
is an isomorphism. In this context, the operator S can be seen as a preconditioner for A and
M is the associated preconditioned operator. Moreover, it is easy to see that
‖A‖L(X,X′) = ‖M‖L(X,X)
and, in case of well-posedness,
κ (A) = κ (M) with κ (M) = ‖M‖L(X,X) ‖M−1‖L(X,X).
The condition number κ(M) is of significant influence on the convergence rate of precondi-
tioned Krylov subspace methods for solving (1). We will now derive bounds for κ(M), from
which we will simultaneously learn about both the efficiency of the preconditioner S as well
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as the well-posedness of (1) with respect to the norm ‖.‖S . See [13] for more on this topic of
operator preconditioning.
We start the discussion by observing that
M =

I C∗1
C1 − (I − C1C∗1 )
. . .
. . .
. . . C∗n−1
Cn−1 (−1)n−1
(
I − Cn−1C∗n−1
)
 , (6)
where
Ci = S
−1
i+1Bi for i = 1, 2, . . . , n− 1.
For its Hilbert space adjoint C∗i with respect to the inner product (x,y)S we have the following
representation:
C∗i = S
−1
i B
′
i, for i = 1, 2, . . . , n− 1.
In the next two theorems we will derive bounds for the norm of M and its inverse.
Theorem 2.1. For the operator M the following estimate holds:
‖M‖L(X,X) ≤ 2 cos
(
π
2n+ 1
)
.
Proof. First we note that the norm can be written in the following way:
‖M‖L(X,X) = sup
06=x∈X
| (Mx,x)S |
(x,x)S
. (7)
We will now estimate the numerator (Mx,x)S . Let x ∈ X and let xi ∈ Xi be the i-th
component of x. Then it follows from (6) that
(Mx,x)S = ‖x1‖2S1 + 2
n−1∑
i=1
(C∗i xi+1, xi)Si +
n−1∑
i=1
(−1)i ((I − CiC∗i ) xi+1, xi+1)Si+1 .
By applying Cauchy’s inequality and Young’s inequality, we obtain for parameters ǫi > 0
2 (C∗i xi+1, xi)Si ≤ 2 ‖C∗i xi+1‖Si ‖xi‖Si ≤ ǫi (C∗i xi+1, C∗i xi+1)Si +
1
ǫi
‖xi‖2Si ,
= ǫi (CiC
∗
i xi+1, xi+1)Si+1 +
1
ǫi
‖xi‖2Si .
Therefore,
(Mx,x)S ≤ ‖x1‖2S1 +
n−1∑
i=1
1
ǫi
‖xi‖2Si +
n−1∑
i=1
(
ǫi − (−1)i
)
(CiC
∗
i xi+1, xi+1)Si+1
+
n−1∑
i=1
(−1)i ‖xi+1‖2Si+1 .
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Since Ai+1 is positive semi-definite, it follows that
(CiC
∗
i xi+1, xi+1)Si+1 =
〈
BiS
−1
i B
′
ixi+1, xi+1
〉
≤ 〈Ai+1xi+1, xi+1〉+
〈
BiS
−1
i B
′
ixi+1, xi+1
〉
= 〈Si+1xi+1, xi+1〉 = ‖xi+1‖2Si+1 (8)
Now we make an essential assumption on the choice of the parameters ǫi:
ǫi ≥ 1 for i = 1, . . . , n− 1. (9)
By using (9) and (8), the estimate for (Mx,x)S from above simplifies to
(Mx,x)S ≤ ‖x1‖2S1 +
n−1∑
i=1
1
ǫi
‖xi‖2Si +
n−1∑
i=1
ǫi ‖xi+1‖2Si+1 = yTDu y,
where
Du =

1 + 1ǫ1
ǫ1 +
1
ǫ2
. . .
ǫn−2 +
1
ǫn−1
ǫn−1
 and y =

‖x1‖S1
‖x2‖S2
...
‖xn‖Si
 .
Next we choose ǫ1, . . . , ǫn−1 such that the diagonal elements in Du are all equal, that is
1 +
1
ǫ1
= ǫn−1, ǫ1 +
1
ǫ2
= ǫn−1, . . . , ǫn−2 +
1
ǫn−1
= ǫn−1.
We can successively eliminate ǫ1, . . . , ǫn−2 from these equations and obtain
1 = ǫn−1 −
1
ǫ1
= ǫn−1 −
1
ǫn−1 −
1
ǫ2
= ǫn−1 −
1
ǫn−1 −
1
ǫn−1 −
1
ǫ3
= . . . ,
which eventually leads to the following equation for ǫn−1:
1 = ǫn−1 −
1
ǫn−1 −
1
ǫn−1 −
1
ǫn−1 − . . . 1
ǫn−1
. (10)
The right-hand side (10) is a continued fraction of depth n − 1. It can easily be shown that
this continued fraction is a rational function in ǫn−1 of the form Pn(ǫn−1)/Pn−1(ǫn−1), where
Pj(ǫ) are polynomials of degree j, recursively given by
P0(ǫ) = 1, P1(ǫ) = ǫ, and Pi+1(ǫ) = ǫ Pi(ǫ)− Pi−1(ǫ) for i ≥ 1.
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Therefore, (10) becomes 1 = Pn(ǫn−1)/Pn−1(ǫn−1) or, equivalently,
P¯n(ǫn−1) = 0 with P¯j(ǫ) = Pj(ǫ)− Pj−1(ǫ).
For the other parameters ǫ1, . . . , ǫn−2 it follows that
ǫn−i =
Pi(ǫn−1)
Pi−1(ǫn−1)
for i = 2, . . . , n− 1.
With this setting of the parameters the basic assumption (9) is equivalent to the following
conditions:
P¯i(ǫn−1) ≥ 0 and ǫn−1 ≥ 1. (11)
To summarize, the parameter ǫn−1 must be a root of P¯n satisfying (11). In the appendix it
will be shown that
ǫn−1 = 2cos
(
π
2n + 1
)
,
which is the largest root of P¯n, is an appropriate choice. Hence
(Mx,x)S ≤ yTDu y = 2cos
(
π
2n+ 1
)
(x,x)S ,
and, therefore,
(Mx,x)S
(x,x)S
≤ 2 cos
(
π
2n+ 1
)
.
Following the same line of arguments a lower bound of (Mx,x)S can be derived,
(Mx,x)S ≥ yTDl y,
where
Dl =

1− 1ǫ1
−ǫ1 − 1ǫ2
. . .
−ǫn−2 − 1ǫn−1
−ǫn−1
 ,
with the same values for ǫi as before. From comparing Du and Dl it follows that the diagonal
elements of Dl are equal to −2 cos(π/(2n + 1)), except for the first element, which has the
larger value 2− 2 cos (π/(2n + 1)). This directly implies
(Mx,x)S ≥ (Dlx,x)S ≥ −2 cos
(
π
2n+ 1
)
(x,x)S ,
and, therefore,
−2 cos
(
π
2n + 1
)
≤ (Mx,x)S
(x,x)S
.
To summarize we have shown that
| (Mx,x)S |
(x,x)S
≤ 2 cos
(
π
2n + 1
)
,
which completes the proof using (7).
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For investigating the inverse operator M−1, notice first that M = Mn, where Mj, j =
1, 2, . . . , n are recursively given by
M1 = I, Mi+1 =
(
Mi C∗i
Ci (−1)i (I − CiC∗i )
)
with Ci =
(
0 . . . 0 Ci
)
for i ≥ 1.
Under the assumptions of Lemma 2.1 one can show by elementary calculations that M−1j ,
j = 1, 2, . . . , n exist and satisfy the following recurrence relation:
M−11 = I, M−1i+1 =
(
M−1i 0
0 0
)
+ (−1)i
(
M−1i C∗iCiM−1i −M−1i C∗i
−CiM−1i I
)
for i ≥ 1. (12)
Theorem 2.2. The operator M is invertible and we have∥∥∥M−1∥∥∥
L(X,X)
≤ 1
2 sin
(
π
2(2n+1)
) .
Proof. Let x ∈ X = X1 × . . .×Xn with components xi ∈ Xi. The restriction of x to its first
j components is denoted by xj ∈ X1 × . . .×Xj .
From (12) we obtain
(M−1i+1xi+1,xi+1)Si+1 = (M−1i xi,xi)Si + (−1)i ‖CiM−1i xi − xi+1‖2Si+1 ,
which implies that
(M−1i+1xi+1,xi+1)Si+1
{
≤ (M−1i xi,xi)Si for odd i,
≥ (M−1i xi,xi)Si for even i.
(13)
For estimates in the opposite direction observe that (12) also implies that
(M−1i+1xi+1,xi+1)Si+1 = ([M−1i + (−1)iM−1i C∗iCiM−1i ]xi,xi)Si
+ (−1)i
[
‖xi+1‖2Si+1 − 2 (CiM−1i xi, xi+1)Si+1
]
.
(14)
For the first term on the right-hand side of (14) observe that
M−1i + (−1)iM−1i C∗iCiM−1i =
(
M−1i−1 0
0 0
)
+ (−1)i−1 Pi
with
Pi =
(
M−1i−1C∗i−1(I −C∗i Ci)Ci−1M−1i−1 −M−1i−1C∗i−1(I − C∗i Ci)
−(I − C∗i Ci)Ci−1M−1i−1 (I − C∗i Ci)
)
,
which easily follows by using (12) with i replaced by i − 1. The operator Pi is positive
semi-definite, since
(Pixi,xi)Si = ([I − C∗i Ci](Ci−1M−1i−1xi−1 − xi),Ci−1M−1i−1xi−1 − xi)Si ≥ 0.
Therefore
([M−1i + (−1)iM−1i C∗iCiM−1i ]xi,xi)Si
{
≥ (M−1i−1xi−1,xi−1)Si−1 for odd i,
≤ (M−1i−1xi−1,xi−1)Si−1 for even i.
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Then it follows from (14) that for odd i
(M−1i+1xi+1,xi+1)Si+1 ≥ (M−1i−1xi−1,xi−1)Si−1 + 2(CiM−1i xi, xi+1)Si+1 − ‖xi+1‖2Si+1
and for even i
(M−1i+1xi+1,xi+1)Si+1 ≤ (M−1i−1xi−1,xi−1)Si−1 − 2(CiM−1i xi, xi+1)Si+1 + ‖xi+1‖2Si+1 .
In order to estimate (CiM−1i xi, xi+1)Si+1 observe that
CiM−1i = −(−1)i Ci
(
−Ci−1M−1i−1 I
)
,
which is obtained from (12) with i replaced by i − 1 by multiplying with Ci from the left.
Therefore,
‖CiM−1i xi‖Si+1 ≤ ‖CiCi−1M−1i−1xi−1‖Si+1 + ‖Cixi‖Si+1
≤ ‖Ci−1M−1i−1xi−1‖Si + ‖xi‖Si ,
which recursively applied eventually leads to
‖CiM−1i xi‖Si+1 ≤
i∑
j=1
‖xj‖Sj .
Hence ∣∣∣(CiM−1i xi, xi+1)Si+1 ∣∣∣ ≤ i∑
j=1
‖xj‖Sj ‖xi+1‖Si+1 .
Using this estimate, we obtain for odd i,
(M−1i+1xi+1,xi+1)Si+1 ≥ (M−1i−1xi−1,xi−1)Si−1 − 2
i∑
j=1
‖xj‖Sj ‖xi+1‖Si+1 − ‖xi+1‖2Si+1
= (M−1i−1xi−1,xi−1)Si−1 + yTi+1Li+1 y+1.
where yj = (‖x1‖S1 , ‖x2‖S2 , . . . , ‖xj‖Sj )T and Li+1 is the (i+1)× (i+1) matrix whose only
nonzero entries are −1 in the last row and last column.
Applying this estimate recursively, eventually leads to
(M−1j xj,xj)Sj ≥ yTj Qj yj,
where Qj, j = 2, 4, 6, . . . are given by the recurrence relation
Q2 =
(
0 −1
−1 −1
)
, Qi+2 =

Qi
0
...
−1
...
0 · · · 0 −1
−1 · · · −1 −1
 for i = 2, 4, . . . .
Therefore,
(M−1j xj ,xj)Sj ≥ −‖Qj‖ (xj,xj)Sj for even j,
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where ‖Qj‖ denotes the spectral norm of Qj. It follows analogously that
(M−1j xj,xj)Sj ≤ ‖Qj‖ (xj ,xj)Sj for odd j,
where Qj, j = 1, 3, 5, . . . are given by the recurrence relation
Q1 = 1, Qi+2 =

Qi
0
...
1
...
0 · · · 0 1
1 · · · 1 1
 for i = 1, 3, . . .
Together with (13) it follows for odd i that
−‖Qi+1‖ (xi+1,xi+1)Si+1 ≤ (M−1i+1xi+1,xi+1)Si+1 ≤ (M−1i xi,xi)Si ≤ ‖Qi‖ (xi,xi)Si ,
and for even i that
−‖Qi‖ (xi,xi)Si ≤ (M−1i xi,xi)Si ≤ (M−1i+1xi+1,xi+1)Si+1 ≤ ‖Qi+1‖ (xi+1,xi+1)Si+1 .
So in both cases we obtain
|(M−1i+1xi+1,xi+1)Si+1 |
(xi+1,xi+1)Si+1
≤ max(‖Qi‖, ‖Qi+1‖) ∀ xi+1 6= 0.
Since
‖Qj‖ = 1
2 sin
(
π
2(2j+1)
) ,
see the appendix, the proof is completed.
A direct consequence of Theorems 2.1 and 2.2 is the following corollary.
Corollary 2.1. Under the assumptions of Lemma 2.1 the block operators A and M, given
by (2) and (6), are isomorphisms from X to X′ and from X to X, respectively. Moreover,
the following condition number estimate holds
κ (A) = κ (M) ≤
cos
(
π
2n+1
)
sin
(
π
2(2n+1)
) .
Remark 2.1. For n = 2 we have
2 sin
(
π
10
)
=
1
2
(
√
5− 1) and 2 cos
(
π
5
)
=
1
2
(
√
5 + 1),
and, therefore,
κ (M) ≤
√
5 + 1√
5− 1 =
3 +
√
5
2
.
This result is well known for finite dimensional spaces, see [10], [15].
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In [10], [15] it was also shown for the case n = 2 and A2 = 0 that M has only 3 eigenval-
ues: {
−1
2
(
√
5− 1), 1, 1
2
(
√
5 + 1)
}
.
This result can also be extended for n ≥ 2 and for general Hilbert spaces.
Theorem 2.3. If the assumptions of Lemma 2.1 hold and if, additionally, Ai = 0, for
i = 2, . . . , n, then the set σp(M) of all eigenvalues of M, is given by
σp(M) =
{
2 cos
(
2i− 1
2j + 1
π
)
: j = 1, . . . , n, i = 1, . . . , j
}
.
Moreover,
‖M‖L(X,X) = max{|λ| : λ ∈ σp(M)} = 2cos
(
π
2n + 1
)
and
‖M−1‖L(X,X) = max
{
1
|λ| : λ ∈ σp(M)
}
=
1
2 sin
(
π
2(2n+1)
) .
So, equality is attained in the estimates of Theorems 2.1, 2.2, and Corollary 2.1. All estimates
are sharp.
Proof. Since Ai = 0, for i = 2, . . . , n it follows that CiC
∗
i = I and the block operator M
simplifies to
M =

I C∗1
C1 0
. . .
. . .
. . . C∗n−1
Cn−1 0
 .
The eigenvalue problem Mx = λx reads in details:
x1 + C
∗
1x2 = λx1,
C1x1 + C
∗
2x3 = λx2,
...
Cn−2xn−2 + C
∗
n−1xn = λxn−1,
Cn−1xn−1 = λxn.
From the first equation
C∗1x2 = P¯1(λ)x1, where P¯1(λ) = λ− 1,
we conclude that the root λ11 = 1 of P¯1(λ) is an eigenvalue by setting x2 = x3 = . . . = xn = 0.
If λ 6= λ11, then we obtain from the second equation by eliminating x1:
C∗2x3 = C1x1 − λx2 =
1
P¯1(λ)
C1C
∗
1x2 − λx2 =
1
P¯1(λ)
x2 − λx2 = R2(λ)x2,
where
R2(λ) = λ− 1
P¯1(λ)
=
P¯2(λ)
P¯1(λ)
with P¯2(λ) = λ P¯1(λ)− 1.
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We conclude that the two roots λ21 and λ22 of the polynomial P¯2(λ) of degree 2 are eigenvalues
by setting x3 = . . . = xn = 0. Repeating this procedure gives
C∗j xj+1 = Rj(λ)xj , for j = 2, . . . , n− 1, and 0 = Rn(λ)xn with Rj(λ) =
P¯j(λ)
P¯j−1(λ)
,
where the polynomials P¯j(λ) are recursively given by
P¯0(λ) = 1, P¯1(λ) = λ− 1, P¯i+1(λ) = λ P¯i(λ)− P¯i−1(λ) for i ≥ 1.
So the eigenvalues of M are the roots of the polynomials P¯1 (λ) , P¯2(λ), . . . , P¯n (λ). For the
roots of P¯j (λ) we obtain
λ = 2 cos
(
2i− 1
2j + 1
π
)
, for i = 1, . . . , j,
see Lemma A.1. It is easy to see that
max{|λ| : λ ∈ σp(M)} = 2cos
(
π
2n+ 1
)
.
Therefore, with Theorem 2.1 it follows that
2 cos
(
π
2n+ 1
)
≥ ‖M‖L(X,X) ≥ max{|λ| : λ ∈ σp(M)} = 2cos
(
π
2n+ 1
)
,
which implies equality. An analogous argument applies to M−1.
3 Application: Optimization problems in function space
In this section we apply the theory from Section 2 to optimization problems in function
spaces with an elliptic partial differential equation as constraint. First we present a standard
model problem. Then we look at two more challenging variations of the model problem in
Subsections 3.2 and 3.3.
3.1 Distributed observation and distributed control
We start with the following model problem: Find u ∈ U and f ∈ F = L2(Ω) which minimizes
the objective functional
1
2
‖u− d‖2L2(Ω) +
α
2
‖f‖2L2(Ω)
subject to the constraint
−∆u+ f = 0 in Ω,
u = 0 on ∂Ω,
where Ω is a bounded open subset of Rd with Lipschitz boundary ∂Ω, ∆ is the Laplacian
operator, d ∈ L2 (Ω), α > 0 are given data, and U ⊂ L2 (Ω) is a Hilbert space. Here L2(Ω)
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denotes the standard Lebesgue space of square-integrable functions on Ω with inner product
(·, ·)L2(Ω) and norm ‖·‖L2(Ω).
This problem can be seen either as an inverse problem for identifying f from the data d,
or as an optimal control problem with state u, control f , and the desired state d. In the
first case the parameter α is a regularization parameter, in the second case a cost parameter.
Throughout this paper, we adopt the terminology of an optimal control problem and call U
the state space and F the control space.
We discuss now the construction of preconditioners for the associated optimality system such
that the condition number of the preconditioned system is bounded independently of α. We
will call such preconditioners α-robust. This is of particular interest in the context of inverse
problems, where α is typically small, in which case the unpreconditioned operator becomes
severely ill-posed.
The problem is not yet fully specified. We need a variational formulation for the constraint,
which will eventually lead to the definition of the state space U .
The most natural way is to use the standard weak formulation with U = H10 (Ω):
(∇u,∇w)L2(Ω) + (f,w)L2(Ω) = 0 ∀w ∈W = H10 (Ω),
where ∇ denotes the gradient of a scalar function. Here we use Hm(Ω) (Hm0 (Ω)) to denote
the standard Sobolev spaces of functions on Ω (with vanishing trace) with associated norm
‖·‖Hm(Ω) (| · |Hm(Ω)) . This problem is well studied, see, for example, [20].
Other options for the state equation are the very weak form in the following sense: U = L2(Ω)
and
− (u,∆w)L2(Ω) + (f,w)L2(Ω) = 0 ∀w ∈W = H2(Ω) ∩H10 (Ω),
and the strong form with U = H2(Ω) ∩H10 (Ω) and
− (∆u,w)L2(Ω) + (f,w)L2(Ω) = 0 ∀w ∈W = L2(Ω).
In each of these different formulations of the optimization problem only two bilinear forms
are involved: the L2-inner product (twice in the objective functional and once in the state
equation as the second term) and the bilinear form representing the negative Laplacian. In
operator notation we use M : L2(Ω) → (L2(Ω))′ for representing the L2-inner product and
K : U → U ′ for representing the bilinear form associated to the negative Laplacian:
〈My, z〉 = (y, z)L2(Ω) , 〈Ku,w〉 =

(∇u,∇v)L2(Ω) ,
− (u,∆v)L2(Ω) ,
− (∆u, v)L2(Ω) ,
depending on the choice of U . With these notations the state equation reads:
〈Ku,w〉+ 〈Mf,w〉 = 0 ∀w ∈W =

H10 (Ω),
H2(Ω) ∩H10 (Ω),
L2(Ω).
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For discretizing the problem we use the optimize–then–discretize approach. Therefore we
start by introducing the associated Lagrangian functional, which reads
L (u, f,w) = 1
2
‖u− d‖2L2(Ω) +
α
2
‖f‖2L2(Ω) + 〈Ku,w〉+ 〈Mf,w〉 ,
with u ∈ U , f ∈ F and the Lagrangian multiplier w ∈W .
From the first order necessary optimality conditions
∂L
∂u
(u, f,w) = 0,
∂L
∂f
(u, f,w) = 0,
∂L
∂w
(u, f,w) = 0,
which are also sufficient here, we obtain the optimality system, which leads to the following
problem:
Problem 3.1. Find (u, f,w) ∈ U × F ×W such that
Aα
uf
w
 =
Md0
0
 with Aα =
M 0 K ′0 αM M
K M 0
 .
Strictly speaking, the four operators M appearing in Aα are restrictions of the original oper-
ator M introduced above on the corresponding spaces U , F , and W .
The block operator in Problem 3.1 is of the form (2) for n = 2 with
A1 =
(
M 0
0 αM
)
, A2 = 0 and B1 =
(
K M
)
. (15)
We now analyze the three possible choices of U , which were considered above:
1. We start with U = H10 (Ω), where 〈Ku,w〉 = (∇u,∇w)L2(Ω) and W = H10 (Ω). In this
case it is obvious that A1 is not positive definite on X1 = U × F = H10 (Ω)× L2(Ω). So
the results of Section 2 do not apply. However, there exist other preconditioners which
are α-robust for this choice of U = H10 (Ω), see [19].
2. Next we examine U = L2(Ω), where 〈Ku, v〉 = − (u,∆v)L2(Ω) andW = H2(Ω)∩H10 (Ω).
For this choice, it is easy to see that S1 is positive definite, S2 is well-defined with
S1 =
(
M 0
0 αM
)
and S2 =
1
α
M +KM−1K ′. (16)
In order to apply the results of Section 2 we are left with showing that S2 is positive
definite. First observe that we have the following alternative representation of S2:
Lemma 3.1.
S2 =
1
α
M +B,
where the (biharmonic) operator B is given by
〈By, z〉 = (∆y,∆z)L2(Ω) , ∀ y, z ∈ H2(Ω) ∩H10 (Ω). (17)
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Proof. For w ∈W = H2(Ω) ∩H10 (Ω), We have
〈
KM−1K ′w,w
〉
= sup
06=v∈U
〈K ′w, v〉2
〈Mv, v〉 = sup06=v∈U
(v,−∆w)2L2(∂Ω)
(v, v)L2(Ω)
= ‖∆w‖2L2(Ω) ,
from which it follows that KM−1K ′ = B, since both operators are self-adjoint.
The second ingredient for showing the positive definiteness of S2 is the following result,
see [8] for a proof:
Theorem 3.1. Assume that Ω is a bounded open subset in R2 (R3) with a polygonal
(polyhedral) boundary ∂Ω. Then
‖v‖H2(Ω) ≤ Cr ‖∆v‖L2(Ω) , ∀ v ∈ H2 (Ω) ∩H10 (Ω) ,
for some constant Cr.
From this a priori estimate the required property of S2 follows:
Lemma 3.2. Under the assumptions of Theorem 3.1, the operator S2 :W →W ′, given
by (16) is bounded, self-adjoint and positive definite, where W = H2 (Ω) ∩H10 (Ω).
Proof. It is obvious that S2 is bounded and self-adjoint. Moreover, it follows from
Theorem 3.1 that B is positive definite. Since S2 ≥ B, S2 is positive definite, too.
As a direct consequence from Corollary 2.1, Lemma 3.2, and the results of Section 2 we
have
Corollary 3.1. Under the assumptions of Theorem 3.1, the operator Aα in Problem
3.1 is an isomorphism from X = L2 (Ω)× L2 (Ω)× (H2 (Ω) ∩H10 (Ω)) to its dual space
with respect to the norm in X given by
‖(u, f,w)‖2 = ‖u‖2U + ‖f‖2F + ‖w‖2W
with
‖u‖2U = ‖u‖2L2(Ω) , ‖f‖2F = α ‖f‖2L2(Ω) , ‖w‖2W =
1
α
‖w‖2L2(Ω) + ‖∆w‖2L2(Ω) .
Furthermore, the following condition number estimate holds:
κ
(
S−1α Aα
)
≤ cos
(π
5
)
sin
( π
10
) ≈ 2.62 with Sα =
M αM
1
αM +B
 .
3. Finally we examine the last option U = H2(Ω)∩H10 (Ω), where 〈Ku, v〉 = − (∆u, v)L2(Ω)
andW = L2(Ω). With the original setting (15) we cannot apply the results of Section 2,
since A1 is not positive definite. To overcome this we change the ordering of the variables
and equations and obtain the following equivalent form of the optimality conditions:
A˜α
fw
u
 =
 00
Md
 with A˜α =
αM M 0M 0 K
0 K ′ M
 . (18)
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Here we view A˜α as a block operator of the form (2) for n = 3 with
A1 = αM, A2 = 0, A3 =M, B1 =M, and B2 = K
′.
The corresponding Schur complement components are given by
S1 = αM, S2 =
1
α
M, and S3 =M + αK
′M−1K.
As before we have the following alternative representation of S3:
S3 =M + αB,
with the biharmonic operator, given by (17). It is obvious that S1 and S2 are positive
definite. We are left with showing that S3 is positive definite, which follows from Lemma
3.2, since K and S3 in this cases are identical to K
′ and αS2 from the previous case.
So, finally we obtain the following result analogously to Corollary 3.1:
Corollary 3.2. Under the assumptions of Theorem 3.1, the operator A˜α in Equation
(18) is an isomorphism from X = L2 (Ω)×L2 (Ω)× (H2 (Ω) ∩H10 (Ω)) to its dual space
with respect to the norm in X given by
‖(f,w, u)‖2 = ‖f‖2F + ‖w‖2W + ‖u‖2U
with
‖f‖2F = α ‖f‖2L2(Ω) , ‖w‖2W =
1
α
‖w‖2L2(Ω) , ‖u‖2U = α ‖u‖2L2(Ω) + ‖∆u‖2L2(Ω) .
Furthermore, the following condition number estimate holds:
κ
(
S−1α A˜α
)
≤ cos (π/7)
sin (π/14)
≈ 4.05 with Sα =
αM 1α M
M + αB
 .
The characteristic properties of the model problem of this subsection are:
• distributed observation: This refers to the first term in the objective functional, where
the state u is compared to the given data on the whole domain Ω, and
• distributed control: The state u is controlled by f , which is allowed to live on the whole
domain Ω.
Alternatively, the comparison with given data might be done on a set Ωo different from Ω,
which is called limited observation. Similarly, the control might live on a set Ωc different
from Ω, which is called limited control. In the next two subsections, we will see that the
results based on the very weak form of the state equation and on the strong form of the state
equation of the state equation can be extended to problems with distributed observation and
limited control and to problems with distributed control and limited observation, respectively.
For simplicity we will focus on model problems with Ωo = ∂Ω or Ωc = ∂Ω.
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3.2 Distributed observation and limited control
We consider the following variation of the model problem from Subsection 3.1 as a model
problem for distributed observation and limited control:
Find u ∈ U and f ∈ F = L2(∂Ω) which minimizes the objective functional
1
2
‖u− d‖2L2(Ω) +
α
2
‖f‖2L2(∂Ω)
subject to the constraint
−∆u = 0 in Ω,
u = f on ∂Ω,
where d ∈ U = L2 (Ω) and α > 0 are given data.
This model problem and error estimates for a finite element discretization are analyzed in [14]
for convex domains Ω. As in [14] we consider the very weak form of the state equation:
(u,−∆w)L2(Ω) + (f, ∂nw)L2(∂Ω) = 0, ∀w ∈W,
with u ∈ U = L2(Ω) and W = H2 (Ω) ∩ H10 (Ω). Here ∂nw denotes the normal derivative
of w on ∂Ω. Contrary to [14] we do not assume that Ω is convex. See also [3] for another
version of a very weak formulation which coincides with the formulation from above for convex
domains.
Analogous to Subsection 3.1 the optimality system can be derived and reads:
Problem 3.2. Find (f,w, u) ∈ F ×W × U such that
Aα
uf
w
 =
Md0
0
 with Aα =
M 0 K ′0 αM∂ N
K N ′ 0
 , (19)
where
〈My, z〉 = (y, z)L2(Ω) , 〈Ku,w〉 = − (u,∆w)L2(Ω) ,
〈M∂f, g〉 = (f, g)L2(∂Ω) , 〈Nw, f〉 = (∂nw, f)L2(∂Ω) ,
and U = L2 (Ω), F = L2(∂Ω), and W = H2 (Ω) ∩H10 (Ω).
Using similar arguments as for Problem 3.1 with the very weak formulation of the state
equation, we obtain the following result:
Corollary 3.3. Under the same assumptions of Theorem 3.1, the operator Aα in Problem
3.2 is an isomorphism between X = L2 (Ω) × L2(∂Ω) × H2 (Ω) ∩ H10 (Ω) and its dual space
with respect to the norm in X given by
‖(u, f,w)‖2 = ‖u‖2U + ‖f‖2F + ‖w‖2W
with
‖u‖2U = ‖u‖2L2(Ω) , ‖f‖2F = α ‖f‖2L2(∂Ω) , ‖w‖2W = ‖∆w‖2L2(Ω) +
1
α
‖∂nw‖2L2(∂Ω) .
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Furthermore, the following condition number estimate holds
κ
(
S−1α Aα
)
≤ cos (π/5)
sin (π/10)
≈ 2.62 with Sα =
M αM∂
1
α K∂ +B

where
〈K∂y, z〉 = (∂ny, ∂nz)L2(∂Ω) .
3.3 Distributed control and limited observation
Finally we consider a model problem with distributed control and limited observation:
Find u ∈ U and f ∈ F = L2(Ω) which minimizes the objective functional
1
2
‖∂nu− d‖2L2(∂Ω) +
α
2
‖f‖2L2(Ω)
subject to the constraint
−∆u+ f = 0 in Ω,
u = 0 on ∂Ω,
where d ∈ L2(∂Ω), α > 0 are given data.
Robust preconditioners for this problem were first analyzed in [12]. As in [12] the strong form
of the state equation is used: u ∈ U = H2 (Ω) ∩H10 (Ω) and
− (∆u,w)L2(Ω) + (f,w)L2(Ω) = 0 ∀w ∈W = L2 (Ω) .
Following the same procedure as for Problem 3.1 with U = H2 (Ω) ∩ H10 (Ω) we obtain the
(reordered) optimality system.
Problem 3.3. Find (f,w, u) ∈W ×W × U such that
A˜α
fw
u
 =
 00
N ′d
 with A˜α =
αM M 0M 0 K
0 K ′ K∂
 ,
where
〈Ku,w〉 = − (∆u,w)L2(Ω) ,
〈
N ′d, v
〉
= 〈Nv, d〉 = (∂nv, d)L2(∂Ω) ,
and W = F = L2 (Ω), and U = H2 (Ω) ∩H10 (Ω).
Using similar arguments as for Problem 3.1 with U = H2 (Ω)∩H10 (Ω), we obtain the following
result:
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Corollary 3.4. Under the same assumptions of Theorem 3.1, the operator A˜α in Problem
3.3 is an isomorphism between X = L2 (Ω) × L2 (Ω) × H2 (Ω) ∩ H10 (Ω) and its dual space,
with respect to the norm in X given by
‖(f,w, u)‖2 = ‖f‖2F + ‖w‖2W + ‖u‖2U
with
‖f‖2F = α ‖f‖2L2(Ω) , ‖w‖2W =
1
α
‖w‖2L2(Ω) , ‖u‖2U = ‖∂nu‖2L2(∂Ω) + α ‖∆u‖2L2(Ω) .
Furthermore, the following condition number estimate holds
κ
(
S−1α A˜α
)
≤ cos (π/7)
sin (π/14)
≈ 4.05 with Sα =
αM 1α M
K∂ + αB
 .
Corollary 3.4 with the preconditioner Sα was originally proven in [12], which was the main
motivation for this article. In [12] convexity of Ω was required.
4 Preconditioners for discretized optimality systems
So far we have only addressed optimality systems on the continuous level. In this section we
discuss the discretization of optimality systems and efficient preconditioners for the discretized
problems. We will focus on Problem 3.3. The same approach also applies to Problems 3.1
and 3.2.
Let Uh and Wh be conforming finite-dimensional approximation spaces for Problem 3.3; that
is,
Uh ⊂ H2(Ω) ∩H10 (Ω), Wh ⊂ L2(Ω).
Applying Galerkin’s principle to Problem 3.3 leads to the following problem:
Problem 4.1. Find (fh, wh, uh) ∈Wh ×Wh × Uh such that
A˜α,h
fhwh
uh
 =
 00
dh
 with A˜α,h =
αMh Mh 0Mh 0 Kh
0 KTh K∂,h
 , (20)
where Mh, Kh, K∂,h are the matrix representations of linear operators M , K, K∂ on Wh,
Uh, Uh relative to chosen bases in these spaces, respectively, and fh, wh, uh, dh are the
corresponding vector representations of fh, wh, uh, N
′d.
Motivated by Corollary 3.4 we propose the following preconditioner for (20):
Sα,h =
αMh 0 00 1αMh 0
0 0 K∂,h + αBh
 , (21)
where Bh is given by
〈Bhuh, vh〉 = (∆uh,∆vh)L2(Ω) , ∀uh, vh ∈ Uh. (22)
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The operator Sα is self-adjoint and positive definite. Therefore, the preconditioner Sα,h
is symmetric and positive definite, since it is obtained by Galerkin’s principle. Moreover,
the preconditioner Sα,h is a sparse matrix, provided the underlying bases of Uh and Wh
consist of functions with local support, which we assume from now on. The application of
the preconditioner within a preconditioned Krylov subspace method requires to solve linear
systems of the form
Sα,h wh = rh (23)
for given vectors rh. Since Sα,h is a sparse matrix, sparse direct solvers can be used for effi-
ciently solving (23), which is the preferred choice in this paper, see Chapter 5. Alternatively,
one could also consider geometric or algebraic multigrid methods for solving (23). For more
information about multigrid methods, see [21].
Observe that, in general, the preconditioner Sα,h introduced above is different from the Schur
complement preconditioner
S(A˜α,h) =
αMh 0 00 1αMh 0
0 0 K∂,h + αK
T
hM
−1
h Kh
 , (24)
as introduced in (5). Therefore, in general, the condition number estimates derived in Section
2 do not hold for Sα,h. There is one exception from this rule provided by the next lemma,
which is due to [12]. We include the short proof for completeness.
Lemma 4.1. Let Uh and Wh be conforming discretization spaces to Problem 4.1 with
∆Uh ⊂Wh. (25)
Then we have
KThM
−1
h Kh = Bh.
Proof. We have
〈
KThM
−1
h Khuh, uh
〉
= sup
06=wh∈Wh
〈Khuh, wh〉2
〈Mhwh, wh〉
= sup
06=wh∈Wh
(−∆uh, wh)2L2(∂Ω)
(wh, wh)L2(Ω)
= ‖∆uh‖2L2(Ω) = 〈Bhuh, uh〉 .
Since both KThM
−1
h Kh and Bh are symmetric matrices, equality follows.
So, under the assumptions of Lemma 4.1 we have Sα,h = S(A˜α,h), and, therefore, it follows
that
κ(S−1α,h A˜α,h) ≤
cos(π/7)
sin(π/14)
≈ 4.05, (26)
showing that Sα,h is a robust preconditioner in α and in h.
Remark 4.1. In case that Condition (25) does not hold, the matrix KThM
−1
h Kh must be
expected to be dense. This makes the application of the Schur complement preconditioner
S(A˜α,h) computationally too expensive, while Sα,h is always sparse.
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While Sα,h is always positive definite, the Schur complement preconditioner S(A˜α,h) is sym-
metric but, in general, only positive semi-definite. However, a simple and mild condition
guarantees the definiteness:
Lemma 4.2. Let Uh and Wh be conforming discretization spaces to Problem 4.1 with
Uh ⊂Wh. (27)
Then the matrix K∂,h + αK
T
hM
−1
h Kh is symmetric and positive definite.
Proof. If (27) holds, then it follows that
〈
KThM
−1
h Khuh, uh
〉
= sup
06=wh∈Wh
(−∆uh, wh)2L2(Ω)
(wh, wh)L2(Ω)
≥
(−∆uh, uh)2L2(Ω)
(uh, uh)L2(Ω)
,
by choosing wh = uh ∈ Wh. Therefore, if uh is in the kernel of KThM−1h Kh, then uh ∈ Uh ⊂
H2(Ω) ∩H10 (Ω) and (∇uh,∇uh)L2(Ω) = (−∆uh, uh)2L2(Ω) = 0, which imply uh = 0.
This lemma shows the importance of Condition (27), which we will adopt as a condition
for our choice of Uh and Wh, see below. Additionally, it allows us to compare the practical
preconditioner Sα,h with the theoretical Schur complement preconditioner S(A˜α,h), which
would guarantee the derived uniform bound of the condition number but is computationally
too costly.
Observe that it is required that Uh ⊂ H2(Ω) ∩ H10 (Ω). In order to meet this condition C1
finite element spaces were proposed for Uh in [12]. In particular, the Bogner-Fox-Schmit
element on a rectangular mesh was used. Here we advocate instead for spline spaces of
sufficiently smooth functions as provided in Isogeometric Analysis. For the purpose of this
paper we restrict ourselves to a simple version of such approximation spaces, which are shortly
described now. Let Sˆpk,ℓ be the space of spline functions on the unit interval (0, 1) which are
k-times continuously differentiable and piecewise polynomial of degree p on a mesh of mesh
size 2−ℓ which is obtained by ℓ uniform refinements of (0, 1). The value k = −1 is used for
discontinuous spline functions. On (0, 1)d we use the corresponding tensor-product spline
space, which, for simplicity, is again denoted by Sˆpk,ℓ. It will be always clear from the context
what the actual space dimension d is. It is assumed that the physical domain Ω, can be
parametrized by a mapping F : (0, 1)d → Ω with components Fi ∈ Sˆpk,ℓ. The discretization
space Spk,ℓ on the domain Ω is defined by
Spk,ℓ :=
{
f ◦ F−1 : f ∈ Sˆpk,ℓ
}
.
All information on this discretization space is summarized by the triple h = (p, k, ℓ). See the
monograph [4] for more details and more sophisticated discretization spaces in IgA.
We proposed the following approximation spaces of equal order:
Uh = {vh ∈ Spk,ℓ : M∂,huh = 0},
where M∂,h is the matrix representation of M∂ on S
p
k,ℓ, and
Wh = S
p
k,ℓ.
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For this setting Condition (25) is not satisfied and the analysis of the proposed preconditioner
is not covered by the results of Section 2. Condition (27) is obviously satisfied and we will
report on promising numerical results in Chapter 5.
Remark 4.2. Condition (25) is rather restrictive. Even if the geometry mapping F is the
identity, the smallest tensor product spline space for Wh for which Condition (25) holds, is
the space Spk−2,ℓ if d ≥ 2. This space has a much higher dimension than the choice Spk,ℓ from
above without significantly improved approximation properties.
Remark 4.3. A completely analogous discussion can be done for the model problems in
Subsections 3.1 and 3.2. For example, a sparse preconditioner for the discretized version of
Problem 3.2 is given by
Sα,h =
Mh αM∂,h
1
α K∂,h +Bh
 ,
motivated by Corollary 3.3.
5 Numerical results
In this section we present numerical results for two examples of Problem 3.3.
First we consider a two-dimensional example, where the physical domain Ω is given by its
parametrization F : (0, 1)2 → R2 with
F(ξ) =
(
1 + ξ1 − ξ1ξ2 − ξ22
2ξ1ξ2 − ξ1ξ22 + 2ξ2 − ξ22
)
,
and the prescribed data d are given by d(x) = ∂n(sin (2πx1) sin (4πx2)) on the boundary ∂Ω.
The domain Ω = F((0, 1)2) is a close approximation of a quarter of an annulus, see Figure 1.
For a fixed polynomial degree p we choose the following discretization spaces of maximal
smoothness k = p− 1:
Uh = {vh ∈ Spp−1,ℓ : M∂,huh = 0} and Wh = Spp−1,ℓ.
The resulting linear system of equations
A˜α,h xh = bh
is solved by using the preconditioned minimal residual method. We will present results
for the preconditioner Sα,h, see (21), and for comparison only, for the Schur complement
preconditioner S(A˜α,h), see (24).
The iteration starts with the initial guess 0 and stops when
‖rk‖ ≤ ǫ ‖r0‖ with ǫ = 10−8, (28)
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Figure 1: The 2D domain Ω is an approximation of a quarter of an annulus
where rk denotes the residual of the preconditioned problem at xk and ‖.‖ is the Euclidean
norm. All computations are done with the C++ library G+Smo [9].
For polynomial degree p = 2, Table 1 shows the total number of degrees of freedom (dof) and
the number of iterations for different values of the refinement level ℓ and the parameter α,
when using the Schur complement preconditioner S(A˜α,h).
α
ℓ dof 1 0.1 0.01 1e-3 1e-5 1e-7
3 264 21 36 33 22 9 5
4 904 21 35 38 26 9 5
5 3 336 21 35 35 29 10 5
6 12 808 19 34 34 27 9 4
Table 1: 2D example, number of iterations for the preconditioner S(A˜α,h).
As predicted from the analysis the number of iterations are bounded uniformly with respect
to α and ℓ.
Table 2 shows the number of iterations when using Sα,h.
α
ℓ dof 1 0.1 0.01 1e-3 1e-5 1e-7
3 264 24 38 39 34 23 19
4 904 25 38 41 36 22 18
5 3 336 25 38 40 34 22 17
6 12 808 25 38 39 31 19 13
Table 2: 2D example, number of iterations for the preconditioner Sα,h.
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The numbers in Table 2 are only slightly larger than the numbers in Table 1 for large α. For
small α some additional iterations are required, nevertheless is appears that method seems
to be robust with respect to α and the refinement level ℓ.
As a second example we consider a three-dimensional variant of the two-dimensional ex-
ample. The physical domain Ω is obtained by twisting a cylindrical extension of the two-
dimensional domain from the first example. The parametrization is given by the geometry
map F : (0, 1)3 → R3 with
F(ξ) =

3
2ξ1ξ
3
2ξ3 − ξ1ξ32 − 32ξ1ξ22ξ3 + ξ1 + 12ξ32ξ3 + 12ξ32 + 32ξ22ξ3 − 32ξ22 + 1
ξ2
(
ξ1ξ
2
2 − 3ξ1ξ2 + 3ξ1 − 12ξ22 + 32
)
−ξ32ξ3 + 12ξ32 + 32ξ22 + ξ3

and the prescribed data d are given by d(x) = ∂n(sin (2πx1) sin (4πx2) sin (6πx3)) on the
boundary ∂Ω.
Figure 2: The 3D domain viewed from two different angles
For polynomial degree p = 3, Table 3 shows the number of iterations for the three-dimensional
example, see Figure 2, using the preconditioner Sα,h.
α
ℓ dof 1 0.1 0.01 1e-3 1e-5 1e-7
2 811 20 35 41 32 19 16
3 3 391 23 35 43 40 22 18
4 18 631 23 35 43 37 22 17
5 121 687 19 33 38 34 20 13
Table 3: 3D example, number of iterations for the preconditioner Sα,h.
The number of iterations for the 3D example are similar to their 2D counterpart.
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6 Conclusions
Two main results have been shown: new existence results for optimality systems in Hilbert
spaces and sharp condition number estimates. Typical applications for the new existence
results are model problems from optimal control problems with second-order elliptic state
equations. For boundary observation and distributed control the existence of the optimal state
inH2(Ω) follows for polygonal/polyhedral domains without additional convexity assumptions,
although the state equation alone does not guarantee the existence of a solution in H2(Ω) if
the right-hand side lies in L2(Ω). For this class of problems, which initially are seen as classical
saddle point problems, it turned out that the reformulation as multiple saddle point problems
is beneficial. Similarly, for distributed observation and boundary control the existence of the
optimal Lagrangian in H2(Ω) follows for polygonal/polyhedral domains without convexity
assumptions. These new existence results were obtained by replacing the standard weak
formulation of second-order problem by a strong or a very weak formulation depending on
the type of optimal control problems.
The new sharp condition number estimates for multiple saddle point problems are to be seen
as extensions of well-known sharp bounds for standard saddle point problems. The analysis of
saddle point problems in function spaces motivates the construction of sparse preconditioners
for discretized optimality systems. The interpretation of standard saddle point problems
with primal and dual variables as multiple saddle point problems with possibly more than
two types of variables allows the construction of preconditioners based on Schur complements
for a wider class of problems.
And, finally, the required discretization spaces of higher smoothness can be handled with tech-
niques from Isogeometric Analysis, which opens the doors to possible extensions to optimal
control problems with other classes of state equations like biharmonic equations.
A Appendix
The Chebyshev Polynomials of second kind are defined by the recurrence relation
U0(x) = 1, U1(x) = 2x, Ui+1(x) = 2xUi(x)− Ui−1(x) for i ≥ 1.
Their closed form representation is given by
Uj(cos θ) =
sin ((j + 1) θ)
sin (θ)
, (29)
see [18].
It immediately follows that the polynomials Pj(x) := Uj(x/2) satisfy the related recurrence
relation
P0(x) = 1, P1(x) = x, Pi+1(x) = xPi(x)− Pi−1(x) for i ≥ 1,
which shows that the polynomials Pj(x) coincide with the polynomials used in the proof
of Theorem 2.1. Analogously it follows that the polynomials P¯j(x) := Pj(x) − Pj−1(x) =
Uj(x/2)− Uj−1(x/2) satisfy the related recurrence relation
P¯0(x) = 1, P¯1(x) = x− 1, P¯i+1(x) = xP¯i(x)− P¯i−1(x) for i ≥ 1,
A APPENDIX 27
which shows that the polynomials P¯j(x) coincide with the polynomials used in the proof of
Theorems 2.1 and 2.3.
In the next lemma properties of the roots of the polynomials P¯j(x) are collected, which were
used in these theorems.
Lemma A.1.
1. The roots of the polynomial P¯j are given by
xij = 2 cos
(
2i− 1
2j + 1
π
)
, for i = 1, . . . , j.
2. For fixed j, the root of largest modulus is x1j . Moreover,
x1j > 1 and P¯i(x
1
j) > 0 for all i = 0, 1, . . . , j − 1.
3. For fixed j, the root of smallest modulus x∗j is given by x
∗
j = x
i∗
j with i
∗ = [j/2] + 1,
where [y] denotes the largest integer less or equal to y, Moreover,∣∣∣x∗j ∣∣∣ = 2 sin( 12(2j + 1)π
)
.
Proof. From (29) we obtain
P¯j(2 cos θ) =
1
sin θ
(
sin ((j + 1) θ)− sin (jθ) ) = 2 sin(θ/2)
sin θ
cos
(
2j + 1
2
θ
)
.
Then the roots of P¯j directly follow from the known zeros
2i−1
2 π of cos(x). For fixed j, x
i
j
is a decreasing sequence in i, for which the rest of the lemma can deduced by elementary
calculations.
In the proof of Theorem 2.2 a sequence of matrices Qj is introduced, whose spectral norms
is needed. It is easy to verify that
Q−1j =

1 −1
−1 0 1
1 0
. . .
. . .
. . . (−1)j−1
(−1)j−1 0

. (30)
By Laplace’s formula one sees that the polynomials det(λ I−Q−1n ) satisfy the same recurrence
relation as the polynomials P¯j(λ), and, therefore, we have
det(λ I −Q−1n ) = P¯j(λ).
Hence, with the notation from above it follows that
‖Qj‖ = 1∣∣∣x∗j ∣∣∣ =
1
2 sin
(
1
2(2j+1)π
) ,
which was used for the calculating ‖M−1‖L(X,X) in Theorem 2.2.
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