Abstract-This paper concerns a class of deterministic impulse control problems, arising in inventory control. A notable feature of the problem formulation is the presence of an end-point constraint. In consequence, the value function may be discontinuous. Viability theory provides a characterization of the value function as the unique lower semicontinuous solution to a Bensoussan-Lions type quasi-variational inequality (QVI), suitably interpreted for nondifferentiable, extended valued functions. Yet there are few examples in the literature of the use of this analytical machinery. This paper provides such an example. The example, which concerns a problem for which the value function is neither everywhere finite valued nor continuously differentiable on the interior of its effective domain, illustrates what is involved in calculating subdifferentials and checking satisfaction of QVI (in a generalized sense). This paper also provides a summary of the underlying theory, and gathers in the Appendix proofs of key results.
I. INTRODUCTION
T HIS paper concerns the following "generalized inventory" or "impulse control" problem: Minimize subject to the data for which comprise a nonnegative number , functions , and , an extended valued function , sets and and a point . ( The term in the cost, which depends on and will be explained presently.)
A control policy on the interval comprises a measurable function satisfying and an impulse control described by the number of impulses, a nonnegative integer , the impulse times which are real numbers such that , and the impulses at these times, which are vectors in such that for . Notice that we allow jump times to be coincident, since it may be favorable to execute a large jump, which can be implemented as a sum of jumps in the jump set .
We define a state trajectory corresponding to to be a piecewise Lipschitz continuous function , continuous from the right on , satisfying whose points of discontinuity are contained in the set and are such that for all . Here, and denote the limit from the right and left, respectively. (We interpret if and if .) A process on comprises a control policy on and an associated state trajectory . The underlying time interval, for a control policy, state trajectory, etc., is taken to be , if not otherwise specified. Accordingly, the evolution of the state between jump times is governed by a differential equation with conventional control term , which we are free to choose. The evolution of the system can also be controlled, however, by applying a finite number of impulses over the relevant time interval, each of which causes a jump in the state variable.
The optimal control problem is to minimize the cost function over control policies . Here, is the state trajectory corresponding to , for which . The term on the right side denotes the "cost" of the impulse control, namely A control policy for which minimizes the cost is called an optimal control policy. An associated process is called an optimal process.
0018-9286/04$20.00 © 2004 IEEE A special case of the class of problems studied here is the inventory problem Minimize subject to investigated by Aubin [1] , in which the differential equation describes the evolution of a vector valued stock. Impulse control action can be applied instantly to replenish stock at discrete times. In this case, the jump set is taken to be (the positive orthant of ). Control action incurs a unit transaction cost which is independent of the size of the stock increase. The cost function is chosen to penalize deviations from the vector of desired stock levels over the time horizon . is a more general problem formulation than , because it allows for the action of conventional controls, a terminal cost and also a constraint on stock levels at the final time, namely
There is a substantial literature on deterministic and stochastic formulations of the inventory problem. Key early advances, most notably research establishing the link between value functions and quasivariational inequalities, were due to Bensoussan and Lions [7] , [16] . Subsequent research in a deterministic framework allowed for both 'ordinary' and impulse control action, as in this paper; the principal goal was on characterizing value functions as unique continuous, uniformly bounded viscosity solutions of Bensoussan-Lions type quasi-variational inequalities (QVIs) [5] , [15] , and [9] . Reference [8] provides a general framework for studying hybrid control systems, numerous references to the early literature and an expository account of the role of viscosity solutions in the analysis of the value function for optimal hybrid control problems. For the most part, these references concern infinite time horizon problems, with discounted cost, not the finite time interval problem of this paper.
A distinctive feature of our formulation of the generalized inventory problem is that it allows an endpoint constraint on state trajectories. In consequence, we can expect the value function to be discontinuous and even to have domain a strict subset of the "initial conditions" space. As shown in [12] , viability theory can be used to link value functions and generalized lower semicontinuous solutions to QVI, even in this general setting. (The link, in a viscosity solutions framework, was established by Barron and Jensen [6] .) General analytical tools for this purpose have been developed by Aubin and his co-workers. See [3] , which explores implications of viability theory regarding properties of hybrid systems (including inventory models) and [4] which focuses on characterization of lower semicontinuous value functions for infinite horizon, discounted cost impulse control problems. A recent paper, using viability theory to provide information about the domain for certain optimal hybrid control problems with state constraints is [11] .
While there have been striking advances in the theory relating to the description of lower semicontinuous value functions as unique generalized solutions to QVIs, there are available in the literature few examples of solutions to specific inventory problems, illustrating the use of this analytic machinery. The main purpose of this paper is to provide such an example. We note that, here, the value function is extended valued and fails to be continuously differentiable on the interior of its effective domain. Our analysis provides a candidate for the value function, and confirms that it is so by showing that it is a generalized, lower semicontinuous solution to QVI. Our example, which illustrates the steps involved in calculating subdifferentials and verifying satisfaction of QVI in one case, is intended to serve as a template for determining value functions in more complicated situations. The paper begins with a summary of relevant theory. Proofs underlying the main steps are gathered in the Appendix. is a lower semicontinuous function that is bounded below and satisfies
II. CHARACTERIZATION OF THE VALUE FUNCTION
is compact. Comments on Hypotheses: H1) and H2) ensure that, corresponding to any control policy and initial state, there exists a unique state trajectory. H3), H4), and H6), together with the condition that is lower semicontinuous and bounded below, ensure the existence of a minimizer for . The role of H5) is to exclude the possibility of a jump in the optimal policy at the final time. Under hypotheses H1)-H6), the value function may fail to be continuously differentiable. The value function is lower semicontinuous in these circumstances, however. To exploit this fact, it is necessary to interpret lower semicontinuous functions that are said to satisfy QVI.
There are a number of ways to do this. Our interpretation is based on the notion of the proximal subdifferential, whose properties are developed in, for example, [10] or [13] . Let Notice that, when is of class , then conditions a)-e) imply conditions (2.2)-(2.5). Thus, lower semicontinuous solutions, as we define them, reduce to classical-sense solutions for sufficiently regular functions. (We use here the fact that, for a function , we have .) Concerning links with viscosity solutions, we note, in particular, that assessing whether condition a) of the previous definition is satisfied involves checking the relevant inequality when is the gradient of quadratic "test function" that minorizes the Hamiltonian at the basepoint . Thus, the condition is related to (but somewhat less restrictive) than the condition that is a viscosity subsolution, where the inequality is required to hold for the larger class of test functions. It can be shown likewise (see [10] ) that the property that is a lower semicontinuous viscosity solution to the Hamilton Jacobi equation in the sense of [6] , at relevant points in its domain, is a sufficient condition that condition c) is satisfied in the sense of the previous definition.
The following theorem gives conditions under which the set of lower semicontinuous solutions to QVI precisely captures the value function for problem . Theorem 2.2: Assume H1)-H6). Then, the value function is the unique lower semicontinuous function to QVI. Theorem 2.2 provides a necessary and sufficient condition for a lower semicontinuous function to be the value function: It must be a lower semicontinuous solution to QVI. If we are content with merely a sufficient condition along these lines, namely a "verification theorem," we can relax the hypotheses (dropping the requirement that is compact) and state the condition in terms of a function satisfying just some of the defining conditions of lower semicontinuous solutions to QVI. Then, is an optimal process, and is the minimum cost for .
III. CONSTRUCTION OF OPTIMAL POLICIES
The preceding theorem tells us that, in principle, we can obtain the value function by finding a lower semicontinuous solution to QVI. Of course, of primary interest is the optimal control policy (for a specified initial state). In this section, we address the problem of deriving an optimal control policy from the value function.
It is convenient to introduce a new representation of a process on some subinterval . Here attention focuses on the time intervals between impulse times, rather than the impulse times themselves.
We say that a family of elements provides a multiprocess representation of a process on if i)
, and for ; ii)
is an impulse-free process on for ; iii)
, ; iv)
a.e., and
Here, is the function if otherwise.
It is a straightforward matter to show that every set of elements satisfying i)-iv) defines a process on and, conversely, every process on has a multiprocess representation. 
IV. AN EXAMPLE
In this section, we illustrate the application of the preceding theory by using it to solve a special case of the inventory problem, namely Minimize subject to and Here, a control policy is an impulse control giving rise to jumps in the state trajectory at times , respectively. The jumps are required to satisfy for There is no conventional control component. In the present context, we omit reference to a conventional control and denote a process . For this problem, the cost function is the sum of two terms, both of which we want to keep small. The first is the average stock level deviation. The other is the sum of transaction charges for restocking; each intervention carries a flat rate charge "1," independent of the amount of new stock. There must be no excess stock at the end of the time period.
will be recognized as a special case of of Section I, in which , and if if . or by postponing the time of the first jump. The control described in Proposition 4.1 is the optimal control involving the least number of jumps.
b)
An analysis of the previous formulas for the 's provides the following characterization of , the minimum number of impulses of the optimal controls (for ). We have the following. i)
. In this case, . ii)
. Then, we can choose to be the smallest integer in the set (Here, we interpret if .) An optimal state trajectory is illustrated in Fig. 1 , for the case and . Fig. 2 provides a plot of the value function. Proof of the proposition is broken down into stages, the conclusions of each of which is summarized as a Lemma. First, we state, without proof, some properties of the 's, all of which are straightforward consequences of the defining relationships (4.1) and (4.2). Define is a lower semicontinuous function, bounded from below, and . The restriction of to is locally Lipschitz continuous. Proof: We can assume that since, otherwise, and the assertion is automatically true. Suppose then that . A)
. In this case, in view of Lemma 4.3b), there exists an integer such that . We have
In the second line, we have used the fact that is convex on [Lemma 4.2 b)] and therefore achieves its maximum at an extreme point of We state without proof the following proposition, concerning existence of optimal control policies and also properties of the value function. The first assertion follows from standard compactness arguments used in (impulse free) optimal control theory, applied to processes restricted to subintervals on which they are impulse free. Proof of the second assertion makes use of the monotonicity properties of the value function evaluated, on the one hand, along an arbitrary process and, on the other, along a minimizing process, expressed in infinitesimal form.
Proposition 4.6: Let be the value function for . i)
is lower semicontinuous and, for each , has an optimal control policy. ii) is a lower semicontinuous solution to QVI. We also state, without proof, the following lemma, concerning, first, the monotonicity properties of solutions to QVI along arbitrary impulse free processes and, second, the existence of an optimal impulse free process, in relation to which the inequality in the above monotonicity properties is reversed. The analysis, based on viability theory, is along the same lines as that in [12] Consider ii). We can assume that since, otherwise, there is nothing to prove. We can then use the construction of Algorithm 3.1 to generate the multiprocess representation of a process with the desired properties. Recall that Algorithm 3.1 generates sequences and with the properties , the 's are contiguous, the 's and 's are finite The algorithm terminates, when, for some value of (we label ), (4.10) is satisfied. It follows from Lemma 4.3 that these sequences can be constructed. To ensure that the algorithm generates a process for , it remains to show that it terminates. Suppose to the contrary that the algorithm generates infinite sequences. Then for We deduce from (4.8) and (4.9) that, for (4.11) (4.12) However, this is not possible, since is bounded below and values of are strictly bounded away from zero. We conclude that the algorithm terminates.
We have that (4.8) is satisfied for , (4.9) is satisfied for and (4.10) is satisfied for . Bearing in mind that is a multiprocess representation of a process for , where
, and , we conclude that and so . Property (ii) has been confirmed and proof of Theorem 2.2 is concluded. As a by-product of the last part of the proof of Theorem 2.2, we also have a proof of Theorem 3.3.
Proof of Proposition 2.3: The proposition is assertion i) of the proof of Theorem 2.2. Scrutiny of the preceding analysis reveals however that assertion i) is true merely under the reduced hypotheses of Proposition 2.3.
