This paper derives 2-norm performance bounds for the feedback control of discrete-time MIMO nonminimum phase (NMP) systems with arbitrary delay structure. Also, the associated optimal controller, in Youla parameterization form, is explicitly obtained. The derivation of those results uses a special interactor matrix to extract the delays. It is shown that this interactor is unique and a building algorithm is also proposed.
Introduction
The study of fundamental limitations and performance bounds in control systems has been an important research topic since Bode's pioneer work (see, for example, [1] , [2] , [3] and [4] ). The study of those topics is justified since they can provide answers to the following fundamental questions:
• What limitations are inescapable to all possible linear control system designs for a given linear model?
• What is the best achievable performance considering some specific class of controllers and performance indexes?
The significance of these questions is manyfold. One not so evident issue is that the answer to them provide a benchmark against which, for instance, nonlinear control performance can be compared and measured.
Answers to the first question have more than sixty years and were first introduced by Bode's sensitivity integrals. In that work it was shown that, for a given continuous time stable SISO plant, there is a trade-off between achieving small sensitivity in different frequency bands. Those results have been extended to the unstable and NMP SISO case [5] and to the discrete time case [6] . They rely entirely upon the analytic properties of the sensitivity and complementary sensitivity functions and they are expressed using Poisson or Cauchy type integrals. Those results state that delays, unstable poles and NMP zeros are sources of limitations. Extensions of those limitations to the MIMO case can be found in [7] and [3] . In those works it is found that, in the MIMO case, not only the unstable poles and NMP zeros are relevant to the limitations, but also their directions. In a later work [4] those results were complemented with the computation of bounds for the sensitivity and the complementary sensitivity peaks, which are specially relevant for robust control design.
In the above mentioned work the negative effect that unstable poles and NMP zeros have in the performance of the control system is recurrent. However, those results cannot be used to compute the best achievable performance for the control of a given process model. In other words, they define what cannot be achieved, but they can not be used to determine the best (in some appropriate sense) controller for a given plant.
Results related to the second question (performance bounds) are more recent and the research has followed two different although connected paths: the deterministic and the stochastic approaches.
We will firstly review the advances in the deterministic framework.
Many of the results available in the deterministic case use a 2-norm based performance index and, therefore, they admit time domain interpretation using Parseval's relations. Abundant references can be found in [1] and [8] for the SISO case. An advantage of this approach is that it can be linked to optimal synthesis techniques and hence, they can be used to obtain a controller capable of achieving that best performance [2] .
Results for the MIMO case have been presented in [9] , where the best achievable performance for a continuous time MIMO process is evaluated using a quadratic performance index. The case of one and two degrees of freedom controllers are considered there. Again, the best performance is limited by the unstable poles, NMP zeros and the delays of the system. It is worth noting that in [9] only very special structures of time delays are considered. Namely, only measurement delays. This particular structure is not flexible enough to encompass multivariable models with delayed interactions which are frequent in industrial processes.
In [10] performance limitations are computed introducing an explicit control effort penalization in one-degree-of-freedom control architectures. This leads to the conclusion that, in this case, not only unstable poles, NMP zeros and delays limit the achievable performance, but also the resonant poles and other plant features. In [11] those results are extended to two-degree-of-freedom control architectures.
Performance limitations for discrete time MIMO plant have been considered in [12] , where a natural extension of [9] is presented. Again, only very restrictive delay structures are explicitly considered.
Comprehensive surveys of the research using an stochastic setting can be found in [13] and [14] . Most of the work reviewed in those references is based upon the research reported in [15] . In the latter work, focused on SISO systems, minimum variance control (MVC) [16] is used as a benchmark and closed loop data is used to evaluate loop performance. Several indexes have been proposed to compare the performance of a given control loop to the idealized minimum variance strategy [17] [18] [19] [20] . The relevance of those indexes is that they can be estimated online using, in many cases, only normal operating data plus knowledge of the delay of the system [13] , [14] . The results in the references cited above (with the exception of the compilation work [13] [14] ) are restricted to SISO systems.
A key feature of the MVC-based approach is that classical MVC [16] can not stabilize NMP plants [21] , [13] , [14] and therefore, the idealized minimum variance performance measure is an unachievable lower bound for the control of NMP plants. This is highly significant since the difference between the idealized minimum variance performance and the achievable variance may be very large for processes with NMP zeros near (1, 0) [22] . This originates in the classical design tradeoff due to NMP zeros [2] , which gets worse as the zeros get closer to (1, 0) .
In the MIMO case, minimum variance performance bounds require knowledge of an interactor matrix of the process [13] [14] which captures the system delay structure. Once this matrix has been computed, one can extend SISO performance measures to the MIMO case as proposed, for instance, in [13] , in [14] and in the references therein. It is worth pointing out that the interactor matrix is highly non-unique as discussed, for example, in [23] . Therefore, the selected structure for it may have significant impact on the computation of the performance bounds depending on the metrics being used. In particular, the unitary interactor introduced in [24] is useful when considering quadratic performance measures, since it allows to compute the best performance bound [25] [26] .
In the MVC-based approach, significant work is devoted to the identification of the interactor matrix and the estimation of the performance bound using closed loop data. However no achievable bound, in closed form, is computed for systems with NMP zeros. Also, to the best of the authors' knowledge, the MVC based strategy to asses and to monitor performance does not deliver a controller in closed form. This feature limits the designer's ability to analytically asses the effects of plant features such as NMP zeros location, delay structure and signal directionality.
The results presented in this paper are based upon a special case of the interactor matrix [24] , [27] , [28] , [2] although the proofs proceed along different paths to those of the cited works.
A this point of the discussion it should be made clear that the two mentioned approaches mostly encountered in the literature regarding performance limitations are not completely separated ones. As a matter of fact, the SISO minimum variance control problem considering an ARIMA(n,1,p) model for the disturbance can be stated as the problem of finding a stabilizing controller that achieves the minimum 2 norm of the (weighted) error due to a step change in the reference, and therefore the solution of both problems are closely related.
In this paper we follow a deterministic approach and the main contributions are:
• A closed form expression for the best achievable performance in the linear control of a stable NMP discrete time MIMO plant with an arbitrary delay structure, i.e. where delays appear not only in the measurements but also in the channel interactions.
• A closed form expression for the controller which achieves that performance bound.
• The description of the above mentioned performance bound and controller in a way that highlights the interplay between performance, NMP zeros, delays and directionality.
• Technical issues regarding uniqueness and building of a class of interactors The paper is organized as follows: in section §2 we recall some definitions and we review basic ideas. Section §3 describes useful zero factorizations and defines unitary interactors. Those interactors are the key to derive the main results. The most important result of this section is that there is a unique unitary interactor with unity DC-gain, for which a simple way to compute is proposed and illustrated through an example. In section §4 we compute performance bounds in the case of stable, discrete-time MIMO plants with arbitrary delay structures. Finally, section §5 presents some concluding remarks.
Definitions
This section introduces basic definitions and the notation used throughout the paper. For any complex number z,z represents its conjugate. Given v ∈ C n×1 , v H denotes its conjugate transpose; for W ∈ C n×n , its conjugate transposed (hermitian) matrix is defined as W H and for a rational transfer matrix M (z) ∈ C n×n we define the operation (·) ∼ as
which reduces to
in the real rational case, i.e. when M (z) ∈ R n×n , ∀z ∈ R. Note that in either case, (·) ∼ reduces to (·) H when z = e jω . We say that a rational transfer matrix M (z) ∈ C n×n is unitary if and only if
is defined as the Hilbert space of all matrix functions M (z) measurable over the unit circle, i.e. for |z| = 1, with inner product defined by
for all M and G in L 2 . The norm induced by (4) is known as the 2-norm. It can be shown that the subspace H 2 ⊂ L 2 , of all matrix functions that are analytic outside the unit circle (|z| > 1), and the subspace H ⊥ 2 ⊂ L 2 , of all matrix functions that are analytic inside the unit circle (|z| < 1), form an orthogonal subspace pair.
Zero factorizations in discrete-time MIMO systems
Zero factorization in MIMO systems can be carried out in several ways using, for example, the so called interactor matrices and z-interactors [29] , [2] .
Recall that a MIMO system with transfer function
In the sequel we will consider the factorization of NMP zeros in discrete time MIMO systems. It is important to note that zeros of a discrete time systems include finite zeros and zeros at infinity. The zeros at infinity describe the relative degree and, hence, they capture the delay structure of the system.
The interactor matrices defined in [28] and [29] , for example, have the important property of being unique and triangular, but it can be seen that they are not necessarily unitary (see eg. Example 25.2 in [2] ). This makes such interactors unsuitable for the derivations in section §4.
To compute the performance bounds we need two key results. The first one is given in the following lemma.
Lemma 1. Consider a real rational transfer matrix G(z) ∈ C n×n . Suppose that G(z) has a zero at z = c with multiplicity m c associated to the unitary direction η c (there may be more zeros at other locations). DefineĜ
where
and U c is chosen so that η c U c is unitary. Then, 
1.Ĝ(z) has

Except for the previous fact,Ĝ(z) shares its poles and zeros with G(z), but not necessarily the associated directions.
L c (z) is unitary and has unity DC-gain
, i.e. L c (1) = I.
L c (z) is biproper.
Proof
Please see [12] .
Note that from Lemma 1
which means that L c (z) extracts one of the zeros of
A second key result is given in Lemma 2. This lemma captures the idea that the delay structure can be visualized as the structure of system zeros at infinity.
Lemma 2. Suppose that G(z) has a zero at infinity with multiplicity m ∞ associated to the unitary direction η ∞ (note that there may be more zeros at other locations). Definẽ
and U ∞ is chosen so that η ∞ U ∞ is unitary. Then,
1.G(z)
has m ∞ − 1 zeros at infinity associated to the direction η ∞ and, possibly, one zero in z = 0 associated to η ∞ .
Except by the previous fact,G(z) shares its poles and zeros with G(z), but not necessarily their directions.
L ∞ (z) is unitary and has unity DC-gain
, i.e. L ∞ (1) = I.
L ∞ (z) is a polynomial matrix.
Proof
We will proceed by parts:
1. G(z) has a zero with multiplicity m ∞ at infinity associated to the direction η ∞ iff
is a row vector such that ∆(∞) = 0 and ∆(∞) has finite entries. Therefore,
which shows thatG(z) has a zero in z = 0 with left direction η ∞ , if and only if the row vector η (10) and (11) 
which shows thatG(z) has m ∞ − 1 zeros at infinity with left direction η ∞ .
2. Note that (9) is the Smith decomposition of L ∞ (z) (see [30] ), hence L ∞ (z) has only one zero at the origin and no poles. Therefore, at most one zero will be added to G(z) to formG(z). It was shown above that the effect of L ∞ (z) is to cancel one zero at infinity of G(z) and, possibly, to substitute it by a zero at z = 0. Therefore, the rest of poles and zeros of G(z) are also poles and zeros ofG(z), although not necessarily with the same directions.
3. To prove this, it suffices to note that
where we have used the fact that η ∞ and η ∞ U ∞ are unitary. For the same reason,
4. Straightforward from (9) .
From Lemma 2 we have that
which says that L ∞ (z) extracts one of the zeros of G(z) in z = ∞, i.e. the relative degree is reduced by one.
Unitary interactors
In this section Lemma 2 is used to find an unitary interactor matrix with unity DC-gain. It will be also shown that an interactor with those properties is unique.
Definition 1. Given any real, proper and nonsingular transfer matrix
where K is a real non-singular matrix (and therefore only with finite entries), will be called an interactor
The above definition is equivalent to saying that a polynomial transfer matrix, ξ g (z), is a left interactor matrix for another transfer matrix, G o (z), if their product, ξ g (z)G o (z) is biproper. Also note that, in general, the interactor matrix is non unique [23] , but it can be made unique if some special constraints are imposed [29] , [31] , [2] . Note that the previous definition allows the interactor to be NMP, but as we will see in the following sections, it is preferable to choose an interactor matrix with all its zeros in the stability region. The following result is extracted from [24] : 
Proof See [24] and [27] where an explicit algorithm to build unitary interactors is given.
It is worth noting that T must be constant in order to satisfy (18) with ξ gU 1 (z) and ξ gU 2 (z) interactors of G o (z).
It must be also noted that the unitary interactor defined above has no especial structure. In particular it is in general non triangular, as Wolovich and Falb's interactor is [28] . It has, however, the key property of being unitary. The relevance of a unitary interactor L(z) in the framework of this paper is that
for any F (z) ∈ L 2 . This fact will be used in the following section. 
is a unitary interactor with unity DC-gain. Let us assume that there exists another unitary interactor with unity DC-gainξ gU 2 (z) =ξ gU (z) , then there exists an unitary T such that
which contradicts our assumption. Therefore, there exists only one unitary interactor with unity DC-gain.
The unitary interactor with unity DC-gain described by corollary 1 can be built as follows:
Lemma 3. Consider any real proper transfer matrix G o (z) ∈ C n×n with relative degree equal to m (that is, with m zeros at infinity) 1 . The unitary interactor with unity DC-gain is given bŷ
where we consider the following auxiliary definition
where η i is the direction associated to the first zero of G i−1 (z) at infinity (the ordering is arbitrary).
Proof
To prove our assertion it suffices to prove that the matrix given by (22) corresponds to the interactor matrix defined in definition 1 with the properties in theorem 1 and in corollary 1.
• From Lemma 2, L i (z) is an unitary matrix for all i, therefore,
• L i (z) is clearly a polynomial matrix and hence
m and property (17) is verified with k = 1.
• It remains to prove that m i=1 L m−i+1 (z) satisfies (16) . We first write
and, in agreement with Lemma 2, we have that G 1 (z) shares poles and zeros with G o (z) except one zero at infinity that has been replaced (or cancelled) by a zero at the origin. This implies that the relative degree (number of zeros at infinity) of G 1 (z) is smaller, in one unit, than the relative degree of G o (s).
If we write now
and following the previous argument, it turns out that the relative degree of G 2 (z) is smaller than the relative degree of G o (z) in two units. Therefore, generalizing the analysis we have that
is a biproper matrix (i.e. without zeros at infinity) and, therefore, non-singular for z → ∞.
The previous discussion allows us to conclude that ( 
Considering a sampling interval of 1[s] and a zero-order hold at the input of the plant, the corresponding discrete time model is found to be
what implies that G 1 (z) has 13 zeros at infinity, i.e., it has relative degree equal to 13. Note that this verifies that L 1 (z) cancels one of the zeros at infinity of G o (z) with its zero at the origin.
Proceeding in a similar fashion, one can construct the 14 factors that form the unitary interactor of G o (z). The procedure is easily implemented automatically using any computation software. Note that
and therefore det{G 14 (z)} = 25z 
Unitary zero-interactors
This section provides a precise expression for a unitary zero-interactor for any square transfer matrix.
Definition 2. Consider a proper and non-singular transfer matrix G o (z) ∈ C n×n , with no zeros on the unit circle, but having q NMP finite zeros, denoted jointly by {c
where K i is a non-singular real matrix.
The previous definition is equivalent to saying that any matrix, ξ c (z), is a (left) zero-interactor of a transfer matrix,
has all its zeros inside the unit circle. Note that the definition can be applied to minimum phase zeros as well, but only the NMP zero-interactor will prove useful in what follows. Expressions for certain classes of zero-interactors can be found in [29] and in [2] .
The following lemma provides an explicit expression for the unitary zero-interactor of a given transfer matrix:
Lemma 4. Consider a transfer matrix G o (z) ∈ C n×n with q finite NMP zeros. One unitary zerointeractor with unity DC-gain is given bŷ
where the following auxiliary definition is considered
and L ci (z) is defined in (6) (see Lemma 1) with η c = η i , where η i is the direction of the first NMP zero of G i−1 (z) (the ordering is arbitrary).
Proof
To prove the result we will proceed as in the proof of Lemma 3. It suffices to prove that the matrix given by (38) satisfies all the properties of the interactor defined in definition 2, that it is unitary and that it has unity DC-gain. From Lemma 1 we have that
The last equation and the fact that each of the factors L ci (z) is realizable, imply that
At this point, it only remains to prove that 1 i=q L cq−i+1 (z) satisfies (37). To that end we write
From Lemma 1, we have that G 1 (z) shares the poles and zeros of G o (z) except for one zero at z = c 1 of G o (z) that has been replaced by a zero at z =
and repeating the previous argument, it is clear that G 2 (z) has the same poles and zeros of G o (z) except for two zeros, originally at z = c 1 y z = c 2 in G o (z), that were replaced by zeros at z =
is a matrix without NMP zeros.
The previous discussion allows us to conclude that (38) defines a unitary zero-interactor with unity DC-gain.
The relevance of a unitary zero-interactor L c (z) in the framework of this paper is that
for any F (z) ∈ L 2 . This fact will be used in the following section to derive performance bounds in MIMO control systems.
Performance bounds in MIMO systems
In this section we compute the minimum value of the cost functional
where e(k) denotes the tracking error of a one degree of freedom control loop, for a step reference signal, r(k), applied at k = 0. This means that r(k) = vµ(k) with v ∈ R n×1 , where µ(k) denotes the unit step function. Using the Youla parameterization of all stabilizing controllers (see, for example, [2] ) it is possible to re-write J as
where Q is the Youla parameter. 
The optimal causal Youla parameter that stabilizes the plant and that minimizes J, as defined in
(46), is given by Q opt (z) = arg min
where S denotes the set of all stable and proper rational transfer matrices K(z) ∈ C n×n and
whereξ gU (z) is the unitary interactor matrix with unity DC-gain for G o (z).
The minimum cost J is given by
where η i corresponds to the direction of the first zero at infinity of
Proof
1. Using (48) in (46) we have that
Then, using the fact thatξ gU (z) and zI n are unitary transfer matrices and using elementary 2-norm properties, (50) can be written as
Note that sinceξ U has unity DC-gain it is necessary that Q(1) =G
o (z) (the last equality follows from (48)) in order to J to be finite. Equation (51) leads to
From Theorem 1,ξ U (z) is a polynomial matrix and, therefore, has not finite poles. Moreover, ξ U (1) = I ⇒ξ gU (z) − I n = (z − 1)Ñ (z). Therefore, A(z) is analytical over and inside the unit circle, which means that A(z) ∈ H ⊥ 2 (see [12] y [32] 
it is clear that B(z) has all its poles inside the unit circle and, therefore, B(z) ∈ H 2 . Therefore,
From (53) it is clear that the minimum cost is achieved if
Note that given (48) and (16) Note that the right side of (58) has at least relative degree equal to 2. This implies, in accordance to Lemma 1 in [8] , that the sum of residues at each singularity of that expression equals zero. Therefore, where i is the i−th canonic basis vector of C n×1 . If one is interested in considering the sum of the 2-norm of the errors resulting of the application of successive step changes in each channel, the corresponding cost can be written as
The minimum value of J F can be found using Theorem 2 as shown by the following corollary: 
According to Theorem 2 the minimum value of the cost J i is given by
Denoting the i−th component of η j by η j i , (67) allows to write the following
But η j is unitary, what implies that J Fopt = m and the proof is completed.
Example 2. Consider the plant of example 1 given by (28) and its unitary interactor with unity DC-gain given by (36). According to Theorem 2 the optimum Youla parameter is given by
and the minimum cost by 
Case II: stable, NMP plant
In this subsection we will extend the result of Theorem 2 to the NMP case. 
where S denotes the set of all stable and proper rational transfer matrices K(z) ∈ C n×n and where we have followed the same procedure we used to prove Theorem 2 and {z i } i=1··· ,k corresponds to the set of stable poles of each of the quantities whose residues must be evaluated in (77). Given the properties of the unitary interactor matrices involved, it is clear that the first and second summand in (77) have no poles inside the unit circle and therefore, their residues are zero. This implies that of some non invertible characteristic will increase the functional value. Indeed, there is an interplay between directionality, NMP zeros and delays. This is a key issue, and it implies that experiments poorly designed might obscure some of the process main features. Consider for instance a process with only one finite NMP zero. If one selects a reference with a direction that is orthogonal to the NMP zero direction, the particular cost will be equal to the cost achieved in the case of a process that shares the delay structure of the first plant, but that is minimum phase. This is not surprising since directionality is a key issue [2] in MIMO systems.
The minimum cost J is given by
Finally it is interesting to examine more carefully the effect of the location of the finite NMP zeros on the value of the functional (45). According to theorem 3 (see (73)) the general term that weights the product between the zero direction and the reference (or output disturbance) direction is
This function tends to infinity as c i → 1 and to zero if c i → −1. This means that only zeros near z = 1 will cause a high rising of the minimum functional value, but other zeros, although having magnitude near one, won't have an important effect. This can be best viewed in figure 2 where P ci is plotted considering c i = re jθ with r ∈ (1, 3] and θ ∈ [−π, π]. The result shown in Figure 2 is in complete agreement with [22] and other classical results (see e.g. [2] ): NMP zeros near one are very hard to deal with, in particular they makes a process very hard to control.
Conclusions
This paper presents the computation of an achievable performance bound for the feedback control of stable MIMO systems with arbitrary delay structure and NMP ceros. The result also includes a closed form expression for the Youla controller which allows to achieve that performance bound. The expression for the bound explicitly includes the key plant features which determine and limit the control performance.
The main results rely entirely on the unitary property of interactors and zero-interactors. As a by-product, we have proven the uniqueness of the unitary interactor, which in some way completes the available results on that topic.
Future work in the areas covered by the paper should include the discussion of performance limits in the full decentralized case in order to evaluate, for example, the consequential performance deterioration. 
