A phenomenological ductile fracture initiation model for metals is developed for predicting ductile fracture in industrial practice. Its formulation is based on the assumption that the onset of fracture is imminent with the formation of a primary or secondary band of localization. The results from a unit cell analysis on a Levy-von Mises material with spherical defects revealed that a Mohr-Coulomb type of model is suitable for predicting the onset of shear and normal localization. To improve the agreement of the model predictions with experimental results, an extended Mohr-Coulomb criterion is proposed which makes use of the Hosford equivalent stress in combination with the normal stress acting on the plane of maximum shear. A fracture initiation model is obtained by transforming the localization criterion from stress space to the space of equivalent plastic strain, stress triaxiality and Lode angle parameter using the material's isotropic hardening law. Experimental results are presented for three different advanced high strength steels. For each material, the onset of fracture is characterized for five distinct stress states including butterfly shear, notched tension, tension with a central hole and punch experiments. The comparison of model predictions with the experimental results demonstrates that the proposed Hosford-Coulomb model can predict the instant of ductile fracture initiation in advanced high strength steels with good accuracy.
Introduction
Ductile fracture is a well-known physical process that leads to the formation of cracks in metals due to the nucleation, growth and coalescence of voids. In cases where macroscopic localization precedes void coalescence, the ductile fracture process may be described as follows: as the material deforms plastically, preexisting (primary) voids evolve and new ones nucleate (stage s in Fig. 1 ). Due to the increase in porosity and the decrease in macroscopic strain hardening, the conditions for a discontinuity in the macroscopic strain field along a planar interface may be met. The result is the formation of a primary band of localization at the mesoscale (stage t in Fig. 1 ). As stated by Pardoen and Hutchinson (2000) with reference to Tvergaard (1981) , the width of a primary localization band is expected to be of the order of the inter-void spacing. Subsequently, the material inside the band experiences accelerated void growth and nucleation (stage u in Fig. 1 ). As a result, the porosity and/or the number of voids within the band increase sharply and the mechanical fields around individual primary voids begin to interact. The nucleation of secondary voids (which are often several orders of magnitude smaller than primary voids) is also possible at this stage. The final coalescence phase sets in when the deformation begins to localize within secondary bands of localization at the microscale (stage v in Fig. 1 ). In other words, inside the primary localization band, there is a transition from diffuse to localized plastic flow, which ultimately leads to primary void coalescence and the formation of cracks through internal necking or void sheet fracture of the ligaments between primary voids (stages w and x in Fig. 1 ). As discussed by Tekoglu et al. (2015) , polycrystalline materials may also fail due to (i) localized plastic flow only (e.g. necking up to zero cross-sectional area), (ii) localization of plastic flow after damage-free deformation, followed by void growth and nucleation inside the primary band of localization, and (iii) direct coalescence (secondary localization) without any prior occurrence of primary localization.
Research on ductile fracture has addressed several aspects of the ductile fracture process. A wealth of literature deals with porous plasticity, i.e. the effective large deformation behavior of http://dx.doi.org/10.1016/j.ijsolstr.2015.02.024 0020-7683/Ó 2015 Elsevier Ltd. All rights reserved. mildly porous metals (e.g. Gurson (1977) , Tvergaard (1981) , Mear and Hutchinson (1985) , Gologanu et al. (1993) , Leblond et al. (1995) , Benzerga and Besson (2001) , Molinari and Mercier (2001) , Monchiet et al. (2008) , Nahshon and Hutchinson (2008) , Danas and Ponte Castañeda (2012) ). The formation of primary bands of localization is expected to come out naturally when solving boundary value problems with accurate porous plasticity models. In other words, there is no need to introduce any localization criterion. However, the computation of the stress and strain fields after the initiation of localization bands is challenging due to the associated loss of ellipticity of the governing field equations. The use of non-local formulations (e.g. gradient plasticity) appears to be necessary to regularize the mathematical problem in the post localization regime (e.g. Anand et al. (2012) ).
As an alternative to using highly accurate porous plasticity models, the formation of primary bands of localization can also be predicted using conventional non-porous plasticity models in conjunction with localization criteria. This approach is motivated by the fact that non-porous plasticity models provide an excellent approximation of the multi-axial stress-strain response of metals up to the point of localization (e.g. Dunand and Mohr (2011a,b) ). Furthermore, from an engineering perspective, the formation of a primary band of localization is considered as the onset of fracture. Accordingly the engineering literature does not differentiate between fracture initiation models and criteria predicting the formation of primary bands of localization.
Localization analysis with porous plasticity models provides valuable insight into the effect of stress state on the formation of primary bands of localization (e.g. Rudnicki and Rice (1975) , Rice (1977) ). Recent examples are the localization analysis with a band-like defect in a shear-sensitive Gurson solid (Nahshon and Hutchinson, 2008) , and the investigation of the loss of ellipticity and peak load by Danas and Ponte Castañeda (2012) using a homogenization-based porous plasticity model. The main limitation today is the accuracy of the advanced porous plasticity models. The above models are able to capture first order effects, but to the best of the authors' knowledge, the above localization estimates have not yet been utilized to predict the onset of localization in real structures.
Multi-axial experiments provide the only viable alternative to computational localization analysis (e.g. Hancock and Mackenzie (1976) , Mohr and Henn (2007) , Haltom et al. (2013) ). Here, the main challenge is the analysis of heterogeneous mechanical fields due to the localization at the structural level (localized necking) which often precedes the formation of primary bands of localization. In particular, the highest strains within a specimen are often reached below the specimen surface. Except for rare cases where tomography-based 3D digital image correlation is possible (e.g. Morgeneyer et al. (in press) ), the strains can only be estimated through statistical analysis of grain deformation in micrographs (e.g. Ghahremaninezhad and Ravi-Chandar (2012) ) or hybrid experimental-numerical analysis (e.g. Dunand and Mohr (2010) ). Bao and Wierzbicki (2004) provide a comprehensive overview on functional relationships between the equivalent plastic strain and the stress state (derived from the works of McClintock (1968) , Rice and Tracey (1969) , LeRoy et al. (1981) , Cockcroft and Latham (1968) , Oh et al. (1979) , Brozzo et al. (1972), and Clift et al. (1990) ) that may be interpreted as localization or fracture initiation criteria for proportional loading. To account for the effect of non-proportional loading, the above functions are typically integrated into a damage indicator framework. Early examples of damage indicator models for predicting the onset of fracture are the stress triaxiality dependent model of Johnson and Cook (1985) and the stress triaxiality and Lode parameter dependent model of Wilkins et al. (1980) . Recent examples are the modified MohrCoulomb model proposed by Bai and Wierzbicki (2010) and a micro-mechanism inspired damage indicator model proposed by Lou et al. (2012) and Lou and Huh (2013) . It is worth noting that there is a significant difference between damage indicator models and Continuum Damage Mechanics (CDM). In the latter framework, loss in load carrying capacity is modeled through an internal damage variable while the constitutive equations are derived from the first and second principles of thermodynamics for continuous media (e.g. Lemaitre (1985) , Chaboche (1988) ). In particular, in CDM models, the elasto-plastic material response is affected by damage, whereas the plastic response remains unaffected by damage evolution in damage indicator models.
Unit cell analyses provide another means for studying the formation of localization bands in metals. Since the pioneering works of Needleman and Tvergaard (e.g. Needleman (1972) , Tvergaard (1981) ), numerous unit cell analyses have been performed considering a wide range of unit cell configurations and loading conditions (Koplik and Needleman, 1988; Brocks et al., 1995; Needleman and Tvergaard, 1992; Pardoen and Hutchinson, 2000; Barsoum and Faleskog, 2007; Tvergaard, 2008 Tvergaard, , 2009 Scheyvaerts et al., 2011; Nielsen et al., 2012; Rahman et al., 2012; Tekoglu et al., 2012) . The most recent studies now consider 3D unit cell models with general 3D boundary conditions (e.g. Faleskog (2011), Dunand and Mohr (2014) ). All of the above unit cell analyses are performed considering a single void only along with periodic boundary conditions which limits their capability to predicting secondary localization only.
Coalescence models have been developed to describe the transition from diffuse plastic flow to localized plastic flow within the inter-void ligament of neighboring primary voids within the mesoscopic band of localization. Simple mechanical models of a periodic array of square cuboidal voids have been used by Thomason (1968 Thomason ( , 1985 to analyze the process of internal necking in an approximate manner, while more advanced models considering spheroidal voids and shear deformation have been developed later (e.g. Benzerga (2002) , Pardoen and Hutchinson (2000) , Tekoglu et al. (2012) ). Coalescence models predict the formation of secondary bands of localization. The mechanical system at this stage of the ductile fracture process is characterized by a strong interaction of neighboring voids. Consequently, coalescence criteria incorporate information on void size and spacing. In contrast, the formation of primary bands of localization is the outcome of an instability of the material response at the macroscopic level.
In the present work, a phenomenological fracture initiation model is proposed for predicting the onset of ductile fracture in engineering practice. The backbone of the proposed model is a localization criterion for radial loading in terms of the Hosford equivalent stress and the normal stress acting on the plane of maximum shear. Using the isotropic hardening law associated with the material's plastic behavior, the criterion is transformed from principal stress space to the space of equivalent plastic strain, stress triaxiality and Lode angle parameter. As a final result, a fracture initiation model is obtained which preserves the underlying physical meaning of the stress-based localization criterion. The results from fracture experiments for five different stress states are presented for three different advanced high strength steels (DP590, DP780 and TRIP780). It is shown that the Hosford-Coulomb (HC) fracture initiation model can accurately describe the experimental data for all materials and experiments including pure shear, notched tension and equi-biaxial tension.
Preliminaries

Description of the stress state
The stress state is described by the stress triaxiality and the Lode angle parameter. The stress triaxiality is defined as the ratio of the mean stress r m and the von Mises stress r,
It may be interpreted as a measure of the ratio of the first and second stress tensor invariants. The Lode angle parameter on the other hand measures the ratio of the third and second stress tensor invariants,
According to the above definition, the Lode angle parameter varies between À1 (axisymmetric compression) and 1 (axisymmetric tension). Fig. 2a provides a graphical interpretation of the modified Haigh-Westergaard coordinates fg; h; rg. For plane stress conditions, the stress space is reduced from 3D to 2D which results in a functional relationship between the Lode angle parameter and the stress triaxiality (Fig. 2b) . Based on the modified HaighWestergaard coordinates, the ordered principal stresses (r I ! r II ! r III ) may be reconstructed as
with the Lode angle parameter dependent trigonometric functions
Plasticity model
Before developing the fracture initiation model, we briefly outline the constitutive equations of a non-associated quadratic plasticity model with isotropic hardening. The combination of a von Mises yield surface with a Hill'48 flow rule is chosen as it provides a good approximation of the large deformation response of advanced high strength steels . The reader is referred to Stoughton (2002) for the proofs of the uniqueness of the stress distribution, the stability of plastic flow and the uniqueness of the stress and strain state.
The von Mises yield surface is expressed as
with k denoting a deformation resistance that controls the size of the elastic domain. The direction of plastic flow is assumed to be aligned with the stress derivative of a flow potential function g[r],
where de P denotes the plastic strain tensor increment in material coordinates;dk ! 0 is a scalar plastic multiplier. The potential function is defined as an anisotropic quadratic function in stress space 
with the equivalent plastic strain defined as work-conjugate to the von Mises equivalent stress,
3. Fracture initiation model for proportional loading
Motivation
A fracture initiation model is developed to predict the onset of ductile fracture in a macroscopically defect-free solid. In particular, the goal is to predict the strain to fracture, i.e. the macroscopic equivalent plastic strain that can be achieved before the formation of a primary or secondary band of localization. At the macroscopic level (average material response over several inter-void spacing), there is actually no noticeable difference between the strains at the onset of localization and those at the instant of void coalescence as all deformation localizes within a narrow band between these two events. It is therefore assumed that the onset of fracture coincides with the formation of a primary or secondary (whichever occurs first) band of localization. It is emphasized that the modeling of ductile fracture, i.e. the modeling of the propagation of cracks, requires the careful modeling of the conversion of bulk to surface energy and is beyond the scope of the present work.
The presence of voids may be neglected when describing the macroscopic elasto-plastic response of sheet metal at low stress triaxialities (e.g. Dunand and Mohr (2011a) ). However, voids play an important role in triggering the onset of localization. Unit cell analyses (e.g. Barsoum and Faleskog (2007) ) and stability analyses
(a) Illustration of the stress triaxiality g and the Lode angle parameter h in principal stress space {r I , r II , r III }. Selected Lode angle parameter values are only shown for the 60°segment of p-plane where the principal stresses satisfy the order {r I P r II P r III }. For the other five 60°segments, the same labeling applies because of the symmetries of the unordered principal stress space; (b) non-linear relationship between h and g for plane stress. The blue, black and red curves shows the relationship for biaxial compression (two negative principal stresses), biaxial tension-compression (one positive and one negative principal stress), and biaxial tension (two positive principal stresses), respectively. Open dots highlight the special cases of cases of uniaxial compression, pure shear, uniaxial tension, plane strain tension, and equibiaxial tension''. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) with advanced porous plasticity models (e.g. Nahshon and Hutchinson (2008) ) have demonstrated that shear and normal localization at low stress triaxialities can be predicted when taking the effect of voids (and void shape changes) into account. A mechanism-based model for predicting the onset of ductile fracture would thus require (i) a void nucleation model, (ii) void volume fraction and shape evolution equations, and (iii) a void volume fraction and shape dependent shear/normal localization criterion. In theory, a comprehensive porous plasticity model would satisfy all these requirements since the onset of localization could be predicted by analyzing the loss of ellipticity of the incremental moduli associated with the current state of the material. Both Danas and Ponte Castañeda (2012) and Nahshon and Hutchinson (2008) indirectly pursued this approach. However, given the sensitivity of localization analysis to small changes in the constitutive model formulation and the number of approximations necessary during non-linear homogenization (see e.g. Ponte Castañeda (2002)), it is still questionable whether accurate predictions of the equivalent plastic strain at the onset of fracture will be obtained in the near future using a porous plasticity approach.
A different approach is pursued here. Instead of predicting the onset of localization by means of an advanced porous plasticity model, we make use of a conventional non-porous plasticity model along with a localization criterion. The localization criterion for proportional loading is transformed from stress space to a mixed stress-strain space, before inserting the resulting functional into a damage indicator model framework to account for the effect of non-proportional loading.
Localization criterion in stress space
Dunand and Mohr (2014) subjected a unit cell of a Levy-von Mises material with a central void of 1.2% porosity to combinations of shear and normal loading to determine the macroscopic equivalent plastic strain at the onset of localization as a function of the stress state. They performed this type of analysis for more than 160 different stress states for stress triaxialities ranging from 0 to 1 and Lode angle parameters ranging from À1 to 1. Their results demonstrate that a Mohr-Coulomb criterion,
provides a reasonable prediction of the instant of onset of secondary localization (Fig. 3a) , with s and r n denoting the shear and normal stress on a plane of normal vector n. In terms of the ordered principal stresses, the Mohr-Coulomb criterion may be rewritten as
which is fully equivalent to (14). However, the predictions of the Mohr-Coulomb (MC) model do not always agree well with results from experiments (where primary localization may also precede coalescence). These deficiencies are partly attributed to the shortcomings of the periodic unit cell model (which can only capture secondary localization). Furthermore, strong simplifying assumptions with regards to the shape and the volume fraction of the defects triggering the localization are expected to play a role. Note that the results of Dunand and Mohr (2014) were obtained assuming the same volume fraction of spherical voids irrespective of the stress state.
To improve the agreement of model predictions with experimental data (which will be discussed in Section 6), we construct a simple phenomenological model based on the above micromechanical results. In particular, an extension of the MC criterion is proposed by substituting the Tresca equivalent stress in (15) by the Hosford (1972) equivalent stress, 
And 0 < a 6 2 denoting the Hosford exponent 1 . The above model is referred to as Hosford-Coulomb (HC) model: as postulated by Coulomb (1776) , the material's deviatoric strength is decomposed into a cohesion b and a frictional term that is proportional to the normal stress ðr I þ r III Þ=2 acting on the plane of maximum shear. The HC model actually reduces to the MC model for a ¼ 1. However, an
Lode angle parameter Fig. 3 . Localization analysis results: (a) relationship between the shear and normal stress acting on the plane of localization; (b) macroscopic equivalent plastic strain at the onset of localization as a function of Lode angle parameter and stress triaxiality; each dot represents the result from a unit cell analysis for a particular stress state, the solid curves correspond to the predictions of the Mohr-Coulomb model. Note that both plots have been prepared using the same MC model parameters (friction c 1 = 0.13, cohesion c 2 = 666 MPa).
important difference between the MC and HC models becomes apparent for biaxial tension (i.e. plane stress states of loading between uniaxial tension and equi-biaxial tension): since the MC model does not dependent on the second principal stress, it reduces to a maximum principal stress criterion (because of r III ¼ 0), while the HC model remains sensitive to the biaxial stress ratio r II =r I .
Fracture initiation model in mixed strain-stress space
Recall that the onset of ductile fracture is considered to be imminent with the formation of a primary or secondary band of localization. The above localization criterion (17) is therefore employed to predict the onset of fracture. The results from ductile fracture experiments are typically presented in terms of the equivalent plastic strain, the stress triaxiality and the Lode angle parameter. We transform the localization criterion from the principal stress spacefr I ; r II ; r III g to the mixed strain-stress space fg; h; e p g. Using Eqs. 3-5, the criterion (17) is first rewritten in the modified Haigh-Westergaard stress space fg; h; rg, where it takes the form In Fig. 4 , this final transformation corresponds to a non-affine mapping of the ordinate from Fig. 4b and c.
Illustration of the HC model
Fig . 5 shows the strain to fracture for proportional loading (20) as a function of the stress triaxiality and the Lode angle parameter for different sets of model parameters fa; b; cg. In all graphs, the parameter b has been adjusted such that the strain to fracture for uniaxial tension equals 0.8.
For a ¼ 1 (Fig. 5a) , we obtain a representation of the MohrCoulomb criterion in the mixed strain-stress space. The strain to fracture is a monotonically decreasing function of the stress triaxiality for c > 0 and a convex function of the Lode angle parameter which exhibits a minimum for generalized shear ð h ¼ 0Þ. The characteristic signature of a normal stress dependent criterion is the asymmetry with respect to the Lode angle parameter. Note that the use of the pressure instead of the normal stress in (17) (e.g. a Drucker-Prager type of criterion) would result in a symmetric Lode angle dependency. For c ¼ 0 (Fig. 5b) , the normal stress term is no longer active. Consequently, the criterion becomes independent of the stress triaxiality and symmetric with respect to the Lode angle parameter (Hosford model). For a ¼ 2 (Fig. 5c) , the Lode angle dependence is only due to the normal stress term. In the limiting case of a ¼ 2 and c ¼ 0 (von Mises model), the criterion becomes independent of both the stress triaxiality and the Lode angle parameter which corresponds to a fracture initiation model that depends on the equivalent plastic strain only.
A typical HC surface is shown in Fig. 5d (a ¼ 1:5 and c ¼ 0:1). It exhibits the same stress triaxiality dependence as the MC model, but as the comparison of Fig. 5a and d shows, the models sensitivity to the Lode angle parameter can be adjusted.
All 3D plots include a blue curve which highlights the model response for plane stress conditions. As illustrated in Fig. 2b , the Lode angle parameter is a non-linear function of the stress triaxiality for plane stress. To shed more light on the effect of the model parameters a and c, we plotted the strain to fracture as a function of the stress triaxiality for plane stress conditions in Fig. 6: The effect of the friction coefficient c on the MC model (a = 1) is shown in Fig. 6a . Note that the curves are in hierarchical order for g < 1/3, i.e. the higher the friction coefficient, the higher the strain to fracture. For g P 1/3 (biaxial tension), the friction coefficient has no effect on the strain to fracture predicted by the MC model. This is due to the fact that the MC model reduces to a maximum principal stress criterion for biaxial tension with only one independent parameter. In case of the HC model (a -1), the model response for biaxial tension can still be adjusted by the Hosford exponent (Fig. 6b ) and the friction parameter (Fig. 6c) . Note that the ordering of the curves with respect to the friction parameter changes at g = 1/3. All curves exhibit an absolute minimum at g ¼ 1= ffiffiffi 3 p which corresponds to transverse plane strain tension for a Levy-von Mises material (r II ¼ 0:5r I ). Fig. 6d shows the criterion for a ¼ 2 which includes the special case c ¼ 0 (strain to fracture independent of the stress state). The focus of the present work is on monotonic proportional loading, i.e. loading histories throughout which the stress triaxiality and Lode parameter remain constant up to the point of fracture initiation. A model extension for non-proportional loading is nonetheless included in this paper because of inevitable stress state variations in many fracture experiments (in particular due to necking in the case of sheet materials).
When using porous plasticity (e.g. Gurson (1977) , Gologanu et al. (1993) , Benzerga and Besson (2001) , Monchiet et al. (2008) , Danas and Ponte Castañeda (2012) ) the evolution law for the void volume fraction (and other possible microstructural state variables) is loading path sensitive and failure predictions with microstructurally-informed coalescence criteria (e.g. Thomason (1985) , Pardoen and Hutchinson (2000) , Benzeraga (2000), Tekoglu et al. (2012) ) are then ''naturally'' loading path dependent. This is a key advantage of the latter over phenomenological fracture criteria which are used in conjunction with non-porous plasticity models that do not feature any loading path dependent damage measure as internal variable such as the void volume fraction in porous plasticity.
A first approach to evaluating a phenomenological fracture initiation model for proportional loading based on experimental data with stress state history variations in the plastic range would be to postulate that the model holds true for the average stress state history (e.g. Bai and Wierzbicki (2008) ). However, as clearly demonstrated by Benzerga et al. (2012) , this approach is in strong contradiction with the results from unit cell coalescence analysis for non-radial loading paths. A second approach would be to apply the stress-based localization criterion (Eq. (17)) directly even if the loading path is non-proportional (e.g. Stoughton and Yoon (2011) and Khan and Liu (2012) ). This corresponds to assuming that the strain to fracture is independent of the stress state history and depends on the current stress state only. As will be shown in Section 6, our experimental data includes different loading paths which show significantly different fracture strains even though the stress state at the instant of fracture initiation is very similar (see loading paths NT6, NT20 and PU in Fig. 11d) .
As an alternative, we make use of Fischer's integral extension to evaluate our model for proportional loading based on experimental data with inevitable necking-induced loading path variations. The resulting final integral form of the HC fracture initiation model reads
with e f denoting the equivalent plastic strain at the onset of fracture after loading along a path characterized by the histories g½ e p and h½ e p . The assessment of the general validity of this integral approach is deferred to future research as a comprehensive series of non-proportional loading path experiments would needed for this. Here, we can only justify the use of the integral formulation through empirical arguments, i.e. it has been widely used (without any justification) in engineering practice for 30 years (see Johnson and Cook (1985) ) and is mathematically similar to the well-established Palmgren-Miner rule in high cycle fatigue (Palmgren, 1924) . At the same time, it is noted that the integral extension for non-proportional loading is conceptually problematic as discussed by Benzerga et al. (2012) . We therefore emphasize that even though Eq. (21) depends on the stress-state history during plastic loading, i.e. g½ e p and h½ e p , it is just introduced as a means to identify the criterion for proportional loading from basic fracture experiments, while it should not be understood as a general recommendation for predicting fracture initiation after non-proportional loading.
Comment on model consistency
The basis of the proposed fracture initiation model is a localization criterion in stress space for proportional loading (Eq. (17)). This criterion is transformed from stress space to the mixed strain-stress space using the material's plasticity model. This approach is considered as consistent in the sense that the link with the underlying localization criterion in stress space is preserved. In other words, the final HC fracture initiation model features only parameters that are associated with the localization criterion (17) in stress space.
The derivation of the so-called modified Mohr-Coulomb (MMC) model is mathematically similar to the HC model, but it is usually used as inconsistent model. As opposed to the isotropic hardening law provided by Eq. (12), Bai and Wierzbicki (2010) 
For most engineering materials, the hardening rule does not dependent on the Lode angle or the stress triaxiality. Consequently, g½g; h ¼ 1 must be used in (22) to describe the isotropic strain hardening. However, when applying the MMC model, the functiong½g; h is not set to unity in Eq. (24) even if g½g; h = 1 is assumed to model strain hardening (e.g. Bai and Wierzbicki (2010) , Luo and Wierzbicki (2010) , Beese et al. (2010) , Dunand and Mohr, 2011a,b) . This practice is considered as inconsistent modeling. It is mostly done to obtain a better fit of the model to experimental data. In addition to the two Mohr-Coulomb parameters, the parameters describing the function g½g; h can be adjusted to improve the predictions of the strain to fracture. The main difference between inconsistent and consistent modeling is that the latter approach preserves the link with the underlying stress-based fracture initiation model. For proportional loading, the application of the HC model (21) provides the same result as the direct use of the underlying stressbased criterion (17). In the case of the inconsistent MMC model, the application of Eq. (24) does not provide the same result as the Mohr-Coulomb criterion in stress space (Eq. (23)). In other words, the link with the original Mohr-Coulomb criterion is lost when using the inconsistent MMC model. Another particular feature of the present work is the use of a non-associated flow rule model to account for the anisotropy in the plastic flow. It is emphasized that the hardening law relates the von Mises stress to its work-conjugate equivalent plastic strain. As a result, the HC fracture model is an isotropic criterion in both the stress and plastic strain space. In other words, the anisotropy of the flow rule does not alter the isotropic response of the fracture initiation model.
Fracture experiments
We make use of the experimental data for three different advanced high strength steels to calibrate and validate the HC fracture initiation model.
Materials
Two Dual-Phase (DP) steels and one TRIP-assisted steel are considered:
1.4 mm thick DP590 steel sheets from ArcelorMittal 1.0 mm thick DP780 steel sheets from US Steel 1.4 mm thick TRIP780 steel sheets from POSCO The experimental data for the TRIP780 steel is taken from the literature (Dunand and Mohr, 2011a) , while new experimental results are reported here for dual phase steels.
Uniaxial tension experiments
Tension experiments are performed on different specimen geometries. Dogbone specimens featuring a 10 mm wide gage section are used to characterize the material response for uniaxial tension up to the onset of necking. Specimens are extracted along three different sheet directions (rolling, transverse and 45°-direction). All experiments are performed at an axial strain rate of about 10 À3 =s. Throughout the experiments, the in-plane displacement fields are monitored using planar Digital Image Correlation (DIC).
In particular, the evolution of the width strain is determined as a function of the axial strain using virtual extensometers of about 9 and 20 mm length for the respective directions. After computing the logarithmic plastic strains in the width and thickness directions (assuming plastic incompressibility), the Lankford ratios are determined from the average slopes, Table 1 summarizes the measured Lankford ratios for all three materials and material orientations. The axial true stress versus logarithmic plastic strain curves for the DP steels are shown in Fig. 7 . As reported by Mohr et al. (2010) for the TRIP780 steel and another DP590 steel, the axial stress-strain curves for different material orientations lie approximately on top of each other which motivates the use of an isotropic yield condition.
Other tensile experiments
In addition to uniaxial tension experiments, tension experiments are performed on specimens with circular cut-outs (notched tension) and a central hole (''CH''-specimen). We use the labels ''NT6'' and ''NT20'' to refer to specimens with notch radii of R ¼ 6:67 mm and R ¼ 20 mm, respectively (Fig. 8) . All specimens had been extracted from the sheets using abrasive water-jet cutting, with the specimen tensile axis aligned with the sheet rolling direction. The hole in the CH-specimens is introduced using CNC machining to minimize the effect of the cutting technique on the onset of fracture at the hole boundaries (see Dunand and Mohr (2010) ). The specimens are tested in a hydraulic universal testing machine with custom-made high pressure clamps. All experiments are performed under displacement control at a constant cross-head speed of about 1 mm= min. The relative vertical displacement of points positioned on the lower and upper specimen boundary is measured using a DIC-based virtual extensometer. The recorded force-displacement curves are shown as solid dots in Figs. 9 and 10. Note that only one curve is shown per experiment because of the remarkable repeatability of the experimental measurements.
Shear experiments
Butterfly specimens (Fig. 8d ) are subject to tangential loading to characterize the fracture response for pure shearðg ffi 0, h ffi 0). The latest specimen design as optimized by Dunand and Mohr (2011b) is used. It features clothoidally shaped specimen shoulders, convex lateral boundaries and a gage section of 0.5 mm thickness while preserving the original sheet thickness in the shoulder regions. The specimen is tested in a dual actuator system using the same high pressure clamps as for the above tension experiments. The shear experiments are performed under combined displacement/force control, i.e. the horizontal actuator applies a constant tangential velocity of 0:2 mm= min while keeping the vertical force equal to zero (see Mohr and Oswald (2008) for details on the experimental procedure). The relative tangential and normal displacement of two points located on the upper and lower specimen shoulder is measured using DIC. The dotted curves in Figs. 9 and 10 show the measured force-displacement curves for shear loading. All curves increase monotonically up to the point of fracture. The location of onset of fracture is assumed to coincide with the location of the highest equivalent plastic strain within the gage section.
Punch experiment
Circular discs are extracted from the sheets for punch testing. A hemispherical punch of a diameter of 45 mm is used to apply the loading, while clamping the specimen on a 127 mm diameter die. Four about 0.05 mm thick Teflon layers with grease are positioned between the specimen and the punch to reduce the effect of friction. After clamping the specimens with sixteen M10 screws, the experiments are performed at a constant punch velocity. The experiments are stopped as soon as the punch force reaches its maximum. Subsequently, the specimens are cut in half to be able to measure the final specimen thickness at the apex of the punched specimens. The measured thickness reductions for the DP590, DP780 and TRIP780 steels were 67%, 61% and 59%, respectively.
Identification of the loading path to fracture
Plasticity model parameter identification
The plasticity model requires the identification of the isotropic hardening law and of the anisotropic flow potential function. The parameters of the latter are uniquely determined from the three Lankford ratios r 0 , r 45 and r 90 , using the analytical relationships
1 þ r 90 1 þ r 0 and
The isotropic hardening law for the dual phase steels is identified in a two-step procedure. Firstly, we approximate the true stress versus logarithmic plastic strain curve up to the point of necking using an exponential law (Voce, 1948) ,
Secondly, the same experimental curve is approximated using a power law (Swift, 1952) ,
As suggested by Sung et al. (2010) , the final hardening curve is approximated by the linear combination of the exponential and power law, . Note that each graph shows the curves for three different specimen orientations (0°, 45°and 90°), but they lie exactly on top of each other and thus only one curve is visible.
The weighting factor a plays an important role in the post-necking range and needs to be determined through inverse analysis. The NT20 experiment is chosen to identify a. Unlike in dogbone specimens, the location of the through-thickness necking zone is predetermined by the notched specimen geometry. Furthermore, the mechanical system for the NT20 experiment does not lose any symmetry in the post-necking range. Hence, the modeling of one eighth of the specimen without any artificial imperfections is sufficient for simulating a notched tension experiment. We follow closely the modeling guidelines given by Dunand and Mohr, 2010 : eight elements in thickness direction and at least 10 5 explicit time steps, while using the user material subroutine developed by Mohr et al. (2010) for the non-associated quadratic plasticity model.
The identification of a is posed as a minimization problem. For this, we introduce the residual
to quantify the difference between the simulated and measured force-displacement curve for notched tension (NT20), with F NUM i
and F
EXP i
denoting the respective computed and measured forces corresponding to the same displacement u i of the discrete experimental force-displacement curve with Np data points. After minimizing w using a derivative-free simplex optimization algorithm, the values a ¼ 0:70 and a ¼ 0:79 are obtained for the DP590 and DP780 materials, respectively. A summary of all parameters describing the isotropic hardening of the DP steels is given in Table 2 .
The black solid lines in Figs. 9 and 10 show the simulated forcedisplacement curves for notched tension (NT20 and NT6), tension with a central hole (CH), and the butterfly shear specimens (SH). In the latter case, only one half of the butterfly specimen is modeled with symmetry boundary conditions applied to the specimen mid-plane (about 40,000 first-order solid elements). The good agreement of the simulations (solid lines) and experiments (dots) partially validates the applicability of the calibrated plasticity model.
Loading paths to fracture
The calibration of a fracture initiation model requires knowledge of the stress and deformation history at the material point within the specimen where fracture initiates:
For notched tension (NT6 and NT20) and shear loading (SH), the loading paths to fracture are extracted at the integration point of the element with the highest equivalent plastic strain. As can be seen from the contour plots in Figs. 9 and 10, this location corresponds to the very center of the NT specimens. For tension with a central hole (CH), the loading path is extracted from the element on the specimen mid-plane that is positioned at the root of the hole.
The punch experiment (PU) does not exhibit any necking and we therefore assume that the stress state remains equi-biaxial tensionðg ¼ 0:67, h ¼ À1) throughout the entire deformation history. According to the non-associated flow rule, the equivalent plastic strain to fracture can be determined from the final thickness reduction
The determined loading paths to fracture are shown as black solid lines in Fig. 11 . Each row of figures corresponds to a different material. The left plots show the evolution of the equivalent plastic strain as a function of the stress triaxiality, while the center plots show the same evolution as a function of the Lode angle parameter. For tension with a central hole (CH), the stress triaxiality and Lode angle parameters remained more or less constant. Under notched tension (NT), the stress state is typically constant up to the onset of through-thickness necking; thereafter, an outof-plane stress builds up which causes an increase in stress triaxiality and a decrease in the Lode angle parameter. The deformed meshes at the instant of onset of fracture for notched tension are shown next to the plots of the loading paths in Figs. 9 and 10. The color contours are chosen such that the maximum value (red) corresponds to the equivalent plastic strain at the instant of onset of fracture. 
with S EXP denoting a set of calibration experiments. As for the isotropic hardening law identification, a derivative-free simplex algorithm is used to solve (32) in an approximate manner.
Model application
Among the loading paths shown in Fig. 11 , we chose the results from the experiments S EXP ¼ fSH; CH; NT6g to calibrate the three parametersfa; b; cg of the HC model. The instants of onset of fracture predicted by the calibrated HC model are depicted by blue dots in Fig. 11 . The overall comparison of the model predictions with the end points of the loadings paths (black lines) shows satisfactory agreement for all experiments and for all three materials. The good agreement for SH, CH and NT6 demonstrates that the mathematical structure of the HC model is flexible enough to be fitted to three distinct loading paths. Differences between the model predictions and the experiments become apparent for the PU and NT20 experiments. The model error for punch loading is small for the DP590 steel which features a high Hosford exponent. For smaller Hosford exponents (see DP780 and TRIP780), the model becomes more sensitive to small variations in stress triaxiality in the vicinity of uniaxial tension (g ¼ 0:33, h ¼ 1:0). Consequently, small uncertainties in the loading path to fracture for CH have a strong effect on the identified model parameters b and c (and hence on the results for PU). A more robust calibration is obtained when including the result from the punch test in the calibration procedure, i.e. S EXP ¼ fSH; CH; NT6; PUg.
The results for the DP780 steel (second row in Fig. 11 ) elucidate the effect of the Lode angle parameter. The calibration reveals only little stress triaxiality dependence (c ffi 0), even though the plot of the loading paths in the equivalent plastic strain versus triaxiality plane (Fig. 11d) shows significant variations in the strain to fracture. According to our model, these variations are only due to the fact that the loading paths feature different Lode angle parameters (see Fig. 11e ). The right-most column in Fig. 11 shows the underlying localization criteria in mixed strain-stress space (Eq. (20) ). Observe that their shape varies substantially as a function of the material, with a Mohr-Coulomb type of surface (a ffi 1) for the TRIP780 steel (both stress triaxiality and Lode angle dependent), Hosford type of surface (c ffi 0) for the DP780 steel (Lode angle dependent only) Mises type of surface (a ffi 2, c ffi 0) for the DP590 steel (nearly stress state independent). This result illustrates not only the flexibility of the HC model, but also the importance of validating fracture initiation models for different materials.
To expose the effect of the Hosford extension of the MohrCoulomb model, an attempt is made to describe the experimental data using the MC model. The model calibration is thus repeated for the special case of a ¼ 1 using the same experimental database, S EXP ¼ fSH; CH; NT6g. The corresponding predictions (MC model) are depicted as red solid dots in Fig. 10 . Its approximation of the calibration experiments is only satisfactory for the TRIP780 steel. For the DP steels, the MC model significantly underestimates the strain to fracture for notched tension. The calibration for NT6 does not improve when using two calibration experiments only (e.g. S EXP ¼ fCH; NT6g). This is due to the fact that the two-parameter MC model reduces to a one-parameter model for biaxial tension. In other words, the MC model provides only a poor description of experimental data for biaxial tension.
Conclusions
A fracture initiation model is proposed to predict the onset of fracture in advanced high strength steels at low stress triaxialities. Assuming that the onset of ductile fracture is imminent with the formation of a band of localization at the mesoscale or microscale, a stress triaxiality and Lode angle parameter dependent fracture initiation model is formulated based on the results from a fully three-dimensional localization analysis. The resulting model is an extended Mohr-Coulomb model which makes use of the Hosford equivalent stress and the normal stress acting on the plane of maximum shear to predict the onset of fracture. A consistent transformation from the principal stress space to the space of equivalent plastic strain, stress triaxiality and Lode angle parameter is performed to obtain a fracture initiation model for non-proportional loading. The particular feature of this transformation is that it makes use of the material's isotropic hardening law and therefore preserves the physical meaning of the underlying stress-based localization model.
Experimental results are reported from ductile fracture experiments on three different advanced high strength steel sheets (DP590, DP780 and TRIP780). The experimental program includes a shear experiment, tension with a central hole, notched tension and a punch experiment, thereby covering a wide range of stress states. The comparison of experiments and simulations shows good agreement of the Hosford-Coulomb model predictions with all experiments for all materials. It is worth noting that without any shear localization analysis results at their disposal, Stoughton and Yoon (2011) and Bai and Wierzbicki (2010) had already correctly hypothesized on the existence of a MohrCoulomb type of criterion for predicting the onset of ductile fracture. However, the present analysis shows that the direct use of a Mohr-Coulomb criterion systematically underestimates the strain to fracture for biaxial loading, while it can be predicted with great accuracy when using the Hosford-Coulomb model.
