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RESUMO
WEINERT, Wagner Rodrigo. Computação evolucionária para indução de regras de autô-
matos celulares multidimensionais. 2010. 189p. Tese (Doutorado) - Programa de Pós-Graduação
em Engenharia Elétrica e Informática Industrial, Universidade Tecnológica Federal do Paraná.
Curitiba, 2010.
Um autômato celular é um sistema dinâmico discreto que evolui pela iteração de regras.
Os valores das variáveis do sistema mudam em função de seus valores correntes. Os autômatos
celulares podem ser aplicados na resolução de diversos problemas. A tarefa de encontrar uma
regra de transição que solucione um determinado problema pode ser generalizada como um
problema de indução de regras para autômatos celulares. Várias abordagens baseadas em téc-
nicas de computação evolucionária vêm sendo empregadas neste problema. No entanto, estas
restringem-se a aplicações específicas. A principal contribuição deste trabalho é a proposição
de uma metodologia genérica para indução de regras de autômatos celulares. Para alcançar
este objetivo a pesquisa foi segmentada em quatro etapas. Na primeira etapa avaliou-se o de-
sempenho de alguns parâmetros de previsão de comportamento calculados em função de regras
de transição. Os resultados obtidos nesta etapa indicaram que os parâmetros de previsão de
comportamento dinâmico devem ser utilizados de forma criteriosa. Este cuidado reside na pos-
sibilidade de se obter soluções válidas, porém, não satisfatórias. Ressalta-se também a necessi-
dade da existência de parâmetros de referência que para a maioria dos problemas reais, não está
disponível. Na segunda etapa apresentou-se um novo método para a previsão do comportamento
dinâmico. Este método considera a regra de transição e a configuração inicial do autômato celu-
lar. Para a previsão utilizou-se como referência os padrões de comportamento dinâmico qua-
litativos descritos por Wolfram. O método mostrou-se eficiente para regras de comportamento
nulo. Como o processo de simulação da dinâmica de um sistema pode ter um custo computa-
cional elevado, desenvolveu-se uma terceira metodologia. Nesta metodologia implementou-se
uma arquitetura baseada no conceito de hardware/software co-design com a finalidade de con-
tornar problemas referentes a tempo de processamento. Esta arquitetura realiza a evolução de
autômatos celulares utilizando lógica reconfigurável. A arquitetura diminuiu o tempo de pro-
cessamento por centenas de vezes, mas algumas restrições do modelo, como número limitado
de células lógicas e reprogramações do hardware inviabilizaram seu uso. Considerando-se as
restrições impostas pela arquitetura implementada, iniciou-se a quarta etapa da pesquisa onde
foi desenvolvida uma nova arquitetura paralela fundamentada no paradigma mestre-escravo.
Neste paradigma um processo mestre implementa o algoritmo evolucionário e um conjunto de
processos escravos dividem a tarefa de validação das regras obtidas. O sistema é executado em
um cluster composto por 120 núcleos de processamento que se interligam por meio de uma
rede ethernet. A estratégia co-evolucionária baseada em um modelo insular permitiu a busca
por soluções que apresentam um melhor valor para função de fitness. O sistema genérico im-
plementado sobre um ambiente paralelo foi capaz de solucionar os problemas abordados. Uma
análise de distribuição de tarefas entre vários processadores enfatizou os benefícios do processa-
mento paralelo. Os experimentos também indicaram um conjunto de parâmetros evolucionários
de referência que podem ser utilizados para configurar o sistema. As contribuições deste tra-
balho foram tanto teóricas, com as avaliações realizadas sobre os parâmetros e os diferentes
métodos de previsão de comportamento dinâmico, quanto metodológicas, pois desenvolveu-se
a proposta de duas arquiteturas de processamento distintas.
PALAVRAS-CHAVE: Autômatos Celulares. Computação Evolucionária. Comportamento
Dinâmico. Lógica Reconfigurável. Computação Paralela.
ABSTRACT
WEINERT, Wagner Rodrigo. Evolutionary computation to rules induction of multidimen-
sional cellular automata. 2010. 189p. Tese (Doutorado) - Programa de Pós-Graduação em
Engenharia Elétrica e Informática Industrial, Universidade Tecnológica Federal do Paraná. Cu-
ritiba, 2010.
A cellular automata is a discrete dynamic system that evolves thought interactions of rules
and can be applied to solve several complex problems. The task to find the transition rule to
solve a problem can be generalized as a problem of rule induction for cellular automata. Seve-
ral approaches, based on evolutionary computation techniques, have been proposed to solve this
problem. However, there is no generic methodology capable of being applied to a large range
of problems. The main contribution of this work is a generic methodology for rule induction for
cellular automata. This research was done in four steps to achieve this objective. In the first step
we evaluated the performance of some dynamic behavior forecasting parameters calculated as
function of a transition rule. The obtained results indicated that those parameters can be used in
a careful way. This is due to the possibility of obtaining valid, but insatisfactory solutions. We
stress the importance of considering reference parameters, which for the majority of real pro-
blems, are not available. In the second research step we proposed a new method to forecast the
dynamic behavior. This method considers the transition rule and the initial configuration of the
cellular automata. We used the qualitative dynamic behavior patterns described by Wolfram as
reference to the forecast. This method was efficient for null behavior rules. Since the process of
dynamic simulation can have a high computational cost, we developed a third methodology: an
architecture based on the concept of hardware/software co-design to accelerate the processing
time. This architecture implements the evolution of cellular automata using reconfigurable logic
and was able to decrease hundreds of times the processing time. In the fourth step we developed
a new parallel architecture based on the master-slave paradigm. In this paradigm, the master
process implements the evolutionary algorithm and a set of slaves processes divide the task of
validating the obtained rules. The system runs in a cluster with 120 processing cores connected
by a local area network. The co-evolutionary strategy based on an insular model allowed the
search for high quality solutions. The generic system implemented over a parallel environment
was able to solve the problems proposed. A task distribution analyses among several processors
emphasized the benefits of parallel processing. The experiments also indicated a set of refe-
rence parameters that can be used to configure the system. The contributions of this work were
theoretical and methodological. The former refers to the evaluations done and the different
methods for dynamic behavior forecasting parameters. The latter is about the development of
two architectures for processing.
KEY-WORDS: Cellular Automata. Evolutionary Computation. Dynamic Behavior. Recon-
figurable Logic. Parallel Computing.
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1 INTRODUÇÃO
1.1 MOTIVAÇÃO E JUSTIFICATIVA
Os Sistemas de Vida Artificial (SVA) tentam simular os comportamentos e as características
dos sistemas naturais. O comportamento ou dinâmica de um sistema emerge de um processo
iterativo decorrente da atuação de regras simples sobre cada um dos elementos primitivos que
formam o sistema. Assim, um SVA pode ser definido como uma coleção de unidades sim-
ples e básicas, onde a principal característica é a emergência de comportamentos complexos
(LANGTON, 1995).
Segundo Luger (2004), os Autômatos Celulares (ACs) são famílias de máquinas de es-
tado finito que exibem comportamentos emergentes através de suas iterações. O estudo de
sociedades de máquinas de estado finito conectadas e analisadas como entidades emergentes foi
denominado, por alguns autores, como programação evolucionária (FOGEL; OWENS;WALSH,
1996).
Em essência, um Autômato Celular (AC) é representado por um reticulado d-dimensional,
uma vizinhança e uma regra de transição de estado que determina qual será o próximo estado
do reticulado, a partir de seu estado atual (WOLFRAM, 1994).
O problema intitulado classificação pela regra da maioria (GACS; KURDYUMOV; LEVIN,
1978; ANDRE; BENNETT III; KOZA, 1996; JUILLÉ; POLLACK, 1998) é um problema
largamente estudado pela teoria de ACs. Basicamente, o problema consiste na busca de uma
regra de transição que conduza todas as células iniciais de um arranjo d-dimensional para o es-
tado 0 ou estado 1 após t iterações. O estado final esperado para as células do arranjo depende
da densidade apresentada pelo AC em sua configuração inicial. A densidade é obtida a partir da
divisão do número de células com estado igual a 1 pelo número total de células do AC. Além
deste problema, na Seção 2.5 são apresentados diversos trabalhos onde se aplica a teoria de ACs
para resolução de problemas.
A dinâmica de um AC pode ser ilustrada por diagramas de padrões espaço-temporais, nos
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quais a configuração de estados em um reticulado d-dimensional é determinada como uma
função do tempo. A partir da análise destes diagramas é possível classificar o comportamento
dinâmico de um sistema. Wolfram (1984) propôs um padrão de classificação de comporta-
mento representado por 4 classes qualitativas. Posteriormente, Li e Packard (1990) refinaram a
classificação de Wolfram em 6 classes.
Quando a regra de transição de estado é conhecida, simular o comportamento dinâmico de
um AC para uma determinada aplicação é simples. No entanto, esta situação não ocorre para a
maioria das aplicações de ACs. A tarefa de encontrar regras de transição de estado que simulem
determinado comportamento dinâmico de um AC pode ser generalizada como um problema de
indução de regras para ACs.
A maioria dos problemas modelados através de ACs apresentam um espaço de busca de
soluções intratável para algoritmos de busca baseados em estratégias determinísticas, o que
torna o problema de indução de regras para ACs difícil. Por exemplo, para um AC unidimen-
sional de raio 5 tem-se um espaço de busca de 3,2×10616 regras. Para um AC bidimensional
de mesmo raio o espaço de busca é de 226×1035 e para um AC tridimensional é de 24×10100 .
Esforços têm sido gastos na busca de novas abordagens eficientes e capazes de simular o
comportamento desejado na tarefa de indução de regras para ACs. A maioria destas abordagens
(RICHARDS; MEYER; PACKARD, 1990; ANDRE; BENNETT III; KOZA, 1996; JUILLÉ;
POLLACK, 1998; MORALES; CRUTCHFIELD; MITCHELL, 2001; OLIVEIRA; OMAR;
DE-OLIVEIRA, 2001; FERREIRA, 2002b; OLIVEIRA; ASAKURA; DE-OLIVEIRA, 2002;
OLIVEIRA; BORTOT; DE-OLIVEIRA, 2002, 2007) utilizam técnicas baseadas em algoritmos
evolucionários, como por exemplo: Algoritmos Genéticos (AGs) (GOLDBERG, 1989; HOL-
LAND, 1975; COLEY, 1997; SIVANANDAM; DEEPA, 2007) e Programação Genética (PG)
(KOZA, 1992, 1994; LANGDON; POLI, 2002; POLI; LANGDON; MCPHEE, 2008). Es-
tas técnicas evoluem uma população de indivíduos (no caso, regras) por n gerações. Em cada
geração um conjunto de operadores genéticos atua sobre a população de indivíduos a fim de
melhorar a qualidade do material genético. Esta qualidade é avaliada pela função de fitness,
e normalmente o processo de evolução é encerrado quando uma solução satisfatória é encon-
trada ou quando algum critério de término é alcançado, por exemplo, um número máximo de
gerações.
Em geral, no problema de indução de regras para ACs utiliza-se como função de fitness
uma medida obtida através da análise do comportamento dinâmico do sistema, onde cada uma
das possíveis soluções (regras) é submetida a um processo de simulação da dinâmica. A regra
atua sobre uma configuração inicial de AC por t iterações, obtendo-se a configuração final que
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é comparada à configuração esperada. Se ambas forem iguais então a regra é solução do pro-
blema, senão uma medida de similaridade quantifica a qualidade da regra. Nesta abordagem
o cálculo do fitness tem um elevado custo computacional, o que por vezes, inviabiliza o pro-
cesso. Uma importante contribuição para esta área é o desenvolvimento de novas metodologias
que permitam reduzir o tempo de processamento deste processo. A utilização de um hardware
dedicado, capaz de implementar o paralelismo intrínseco dos ACs, pode ser uma abordagem
bastante interessante (WEINERT; BENITEZ; LOPES; LIMA, 2007).
Segundo Culik, Hurd e Yu (1990) a previsão do comportamento dinâmico de um AC não
pode ser realizada com exatidão. Esta restrição é decorrente do enorme espaço de estados
iniciais que um AC pode assumir. Pode ocorrer situações onde uma mesma regra de transição,
aplicada a diferentes estados iniciais, apresente diferentes comportamentos dinâmicos ao longo
das iterações. Muitas vezes, é necessário centenas de passos iterativos até que seja possível
caracterizar o comportamento dinâmico de um AC. Uma outra importante contribuição para a
área seria o desenvolvimento de uma metodologia onde fosse possível antecipar o conhecimento
a respeito da dinâmica do sistema. Basicamente, reduzir o número de passos iterativos sem
perder a precisão da previsão do comportamento dinâmico.
A literatura apresenta algumas métricas, conhecidas como Parâmetros de Previsão de Com-
portamento Dinâmico (PPCD), que podem auxiliar na tarefa de previsão do comportamento
dinâmico de um AC, tais como: sensitividade (BINDER, 1993), domínio da vizinhança, propa-
gação da atividade e atividade absoluta (OLIVEIRA; OMAR; DE-OLIVEIRA, 2001), parâmetro
Z (WUENSCHE, 1999), atividade (LANGTON, 1990), parâmetros de campo médio (LI, 1991),
parâmetro Z de Li (LI, 1991). Oliveira, Asakura e De-Oliveira (2002) demonstraram que os pa-
râmetros sensibilidade, atividade absoluta, domínio da vizinhança e propagação da atividade
podem auxiliar um algoritmo genético co-evolucionário no problema de indução de regras para
o problema de classificação pela regra da maioria. Neste trabalho a avaliação das regras é
obtida em função de dois parâmetros. O primeiro parâmetro considera os valores obtidos pelo
cálculo dos parâmetros de previsão de comportamento e o segundo parâmetro pela simulação
da dinâmica do sistema. Atribui-se pesos diferentes a estes parâmetros. No entanto, ainda não
foram reportados resultados onde se considera apenas os parâmetros de previsão de comporta-
mento dinâmico no processo de avaliação das regras. Um estudo a respeito da utilização destes
parâmetros pode revelar novos conhecimentos a respeito da utilização dos mesmos no processo
de indução de regras para ACs.
Embora a literatura relate algumas técnicas aplicadas ao problema de indução de regras,
uma restrição permanece constante, pois todas as abordagens são especializadas, ou seja, solu-
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cionam um problema específico e não se apresenta uma solução genérica. Entende-se que o de-
senvolvimento de uma metodologia genérica é uma importante contribuição para esta área, onde
se pode utilizar técnicas de computação evolucionária para agregar as diversas propriedades
apresentadas pelos ACs para permitir a indução de regras em uma variedade de aplicações
distintas. O problema de classificação pela regra da maioria apresenta-se como um excelente
instrumento de estudo e consequente aprendizado para o desenvolvimento deste trabalho, uma
vez que já foi explorado pela literatura.
1.2 OBJETIVOS
O objetivo geral deste trabalho é desenvolver métodos para indução de regras de automatos
celulares multidimensionais.
Os objetivos específicos são:
• Desenvolver um método de computação evolucionária para indução de regras de ACs que
apresentem comportamento nulo para o problema de classificação pela regra da maioria.
• A partir da análise de modelos descritos na literatura para previsão de comportamento
dinâmico, apresentar uma nova metodologia para realização desta previsão.
• Apresentar ummodelo híbrido de integração que permita conectar o sistema de simulação
da dinâmica implementado em hardware (WEINERT; BENITEZ; LOPES; LIMA, 2007),
com as devidas modificações e integração de novos módulos, a um sistema de indução de
regras implementado em software.
• Implementar uma arquitetura insular paralela de processamento baseado no algoritmo
evolucionário de Programação de Expressão Genética (PEG). O algoritmo destina-se
tanto a resolução de problemas de classificação quanto ao processo de indução de regras
de ACs multidimensionais.
1.3 ESTRUTURA DA TESE
O restante da tese está estruturado da seguinte forma. No capítulo 2 apresenta-se a fun-
damentação teórica. Descrevem-se conceitos e definições a respeito de ACs, algoritmos de
computação evolucionária, lógica reconfígurável, computação paralela e são relatados alguns
trabalhos relacionados a esta tese. O capítulo 3 apresenta um modelo evolucionário para o
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problema de indução de regras de ACs utilizando PPCD. O capítulo 4 destina-se ao desenvolvi-
mento metodológico de um novo método para previsão de comportamento dinâmico baseado
num modelo de simulação parcial da dinâmica. O capítulo 5 apresenta um modelo híbrido de
integração entre hardware e software para o problema de indução de regras de ACs. O capítulo
6 apresenta um modelo computacional paralelo para indução de regras. No capítulo 7 são apre-
sentadas as conclusões e indicados novos caminhos que podem ser trilhados na continuidade
deste trabalho.
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2 FUNDAMENTAÇÃO TEÓRICA
2.1 COMPUTAÇÃO EVOLUCIONÁRIA
A Computação Evolucionária (CE) tem sido aplicada em diversas áreas do conhecimento,
desde ciências naturais e engenharia até biologia e ciência da computação. A CE abrange
uma série de métodos computacionais inspirados na teoria da evolução das espécies, mais es-
pecificamente no conceito de seleção natural. Estes métodos manipulam soluções candidatas,
também chamadas de indivíduos. Um conjunto de indivíduos constitui uma população. Estes
indivíduos são apresentados a um ambiente, no caso o problema, onde os mais aptos sobre-
viverão. A evolução dos indivíduos, e consequente sobrevivência e adaptação dos mesmos, é
realizada por meio de um processo iterativo de exploração do espaço de soluções através de
métodos de seleção e operadores genéticos específicos. Cada processo iterativo constitui uma
geração. Fazendo um paralelo com a evolução das espécies, uma nova geração acontece a cada
nova reprodução, por meio dos descendentes. A aptidão de um indivíduo é mensurada por
uma função de qualidade, conhecida na computação evolucionária como função de fitness. Esta
função é particularizada para cada ambiente (EIBEN; SMITH, 2008). Diversos paradigmas
e métodos computacionais implementam variações destes conceitos, tais como: Algoritmos
Genéticos (AGs) (HOLLAND, 1975; GOLDBERG, 1989; COLEY, 1997; SIVANANDAM;
DEEPA, 2007), Programação Genética (PG) (KOZA, 1992, 1994; LANGDON; POLI, 2002;
POLI; LANGDON; MCPHEE, 2008) e Programação de Expressão Genética (PEG) (FER-
REIRA, 2002a, 2002b, 2006).
2.1.1 Algoritmos Genéticos
Os AGs constituem uma classe de métodos de busca de propósito geral, que não exploram
o espaço de busca de um determinado problema por inteiro e, sim, realizam buscas orientadas
pelas melhores soluções encontradas até determinado momento para encontrar uma solução
satisfatória para o problema.
Os AGs são algoritmos de otimização, baseados nos mecanismos da seleção natural e da
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genética. Eles empregam uma estratégia de busca paralela e estruturada que é voltada em di-
reção ao reforço da busca em torno de pontos de maior aptidão, ou seja, pontos nos quais a
função a ser minimizada (ou maximizada) tem valores relativamente baixos (ou altos).
Quando se opta por utilizar AGs com o objetivo de resolver um determinado problema,
depara-se de início com uma tarefa importante, que é a codificação do problema. Cada variável
é discretizada em um determinado intervalo e representada como um conjunto de bits (em sua
forma original), sendo que o conjunto de variáveis codificado é denominado cromossomo. Um
ou mais cromossomos são associados para formar um indivíduo. É importante ressaltar que,
na maioria das vezes, o AG manipula os indivíduos (variáveis codificadas) e não as variáveis
propriamente ditas. Uma codificação inadequada pode tornar o problema difícil ou mesmo
impossível para o AG.
Uma população é formada por um conjunto de indivíduos. Pode-se gerar esta popula-
ção aleatoriamente, com distribuição uniforme, ou levar em consideração algum conhecimento
prévio a respeito do problema. Esta população de possíveis soluções caracteriza a exploração
paralela do espaço de busca.
As possíveis soluções para um dado problema são representadas pelos indivíduos desta
população. Logo, é necessário estabelecer uma maneira de avaliar a qualidade da solução, ou
seja, o quão adaptado ao problema está cada indivíduo. Esta medida de avaliação é conhecida
como fitness. O cálculo do fitness é um ponto crítico para o algoritmo, já que, em última análise,
é a função de fitness que está sendo otimizada.
Com base no valor de fitness dos indivíduos, estes são selecionados de tal maneira a privi-
legiar as melhores soluções em detrimento das piores. Este procedimento imita o processo de
seleção natural que guia a evolução das espécies. Os indivíduos são selecionados por métodos
probabilísticos (ou mesmo determinísticos) de modo a poderem gerar descendentes, implemen-
tando, assim, o mecanismo da sobrevivência do mais apto.
Os operadores genéticos são, então, aplicados probabilisticamente sobre os indivíduos se-
lecionados. O operador de recombinação, também conhecido como crossover, opera sobre dois
indivíduos e combina partes de ambos para formar dois novos descendentes. O operador de
mutação atua num determinado indivíduo alterando aleatoriamente um bit de sua composição.
O ciclo de avaliação do fitness, seleção dos indivíduos mais aptos, aplicação do operador de
recombinação e operador de mutação é repetido por determinado número de vezes, esperando-
se que a cada geração a qualidade média dos indivíduos aumente. Depois de uma certa quanti-
dade de gerações é possível que tenham sido geradas soluções boas para o problema.
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Figura 1: Fluxograma de um algoritmo genético.
A Figura 1 mostra o fluxograma de um algoritmo genético básico.
2.1.2 Programação Genética
A PG foi desenvolvida por John Koza (KOZA, 1992, 1994) e foi baseada nos trabalhos de
John Holland sobre AGs (HOLLAND, 1975).
A idéia da PG é “ensinar” computadores a se programarem. Isto é, a partir de especifi-
cações de comportamento, o computador deve ser capaz de induzir um programa que satisfaça
as especificações (KOZA, 1992). Isto é, a PG permite que os computadores resolvam pro-
blemas para os quais não foram previamente programados. A cada programa associa-se um
valor de adequabilidade (fitness) que representa a capacidade deste programa em resolver um
determinado problema.
Fundamentalmente, a PG mantém uma população de programas de computador, utiliza
métodos de seleção baseados na capacidade de adequação (fitness) de cada programa e aplica
operadores genéticos para modificá-los.
A especificação de comportamento é definida, normalmente, por um conjunto de valores
de entrada e saída, denominados casos de fitness, representando o conjunto de treinamento.
Com base neste conjunto, a PG visa evoluir um programa que produza, primeiramente, de
forma não trivial, as saídas corretas para cada entrada fornecida (casos de fitness). Em segundo
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lugar, o programa computa as saídas de tal forma que, se as entradas forem representativamente
escolhidas, o programa terá capacidade de obter saídas corretas para entradas não cobertas pelo
conjunto de treinamento (O’REILLY, 1995).
Pelo fato da PG manipular programas diretamente, uma estrutura de representação relati-
vamente complexa e variável embasa este paradigma. Nos modelos tradicionais, esta estrutura
é uma árvore de sintaxe abstrata composta por funções em seus nós internos e por terminais
em seus nós folhas. A especificação do domínio do problema é estabelecida pela definição dos
conjuntos de funções e de terminais (KOZA, 1992). Os conjuntos de funções e de terminais
devem satisfazer as propriedades de fechamento e suficiência. A propriedade de fechamento
estabelece que cada uma das funções do conjunto de funções seja capaz de aceitar, como seus
argumentos, qualquer valor e tipo de dado que possa ser retornado por qualquer função do con-
junto de funções ou assumido por qualquer terminal do conjunto de terminais. A propriedade
da suficiência requer que o conjunto de terminais e o conjunto de funções sejam capazes de
expressar a solução do problema.
O fluxograma básico da PG é mostrado na Figura 2.
Figura 2: Fluxograma de um algoritmo de programação genética.
Em PG, normalmente quatro medidas explícitas de fitness podem ser utilizadas para quan-
tificar a adaptação de um determinado indivíduo ao seu ambiente: fitness raw, fitness padronizado,
fitness ajustado e fitness normalizado. Formalizações a respeito destas medidas podem ser en-
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contradas em Koza (1992).
Uma das etapas da PG é a seleção dos indivíduos da população que estarão sujeitos à ação
dos operadores genéticos tais como: recombinação e reprodução. Para realizar esta seleção
a PG utiliza uma metodologia de seleção baseada no valor de fitness dos indivíduos. Existem
diversos métodos de seleção, como por exemplo: roleta (GOLDBERG, 1989) e torneio (KOZA,
1992). A decisão de qual utilizar em determinada circunstância é uma tarefa importante dentro
da PG (BANZHAF; NORDIN; KELLER; FRANCONE, 1998).
A PG implementa, em sua forma mais simples, dois operadores genéticos: o operador de
reprodução e o de recombinação. O operador de reprodução seleciona um indivíduo dentro da
população, de acordo com algum método de seleção, e o copia para a próxima geração sem
que este sofra nenhuma alteração em seu material genético ou sua estrutura. O operador de
recombinação cria diversidade na população, pela produção de uma descendência que consiste
de partes retiradas de dois indivíduos previamente selecionados. A operação de recombinação
começa com dois indivíduos-pais que trocam material genético originando dois novos indiví-
duos. Há também o operador de mutação, porém sua utilização não traz benefícios significativos
à PG e normalmente não é utilizado (KOZA, 1992).
2.1.3 Programação de Expressão Genética
A PEG (FERREIRA, 2006) é um modelo de algoritmo evolucionário, que tem semelhanças
com AGs e PG. A diferença fundamental entre os três algoritmos, AGs, PG e PEG, reside na
natureza dos indivíduos. Nos AGs, os indivíduos são cadeias lineares normalmente de tamanho
fixo (cromossomos) e na PG os indivíduos são entidades não-lineares de diferentes tamanhos e
formas (árvores). Na PEG, os indivíduos são codificados em cadeias lineares de tamanho fixo
(genoma ou cromossomo) que são expressas posteriormente como entidades não-lineares com
diferentes tamanhos e formas (representações esquemáticas simples ou Árvores de Expressão
(AEs) ) (FERREIRA, 2006).
Na PEG, os cromossomos são entidades simples: lineares, compactas, relativamente pe-
quenas e fáceis de manipular geneticamente (replicar, mutar, recombinar e transpor). As AEs
são a expressão do respectivo cromossomo, e são as entidades sobre as quais opera a seleção,
sendo selecionadas para se reproduzirem com modificação de acordo com sua aptidão. No pro-
cesso de reprodução são os cromossomos dos indivíduos e não as AEs que são modificados e
transmitidos à geração seguinte.
A organização estrutural dos cromossomos da PEG deve ser preservada visto que qualquer
38
modificação realizada sobre o genoma deverá sempre resultar em AEs ou programas sintatica-
mente corretos. O fluxograma básico da PEG é mostrado na Figura 3.
Figura 3: Fluxograma de um algoritmo de programação de expressão genética.
O primeiro passo a ser executado pelo algoritmo é a criação da população inicial. Este
processo pode ser realizado de duas maneiras, aleatoriamente ou seguindo algum conhecimento
prévio a respeito do problema. Em seguida, expressam-se os cromossomos através das AEs.
Este processo transcorre pela aplicação da linguagem de transferência Karva (FERREIRA,
2006) sobre os cromossomos, das quais se extrai as soluções candidatas. O próximo passo
é realizar a avaliação dos indivíduos, ou seja, o cálculo do fitness. Um indivíduo pode ser for-
mado por mais de um cromossomo, entretanto todo o procedimento aqui explicado se refere
a um indivíduo formado sempre por um único cromossomo, ou seja, indivíduo e cromossomo
são vistos como sinônimos, para facilitar o entendimento. Terminado o processo de avaliação,
testa-se a condição de término do algoritmo da seguinte maneira: se um critério de solução (por
exemplo, medida de fitness) ou de parada (por exemplo, número de gerações) for alcançado
encerra-se o processo, senão, aplica-se uma política de conservação do melhor programa e a
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população de indivíduos é submetida a um processo de seleção que guia a aplicação de vários
operadores genéticos introduzindo variação genética na população. Um indivíduo pode sofrer
tanto a ação de um único operador como a de vários. Então, tem-se uma nova geração de pro-
gramas que serão submetidos ao mesmo processo iterativo. Isto vai se repetir por um número
determinado de gerações ou até que se encontre a melhor solução ou, pelo menos, uma solução
satisfatória para o problema em questão.
Weinert e Lopes desenvolveram uma série de melhorias e adaptações no algoritmo da PEG
originalmente definida por Ferreira (2001). Dentre estas melhorias destacam-se duas ferra-
mentas de software conhecidas como EGIPSYS (WEINERT, 2004; LOPES; WEINERT, 2004;
WEINERT; LOPES, 2007) e GEPCLASS (WEINERT, 2004; WEINERT; LOPES, 2006). O
EGIPSYS é uma ferramenta genérica para solução de problemas de regressão simbólica e o
GEPCLASS é utilizado para solução de problemas de classificação de dados.
A regressão simbólica objetiva encontrar uma função de identificação que seja capaz de
mapear de forma simbólica um conjunto finito de amostras de pontos. Na regressão simbólica
conhece-se apenas um conjunto de entradas e saídas (variáveis independentes e dependentes,
respectivamente), mas não se conhece nada a respeito do modelo. O objetivo neste caso é
encontrar uma função de transferência baseada nas variáveis independentes, que seja capaz de
minimizar uma medida de erro entre os valores da variável dependente, calculadas pela função
encontrada e o valor desejado.
Os problemas intitulados de classificação buscam encontrar uma regra ou um conjunto de
regras que seja capaz de modelar um certo domínio de amostras conhecidas, para então futura-
mente classificar novos conjuntos de dados como pertencentes ou não a uma classe específica.
O objetivo é, então, predizer o valor de um atributo-meta, sendo fornecidos os valores de ou-
tros atributos, denominados atributos previsores. Freqüentemente as regras são representadas
na forma SE-ENTÃO. A parte SE é o antecedente e pode ser formada por combinações lógicas
dos atributos previsores e seus respectivos valores. A parte ENTÃO é o conseqüente e prediz
o valor para algum atributo-meta. Na seqüência descreve-se a metodologia implementada no
GEPCLASS, uma vez que neste trabalho são utilizadas partes desta metodologia.
2.1.3.1 GEPCLASS
OGEPCLASS (WEINERT; LOPES, 2006) implementa uma estrutura, onde uma população
de indivíduos evolui por n gerações. A cada geração um conjunto de operadores genéticos
introduz diversidade genética e promove a melhoria do material genético segundo uma função
de avaliação de qualidade conhecida como função de fitness.
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No contexto adotado, um indivíduo é composto de um único cromossomo que, por sua
vez é, composto de e genes. Cada gene subdivide-se em duas estruturas: cabeça e cauda.
A cabeça do gene pode ser preenchida por elementos pertencentes a um conjunto de funções,
normalmente: AND, OR, NOT, =, =, > e <, e a cauda por elementos pertencentes a um conjunto
de terminais. Os terminais codificam atributos e valores particulares ao problema codificado.
A PEG implementa o conceito de ORF (Open Read Frame) no processo de codificação. Se-
gundo este conceito biológico nem todo material genético disponível é utilizado para codificar
um gene. Assim, a ORF, ou região codificadora de um gene, pode ativar e desativar material
genético durante o processo evolutivo. Logo, nem todo material codificado dentro dos genes é
utilizado na solução do problema.
Todo cromossomo é transcrito para uma Árvore de Expressão (AE) de tamanho variável. O
material genético utilizado neste processo de transcrição é o material ativo presente em cada
gene. As regras de transcrição seguem os padrões expressos pela linguagem Karva (FER-
REIRA, 2006) onde cada gene é transcrito para uma sub-árvore. Em seguida, unem-se as
sub-árvores através de uma função de ligação (AND ou OR) gerando, assim, a AE. A AE
representa a solução candidata para o problema em questão e, a partir da avaliação desta árvore,
obtém-se o fitness do indivíduo. Na Figura 4 apresenta-se o processo de transcrição do gene.
Figura 4: Exemplo da estrutura do cromossomo, árvore de expressão e sua regra correspondente
no GEPCLASS.
No gene 1 a ORF termina na posição 5 e no gene 2 na posição 12, como indicado pelas
setas. A ORF de um gene é determinada pelas funções e suas respectivas aridades (número
de argumentos) codificadas na cabeça do gene. A leitura do gene segue de esquerda para di-
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reita começando na posição mais à esquerda. Por exemplo: no gene 1, posição 1 tem-se o
operador lógico AND cuja aridade é 2, ou seja, são necessários dois argumentos para que se
obtenha uma resposta falsa ou verdadeira em relação a este operador. Assim, os dois opera-
dores seguintes ao AND (< na posição 2 e > na posição 3) tornam-se argumentos do AND.
Recursivamente determinam-se os argumentos de < e >. Este processo se repete até que não
exista mais funções sem argumentos. O tamanho da cauda do gene é determinada em função
do tamanho da cabeça (WEINERT; LOPES, 2006). Assim, garante-se que nunca faltarão argu-
mentos para as funções codificadas na cabeça do gene. Deve-se sempre manter uma estrutura de
precedência hierárquica entre os operadores lógicos, os operadores relacionais e os terminais,
respectivamente.
No GEPCLASS, os cromossomos podem ser de tamanhos variáveis. Estes cromossomos
podem ser formados por um ou mais genes, sendo estes de mesmo tamanho. Metade da popu-
lação é gerada de maneira uniforme, respeitando uma proporcionalidade parametrizada por um
intervalo de tamanho de cabeças definido pelo usuário. A outra metade é gerada aleatoriamente
dentro deste mesmo intervalo. Esta abordagem esta inspirada na técnica do ramped-half-and-
half (KOZA, 1994).
Os métodos de seleção implementados no GEPCLASS são: método da roleta (GOLD-
BERG, 1989) e o torneio estocástico (KOZA, 1992).
A função de fitness utilizada é mostrada na Equação 1 e está baseada em Lopes (1996).
Esta função combina dois índices: especificidade (E) (Equação 2) e sensibilidade (S) (Equação
3) que relacionam variáveis ligadas a conceitos definidos para regras de classificação.
f itness = E.S (1)
E =
vn
vn+ f p
(2)
S =
vp
vp+ f n
(3)
onde
• vp: verdadeiro positivo - A regra prediz que a instância pertence a uma determinada classe
e ela realmente pertence a esta classe.
• fp: falso positivo - A regra prediz que a instância pertence a uma determinada classe, mas
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ela não pertence a esta classe.
• vn: verdadeiro negativo - A regra prediz que a instância não pertence a uma determinada
classe e ela realmente não pertence.
• fn: falso negativo - A regra prediz que a instância não pertence a uma determinada classe,
no entanto ela pertence a esta classe.
Muitas vezes ocorrem disparidades entre os valores de fitness dos indivíduos dentro de uma
população. Isto pode prejudicar o processo evolutivo de busca da solução para um determinado
problema, pois a pressão seletiva causada pela aplicação dos operadores de seleção baseados
no valor de fitness dos indivíduos acaba normalmente selecionando os mesmos indivíduos. Isto
leva o algoritmo a uma convergência prematura, ou seja, toda a população fica praticamente
igual, sem atingir uma solução satisfatória e estagnando a evolução. Para contornar esta limi-
tação foi implementado um procedimento de escalonamento linear para os valores de fitness,
conforme aquele proposto por Goldberg (1989). Para AGs este escalonamento preserva o valor
do fitnessmédio da população após sua aplicação. A intenção deste escalonamento é aproximar
os indivíduos fazendo com que estes tenham mais chances de se manterem dentro da população
no decorrer do processo evolutivo, evitando uma possível convergência prematura da popula-
ção.
Os operadores genéticos sofreram modificações de modo a garantir a propriedade de fecha-
mento, produzindo sempre regras válidas. A estrutura hierárquica das AEs também deve ser
mantida após a aplicação dos operadores.
O operador de mutação atua em 3 níveis distintos, garantindo sempre o cumprimento da
propriedade de fechamento. Este deve sempre substituir um operador lógico por outro operador
lógico, um operador relacional por outro relacional e um terminal por outro terminal. Se a mu-
tação ocorrer num terminal, será escolhido um novo atributo, bem como um valor pertencente
ao domínio deste atributo. Quando o operador NOT for selecionado para sofrer mutação a ope-
ração não será realizada, uma vez que ele é o único operador lógico de aridade 1. A permutação
do operador NOT (aridade 1) com o operador AND (aridade 2), por exemplo, poderia gerar uma
regra inválida.
O operador de recombinação opera da mesma forma tanto para a recombinação entre pais
de mesmo tamanho quanto para pais de tamanhos diferentes. Após a seleção dos pais seleciona-
se o gene que será submetido à operação de recombinação e um ponto de corte pertencente à
cabeça do menor pai, caso sejam de tamanhos diferentes. Este operador sempre troca material
genético entre as cabeças dos genes. A Figura 5 apresenta o processo de recombinação.
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Figura 5: Processo de recombinação para problemas de classificação.
Dados dois pais formados por cromossomos de um único gene seleciona-se um ponto de
corte (sobre uma função) na cabeça do gene do pai A e extrai-se a aridade da função presente
neste ponto de corte (por exemplo, NOT - aridade 1). Percorre-se então o pai B, da esquerda
para a direita, procurando-se por uma função de mesma aridade dentro da cabeça do gene.
Encontrada tal função (NOT, posição 2) tem-se então o ponto de corte relacionado ao pai B.
Caso não se encontre nenhuma função de mesma aridade, o operador de recombinação não
atua. A partir da determinação dos pontos de corte, percorre-se ambos os pais até que a aridade
de uma determinada função seja diferente entre o pai A e o pai B, ou até que se alcance o ponto
limite entre a cabeça e a cauda do gene. Este procedimento fornecerá o segmento de material
genético que será permutado entre os pais. No exemplo da Figura 5 selecionou-se o ponto de
corte na posição 2 para o pai A, cuja aridade da referida função é 1. Ao se procurar por uma
função de mesma aridade no pai B obteve-se como resultado a mesma posição. Transcorrida
a análise, conclui-se que serão permutadas 4 posições entre as cabeças dos genes que seguem
a seguinte seqüência de aridade: 1;2;2 e 2 em ambos os pais. Logo, esta troca não afetará a
estrutura sintática que estes cromossomos representam.
O operador de transposição IS atua sobre um único cromossomo. Ele modifica o material
genético presente na cauda do gene, ou seja, altera a posição dos terminais dentro do gene. Pode
levar material genético de um gene para outro, como também pode transpor material dentro
de um mesmo gene. Selecionados os pontos de envio e recebimento de informação no gene
doador e no receptor respectivamente, define-se o tamanho da transposição. O segmento a ser
transposto desloca para a esquerda o material genético tantas posições quanto o tamanho para
a transposição a partir do ponto de recebimento de informação. Caso o gene doador e receptor
sejam os mesmos (como mostrado na Figura 6) ocorre apenas uma permutação de posições
dentro da cauda do gene, enquanto que, se estes forem diferentes, o gene receptor perde em sua
cauda tantos terminais quanto for o tamanho da transposição.
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Figura 6: Processo de transposição IS para problemas de classificação.
O operador de transposição RIS também atua sobre um único cromossomo. O ponto de
envio de informação sempre se encontra na cauda do gene, enquanto que o ponto de recebi-
mento de informação sempre é o primeiro terminal presente neste mesmo gene. O segmento
a ser transposto desloca para a esquerda o material genético, a partir do ponto de recebimento
de informação, tantas posições quanto for o tamanho da transposição, ocorrendo apenas uma
permutação de posições dentro da cauda do gene. A Figura 7 mostra este processo.
Figura 7: Processo de transposição RIS para problemas de classificação.
Detalhes de implementação dos operadores genéticos e suas propriedades de fechamento,
assim como da função de fitness implementada para solucionar problemas de classificação de
forma genérica são encontrados em Weinert (2004) e Weinert e Lopes (2006).
2.2 AUTÔMATOS CELULARES
Um AC é um sistema dinâmico discreto que evolui pela iteração de uma regra determinís-
tica simples, sendo que os valores das variáveis do sistema mudam em função de seus valores
correntes (WUENSCHE; LESSER, 1992).
John Von Neumann e Stannislaw Ulam foram os idealizadores dos primeiros conceitos so-
bre ACs, com o objetivo de projetar mecanismos artificiais capazes de autorreprodução (NEU-
MANN; BURKS, 1966). Em 1970, o matemático John Conway apresentou a descrição de um
AC binário bidimensional para um jogo de computador chamado game of life (jogo da vida).
A evolução deste AC é orientada por uma regra de transição simples. O trabalho de Con-
way demonstrou que regras simples aplicadas repetidamente sobre estados aleatórios produzem
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resultados que se assemelham aos apresentados por sistemas do mundo real (BERLEKAMP;
CONWAY; GUY, 2001).
O comportamento dinâmico de um AC pode ser representado por sua evolução ao longo do
tempo em um diagrama espaço-temporal. Wolfram é um dos pesquisadores mais importantes
desta área. Dentre suas contribuições destaca-se uma classificação para os diferentes compor-
tamentos dinâmicos apresentados pelos ACs, além de inúmeros trabalhos que estudam carac-
terísticas destes comportamentos (WOLFRAM, 1983, 1983b, 1984, 1984b, 1988, 1994, 2002).
2.2.1 Definição
Um AC pode ser representado por um arranjo d-dimensional. Todas as células desta estru-
tura são idênticas e mantém uma relação de vizinhança determinada por um raio (r) predefinido.
O tamanho (m) desta vizinhança é definido em função de r na forma: m = 2r+1.
As condições de contorno permitem que células situadas nas extremidades do arranjo se
conectem entre si. Todas as células do arranjo d-dimensional são atualizadas em paralelo por
uma regra de transição de estados. Esta regra aplicada sobre cada célula determina o próximo
estado da célula em função de seu estado atual e do estado atual das células que formam sua
vizinhança.
2.2.1.1 Notação
Mitchell (1996) definiu a seguinte notação para ACs:
• Σ: conjunto de elementos possíveis para cada célula;
• k: número de estados do conjunto Σ;
• i: índice que denota uma célula;
• Sti: estado de uma célula num dado tempo t onde Sti ∈ Σ;
• η ti : vizinhança da célula i, ou seja, o estado Sti da célula i, junto com os estados das células
às quais a célula i está conectada;
• Φ(ηi): regra de transição que fornece o próximo estado St+1i para cada célula i em função
de η ti .
Comomencionado anteriormente, a cada iteração, todas as células do arranjo d-dimensional
atualizam seus estados de forma síncrona, segundo a regra Φ(ηi). No entanto, existem modelos
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nos quais as células não são atualizadas desta forma. Por exemplo, as células podem ser atuali-
zadas seqüencialmente, de forma que na atualização da segunda célula do arranjo, já se consi-
dera a atualização da primeira célula, e assim sucessivamente (SWIECICKA; SEREDYNSKI,
2000). O modelo apresentado por Alonso-Sanz e Martin (2006) utiliza o conceito de memória,
onde são considerados os três últimos estados das células que formam uma vizinhança de uma
célula i no processo de atualização da mesma.
2.2.1.2 Vizinhança
A vizinhança de uma célula i no tempo t (Sti) é determinada em função de um parâmetro
denominado raio (r). O tamanho da vizinhança (m) é determinado em função do raio pela
fórmula: m = 2r+ 1. Teoricamente qualquer tamanho de vizinhança pode ser utilizado mas,
na prática, tamanhos pequenos facilitam a observação de como o comportamento global do
sistema emerge a partir de interações locais (OLIVEIRA, 2003). O número de combinações de
vizinhança (ncv) é obtido pela função: k2r+1.
Um AC unidimensional pode ser definido como uma estrutura de dados matricial unidi-
mensional C de tamanho a (C1×a). Para cada célula ci se considera as células à esquerda de ci
(ci−1,ci−2, ...,ci−a) e as células à direita de ci (ci+1,ci+2, ...,ci+a) para formar uma vizinhança.
Para raio igual a 1, a vizinhança da célula ci é formada por um vizinho à esquerda (ci−1) e um
vizinho à direita (ci+1) de ci. Para raio igual a 2, a vizinhança da célula ci é formada por dois
vizinhos à esquerda (ci−2 e ci−1) e dois vizinhos à direita (ci+2 e ci+1) de ci (Figura 8), e assim
sucessivamente.
Figura 8: Vizinhanças para um AC unidimensional.
Outras maneiras de se determinar vizinhança são propostas na literatura. Li (1992) apre-
senta o conceito de vizinhança não-local, onde as células que compõem a vizinhança podem
variar a cada atualização, sendo sorteadas a cada passo de tempo. Seredynski (1998) apresenta
um modelo onde uma vizinhança diferente é definida para cada célula em função do problema
e Jiang, Luo, Szeto e Yang (2001) descrevem um modelo onde a vizinhança é uma área multi-
forme definida em função dos centros das células e suas vizinhas.
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Para ACs bidimensionais costuma-se utilizar dois padrões de vizinhança denominadas Neu-
mann e Moore (Figura 9). Na vizinhança de Neumann para cada célula ci, j de um arranjo bidi-
mensional Caxb consideram-se as células: ci−1, j,ci, j−1,ci, j,ci, j+1,ci+1, j como vizinhança e na
de Moore consideram-se as células: ci−1, j−1,ci−1, j,ci−1, j+1,ci, j−1,ci, j,ci, j+1,ci+1, j−1,ci+1, j,
ci+1, j+1.
Figura 9: (a) Vizinhança de Neumann. (b) Vizinhança de Moore.
2.2.1.3 Evolução Temporal do Autômato Celular
A Figura 10 apresenta o processo de evolução temporal de um AC unidimensional de raio
1 formado por 12 células (C1×12). Destaca-se a evolução da célula c1 passando da iteração 0
para a iteração 1.
Figura 10: Evolução de um AC unidimensional de raio 1.
As células são aleatoriamente inicializadas na iteração 0 por elementos pertencentes ao
conjunto binário Σ (Σ = {0,1} : c1 = 0,c2 = 1,c3 = 0,c4 = 1,c5 = 1, ...,c9 = 1,c10 = 0,c11 =
0ec12 = 1. Neste exemplo, considera-se r = 1, logo m = 3. Uma vez que a representação do
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AC se dá em uma estrutura matricial linear, a primeira célula (c1) e a última célula (c12) não
possuem vizinhos à esquerda e à direita respectivamente. Necessita-se, então, de uma condição
de contorno que basicamente consiste em conectar a célula c1 e a célula c12 , ou seja, transformar
a estrutura matricial linear numa estrutura circular. Isto garante que a regra de transição Φ(ηi)
possa ser aplicada a todas as células que compõem o AC.
A regra de transiçãoΦ(ηi) é formada por k2r+1 possíveis transições. Então, uma regra onde
k= 2 e r= 1 é composta por 8 transições (Tabela 1 - primeira coluna). Cada transição representa
uma possível configuração de vizinhança. Como m = 2r+1, cada vizinhança é composta pela
combinação de 3 elementos pertencentes ao conjunto Σ (Tabela 1 - coluna central). O número de
combinações possíveis sem repetição é exatamente igual ao número de transições. Visualizando
cada vizinhança como um número binário, por exemplo 101, pode-se associar diretamente este
número binário a seu respectivo valor decimal, neste caso 5. Para cada ocorrência de uma
vizinhança existe um elemento de saída que também pertence ao conjunto Σ. Por exemplo, para
vizinhança 101 este elemento é 1 (Tabela 1 - última coluna).
Tabela 1: Exemplo de uma regra de transição para k = 2 e r = 1.
transição vizinhança regra
0 000 1
1 001 0
2 010 1
3 011 0
4 100 1
5 101 1
6 110 0
7 111 1
Existem kk
2r+1
diferentes regras de transição que podem ser aplicadas sobre um AC unidi-
mensional. Assim, para k = 2 e r = 1, 256 regras podem ser utilizadas. O exemplo da Tabela
1 apresenta a regra 181. Esta representação decimal para a regra vem do conceito de ACs ele-
mentares proposto por Wolfram (WOLFRAM, 1983). O número binário 10110101 extraído da
concatenação das transições 7, 6, 5, 4, 3, 2, 1 e 0 equivale ao número 181 na base decimal.
2.2.2 Representação do Comportamento Dinâmico
A dinâmica de um AC pode ser ilustrada por diagramas de padrões espaço-temporais, nos
quais a configuração de estados em um arranjo d-dimensional é plotada como uma função do
tempo. Em geral, as células em estado 0 são representadas pela cor branca e as em estado 1
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pela cor preta. A Figura 11 apresenta um diagrama espaço-temporal de um AC de 12 células,
evoluído por 20 iterações com a regra elementar 232.
Figura 11: Diagrama de padrões espaço-temporal do AC elementar 232.
Segundo Wuensche e Lesser (1992), este gráfico ou diagrama de padrões espaço-temporais
representa o comportamento local do sistema, uma vez que o comportamento global do sistema
independe de qualquer estado inicial. O comportamento global pode ser obtido a partir de um
conjunto de diagramas de padrões espaço-temporais sobrepostos, cada um construído a partir
de um estado inicial diferente.
Algumas métricas estatísticas também podem auxiliar no processo de identificação do com-
portamento dinâmico do sistema. Dentre estas métricas pode-se citar: informação mútua, en-
tropia e taxa de espalhamento de padrões de diferença (WOLFRAM, 1983b; LI; PACKARD,
1990). A análise do espaço de estados determinado por ak a partir de grafos cujos nós represen-
tam todos os estados sucessivos pelos quais o arranjo pode passar também oferece parâmetros
para determinação do comportamento dinâmico do sistema (WUENSCHE; LESSER, 1992;
WUENSCHE, 1994, 1999). Em ak, k representa o número de estados do alfabeto utilizado para
codificar o AC e a o número de células do arranjo d-dimensional. Neste contexto, estado repre-
senta a configuração de todas as células que compõem o arranjo num determinado instante de
tempo. Os sistemas que possuem um número finito de células apresentam um comportamento
periódico de curta ou de longa duração. Então, o problema de previsão de comportamento
consiste em prever o tamanho do período que caracteriza a repetição de um mesmo estado. É
importante considerar que a condição inicial de um AC pode consistir num estado transiente.
Outras abordagens consideram a análise do espaço de regras. O tamanho da regra é nor-
malmente inferior ao tamanho do arranjo e independe do mesmo. Por isto, a maioria dos
estudos sobre a dinâmica dos ACs é feita sobre este espaço. A literatura apresenta algumas
métricas que podem auxiliar na tarefa de previsão do comportamento dinâmico de um AC, tais
como: sensitividade (BINDER, 1993), domínio da vizinhança, propagação da atividade (λ ) e
atividade absoluta (OLIVEIRA; OMAR; DE-OLIVEIRA, 2001), parâmetro Z (WUENSCHE,
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1999), atividade (LANGTON, 1990), parâmetros de campo médio (LI, 1991) e parâmetro Z de
Li (LI, 1991).
Wolfram (1984) propôs um padrão de classificação de comportamento dinâmico. Ele de-
monstrou que os ACs podem exibir comportamentos extremamente complexos através do es-
tudo de diagramas de padrões espaço-temporais. O comportamento dos ACs pode ser represen-
tado por 4 classes qualitativas:
• Classe 1 - A evolução do AC leva a estados homogêneos que, por exemplo, têm células
com estado 1 (Figura 12 (a));
• Classe 2 - A evolução do AC leva a um conjunto de estruturas estáveis, periódicas e
simples (Figura 12 (b));
• Classe 3 - A evolução do AC leva a padrões caóticos (Figura 12 (c));
• Classe 4 - A evolução do AC leva a estruturas complexas e, algumas vezes, de longa
duração (Figura 12 (d)).
Figura 12: Classificação dos comportamentos dinâmicos segundo Wolfram (Fonte: Wolfram
(WOLFRAM, 2002) p. 55-56). O tempo t = 0 está representado no topo de cada figura. (a)
Classe 1, (b) Classe 2, (c) Classe 3, (d) Classe 4.
Os comportamentos representados pelas classes 1 e 2 são visualmente identificáveis. No
entanto, a distinção entre os comportamentos referentes às classes 3 e 4 é difícil, visto que não
existe uma fronteira bem definida entre estas classes. Wolfram (1994) propõe uma metodologia
para classificação. Esta metodologia consiste da evolução de dois ACs idênticos, exceto pela
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modificação de um bit aleatório no segundo AC. A cada iteração calcula-se a distância de Ham-
ming entre as duas configurações. A distância de Hamming quantifica a similaridade entre duas
seqüências binárias. Se a distância de Hamming tender a zero no decorrer das iterações o com-
portamento representado pela classe 1 é identificado. Se a distância de Hamming estabilizar
em um valor constante, classe 2. Se a distância de Hamming oscilar sem um padrão definido,
classe 3 e se a distância de Hamming variar durante algumas iterações e estabilizar em um valor
constante, classe 4.
Li e Packard (1990) definiram uma extensão da classificação de Wolfram. No entanto,
propuseram uma divisão mais específica representando as 4 classes de Wolfram em 6 classes:
• Regras nulas: Após t iterações todas as células do AC convergem para estado 0 ou 1;
• Regras ponto fixo: Após t iterações a aplicação de uma determinada regra mantém a
configuração do AC constante. As regras nulas poderiam ser consideradas como regras
ponto fixo, no entanto, possuem uma classe própria;
• Regras ciclo duplo: Após t iterações a cada duas aplicações da regra retorna-se a uma
determinada configuração do AC;
• Regras periódicas: Após t iterações a cada n aplicações da regra retorna-se a uma deter-
minada configuração do AC, com n ≥ 3;
• Regras caóticas: Produzem dinâmicas não periódicas;
• Regras complexas: Podem produzir dinâmicas periódicas, no entanto, podem ser ex-
tremamente longas.
A evolução de um AC pode ser irreversível. Esta característica explica-se pelo fato de que
diferentes estados iniciais podem evoluir para estruturas comuns no espaço de configuração dos
ACs. Estas estruturas são chamadas de atratores e representam um subconjunto do espaço de
configurações dos ACs. Evoluir em direção aos atratores a partir de estados iniciais aleatórios
caracteriza uma conduta de auto-organização, onde estruturas podem surgir periodicamente.
Uma vez que se conheça todoas as configurações iniciais que resultam no mesmo atratos é
possível representar seu comportamento “global” por um campo de bacias de atração (WUEN-
SCHE, 1994). No entanto, esta forma de representação é pouco utilizada e difícil de ser obtida.
Por exemplo, na construção de um campo de bacias de atração para um AC com 100 células, é
necessário analisar 2100 diferentes configurações iniciais deste AC para obtenção dos atratores.
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2.2.3 Parâmetros de Previsão de Comportamento Dinâmico
Os parâmetros de previsão de comportamento dinâmico (PPCD) fornecem medidas que
salientam características inerentes ao comportamento dinâmico apresentado por uma determi-
nada regra. Através do cálculo destes parâmetros supõe-se possível inferir conclusões a respeito
desta dinâmica, não sendo necessário simulá-la.
Apresenta-se nesta sessão uma breve descrição dos seguintes PPCD: sensitividade (BINDER,
1993), domínio da vizinhança, propagação da atividade e atividade absoluta (OLIVEIRA; OMAR;
DE-OLIVEIRA, 2001), parâmetro Z (WUENSCHE, 1999), atividade (LANGTON, 1990), pa-
râmetros de campomédio (LI, 1991) e parâmetro Z de Li (LI, 1991). A formalização matemática
destes parâmetros pode ser encontrada em suas respectivas referências.
A sensitividade mede o percentual de transições semelhantes que são mapeadas para es-
tados diferentes (BINDER, 1993). Uma transição pode ser composta por u células associadas
sequencialmente a uma única saída (s) na forma: u1, ...,uu → s. Considera-se transições seme-
lhantes a u1, ...,uu → s todas as transições que possuem uma única célula deste conjunto com
valor diferente ao da transição original. A análise das transições semelhantes consiste em con-
tabilizar todas as transições que não mantém o valor de s mediante a modificação do valor de
uma única célula u em relação à transição original.
O domínio da vizinhança é o parâmetro utilizado para quantificar as mudanças provocadas
pela regra de transição do AC no estado da célula central, levando-se em consideração o estado
que predomina na vizinhança.
O conceito de propagação da atividade baseia-se nos conceitos de domínio da vizinhança
e sensitividade. Segundo Oliveira, Omar e De-Oliveira (2001) a propagação da atividade é
conceituada como sendo a possibilidade de transição de uma célula, seguindo o estado domi-
nante das células vizinhas, e a possibilidade da transição ser sensível a uma mudança mínima
de estado de sua vizinhança.
O parâmetro atividade foi definido por Langton (1990). Refere-se a uma estatística reali-
zada sobre as transições de uma regra. Para ACs binários o cálculo deste parâmetro consiste no
somatório dos valores de saída de cada uma das transições dividido pelo número de transições
que compõe uma regra.
A atividade absoluta baseia-se no parâmetro atividade. Enquanto o parâmetro atividade
quantifica as transições que mapeiam a célula central ao estado 1 independentemente dos es-
tados apresentados pelas células da vizinhança, o parâmetro de atividade absoluta verifica as
transições que levam a um estado diferente do estado atual da célula central ou de suas vizi-
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nhas.
O estado do AC é a configuração do reticulado em um dado instante de tempo. Um estado
inicial atribuído ao reticulado no instante t0 dá origem a uma sucessão de estados nos instantes
t1, t2, ..., tt pela iteração sucessiva da regra do AC. Um estado de um AC possui um único estado
sucessor, determinado pela aplicação da regra, mas pode possuir um número arbitrário de prede-
cessores, conhecidos como pré-imagens. O objetivo do parâmetro Z é quantificar a propagação
de perturbações em uma regra (WUENSCHE; LESSER, 1992; WUENSCHE, 1994). Esta per-
turbação é calculada em função das pré-imagens no espaço de estados. O parâmetro Z indica
se a quantidade de pré-imagens possíveis é alta (Z baixo) ou baixa (Z alto), para um reticulado
arbitrário.
O parâmetro de campo médio é formado por p componentes, onde p=m+1 em representa
o número de células que compõe a vizinhança. Cada componente é rotulada como componente
cmp e armazena o número de configurações (vizinhanças) que apresentam p ocorrências do
estado 1 nas m células, e que mapeiam esta configuração para saída com valor 1.
O parâmetro Z de Li (LI, 1991) implementa o mesmo conceito proposto por Binder (1993)
para o parâmetro sensitividade. Apesar destes parâmetros terem sido obtidos em estudos para-
lelos ambos quantificam a mesma informação.
2.2.4 O Problema de Indução de Regras
No campo da matemática, o termo indução é utilizado para indicar um raciocínio segundo o
qual se estende uma propriedade a todos os termos de um conjunto. Neste contexto, raciocínio
é uma operação lógica discursiva e mental, onde são utilizadas uma ou mais proposições, para
concluir, através de mecanismos de comparações e abstrações, quais são os dados que levam
a respostas verdadeiras, falsas ou prováveis. Assim, conclusões são obtidas a partir de um
conjunto de premissas.
Segundo Quinlan (1986), o problema de indução de regras consiste do desenvolvimento de
regras de classificação que possam determinar a classe de qualquer objeto através dos valores de
seus atributos. Os objetos são descritos em termos de uma coleção de atributos, sendo que cada
atributo mede alguma característica importante do objeto. Freitas (2002) apresenta um algo-
ritmo guloso para indução de regras. O algoritmo apresentado na seqüência, em pseudocódigo,
é um procedimento genérico para gerar uma regra por indução.
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regra induzida← Ø ;
enquanto regra induzida pode ser melhorada pela adição de nova condição faça
escolher melhor condição;
regra induzida← regra induzida pela melhor condição;
fim
Neste algoritmo, o processo de indução se inicia com uma regra sem nenhuma condição. No
passo seguinte a melhor condição (par de atributo-valor) segundo algum critério de avaliação,
é adicionado à regra. Este laço se repete enquanto a adição de condições estiver melhorando a
qualidade da regra gerada por indução. Esta abordagem pode encontrar uma regra rapidamente,
no entanto, a adição incremental de uma condição caracteriza uma busca local e pode levar o
algoritmo a uma convergência prematura, não permitindo encontrar uma solução que represente
o ótimo global.
Neste trabalho o termo indução de regras é estendido para indução de regras de transição,
que é como são chamadas as regras que atualizam o estados das células de um AC ao longo das
iterações.
O número de possíveis regras de transição para umAC unidimensional é dado por kk
2r+1
. Na
maioria dos casos torna-se computacionalmente inviável determinar e avaliar todo o conjunto de
regras até que se encontre uma regra que represente o comportamento dinâmico desejado para o
sistema, apesar deste método garantir a solução ótima para o problema. Além deste método de
busca exaustiva e do método de busca gulosa, Martínez (2000) apresenta uma alternativa para o
problema de indução de regras. Neste modelo são utilizados os conceitos de regras totalísticas
e semitotalísticas. As regras totalísticas agrupam todos os vizinhos de acordo com a soma dos
elementos que formam a vizinhança, sem levar em consideração a ordem em que os valores
se encontram. As regras semitotalísticas diferem das totalísticas unicamente pelo fato de que
a célula central não faz parte da soma dos elementos. ACs de duas e três dimensões também
podem utilizar estas regras (GONÇALVES, 2004).
Outra abordagem possível é a utilização de técnicas de inteligência artificial, mais especifi-
camente computação evolucionária, para encontrar uma regra de transição que represente satis-
fatoriamente o comportamento esperado para um determinado sistema. Muitos esforços neste
sentido podem ser encontrados na literatura. A Seção 2.5 apresenta a descrição de alguns tra-
balhos neste sentido.
A maioria dos métodos de busca relacionados ao problema de indução de regras de tran-
sição buscam encontrar uma única regra que é aplicada sobre todas as células do AC ao longo
das iterações, mas variações podem ser utilizadas. Por exemplo, Seiferas (1982) apresenta um
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modelo denominado regra de transição estocástica, onde são associadas probabilidades às pos-
síveis saídas de uma regra de transição. Também, Sipper (1996) apresenta regras de transição
não-uniformes, onde diferentes células podem estar associadas a diferentes conjuntos de tran-
sições.
2.2.4.1 O Problema de Classificação pela Regra da Maioria
O problema de classificação pela regra da maioria pode ser modelado de diversas maneiras.
Neste trabalho utiliza-se a abordagem apresentada por Juillé e Pollack (1998), na qual os estados
das células são binários (k = 2), a estrutura matricial unidimensional do AC é composta por 149
células (a = 149) e o raio da vizinhança é igual a 3 (r = 3). Logo, o espaço de regras para este
AC é de 2128.
Este problema determina que todas as células alcancem o estado 0 ou estado 1 depois de
t passos de tempo dependendo da densidade apresentada pelo AC em sua configuração inicial.
Segundo Mitchell, Crutchfield e Hraber (1994), o parâmetro c denota um limiar para a tarefa de
classificação. Ou seja, se o número de 1’s no AC inicial dividido pelo número total de células
do mesmo autômato for maior ou igual a c todas as células deverão estar no estado 1 depois de
t passos, senão todas as células deverão estar no estado 0. Neste trabalho será utilizado c= 0,5,
como foi feito em (JUILLÉ; POLLACK, 1998).
2.3 COMPUTAÇÃO RECONFIGURÁVEL POR HARDWARE
Ainda que o funcionamento básico de um AC seja simples, a pesquisa em ACs frequente-
mente leva à necessidade de muitas simulações computacionais, demandando, consequente-
mente, uma grande capacidade de processamento. Tradicionalmente, algoritmos desenvolvi-
dos em linguagens de programação (software) são efetivamente executados em processadores
/ computadores de uso geral. Mais recentemente, a computação reconfigurável (HAUCK; DE-
HON, 2008) por hardware tem sido utilizada como uma alternativa viável onde se necessita de
um grande poder de processamento com alto grau de paralelismo (LOPES; LIMA; MURATA,
2007).
Sistemas reconfiguráveis são sistemas que apresentam a característica de substituir parte
de seu software por hardware para se adaptarem a tarefas específicas. Tais sistemas têm por
objetivo obter alto desempenho com baixo custo, sendo uma alternativa à arquitetura de Von
Neumann própria dos sistemas com microprocessadores. Nestes sistemas, as tarefas são execu-
tadas de forma seqüencial, com tempos de processamento que não são aceitáveis para muitas
56
aplicações (ITO; CARRO, 2000; COMPTON; HAUCK, 2002). Por outro lado, os sistemas de
hardware reconfigurável apresentam grande potencial em termos de desempenho e adaptabili-
dade (PAGE, 1996; MIYAZAKI, 1998; ROSÁRIO; LIMA; FERASOLLI; PEROGARO, 2003;
LIMA; ROSÁRIO, 2003). Assim, o uso da computação reconfigurável é particularmente inte-
ressante onde algoritmos simples são executados um grande número de vezes.
As FPGAs (Field Programmable Gate Arrays) são dispositivos que permitem a execução de
algoritmos diretamente em hardware. Com estes dispositivos programáveis é possível executar
os algoritmos explorando o paralelismo inerente à solução, executando-os mais rapidamente do
que se os mesmos fossem executados sequencialmente por microprocessadores com arquite-
tura de Von Neumann (PAGE, 1996; MIYAZAKI, 1998; COMPTON; HAUCK, 2002; LIMA;
ROSÁRIO, 2003).
A síntese dos circuitos lógicos em FPGA é feita através de sistemas CAD (Computer Aided
Design), permitindo a utilização de diferentes interfaces de projeto. Diferentes módulos po-
dem ser desenvolvidos com linguagens de alto nível de abstração, chamadas linguagens de
descrição de hardware, a exemplo de VHDL (VHSIC Hardware Description Language) (PE-
DRONI, 2004) e AHDL (Altera Hardware Description Language) . A ferramenta de software
Quartus R© II desenvolvida pela Altera utiliza a linguagem VHDL e provê um ambiente inte-
grado possibilitando projeto, simulação, teste e documentação dos sistemas. Também é pos-
sível implementar blocos com representações gráficas, na forma de esquemáticos. A integração
de blocos criados com diferentes linguagens permite a criação de projetos de forma flexível
(LIMA; ROSÁRIO, 2003).
O uso de lógica reconfigurável é especialmente adequado a problemas intrinsecamente pa-
ralelos, onde os elementos implementados executem procedimentos simples. Esta característica
torna a computação reconfigurável particularmente atraente para a simulação maciça de ACs.
2.4 PROCESSAMENTO PARALELO
O processamento paralelo caracteriza o processamento de diversas instruções no mesmo
instante de tempo (DONGARRA et al., 2002). Este processamento pode ser realizado através
de algoritmos paralelos. Nestes algoritmos diversos processos ou tarefas podem ser executados
simultaneamente e podem se comunicar entre si de modo a trocar informações para a solução
de um determinado problema (ROOSTA, 1999). O termo processo ou tarefa se refere ao frag-
mento distinto de código que é executado por cada processador. O conjunto de processadores
envolvidos no processamento paralelo é chamado de arquitetura paralela. Este conjunto de
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processadores pode estar fisicamente presente num único computador ou estar presente em v
computadores heterogêneos ou não, interconectados por uma rede de comunicação que permita
a transmissão de mensagens entre os mesmos.
Apenas tarefas independentes podem ser executadas em paralelo. Logo, identificar estas
tarefas torna-se fundamental para o projeto de algoritmos paralelos eficientes.
As arquiteturas paralelas representam formas em que elementos computacionais são in-
terligados para permitir a execução de algoritmos paralelos. Dentre as arquiteturas paralelas
podem-se citar: o multiprocessamento e o processamento em cluster.
Os multiprocessadores são sistemas paralelos que contemplam mais de um processador
por computador. Nestes sistemas pode-se identificar tanto diversos processadores fisicamente
separados quanto diversos núcleos dentro de um mesmo processador.
O processamento em cluster agrupa diversos computadores interligados por meio de uma
rede lógica dedicada somente à comunicação entre estas máquinas. Os clusters, geralmente,
são homogêneos de modo a minimizar os problemas de balanceamento de carga entre os pro-
cessadores. No, entanto, também é possivel conectar diversas máquinas heterogêneas. O fato
de interconectar computadores em uma rede dedicada, não faz deste conjunto de computadores
um cluster. O termo cluster está diretamente relacionado à capacidade de se coordenar o pro-
cessamento em um conjunto de computadores. Esta coordenação é realizada por um software
específico. Existem diversas bibliotecas, ou modelos de programação que implementam estas
soluções, como a MPI e a OpenMP. Este trabalho utiliza a biblioteca MPI (Message Passing In-
terface) (SNIR et al., 1997; GROPP; LUSK; THAKUR, 1999; GROPP; LUSK; SKJELLUM,
1999), na versão MPICH2 (Message Passing Interface Forum, 1998). Esta biblioteca cria um
ambiente virtual que une as máquinas e define um conjunto de funções que permite a comuni-
cação entre os computadores que compõem o cluster. Esta arquitetura incentiva a criação de
um processo mestre que fica responsável por gerenciar todos os outros processos. É importante
salientar que a responsabilidade de divisão das tarefas entre os processadores é totalmente do
desenvolvedor. A biblioteca não oferece nenhuma funcionalidade neste sentido. O MPI imple-
menta o paradigma de programação entitulado passagem de mensagens (ROOSTA, 1999).
2.5 TRABALHOS CORRELATOS
Esta Seção inicia com a apresentação de alguns trabalhos que abordam a indução de re-
gras para ACs usando técnicas de computação evolucionária para o problema de classificação
pela regra da maioria. Mais adiante, também são apresentados trabalhos que discorrem sobre
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diversas aplicações de ACs.
O problema de classificação pela regra da maioria é considerado um problema clássico de
difícil solução. Um agravante neste problema é o processo de avaliação das regras encontradas
pelas diferentes técnicas de computação evolucionária. Normalmente, cada regra é submetida a
um conjunto numeroso de configurações iniciais diferentes de um AC. Para cada configuração
inicial aplica-se a regra durante t iterações e, então, computa-se a qualidade da regra em questão.
Segundo Andre, Bennett III e Koza (1996) é difícil programar ACs principalmente quando
a computação requer comunicação e interação global de informações que estão distantes no es-
paço celular. Isto reforça a necessidade de uma metodologia mais genérica para o problema de
indução de regras em ACs. Os autores propõem uma abordagem baseada em PG padrão com
definição automática de funções (KOZA, 1994). O objetivo é encontrar uma função booleana
de sete argumentos, onde cada argumento representa uma célula dentro da vizinhança. A função
booleana é composta de um conjunto de sub-funções formada da combinação de diversos opera-
dores lógicos. O algoritmo implementado se baseia num modelo paralelo insular. Este modelo
é composto de um conjunto de diferentes populações que trocam material genético entre si ao
longo das gerações. No total, o modelo é composto por 64 populações com 800 indivíduos cada.
Os parâmetros utilizados são: 51 gerações, 3% de taxa de migração entre as populações, 89%
de probabilidade de crossover, 10% de probabilidade de reprodução e 1% de probabilidade de
mutação. A função de fitness se baseia na taxa de acerto obtida da evolução de 1000 ACs por
600 iterações. A melhor solução encontrada é uma regra que apresenta uma taxa de acerto de
82,326% obtida na simulação de 107 ACs. Este resultado mostrou-se superior aos resultados
reportados até então.
Das, Crutchfield e Mitchell (1994) haviam apresentado uma solução baseada em AGs com
um desempenho de 76,9%. Soluções obtidas manualmente também estavam disponíveis: Gacs,
Kurdyumov e Levin (1978) com um desempenho de 81,6% obtida com a simulação de 106
ACs, Davis (1991) com um desempenho de 81,8% também obtida com a simulação de 106 ACs
e Das, Crutchfield, Mitchell e Hanson (1995) com um desempenho de 82,18% obtida com a
simulação de 107.
Juillé e Pollack (1998) apresentam um algoritmo baseado no conceito de aprendizado co-
evolucionário entre aprendizes e problemas. Neste trabalho, aprendizado co-evolucionário é
definido como um ambiente onde uma população de aprendizes evolui com uma população
de problemas que se modificam ao longo das gerações. A idéia central consiste em expor os
aprendizes a problemas que estão além daqueles que eles sabem resolver. Uma medida de
distância indica o grau de dificuldade de cada um dos problemas. Os autores apresentaram
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2 regras (JP1 e JP2) que exibem uma significante melhora sobre as regras conhecidas até o
momento (descritas anteriormente). A regra JP1 apresenta um desempenho de 85,1% e JP2
de 86,0% obtidas na simulação de 400 ACs. Segundo os autores para obtenção dos resultados
foram gastos uma semana de processamento em uma Workstation. Esta informação destaca o
elevado custo computacional envolvido no processo de indução de regras.
Morales, Crutchfield e Mitchell (2001) apresentam uma abordagem baseada em AGs. Os
autores trabalham com uma outra instância do problema de classificação pela regra da maioria,
onde são considerados AC bidimensionais (21 x 21). Nesta abordagem as soluções candidatas
(indivíduos) são codificadas em uma string de bits. Uma população de strings é gerada aleato-
riamente e submetida ao processo de evolução durante muitas gerações. A função de fitness
se baseia na taxa de acerto obtida da evolução de 100 ACs. As melhores regras encontradas
apresentam um desempenho de aproximadamente 90%.
Ferreira (2002b) propõe a utilização de PEG. O algoritmo é executado diversas vezes. A
cada execução armazenam-se as melhores soluções, que são então, utilizadas como integrantes
de parte da população inicial na execução seguinte. A função de fitness se baseia na taxa de
acerto obtida da evolução de 128 ACs (casos de fitness). Se o número de casos de fitness
cobertos corretamente pela regra for superior a 64, atribui-se este número ao valor de fitness,
caso contrário, atribui-se 1. O trabalho está utiliza as regras JP1 e JP2 de Juillé e Pollack (1998).
Segundo a autora não se conheciam as expressões booleanas referentes a estas regras e pouco
ou nenhum conhecimento poderia ser extraído a partir dos bits de saída apresentados nas tabelas
de transição de cada uma das regras. Então, a autora utilizou o referido método de computação
evolucionária para encontrar duas expressões booleanas equivalentes às regras JP1 e JP2. Este
trabalho sugera a utilidade de PEG para o problema de indução de regras de ACs.
A pesquisadora Prof. Dr.a Gina Maira Barbosa de Oliveira juntamente com seus colabora-
dores vem desenvolvendo pesquisas importantes envolvendo diferentes técnicas de computação
evolucionária para o problema de classificação pela regra da maioria. A seguir listam-se alguns
destes trabalhos:
• Guidelines for dynamics-based parameterization of one-dimensional cellular automata
rule spaces (OLIVEIRA; DE-OLIVEIRA; OMAR, 2000a);
• Evolving solutions of the density classification task in 1D cellular automata, guided by
parameters that estimate their dynamic behavior (OLIVEIRA; DE-OLIVEIRA; OMAR,
2000b);
• Definition and application of a five-parameter characterization of one-dimensional cel-
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lular automata rule space (OLIVEIRA; OMAR; DE-OLIVEIRA, 2001);
• Improving genetic search for cellular automata, using heuristics related to their dynami-
cal behavior (OLIVEIRA; DE-OLIVEIRA; OMAR, 2001);
• Dynamic behaviour forecast as a driving force in the coevolution of one-dimensional
cellular automata (OLIVEIRA; ASAKURA; DE-OLIVEIRA, 2002);
• Multiobjective evolutionary search for one-dimensional cellular automata in the density
classification task (OLIVEIRA; BORTOT; DE-OLIVEIRA, 2002);
• Coevolutionary search for one-dimensional cellular automata, based on parameters re-
lated to their dynamic behaviour (OLIVEIRA; ASAKURA; DE-OLIVEIRA, 2003);
• Multiobjective, heuristic evolutionary search in a cooperative environment leads to the
best cellular automaton rule in the density classification task (BORTOT; DE-OLIVEIRA;
OLIVEIRA, 2004);
• Using dynamic behavior prediction to guide an evolutionary search for designing two-
dimensional cellular automata (OLIVEIRA; SIQUEIRA, 2005);
• Parameter characterization of two-dimensional cellular automata rule space (OLIVEIRA;
SIQUEIRA, 2006);
• The best currently know class of dynamically equivalent cellular automata rules for den-
sity classification (DE-OLIVEIRA; BORTOT; OLIVEIRA, 2006);
• Heuristic search for cellular automata density classifiers with a multiobjective evolutio-
nary algorithm (OLIVEIRA; BORTOT; DE-OLIVEIRA, 2007);
Os trabalhos apresentam soluções para diferentes configurações de AC segundo o problema
de classificação pela regra da maioria. A cada novo trabalho, diferentes características são
exploradas. Abordagens multiobjetivo, em conjunto com técnicas de co-evolução e heurísticas
baeadas em parâmetros de previsão de comportamento dinâmico são utilizadas.
Por exemplo, Oliveira, Bortot e De-Oliveira (2002) apresentam um algoritmo evolucionário
multiobjetivo onde são consideradas informações obtidas a partir dos parâmetros de previsão
de comportamento dinâmico: sensibilidade, atividade absoluta, domínio da vizinhança e propa-
gação da atividade nos operadores de crossover e mutação. Neste trabalho as melhores regras
apresentaram um desempenho de 78,94% quando foram utilizados 100 indivíduos na população
e 81,16% para 200 indivíduos.
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Em Bortot, De-Oliveira e Oliveira (2004) são apresentadas 5 regras para o problema de
classificação pela regra da maioria segundo as configurações descritas na Seção 2.2.4.1. As
taxas de acerto apresentam-se superiores a 85%.
Em Oliveira e Siqueira (2006) apresenta-se uma generalização para os PPCD: sensitivi-
dade, domínio da vizinhança e propagação da atividade, a fim de aplicá-los no problema de
classificação pela maioria em ACs bidimensionais. Um AG foi utilizado na tarefa de indução
de regras. Os ACs foram organizados em um arranjo de 21 x 21 células e a vizinhaça de Moore
foi empregada. O melhor resultado alcançado se deu com a associação dos parâmetros domínio
da vizinhança e propagação da atividade ao processo de simulação da dinâmica. A melhor
regra retornou um desempenho de 70,62% obtido a partir da simulação de 104 ACs criados
aleatoriamente com distribuição uniforme.
Recentemente, Oliveira, Bortot e De-Oliveira (2007) apresentam um algoritmo evolucionário
multiobjetivo que encontrou 18 regras para o problema de classificação pela regra da maioria
(Seção 2.2.4.1). As taxas de acerto apresentam-se entre 77,3% e 82,1%.
O cálculo da função de fitness pode consumir um elevado tempo de processamento no pro-
blema de classificação pela regra da maioria. Recentemente foi utilizado um hardware dedicado
no cálculo do fitness, como uma alternativa de redução do tempo computacional (WEINERT;
BENITEZ; LOPES; LIMA, 2007). Nesta implementação houve uma melhora significativa em
relação ao custo computacional. No entanto, a metodologia utilizada se restringe ao problema
de classificação pela regra da maioria e é difícil adaptá-la para outros problemas de indução
de regras de ACs. Estas restrições motivam o desenvolvimento de métodos mais eficazes de
avaliação do comportamento dinâmico apresentado pelos ACs.
A PEG é uma técnica relativamente recente e pouco explorada se comparada a suas precur-
soras: AGs e PG. Na tentativa de minizar o tempo de processamento e acelerar a convergência
do algoritmo da PEG para boas soluções podem-se citar os seguintes trabalhos: Du, Ding e
Jia (2008) introduziu a idéia de co-evolução de multi-populações. Neste trabalho os autores
apresentam um método paralelo, distribuído e assíncrono baseado num modelo insular imple-
mentado no ambiente MPI. Neste modelo cada ilha executa uma instância do algoritmo da PEG,
sendo as ilhas completamente interconectadas para permitir migração dos indivíduos entre as
mesmas. Park, Grings, Santos e Soares (2008) propuseram uma arquitetura cliente-servidor,
onde os clientes executam instâncias do GEP e o servidor executa um AG que tem por finali-
dade encontrar os melhores parâmetros para os PEGs executados nos clientes. Uma política de
migração rege a troca de material genético entre os clientes.
Pode-se perceber que os trabalhos de Du, Ding e Jia (2008) e Park, Grings, Santos e Soares
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(2008) visam acelerar a convergência do algoritmo, no entanto, se o custo de computação da
função de fitness for elevado o tempo total de processamento também o será.
Um trabalho interessante é apresentado por Spears e Gordon (2000), embora este trabalho
não esteja ligado diretamente ao problema de indução de regras de autômatos celulares. Basi-
camente, o trabalho apresenta um algoritmo evolucionário para criar máquinas de estado finito.
No entanto, esta idéia pode ser adaptada ao problema de indução de regras. Pois, uma tran-
sição pode ser visualizada como uma máquina de estados finitos. Isto permitiria considerar o
comportamento dinâmico das regras segundo a classificação de Wolfram (1984) no processo de
avaliação das mesmas.
Os ACs vêm sendo utilizados na resolução de diversos problemas, tais como: criptografia
(WOLFRAM, 1986; TOMASSINI; PERRENOUD, 2001; BENKINIOUAR; BENMOHAMED,
2004; OLIVEIRA; COELHO; MONTEIRO, 2004), compressão de textos (KHAN; CHOUD-
HURY; DIHIDAR; VERMA, 1999) escalonamento de tarefas (SWIECICKA; SEREDYNSKI,
2000; VIDICA; OLIVEIRA, 2006), propagação de epidemias (FU; MILNE, 2003), sincroniza-
ção de tarefas (DAS; CRUTCHFIELD; MITCHELL; HANSON, 1995), processamento de ima-
gens (ROSIN, 2005), classificação (ANDRE; BENNETT III; KOZA, 1996), jogos (AHAMED;
ELGAZZAR, 2001), análise de séries temporais (RIGO; BARBOSA, 2006), previsão de com-
portamento de bolsa de valores (WEI; YING; FAN; WANG, 2003), estudo de atividades de
terremotos (GEORGOUDAS; SIRAKOULIS; ANDREADIS, 2007), modelos presa-predador
(CHEN; MYNETT, 2003) e outros sistemas complexos reais (LI, 1989; GUTOWITZ, 1995;
CÂMARA; FERREIRA; CASTRO, 1996; BAR-YAM, 1997; BATTY, 2000).
Uma aplicação bastante explorada pela teoria de ACs é a simulação de sistemas biológicos,
como por exemplo: simulação de infecção celular causada pelo virus HIV (CORNE; FRISCO,
2008) e a predição de regiões transmembrânicas em proteínas (DIAO et al., 2007).
Os ACs permitem que sejam realizados acompanhamentos dinâmicos da evolução dos pro-
cessos por eles modelados. Esta característica é particularmente interessante para simulação de
sistemas biológicos. Os sistemas biológicos são complexos não apenas estruturalmente, mas
também funcionalmente. Modelar estas estruturas é uma tarefa difícil. Os modelos gerados a
partir de ACs permitem a compreensão do comportamento coletivo de diversos elementos sim-
ples com propriedades semelhantes que interagem em um espaço de possibilidades por meio de
diferentes comportamentos dinâmicos. Esta definição pode ser estendida para sistemas vivos
onde células semelhantes não possuem função quando estão isoladas. Porém, se estas atuam
em conjunto, passam a ter função e emerge um sistema, cujo comportamento é complexo. A
complexidade de um sistema relaciona-se com seu grau de estabilidade mediante perturbações,
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de modo que a previsibilidade de seus comportamentos futuros torna-se muito difícil. Na se-
quência apresentam-se alguns trabalhos aonde são utilizados ACs para simulação de sistemas
biológicos.
Kiera, Chenga, Testab e Carruptb (1996) modelaram reações enzimáticas com substrato
em água através de ACs. As reações enzimáticas são simuladas como fenômenos dinâmicos.
Esta abordagem apontou novas oportunidades para o estudo de um modelo genérico das reações
enzimáticas aliado ao seu comportamento, que inclui a interação de ingredientes com o solvente.
Kansal et al. (2000) apresentaram um modelo baseado em ACs capaz de simular o cresci-
mento de tumores cerebrais. Este modelo é capaz de simular o crescimento do tumor de Gom-
pertzian. A composição prevista e as taxas de crescimento estão de acordo com um caso de
teste obtido a partir da literatura médica disponível na época. O processo de simulação permitiu
identificar uma importante propriedade dentro do processo de crescimento do tumor conhecida
como competição clonal.
Laurio, Linaker e Narayanana (2002) mostraram como criar, sistematicamente, ACs para re-
conhecer padrões regulares tais como aqueles encontrados no PROSITE (HOFMAN; BUCHER;
FALQUET; BAIROCH, 1999). O PROSITE é um banco de dados que armazena informações
sobre proteínas. Estas informações contemplam: funcionalidade, classificação, padrões, entre
outras. A partir de um padrão regular obtido no PROSITE determina-se uma regra utilizando
conceitos de gramáticas regulares que é posteriormente convertida em uma regra de transição
para o AC. Aplica-se a regra sobre o AC que representa a codificação de uma proteína, até que
configuração do AC no tempo t + 1 seja igual à configuração no t. Então, computam-se os
matches parciais e totais encontrados. Este trabalho também utiliza técnicas de paralelismo.
Características espaciais como a localização de células mortas podem afetar o espalhamento
de infeções. Beauchemina, Samuelb e Tuszynskia (2005) utilizaram um modelo baseado num
AC bidimensional para investigar a influência de heterogeneidades espaciais no espalhamento
de infecções virais. Inicialmente, testou-se o modelo com dados clínicos imunológicos para
influenza A.
Gangadhar (2005) apresenta uma técnica, intitulada Pelican, para realizar o alinhamento
de sequências utilizando um modelo de AC bidimensional. Segundo o autor, Pelican é um
caminho rápido para alinhar os backbones de duas estruturas de proteínas. O Pelican divide as
estruturas das proteínas em matrizes de distância compostas por 5 aminoácidos. Então, utiliza
a diferença destas matrizes para construir um AC bidimensional. A partir de um estado inicial
desalinhado, o AC evolui por várias iterações de acordo com um conjunto de regras definidas
gerando padrões emergentes que contribuem para o alinhamento das sequências.
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Xiao et al. (2005) apresentam uma abordagem para visualização de sequências biológicas
baseada em ACs. Este trabalho transforma uma sequência de aminoácidos numa codificação
digital e utiliza uma regra de transição sobre esta codificação gerando uma imagem (diagrama
espaço-temporal). Segundo os autores esta abordagem permite que características que estão
originalmente escondidas ao longo da cadeia de aminoácidos possam ser claramente reveladas.
A análise de diversas sequências pode permitir a criação de uma impressão digital para este con-
junto de sequências. Neste problema o termo impressão digital pode ser substituído por motifs.
Os motifs são regiões de tamanhos variados (formados pela mesma sequência de aminoácidos)
que se repetem dentro da estrutura de uma proteína.
Xiao et al. (2006) também utilizam esta técnica de visualização de sequências biológicas
baseada em ACs para predição da localização de uma proteína dentro da célula. Um algoritmo
de detecção e classificação automática de imagens é aplicado sobre a imagem obtida pela técnica
de visualização de sequências biológicas e classifica esta imagem como sendo pertencente a
uma entre 12 classes que representam as subdivisões dentro da célula.
Malleta e Pillisb (2006) apresentaram um AC híbrido baseado em equações diferenciais
de complexidade moderada para descrever, através de simulações dinâmicas, as interações en-
tre um tumor que cresce próximo a uma fonte de nutrientes e o sistema imune do organismo
hospedeiro.
Mizas et al. (2008) aplicaram AGs e ACs para reconstrução da evolução de sequências de
DNA. Este trabalho é particularmente interessante devido a sua complexidade e contribuições
para as ciências biológicas. Desenvolveu-se uma ferramenta de software que permite modelar
uma sequência de DNA como um AC unidimensional, cujo alfabeto é capaz de representar as
quatro bases do DNA (A, C, T e G). Um AG determina a regra de transição do AC capaz de
representar o comportamento dinâmico desejado. Inicialmente, duas sequências de DNA são
previamente identificadas em diferentes momentos da evolução. Então, o algoritmo encontra
uma regra capaz de explicar as mudanças evolutivas ocorridas entre as duas sequências. Este
sistema pode ser particularmente interessante para a identificação de mutações que ocorrem em
todo o código genético em períodos distintos da evolução.
A vasta aplicabilidade dos ACs justifica o desenvolvimento de metodologias genéricas e
adaptáveis a diferentes problemas que, em essência, são problemas de indução de regras de
transição capazes de simular um determinado comportamento dinâmico.
Como o processo de simulação dos sistemas reflete o comportamento dinâmico dos ACs
empregados, e normalmente são de elevado custo computacional, o estudo de mecanismos de
previsibilidade de comportamentos futuros, como os realizados neste trabalho, são de grande
65
aplicabilidade para teoria de sistemas complexos.
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3 INDUÇÃO DE REGRAS UTILIZANDO PARÂMETROS DE PREVISÃO DE
COMPORTAMENTO DINÂMICO
3.1 INTRODUÇÃO
Este capítulo apresenta e analisa a eficiência dos parâmetros de previsão de comportamento
dinâmico (PPCD) no problema de indução de regras para ACs unidimensionais. A proposta dos
PPCD (Seção 2.2.3) é, a partir da regra de transição de estado, gerar informação a respeito do
comportamento dinâmico do sistema.
O problema selecionado para este trabalho é o problema de classificação pela regra da maio-
ria descrito na Seção 2.2.4.1. A escolha deste problema é devida à disponibilidade de um grande
número de publicações que apresentam diversas técnicas computacionais para o problema e
uma variedade de soluções satisfatórias (ANDRE; BENNETT III; KOZA, 1996; JUILLÉ;
POLLACK, 1998; MORALES; CRUTCHFIELD; MITCHELL, 2001; OLIVEIRA; OMAR;
DE-OLIVEIRA, 2001; FERREIRA, 2002b; OLIVEIRA; ASAKURA; DE-OLIVEIRA, 2002;
OLIVEIRA; BORTOT; DE-OLIVEIRA, 2002, 2007).
Outra característica interessante deste problema é que as regras consideradas como soluções
para o problema apresentam um comportamento classificado como nulo segundo a classificação
de Li e Packard (1990).
Assim, o objetivo deste capítulo é propor um método computacional evolucionário para
indução de regras de transição de ACs capazes de apresentar comportamento nulo para o pro-
blema de classificação pela regra da maioria. A idéia central é encontrar um conjunto de PPCD
ou combinações dos mesmos que possa gerar resultados, no mínimo iguais aos já publicados,
para o processo de indução de regras.
3.2 METODOLOGIA
O desenvolvimento desta metodologia divide-se em três etapas. Na primeira realiza-se uma
análise de correlação entre os PPCD. A partir dos resultados obtidos define-se um subconjunto
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de PPCD que são empregados na função de fitness do algoritmo evolucionário proposto.
3.2.1 Análise de Correlação dos PPCD
O espaço de regras do problema de classificação pela regra da maioria (Seção 2.2.4.1) é
composto de 2128 regras, o que impossibilita o cálculo dos PPCD para todas as regras. Então,
após uma busca pela literatura, 31 regras foram selecionadas para o processo de análise de
correlação. A Tabela 2 apresenta estas regras em formato hexadecimal, seus autores e suas
medidas de eficiência. A eficiência é calculada em função da simulação da evolução de 104 ACs
aleatórios para cada regra, por 200 iterações. Duas situações são consideradas como acerto.
Na primeira, se a densidade na configuração inicial do AC é menor do que 0,5 e, após 200
iterações, todas as células do arranjo convergem para valor igual a 0 e na segunda, a densidade
na configuração inicial do AC é maior ou igual a 0,5 e, após 200 iterações, todas as células do
arranjo convergem para valor igual a 1. A eficiência é obtida em função do número de ACs
gerados aleatoriamente que atendem a estas duas condições, dividido por 104.
A Tabela 3 apresenta os valores calculados dos PPCD: sensitividade (S), domínio da vi-
zinhança (DV ), propagação da atividade (PA), atividade absoluta (AA), Z de Wuensche (Z_W ),
atividade (A), campo médio (CM) e Z de Li (Z_Li) para as regras apresentadas na Tabela 2.
Também são apresentados o valor: médio (Sm, DVm, PAm, AAm, Z_Wm, Am, CMm, Z_Lim),
desvio-padrão (DP), máximo e mínimo destes parâmetros, além da distância Euclidiana (DE)
entre os valores de S, DV , PA, AA, Z_W , A, CM, Z_Li e Sm, DVm, PAm, AAm, Z_Wm, Am,
CMm e Z_Lim.
A DE é definida pela Equação 4 e funciona como um indicativo de similaridade entre os
valores dos parâmetros individuais de cada regra e os valores médios. Nesta formalização são
consideradas 8 dimensões, uma para cada parâmetro. Quanto menor for o valor da DE mais
similares serão o desempenho das regras sendo comparadas.
DE =
√√√√ 8∑
i=1
(Pi−Pmi)2 (4)
onde:
Pi = {S,DV,PA,AA,Z_W,A,CM,Z_Li};
O conjunto Pmi representa os valores médios dos parâmetros pertencentes a Pi conforme
Tabela 3.
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Tabela 2: Regras de referência.
Regra Hexadecimal Referência Eficiência
GKL 005F005F005F005F005FFF5F005FFF5F
Gacs, Kurdyumov e
Levin (1978)
81,60%
MHC 0504058705000F77037755837BFFB77F
Mitchell, Hraber e
Crutchfield (1993)
76,90%
DAV 002F035F001FCF1F002FFC5F001FFF1F Davis (1991) 81,80%
DAS 070007FF0F000FFF0F0007FF0F310FFF
Das, Crutchfield,
Mitchell e Hanson
(1995)
82,20%
ABK 050055050500550555FF55FF55FF55FF
Andre, Bennett III e
Koza (1996)
82,30%
CRA 00550055005500571F55FF57FF55FF57
Cranny e Bossomaier
(1999)
82,50%
JP1 011430D7110F395705B4FF17F13DF957
Juillé e Pollack (1998)
85,10%
JP2 1451305C0050CE5F1711FF5F0F53CF5F 86,00%
BOO1 145500CC0F14021F1715FFCF0F17FF1F
Bortot,
De-Oliveira e
Oliveira
(2004)
86,16%
BOO2 070017070C0057DF07BFD707CCFF559F 85,97%
BOO3 070017070C0057D707BFD707CDFF55D7 85,39%
BOO4 002F131F010FF91F00ECFF1F013DF91F 85,38%
BOO5 1071307C0000286F17313F7FF33F2B7F 85,35%
R1 015E0012005500571F5FFFFF0F55CF5F
Oliveira,
Bortot e
De-Oliveira
(2007)
82,70%
R2 10111000531512531F15FF5FDF5DDF5F 82,60%
R3 00010355015511571F150F77FFF5FF57 81,50%
R4 070447470700460705774757F777FF77 82,70%
R5 015400550050045F055FFFDF5557FF5F 81,90%
R6 0445004C37770E3F044500CDF7773FFF 81,50%
R7 15005000350077071553775FF5F77F7F 81,70%
R8 000104171DDF555704DF441FDDDFD557 81,60%
R9 01000030011311370DFFBFFBDDFF11FF 81,50%
R10 0001090703030B031F1F6F37FF776F77 79,20%
R11 0100050D1D9D155F05FD555FDDFF5557 78,90%
R12 000103021111011317F5FFFFDDFF11FF 78,70%
R13 0001017D2113C35F4B15DF75275B9FD7 78,80%
R14 015500400054563F1057BF0FB7FFFB7F 77,80%
R15 0071023C00224D170379B53747BFFF7F 77,30%
R16 10041383005313DD3357CFED875F1FDF 78,70%
R17 040305502F06457D05013757D5F7FF7F 78,20%
R18 050470000006516D053FF5FF977FE77F 77,30%
Pela análise da Tabela 3 é possível identificar uma relação direta entre os parâmetros S e
Z_Li e os parâmetros A eCM. Os valores de S permanecem idênticos aos valores de Z_Li, bem
como os valores de A aos de CM para todas as regras analisadas. Esta relação entre os parâ-
metros permite que os parâmetros Z_Li e CM sejam excluídos das análises futuras realizadas
neste trabalho. Optou-se por excluir Z_Li e CM pelo fato de ambos apresentarem um nível de
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Tabela 3: Cálculo dos parâmetros de previsão de comportamento dinâmico de ACs.
Regra S DV PA AA Z_W A CM Z_Li DE
GKL 0,23 0,91 0,07 0,10 0,25 0,50 0,50 0,23 0,27
MHC 0,37 0,91 0,08 0,18 0,54 0,49 0,49 0,37 0,11
DAV 0,30 0,88 0,09 0,16 0,24 0,50 0,50 0,30 0,23
DAS 0,25 0,87 0,10 0,22 0,38 0,50 0,50 0,25 0,13
ABK 0,23 0,88 0,09 0,20 0,50 0,50 0,50 0,23 0,13
CRA 0,25 0,88 0,09 0,21 0,47 0,50 0,50 0,25 0,10
JP1 0,40 0,85 0,11 0,25 0,48 0,51 0,51 0,40 0,13
JP2 0,33 0,84 0,11 0,26 0,48 0,50 0,50 0,33 0,08
BOO1 0,33 0,84 0,11 0,26 0,48 0,50 0,50 0,33 0,08
BOO2 0,34 0,84 0,10 0,26 0,49 0,51 0,51 0,34 0,08
BOO3 0,33 0,85 0,10 0,26 0,47 0,51 0,51 0,33 0,07
BOO4 0,34 0,85 0,12 0,22 0,34 0,50 0,50 0,34 0,14
BOO5 0,35 0,85 0,11 0,22 0,41 0,49 0,49 0,35 0,08
R1 0,29 0,87 0,11 0,19 0,50 0,50 0,50 0,29 0,06
R2 0,30 0,87 0,10 0,26 0,49 0,50 0,50 0,30 0,07
R3 0,30 0,92 0,06 0,17 0,46 0,50 0,50 0,30 0,07
R4 0,30 0,88 0,09 0,24 0,39 0,51 0,51 0,30 0,09
R5 0,28 0,91 0,08 0,15 0,45 0,49 0,49 0,28 0,08
R6 0,30 0,88 0,09 0,18 0,52 0,49 0,49 0,30 0,06
R7 0,30 0,88 0,10 0,26 0,46 0,50 0,50 0,30 0,07
R8 0,30 0,88 0,10 0,17 0,44 0,50 0,50 0,30 0,05
R9 0,30 0,89 0,08 0,16 0,56 0,49 0,49 0,30 0,11
R10 0,30 0,90 0,08 0,21 0,50 0,48 0,48 0,30 0,05
R11 0,30 0,90 0,07 0,17 0,50 0,52 0,52 0,30 0,07
R12 0,29 0,89 0,08 0,18 0,61 0,48 0,48 0,29 0,15
R13 0,40 0,89 0,07 0,19 0,48 0,49 0,49 0,40 0,12
R14 0,36 0,89 0,08 0,17 0,55 0,50 0,50 0,36 0,11
R15 0,40 0,91 0,10 0,17 0,51 0,48 0,48 0,40 0,13
R16 0,38 0,88 0,06 0,18 0,48 0,50 0,50 0,38 0,10
R17 0,36 0,90 0,06 0,20 0,47 0,49 0,49 0,36 0,07
R18 0,36 0,87 0,08 0,20 0,55 0,49 0,49 0,36 0,10
Sm DVm PAm AAm Z_Wm Am CMm Z_Lim
Média 0,32 0,88 0,09 0,20 0,47 0,50 0,50 0,32
DP 0,05 0,02 0,02 0,04 0,08 0,01 0,01 0,05
Máximo 0,40 0,92 0,12 0,26 0,61 0,52 0,52 0,40
Mínimo 0,23 0,84 0,06 0,10 0,24 0,48 0,48 0,23
complexidade de cálculo superior aos parâmetros S e A, respectivamente.
Observando-se os valores médios, desvio-padrão, máximos e mínimos de cada parâmetro e
a distância Euclidiana entre os valores de uma regra e os valores médios (Tabela 3), conclui-se
que as regras apresentam valores de parâmetros bastante próximos, com exceção do parâmetro
71
Z_W que apresenta uma variação superior aos demais.
A Tabela 4 apresenta uma matriz de correlação de Pearson gerada a partir dos valores dos
PPCD: S, DV , PA, AA, Z_W e A. Esta matriz permite identificar possíveis relações entre estes
parâmetros e se baseia no cálculo do coeficiente de correlação de Pearson (r) (AHLGREN;
JARNEVING; ROUSSEAU, 2003).
Segundo os resultados apresentados pela Tabela 4 não foi possível identificar nenhum “alto”
nível de correlação entre os parâmetros: S, DV , PA, AA, Z_W e A. Vincent (2005) reputa a va-
lores maiores de 0,9 uma definição de alta correlação. Isto sugere a hipótese de que todos estes
parâmetros são importantes para definição de características que representem o comportamento
dinâmico de um sistema.
Tabela 4: Matriz de correlação dos PPCD.
S DV PA AA Z_W A
S 1,00 -0,16 0,02 0,21 0,30 -0,14
DV 1,00 -0,75 -0,76 0,06 -0,39
PA 1,00 0,60 -0,14 0,18
AA 1,00 0,15 0,32
Z_W 1,00 -0,30
A 1,00
3.2.2 Indução de Regras de Transição
Nesta seção aborda-se as seguintes questões: Qual a real eficácia dos PPCD na tarefa de
diferenciar comportamentos dinâmicos? É possível que regras com o mesmo valor para deter-
minados parâmetros apresentem comportamentos diferentes?
O objetivo deste questionamento é avaliar se os PPCD podem ser eficientemente utilizados
no processo de geração de regras e, assim, analisar se um conhecimento prévio a respeito do
comportamento dinâmico desejado pode ser eficientemente utilizado no processo.
Para responder ao questionamento levantado desenvolveu-se um sistema de geração de re-
gras com intuito de encontrar regras que apresentem comportamentos nulo.
3.2.2.1 Implementação
O sistema desenvolvido é fruto de uma adaptação realizada sobre o sistema GEPCLASS
(WEINERT; LOPES, 2006). Este sistema foi implementado em linguagem C++ sobre a plata-
forma de desenvolvimento Borland R© C++Builder R© 6.0. Baseia-se no algoritmo evolucionário
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conhecido como Programação de Expressão Genética (FERREIRA, 2001), e foi modificado
para ser aplicado sobre o problema de classificação pela regra da maioria. Dentre as diversas
instâncias para este problema adota-se a utilizada por Juillé e Pollack (1998), onde é conside-
rado um AC unidimensional com 149 células e raio igual a 3.
Os parâmetros utilizados para configurar o GEPCLASS são:
• indivíduos: 50;
• gerações: 50;
• função de ligação: AND;
• conjunto de funções: AND, OR, NOT , = e =;
• conjunto de terminais: a, b, c, d, e, f , g;
• número de genes por cromossomo: 3;
• tamanho da cabeça dos genes: 6-15;
• método de seleção: torneio estocástico;
• operadores genéticos: os mesmos definidos em Ferreira (2001) com as mesmas probabi-
lidades.
Os terminais (a, b, c, d, e, f , g) podem assumir valor 0 ou 1 e representam todas as pos-
síveis combinações de vizinhança do problema, mapeando, assim, todas as transições de uma
determinada regra. O número de combinações é obtido em função da fórmula: k2r+1, onde k
representa o número de estados do alfabeto, no caso, 2 (valor 0 e valor 1), e r o raio, no caso, 3.
Assim, o número de combinações ou de transições é 128. A definição destas 128 combinações
binárias, cada uma contendo 7 bits (um bit para cada terminal), pode ser facilmente gerada a
partir de um processo de conversão de base decimal para base binária de 7 bits. Ou seja, a con-
versão dos números decimais presentes no intervalo de 0 a 127 para seus respectivos números
binários define as 128 transições (combinações de vizinhança), conforme Tabela 5.
Não existe nenhuma restrição quanto ao número de terminais que pode aparecer na regra.
No exemplo, apresentado a seguir, são considerados apenas os terminais a e b. Os terminais
excluídos da regra podem assumir quaisquer valores, uma vez que não exercem influência na
decisão de qual estado (0 ou 1) será atribuído à regra.
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se ((a = 0) AND ( b = 1)) então
Regra← 1;
senão
Regra← 0;
fim
A concatenação de todas as 128 saídas (última coluna da Tabela 5) "00 ... 10"compõe a
regra que é dita solução candidata ao problema de classificação pela regra da maioria.
Tabela 5: Tabela de transições.
Transições Regra
# a b c d e f g
1 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 1 1
... ... ...
127 1 1 1 1 1 1 0 0
128 1 1 1 1 1 1 1 0
Esta solução candidata é então submetida ao processo de avaliação ou cálculo do fitness.
A função de fitness utilizada baseia-se nos PPCD: S, DV , PA, AA, Z_W e A. Como não existe
um conjunto de valores ótimos para estes parâmetros adotou-se como valores de referência os
valores médios: Sm, DVm, PAm, AAm, Z_Wm e Am apresentados na Tabela 3. A Equação 5
apresenta a função de fitness utilizada.
f itness = Sn∗DVn∗PAn∗AAn∗Z_Wn∗An (5)
Onde os símbolos são os mesmos definidos na Seção 3.2.1 e o subscrito n indica que são nor-
malizados entre 0 e 1, a partir de um processo de ajuste linear, conforme mostrado na Tabela
6, utilizando os valores médios. Quando todos assumirem valor 1 o fitness do indivíduo tam-
bém será 1. A idéia deste ajuste é encontrar equações lineares que atribuam um valor de fitness
elevado para as regras que possuam valores dos PPCD próximos aos valores médios e valores
baixos à medida que se distanciarem destes.
A Figura 13 apresenta um gráfico onde é possível visualizar o processo de ajuste linear para
os PPCD estudados.
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Tabela 6: Processo de ajuste linear.
Parâmetro Normalizado Pseudocódigo
Sn
se (S≤ Sm) então
Sn← 3,125∗S;
senão Sn←−1,470∗S+1,470;
DVn
se (DV ≤ DVm) então
DVn← 1,136∗DV ;
senão DVn :←−8,333∗DV +8,333;
PAn
se (PA≤ PAm) então
PAn← 11,112∗PA;
senão PAn←−1,098∗PA+1,098;
AAn
se (AA≤ AAm) então
AAn← 5∗AA;
senão AAn←−1,250∗AA+1,250;
Z_Wn
se (Z_W ≤ Z_Wm) então
Z_Wn← 2,127∗Z_W ;
senão Z_Wn←−1,886∗Z_W +1,886;
An
se (A≤ Am) então
An← 2∗A;
senão An←−2∗A+2;
Figura 13: Ajuste linear dos parâmetros de previsão de comportamento dinâmico.
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3.3 RESULTADOS
A Tabela 7 apresenta 6 regras encontradas pelo GEPCLASS para o problema de classifi-
cação pela regra da maioria considerando um AC de 149 células e raio igual a 3. Para facilitar
a grafia as regras são apresentadas no formato hexadecimal com suas respectivas medidas de
eficiência. Esta eficiência foi obtida pela simulação de 104 ACs aleatórios com distribuição
uniforme evoluídos por 200 iterações.
Tabela 7: Regras encontradas pelo GEPCLASS considerando os parâmetros individualmente.
Regra Hexadecimal Eficiência
Regra_S 0505A5A50F0FF0F00505A5A50F0FF0F0 0,00%
Regra_DV 00110033555555550515053755555555 50,30%
Regra_PA 0000000007770FFF0000000007770FFF 50,33%
Regra_AA 0CFF0CFF0CFF0CFF3FFF3FFF3FFF3FFF 11,08%
Regra_ZW FF33FF73FF33FF50FF33FF73FF33FF50 0,00%
Regra_A AABB0031BBBB3333AABA0030BBBB3333 0,00%
Cada uma das regras apresentadas na Tabela 7 refere-se à otimização de um determinado
PPCD. Por exemplo, para a Regra_S buscou-se uma regra onde valor de S fosse igual ao valor
de Sm. Uma vez que os outros parâmetros não foram considerados neste experimento, a função
de fitness reduziu-se a: f itness = Sn. Adotou-se o mesmo procedimento para as demais regras.
Tomando como referência resultados já publicados na literatura esperava-se atingir uma taxa de
eficiência na ordem dos 80%, no entanto, as taxas não ultrapassaram os 51%.
A Tabela 8 apresenta os valores dos PPCD referentes às regras da Tabela 7. Em negrito
encontram-se os valores otimizados para cada umas das regras encontradas.
Tabela 8: Valores dos parâmetros para as regras apresentadas na Tabela 7.
Regra S DV PA AA Z_W A DE
Regra_S 0,32 0,62 0,19 0,40 0,69 0,44 0,41
Regra_DV 0,22 0,88 0,08 0,18 0,69 0,39 0,27
Regra_PA 0,20 0,87 0,09 0,18 0,66 0,33 0,28
Regra_AA 0,18 0,79 0,16 0,20 0,44 0,75 0,31
Regra_Z_W 0,19 0,38 0,33 0,67 0,47 0,73 0,77
Regra_A 0,24 0,52 0,27 0,45 0,55 0,50 0,49
A Tabela 9 apresenta outras 10 regras encontradas pelo GEPCLASS para o problema de
classificação pela regra da maioria. Neste experimento buscou-se a otimização conjunta de
todos os parâmetros através da função de fitness descrita pela Equação 5. A Tabela 10 apresenta
os valores dos PPCD referentes às regras da Tabela 9.
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Tabela 9: Regras encontradas pelo GEPCLASS considerando todos os parâmetros.
Regra Hexadecimal Eficiência
Regra_1 111110101111F3101F1F1F1F1F1FFF1F 2,83%
Regra_2 000F000F555F555FCCCFCCCFDDDFDDDF 0,00%
Regra_3 37370113377F015F37370113377F015F 49,96%
Regra_4 0AAA0FFF011105550AAA0FFF0BBB0FFF 0,00%
Regra_5 00000F0FFFFF0F1F00110F1FFFFF0F1F 1,83%
Regra_6 3333000000000F0F3F3F3F3F3F3F3F3F 49,33%
Regra_7 0A5F0A5F0A5FFFFF005500550A553B77 0,00%
Regra_8 0033F0330033F0330033FFFF0033FFFF 49,73%
Regra_9 0A0F0A0F000F000F3F3F3F3F3F3F3F3F 1,62%
Regra_10 331133113311331111FF11FF11FF11FF 49,33%
Tabela 10: Valores dos parâmetros para as regras apresentadas na Tabela 9.
Regra S DV PA AA Z_W A DE
Regra_1 0,26 0,86 0,09 0,26 0,46 0,47 0,09
Regra_2 0,24 0,82 0,13 0,22 0,49 0,58 0,14
Regra_3 0,26 0,82 0,13 0,22 0,46 0,52 0,10
Regra_4 0,27 0,80 0,13 0,22 0,49 0,52 0,11
Regra_5 0,24 0,84 0,11 0,24 0,46 0,54 0,11
Regra_6 0,25 0,85 0,10 0,25 0,50 0,50 0,10
Regra_7 0,27 0,81 0,13 0,21 0,47 0,51 0,10
Regra_8 0,23 0,85 0,10 0,20 0,45 0,50 0,10
Regra_9 0,22 0,86 0,09 0,20 0,47 0,53 0,11
Regra_10 0,25 0,85 0,10 0,20 0,50 0,50 0,08
A Figura 14 apresenta um exemplo de simulação da dinâmica para cada uma das regras
apresentadas na Tabela 7 e a Figura 15 apresenta um exemplo de simulação da dinâmica para
as regras: Regra_2, Regra_3, Regra_4, Regra_6, Regra_8 e Regra_10, apresentadas na Tabela
9. Na Figura 14 (b) e (c) e na Figura 15 (b), (d), (e) e (f) têm-se um comportamento dinâmico
nulo. Nas demais figuras têm-se um comportamento dinâmico ponto fixo.
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Figura 14: Simulação da dinâmica
das regras apresentadas na Tabela
7: (a) Regra_S, (b) Regra_DV, (c)
Regra_PA, (d) Regra_AA, (e) Re-
gra_Z_W e (f) Regra_A.
Figura 15: Simulação da dinâmica das
regras apresentadas na Tabela 9: (a)
Regra_2, (b) Regra_3, (c) Regra_4,
(d) Regra_6, (e) Regra_8 e (f) Re-
gra_10.
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3.4 DISCUSSÃO
A Seção 3.2.1 apresentou uma análise de correlação realizadas sobre os PPCD. Percebeu-se
que os parâmetros S e Z_Li e os parâmetros A e CM são numericamente equivalentes (Tabela
3) para uma mesma regra o que permitiu que fossem excluídos os parâmetros Z_Li e CM do
processo subsequente de análise.
Uma vez que as 31 regras analisadas exibem comportamento nulo e não existem valores de
referência para os parâmetros calculados sobre estas regras, adotou-se como valores de referên-
cia para regras que exibem comportamentos nulos os valores médios dos parâmetros (Sm, DVm,
PAm, AAm, Z_Wm e Am). Considerou-se prudente a adoção dos valores médios, uma vez que a
distância Euclidiana entre os parâmetros de cada uma das 31 regras e os valores médios destes
mesmos parâmetros manteve-se pequena, num intervalo variando entre 0,05 e 0,27 (Tabela 3).
Então, implementou-se um sistema que tem a finalidade de encontrar regras que apresen-
tem comportamento nulo. O algoritmo implementado neste sistema baseia-se na técnica de
computação evolucionária conhecida como Programação de Expressão Genética e alterna sua
função de fitness conforme o parâmetro de previsão que se deseja otimizar.
Inicialmente 6 regras foram encontradas conforme Tabela 7. Na primeira regra (Regra_S) o
algoritmo tinha o objetivo de otimizar o valor de S não se preocupando com o valor dos demais
parâmetros. Uma vez que o valor de S foi igual ao valor de Sm, cumpriu-se o objetivo. O
mesmo valeu para as demais regras. Todas cumpriram o objetivo, conforme valores destacados
em negrito na Tabela 8.
Apesar do sistema não ter apresentado dificuldades para encontrar cada uma das 6 regras, as
medidas de eficiência (Tabela 7) e a simulação da dinâmica (Figura 14) indicam que as mesmas
não são soluções para o problema de classificação pela maioria e que nem todas apresentam um
comportamento nulo.
As taxas de eficiência para o problema de classificação pela regra da maioria foram muito
abaixo das esperadas. A Regra_DV e a Regra_PA apresentaram uma eficiência na ordem dos
50%. No entanto, observando as simulações destas regras na Figura 14 e o valor do parâmetro
atividade na Tabela 8 conclui-se que estas regras levam qualquer configuração inicial de AC para
um estado onde todas as células possuem valor igual a 0 após 200 iterações. Isto não resolve o
problema de classificação pela regra da maioria apesar de apresentar um comportamento nulo.
A Regra_S, Regra_AA, Regra_Z_W e Regra_A apresentam valores de eficiência distantes dos
esperados (Tabela 7) além de apresentarem comportamentos (Figura 14) classificados como
ponto fixo.
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A partir destes resultados conclui-se que os parâmetros quando considerados individual-
mente não são eficientes para realizar classificação de comportamento.
Realizou-se um último experimento utilizando todos os parâmetros, objetivando encon-
trar regras que apresentassem valores de parâmetros próximos aos utilizados como referência.
Repetiu-se os experimentos por 10 vezes conforme Tabela 9 e Tabela 10. Diferentemente do
experimento anterior o sistema apresentou bastante dificuldade para encontrar regras que sa-
tisfizessem os objetivos. Isto pode ter ocorrido em função do sistema de ajuste linear adotado
para os PPCD (Figura 13). É provavel que a consideração de intervalos de valores referen-
ciais ao invés de um único valor para cada parâmetro, facilitace o processo de otimização dos
parâmetros.
A Regra_6, Regra_8 e Regra_10 foram as únicas que mantiveram seus valores de parâme-
tros dentro do intervalo máximo-mínimo estabelecido para os PPCD (Tabela 3). No entanto,
estas regras também não resolvem eficientemente o problema de classficação pela regra da
maioria, apesar de apresentarem um comportamento classificado como nulo (Figura 15) . Ob-
servando as simulações destas regras na Figura 15 (d), (e) e (f), também conclui-se que elas
levam qualquer configuração inicial de AC para um estado onde todas as células possuem valor
igual a 1 após 200 iterações, independentemente da densidade do AC utilizado como confi-
guração inicial. Como os AC iniciais foram criados aleatoriamente segundo uma distribuição
uniforme, já era esperado que aproximadamente 50% dos AC tivessem um valor de densidade
superior a 0,5. Visto que a Regra_6, Regra_7 e Regra_10 conduzem qualquer configuração
inicial para uma configuração onde todas as células do AC assumem estado igual a 1, as taxas
de eficiência na ordem dos 50% também já eram esperadas.
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4 NOVOMÉTODO PARA PREVISÃO DE COMPORTAMENTO DINÂMICO
4.1 INTRODUÇÃO
Este capítulo propõe uma metodologia para a previsão do comportamento dinâmico de au-
tomatos celulares unidimensionais. Para o desenvolvimento desta metodologia considera-se
os padrões de comportamento qualitativos descritos por Wolfram (1984) e refinados por Li e
Packard (1990) citados na Seção 2.2.2. Através da identificação destes padrões de comporta-
mento, em uma simulação parcial da dinâmica do sistema, objetiva-se estabelecer uma previsão
a respeito da dinâmica completa do sistema. O objetivo é reduzir o custo computacional da
simulação de um AC. Para avaliar a metodologia utiliza-se regras aplicadas ao problema de
classificação pela regra da maioria (Seção 2.2.4.1). A avaliação da metodologia se dá pela com-
paração do processo de simulação completa da dinâmica com o processo de simulação parcial
proposto.
4.2 METODOLOGIA
Esta seção é organizado da seguinte maneira. Inicialmente, analisa-se o modelo deWolfram
para identificação de comportamento dinâmico. Posteriormente apresenta-se um novo método
para realização de previsão de comportamento dinâmico.
4.2.1 Modelo de Wolfram para Identificação de Padrões de Comportmento
Wolfram apresenta um modelo de identificação de comportamento dinâmico baseado no
cálculo da distância de Hamming (PETERSON; WELDON, 1972) entre dois ACs ao longo das
iterações (Seção 2.2.2).
O procedimento ocorre da seguinte maneira. Primeiro gera-se aleatoriamente, segundo uma
distribuição uniforme, um AC com a células (parâmetro AC na Equação 6). Em seguida, faz-
se uma cópia deste AC alterando aleatoriamente o estado de uma célula (parâmetro ACcp na
Equação 6). Então computa-se a distância de Hamming(hd) entre os ACs segundo a Equação 6.
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hd = ∑
a
i=1(|ACi−ACcpi|)
a
(6)
Se a distância de Hamming estabilizar em zero ao longo das iterações tem-se um compor-
tamento homogêneo. Este comportamento homogêneo pode ser chamado de comportamento
nulo (LI; PACKARD, 1990) se todas as células do AC estabilizarem seus estados em 1 ou 0. A
Figura 16 (c) apresenta um gráfico onde se pode observar a variação dos valores de distância de
Hamming por 30 iterações entre um AC formado por 200 células (Figura 16 (a)) e uma cópia
deste AC (Figura 16 (b)). No AC replicado alterou-se o estado da célula 135. A regra utilizada
na simulação desta dinâmica é a regra elementar 160 (WOLFRAM, 1983).
Figura 16: Regra elementar 160 de comportamento homogêneo. (a) AC, (b) Cópia do AC com
estado da célula 135 alterado, (c) distância de Hamming ao longo de 30 iterações.
83
Se a distância de Hamming estabilizar em um valor, ou num conjunto de valores diferente
de zero ao longo das iterações tem-se um comportamento estável ou periódico. A Figura 17 (c)
apresenta um gráfico onde se pode observar a variação dos valores de distância de Hamming por
30 iterações. As configurações iniciais dos ACs utilizados (Figura 17 (a) e (b)) são as mesmas
da Figura 16 (a) e (b). A regra utilizada na simulação desta dinâmica é a regra elementar 76
(WOLFRAM, 1983).
Figura 17: Regra elementar 76 de comportamento ponto fixo. (a) AC, (b) Cópia do AC com
estado da célula 135 alterado, (c) distância de Hamming ao longo de 30 iterações.
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Se a distância de Hamming não se estabilizar ao longo das iterações tem-se um compor-
tamento caótico. A Figura 18 (c) apresenta um gráfico onde pode-se observar a variação dos
valores de distância de Hamming por 4000 iterações. As configurações iniciais dos ACs uti-
lizados são as mesmas da Figura 16. A regra utilizada na simulação desta dinâmica é a regra
elementar 182 (WOLFRAM, 1983). É interessante salientar que mesmo após 4000 iterações o
sistema continua instável.
Figura 18: Regra elementar 182 de comportamento caótico. (a) AC, (b) Cópia do AC com
estado da célula 135 alterado, (c) distância de Hamming ao longo de 4000 iterações.
Se a distância de Hamming se estabilizar após um longo período de instabilidade tem-se
um comportamento complexo. A Figura 19 (e) apresenta um gráfico onde se pode observar a
variação dos valores de distância de Hamming por 4000 iterações de um AC formado por 200
células. As simulações da Figura 19 (a) e Figura 19 (b) apresentam o diagrama espaço-temporal
das primeiras 200 iterações. Observando apenas este intervalo tem-se a impressão de que este
sistema apresenta um comportamento caótico. No entanto, a partir da iteração 800 (Figura 19
(c) e Figura 19 (d)) tem-se a confirmação do comportamento complexo. O sistema se estabilizou
a partir da iteração 900. A regra utilizada na simulação desta dinâmica é a regra elementar 124
(WOLFRAM, 1983). As configurações iniciais dos ACs utilizados são as mesmas da Figura
16.
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Figura 19: Regra elementar 124 de comportamento complexo. (a) AC - Iteração 0 até 200, (b)
Cópia do AC - Iteração 0 até 200, com estado da célula 135 alterado, (c) AC - Iteração 800 até
1000, (b) Cópia do AC - Iteração 800 até 1000, (e) distância de Hamming ao longo de 4000
iterações.
O método desenvolvido por Wolfram pode exigir muitas iterações para detecção de um
comportamento. Por exemplo, para duas regras, com r= 3 publicadas em (WUENSCHE, 1994)
de comportamento comprovadamente complexas o método baseado na distância de Hamming
não foi capaz de identificar este comportamento em 4000 iterações. Esta análise pode ser vi-
sualizada na Figura 20 (a) e (b). Outra restrição a respeito desta metodologia é sua capacidade
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de generalização. Ou seja, como apenas dois ACs foram utilizados no processo chega-se a uma
conclusão referente ao comportamento local do sistema e não global.
Figura 20: Análise de regras complexas de Wuensche. (a) Regra: 2EFBDFE22DAA67F045
C14B0824A22E2B, (b) Regra: 3B469C0CE4F7FA96B93B4D3SB89ECC0E0.
A Figura 21 apresenta uma análise de comportamento dinâmico segundo modelo de Wol-
fram para as regras GKL, MHC, DAV e DAS (Tabela 2). Graficamente tem-se a confirmação
de que estas regras apresentam um comportamento nulo.
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Figura 21: Análise de comportamento das regras: (a) GKL, (b) MCH, (c) DAV e (d) DAS.
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A Figura 22 (a) apresenta uma simulação de dinâmica para a regra 331133113311331111FF
11FF11FF11FF. Esta regra encontra-se na Tabela 9 e foi encontrada pelo sistema de indução
de regras implementado no Capítulo 3. No AC cópia (Figura 22 (b)) alterou-se o estado da
célula 109. Segundo esta simulação a regra apresenta comportamento periódico (Figura 22 (c)).
Este comportamento caracteriza-se pela variação cíclica de valores de distância de Hamming
ao longo das iterações.
Figura 22: Análise de comportamento da regra 331133113311331111FF11FF11FF11FF. (a)
AC, (b) Cópia do AC com estado da célula 109 alterado, (c) distância de Hamming ao longo de
200 iterações.
4.2.2 Abordagem Proposta para Previsão de Comportamento Dinâmico Nulo
Os métodos tradicionais de previsão de comportamento dinâmico realizam a simulação
do sistema de forma completa, ou seja, aplicam a regra de transição sobre uma determinada
configuração inicial de AC por t iterações, onde t representa um limite superior para o problema
em questão, ou seja, aplicar a regra por mais iterações não mais alteraria o comportamento
atual do sistema. Não existe um valor ideal para t, depende do problema. Por exemplo, alguns
trabalhos relatados na literatura utilizam um t igual a 200 para o problema de classificação pela
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regra da maioria com 149 células e raio igual a 3. O método proposto neste trabalho leva em
consideração não somente a regra de transição, mas também considera a configuração inicial do
sistema realizando uma análise parcial da dinâmica.
O método baseia-se numa análise estatística realizada sobre a regra de transição durante
a simulação parcial do sistema. Esta análise consiste na contagem do número de vezes que
determinada transição é utilizada em cada iteração. No decorrer das iterações é possível iden-
tificar transições dominantes. A partir destas transições dominantes é possível inferir o com-
portamento final do sistema. Para exemplificar o método utiliza-se uma instância reduzida do
problema de classificação pela regra da maioria. Nesta instância o AC é composto por 12 célu-
las, raio igual a 1, configuração inicial: 010111010101 e regra de transição Φ ([ 000 −→ 0 ;
001−→ 0; 010−→ 0; 011−→ 1; 100−→ 0; 101−→ 1; 110−→ 1; 111−→ 1]). A Figura 23
apresenta o diagrama espaço-temporal deste AC evoluído por 20 iterações. Os quadrados em
preto representam as células com valor 1 e os quadrados em branco com valor 0.
Figura 23: Diagrama espaço-temporal.
Como a densidade inicial do AC (Figura 23) é 0,58, todas as células do AC inicial de-
vem evoluir para 1 após t iterações. Neste exemplo considera-se t = 20, ou seja, 20 iterações
são utilizadas para identificar a dinâmica completa do sistema. Pela observação da Figura 23
conclui-se que a regra realmente alcançou seu objetivo, ou seja, todas as células do arranjo
unidimensional estão com valor igual a 1 na 20a iteração.
A Tabela 11 apresenta o mecanismo de funcionamento do método proposto. Na primeira
coluna são colocadas todas as transições que compõem a regra de transição Φ e nas colunas
seguintes computa-se a frequência de utilização destas transições em cada uma das iterações
no processo de simulação da dinâmica do sistema. Nesta Tabela são mostrados as 10 primeiras
iterações e é possível observar que a transição 111 −→ 1 tornou-se dominante após a quinta
iteração.
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Tabela 11: Metodologia para previsão de comportamento dinâmico.
Transição t1 t2 t3 t4 t5 t6 t7 t8 t9 t10
000−→ 0 0 0 0 0 0 0 0 0 0 0
001−→ 0 0 0 0 0 0 0 0 0 0 0
010−→ 0 4 3 2 1 0 0 0 0 0 0
011−→ 1 1 1 1 1 1 0 0 0 0 0
100−→ 0 0 0 0 0 0 0 0 0 0 0
101−→ 1 5 4 3 2 1 0 0 0 0 0
110−→ 1 1 1 1 1 1 0 0 0 0 0
111−→ 1 1 3 5 7 9 12 12 12 12 12
Soma 0 4 3 2 1 0 0 0 0 0 0
Soma 1 8 9 10 11 12 12 12 12 12 12
Para simplificar o processo de análise de frequência das transições adota-se para o problema
de classificação pela regra da maioria a computação de duas variáveis ao longo das iterações.
Estas variáveis são “Soma 0” e “Soma 1”. A primeira computa o somatório das frequências das
transições que levam uma célula cti para 0 no tempo t+1 e a segunda computa o somatório das
frequências das transições que levam uma célula cti para 1 no tempo t +1. Nesta simplificação
a característica de dominância migra naturalmente para uma destas variáveis.
Observando-se os valores atribuídos a “Soma 0” e “Soma 1” ao longo das iterações é pos-
sível identificar que “Soma 1” tornou-se dominante a partir da quinta iteração não se alterando
até a última iteração. Assumindo-se que este comportamento permanecerá constante até o final
do período de simulação do sistema, infere-se o comportamento dinâmico do mesmo. Neste
caso, assume-se que o sistema realmente terá todas suas células com valor 1 após 20 iterações,
apesar de apenas as 10 primeiras iterações terem sido analisadas.
O período compreendido entre t1 e t4 na (Tabela 11) é chamado período transiente, não
sendo ainda possível identificar um comportamento dominante no sistema. Assim, este período
não contribui para previsão do comportamento dinâmico e pode ser ignorado.
4.3 RESULTADOS
A metodologia proposta foi avaliada sobre 31 regras consagradas na literatura como regras
de comportamento nulo e soluções para o problema de classificação pela regra da maioria con-
forme a Tabela 2. Os resultados estão reportados na Tabela 12. Na primeira coluna desta Tabela
encontram-se as regras avaliadas. Na segunda coluna encontram-se as medidas de desempenho
obtidas para cada uma das regras em um processo de simulação da dinâmica completa. O
desempenho médio, em percentagem, foi obtido pela simulação de 10000 ACs gerados aleato-
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Tabela 12: Avaliação da metodologia proposta.
Regra
Dinâmica Dinâmica Parcial
Completa Exp 10 Exp 50 Exp 90 Exp 160 Exp 200 Exp 400
GKL 81,20% 64,36% 55,99% 79,93% 81,05% 81,07% 81,20%
MHC 77,24% 60,45% 54,19% 76,88% 77,23% 77,24% 77,24%
DAV 81,65% 67,46% 60,64% 81,65% 81,65% 81,65% 81,65%
DAS 81,48% 70,65% 59,51% 81,48% 81,48% 81,48% 81,48%
ABK 81,84% 77,55% 71,28% 81,62% 81,84% 81,84% 81,84%
CRA 84,18% 79,59% 71,52% 84,18% 84,18% 84,18% 84,18%
JP1 84,93% 77,00% 72,60% 84,84% 84,93% 84,93% 84,93%
JP2 85,97% 75,17% 83,85% 85,89% 85,97% 85,97% 85,97%
BOO1 86,19% 75,84% 84,43% 86,06% 86,19% 86,19% 86,19%
BOO2 85,79% 73,46% 82,45% 84,24% 85,54% 85,72% 85,80%
BOO3 85,46% 71,51% 82,92% 83,86% 85,22% 85,43% 85,47%
BOO4 85,34% 77,36% 70,42% 85,12% 85,34% 85,34% 85,34%
BOO5 85,25% 74,95% 69,89% 85,25% 85,25% 85,25% 85,25%
R1 82,63% 74,79% 67,56% 82,63% 82,63% 82,63% 82,63%
R2 81,81% 73,87% 68,30% 81,59% 81,81% 81,81% 81,81%
R3 81,81% 73,62% 64,58% 81,81% 81,81% 81,81% 81,81%
R4 82,66% 72,24% 67,57% 82,64% 82,66% 82,66% 82,66%
R5 81,28% 68,09% 61,20% 81,26% 81,28% 81,28% 81,28%
R6 80,97% 60,61% 48,23% 73,26% 80,97% 80,97% 80,97%
R7 81,24% 67,71% 71,45% 81,33% 81,29% 81,31% 81,29%
R8 80,58% 70,55% 63,76% 80,58% 80,58% 80,58% 80,58%
R9 80,62% 71,46% 72,72% 78,79% 80,62% 80,62% 80,62%
R10 77,85% 59,97% 69,92% 72,34% 77,70% 77,85% 77,85%
R11 78,47% 66,88% 60,72% 78,47% 78,47% 78,47% 78,47%
R12 78,06% 64,74% 69,02% 76,53% 78,06% 78,06% 78,06%
R13 78,23% 65,77% 58,20% 78,23% 78,23% 78,23% 78,23%
R14 77,66% 53,67% 65,28% 76,08% 77,66% 77,66% 77,66%
R15 77,05% 49,59% 41,53% 68,49% 77,01% 77,05% 77,05%
R16 77,88% 62,12% 58,03% 77,86% 77,88% 77,88% 77,88%
R17 78,07% 51,18% 62,61% 77,48% 78,07% 78,07% 78,07%
R18 78,52% 62,44% 65,52% 76,88% 78,52% 78,52% 78,52%
média 81,35% 68,21% 66,32% 80,23% 81,33% 81,35% 81,35%
riamente durante 400 iterações. Na literatura utiliza-se normalmente 200 iterações. No entanto,
os experimentos demostraram que nem sempre se consegue estabilizar o comportamento destas
regras com este número de iterações (Figura 25). As demais colunas da Tabela apresentam o
desempenho médio, em percentagem, de 6 diferentes experimentos contemplando o método de
simulação de dinâmica parcial proposto neste trabalho. Os experimentos foram rotulados como:
Exp 10, Exp 50, Exp 90, Exp 160, Exp 200 e Exp 400. Cada experimento considerou no pro-
cesso de simulação da dinâmica parcial: 10, 50, 90, 160, 200 e 400 iterações, respectivamente.
É importante destacar que nestes experimentos sempre se considerou como periodo transiente o
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total de iterações subtraído de 10. Por exemplo, para um experimento de avaliação da dinâmica
parcial realizado até a iteração 50, descartou-se as 40 primeiras iterações (periodo transiente) e
aplicou-se o método de computação parcial da dinâmica entre a 40a e a 50a iterações. Também
foram considerados 10000 ACs gerados aleatoriamente para simulação da dinâmica parcial.
Além dos resultados reportados para dinâmica parcial aplicada sobre as 31 regras na Tabela
12 foram realizados mais 36 experimentos. Estes experimentos preenchem as lacunas deixadas
entre os experimentos Exp 10 e Exp 400. O que diferencia cada experimento é o acréscimo de
10 iterações a cada novo experimento. Assim, também executou-se o experimento Exp 20, Exp
30, Exp 40, Exp 60, até o Exp 390. Os resultados destes experimentos foram condensados nas
Figuras 24, 25 e 26 que serão apresentadas na sequência.
O erro médio quadrático é uma medida de erro que representa a distância média entre os
resultados obtidos e os resultados desejados. Neste caso, os resultados desejados são represen-
tados por um vetor de valores de 31 elementos que representam o desempenho das 31 regras na
simulação de dinâmica completa, e os resultados obtidos são representados por outro vetor de
valores de 31 elementos obtido do desempenho das 31 regras na simulação de dinâmica parcial.
O gráfico mostrado na Figura 24 apresenta a evolução do erro médio quadrático ao longo dos
40 experimentos realizados para dinâmica parcial em relação a dinâmica completa.
Figura 24: Evolução do erro médio quadrático.
As Figuras 25 e 26 apresentam o desempenho eficiência médio e o desvio-padrão para
as 31 regras (Tabela 12) ao longo do processo iterativo, para dinâmica completa e parcial,
respectivamente.
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Figura 25: Dinâmica completa.
Figura 26: Dinâmica parcial.
4.4 DISCUSSÃO
A Figura 25 apresentou desempenho quando se utiliza simulação completa da dinâmica.
Neste gráfico pode-se observar um crescimento contínuo das medidas de desempenho ao longo
das iterações. Em média, precisou-se de 273 iterações para que as 31 regras avaliadas re-
gistrassem o seu melhor desempenho. A partir da iteração 273 não houve modificações das
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medidas de desempenho. Observando a variação do desvio-padrão ao longo do processo ite-
rativo evidenciam-se maiores distorções no período que marca o final do período transiente e
início da estabilidade do sistema. Ou seja, a utilização de 200 iterações, como apresentado por
alguns trabalhos da literatura, pode não reportar o melhor desempenho para a regra avaliada. E,
a utilização de um número de iterações insuficiente para retirar o sistema do período transiente
trará resultados ainda piores. Por exemplo, na iteração 90 o desempenho médio das regras foi
de 51,27%, na iteração 160 de 78,00%, enquanto que, na iteração 273 o desempenho médio foi
de 81,35%.
O gráfico da Figura 24 apresentou o erro médio quadrático entre a medida de desempenho
obtida pela simulação completa do sistema e todas as medidas de desempenho obtidas pela
simulação parcial do sistema ao longo de 400 iterações. Torna-se evidente que, a partir da
iteração 160 do modelo de simulação parcial já não existem mais diferenças significativas entre
as duas metodologias. Neste ponto o erro médio quadrático foi de 0,07 e a perda de desempenho
de 0,02%.
A Figura 26 apresentou o desempenho para a metodologia proposta neste capítulo, chamada
de simulação parcial da dinâmica, que comprova os resultados apresentados no gráfico da Figura
24. Na iteração 160 o desempenho médio foi de 81,33%. Observando as 90 primeiras iterações
da dinâmica completa (Figura 25) e da dinâmica parcial (Figura 26) percebe-se uma disparidade
bastante grande entre os resultados. Na dinâmica completa o desempenho médio foi de 51,27%,
enquanto que na dinâmica parcial foi de 80,23%. Esta enorme diferença pode ser explicada
pela maneira como se realiza a inferência do comportamento final do sistema que considera não
somente a iteração atual, mas sim as últimas 10 iterações. Esta abordagem permitiu identificar
uma linha de tendência do sistema que se comprova pelos resultados alcançados. Se pequenos
erros forem aceitáveis, neste caso de aproximadamente 1,12%, 90 iterações no processo de
dinâmica parcial podem substituir as 273 iterações da dinâmica completa para o problema de
classificação pela regra da maioria.
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5 HARDWARE-SOFTWARE CO-DESIGN PARA INDUÇÃO DE REGRAS
5.1 INTRODUÇÃO
Dentro do projeto de sistemas embarcados destaca-se uma abordagem de projeto conhecida
como Hardware-Software Co-design. Esta abordagem tem por principal finalidade particionar
problemas para que tarefas distintas sejam executadas em módulos de hardware e software
específicos. Um hardware reconfigurável é programado por meio de um processo de reconfigu-
ração de sua estrutura. Um algoritmo programado em um hardware reconfigurável também é
conhecido como configware (BECKER; HARTENSTEIN, 2003). Os algoritmos heurísticos, in-
cluindo algoritmos evolucionários são métodos para Hardware-Software Partitioning (ZHANG
et al., 2008). Esta abordagem tem sido muito explorada em problemas que utilizam algoritmos
evolucionários de elevado custo computacional (ZHANG et al., 2008; WANG; LI; DOU, 2008;
NEDJAH; MOURELLE, 2005; CABRERA et al., 2004).
Em geral, no problema de indução de regras para ACs utiliza-se como função de fitness
uma medida obtida pela análise da dinâmica do sistema, através da construção de um diagrama
espaço-temporal. Isto torna o algoritmo implementado em software muito lento, chegando a
dias de processamento, uma vez que não é possível aproveitar as características intrínsecas de
paralelismo apresentadas pelos ACs, o que muitas vezes inviabiliza a implementação de tais
abordagens. Recentemente Weinert, Benitez, Lopes e Lima (2007) propuseram um hardware
reconfigurável para a simulação da dinâmica de ACs unidimensionais.
Este capítulo apresenta um modelo híbrido de integração que permite conectar o sistema de
simulação da dinâmica implementado em hardware (WEINERT; BENITEZ; LOPES; LIMA,
2007), com as devidas modificações e integração de novos módulos, a um sistema de indução
de regras implementado em software. A integração ocorre via protocolo Ethernet e o sistema de
indução é construído a partir da adaptação do sistema GEPCLASS (Seção 2.1.3.1) (WEINERT;
LOPES, 2006).
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5.2 METODOLOGIA
A arquitetura do modelo híbrido (Figura 27) consiste da integração de dois componentes
de processamento via interface Ethernet e protocolo HTTP (Hyper Text Transfer Protocol). O
primeiro componente é representado por um computador microprocessado e o segundo por um
hardware reconfigurável baseado no dispositivo FPGA STRATIX II EP2S60F672C5ES. No
computador, Figura 27 (à esquerda), estão presentes os dispositivos comuns de hardware (pro-
cessador, memória, barramentos, controladores e interfaces de comunicação) para realização
de processamento sequencial de instruções e comunicação entre dispositivos. Também estão
presentes em memória o sistema operacional e um sistema que implementa o algoritmo evolu-
cionário responsável por evoluir regras para o problema de indução de regras de ACs. Na FPGA
(Figura 27 à direita) encontram-se os dispositivos de comunicação Ethernet formados pela porta
de conexão RJ45, pelo chip LAN91C111 e seus respectivos barramentos. Acoplou-se a esta
FPGA dois componentes de hardware dedicado. Um responsável pelo cálculo da função de
fitness (Módulo Autômato Celular) e outro pelo processamento de instruções de programas es-
critos em linguagem de alto nível, no caso, o Processador NIOS II. Um módulo de memória
armazena os seguintes programas: sistema operacional, servidor web e parsing.
Figura 27: Arquitetura do modelo híbrido.
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5.2.1 Algoritmo Evolucionário
O computador é responsável pela execução do sistema destinado a evolução de regras para
o problema de classificação pela regra da maioria. O sistema GEPCLASS implementado na
Seção 3.2.2.1 é adaptado para ser utilizado neste trabalho.
A adaptação ocorre no módulo responsável pelo cálculo da função de fitness. Este foi
substituído por um módulo de comunicação que utiliza componentes específicos do Borland R©
C++Builder R© 6.0 para implementar um browser simplificado. Através deste browser, que
utiliza APIs (Application Programming Interface) do Internet Explorer, o sistema consegue se
comunicar com a FPGA. Este processo de comunicação é descrito na Seção 5.2.2.
O computador também executa o sistema operacional, no caso Microsoft Windows XP, que
funciona como uma interface entre a aplicação e o hardware permitindo que a mesma utilize
todos os recursos de hardware de maneira transparente.
É importante ressaltar que uma arquitetura microprocessada não permite a execução real de
instruções em paralelo, pois todos os processos são executados sequencialmente.
5.2.2 Comunicação entre Computador e o Sistema Embarcado
A comunicação entre o computador e a FPGA ocorre via interface Ethernet utilizando os
protocolos TCP/IP (Transmission Control Protocol/Internet Protocol) .
O TCP/IP é um conjunto de protocolos de comunicação entre computadores em rede. Este
conjunto pode ser visto como um modelo de camadas, onde cada camada é responsável por
um grupo de tarefas, fornecendo um conjunto de serviços bem definidos para o protocolo da
camada superior. As 5 camadas que compõem o protocolo TCP/IP são: Aplicação, Transporte,
Rede, Enlace e Física (KUROSE; ROSS, 2007).
A camada de Aplicação disponibiliza os serviços ao usuário, esta camada funciona como
uma interface de ligação entre os processos de comunicação de rede e as aplicações utilizadas
pelo usuário. Nesta camada encontram-se as aplicações como DNS (Domain Name System),
DHCP (Dynamic Host Configuration Protocol), FTP ( File Transfer Protocol), HTTP (Hyper-
Text Transfer Protocol), NFS (Network File System), SMTP (Simple Mail Transfer Protocol ),
SSH (Secure Shell), POP (Post Office Protocol), etc. O programa evolucionário que é executado
dentro da arquitetura do computador utiliza chamadas disponibilizadas pelo Internet Explorer
via HTTP para se comunicar com o servidor web que é executado na FPGA.
A camada de Transporte e a camada de Rede encontram-se implementadas nos sistemas
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operacionais de ambas as arquiteturas. A camada de Transporte é responsável pela entrega
confiável dos dados gerados pelas camadas superiores. Através desta camada é possível realizar
a transmissão dos pacotes IP (Internet Protocol). Além disto, a camada é responsável pelo
controle de fluxo, detecção e correção de erros durante a transmissão. A camada de Rede é
responsável pela identificação lógica da interface na rede de computadores. Além disto, possui
como uma de suas funcionalidades a realização do roteamento para transmissão dos dados entre
os equipamentos.
A camada Enlace define a técnica de acesso ao meio, ou seja, nesta camada é que são
definidas as normas de como os dispositivos que compõem a rede deverão acessar a rede para
realizar as suas transmissões. A camada Física é responsável pela transmissão dos dados em si.
Através dela é que os bits são transformados em sinais elétricos e transmitidos considerando-
se que o meio utilizado seja por cabeamento ou através de ondas eletromagnéticas quando
consideramos as redes sem fio. Na arquitetura utilizada tanto o adaptador de rede presente no
computador quanto o chip LAN91C111 presente na FPGA possuem características das camadas
Enlace e Física. Os conectores RJ45 possuem apenas características da camada Física.
A Figura 28 apresenta uma perspectiva da atuação de cada uma das camadas do modelo
TCP/IP dentro da arquitetura híbrida proposta. Os módulos que se encontram destacados em
cinza são todos implementados em software, enquanto que os demais são implementados em
hardware. Destaca-se que tanto o adaptador de rede quanto o chip LAN91C111 utilizam tec-
nologias desenvolvidas em software combinadas a tecnologias de hardware.
Uma vez que a FPGA esteja configurada, operando e conectada à Internet pela interface
de rede, a mesma recebe um endereço IP. Então o servidor web rodando no NIOS II passa a
aguardar por solicitações enviadas a este endereço via protocolo de comunicação HTTP.
Figura 28: As 5 camadas do protocolo TCP/IP dentro da arquitetura híbrida proposta.
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5.2.3 Sistema Embarcado - FPGA
O FPGA consiste de um grande arranjo de células lógicas ou blocos lógicos configuráveis
contidos em um único circuito integrado. Cada célula contém capacidade computacional para
implementar funções lógicas e realizar roteamento para comunicação entre elas. Na arquitetura
proposta estas células lógicas foram utilizadas para composição de 3 blocos: um processador;
uma memória e um circuito digital dedicado (Figura 27 à direita). Para a implementação dos
sistemas na FPGA utilizou-se o ambiente de desenvolvimento Quartus II da Altera na versão
6.0 e a implementação física utilizou o dispositivo Stratix II EP2S60F672C5ES.
5.2.3.1 Processador NIOS II
O NIOS II é um processador RISC 32 bits de alto desempenho. É equivalente a um micro-
controlador que inclui uma CPU (Central Processing Unit) e uma combinação de periféricos e
memórias em um único chip.
A Altera1 disponibiliza uma versão padrão do processador NIOS II para as FPGAs STRATIX
II que pode ser anexada a um projeto dentro do ambiente de desenvolvimento Quartus II e pos-
teriormente gravado no dispositivo via interface JTAG (Joint Test Action Group). Nesta versão
padrão encontram-se disponíveis todos recursos necessários para acesso às interfaces externas.
O processador conecta-se a estas interfaces por meio do barramento Avalon.
A grande vantagem desta abordagem é que a presença de um processador dentro da FPGA
permite a execução de código escrito em uma linguagem de programação de alto nível e comu-
nicação com as interfaces de saída por intermédio de um sistema operacional. A desvantagem
é que consome recursos (células lógicas) da FPGA, logo restam menos recursos para o desen-
volvimento da aplicação específica desejada.
5.2.3.2 Memória
Nesta implementação, o processador NIOS II executa 3 módulos implementados em soft-
ware: o sistema operacional, o servidor web e o parser que ficam armazenados em um módulo
de memória.
Utilizou-se o sistema operacional µClinux2 . Este sistema é também conhecido como mi-
cro controlador Linux e foi especialmente desenvolvido para microprocessadores sem MMU
1Disponível em http://www.altera.com
2Disponível em http://uuu.enseirb.fr/ kadionik/embedded/uclinux/nios-uclinux.html
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(Memory Management Unit). A falta de MMU é um fator comum em microprocessadores de
baixo custo. Este sistema é uma solução de código-fonte aberto. Suporta diferentes plataformas
de CPU (Central Processing Unit), incluindo ColdFire, Axix ETRAX, ARM, Atari 68k, NIOS
e outros. Da mesma forma que o Linux, µClinux tem um forte suporte a redes incluindo uma
pilha TCP/IP e suporte a uma grande variedade de protocolos de rede.
O módulo corresponte ao servidor web é escrito em linguagem C++. A própria Altera
disponibiliza este servidor. Adaptações foram realizadas sobre este módulo a fim de que o
mesmo realize as seguintes operações:
• 1. Receber uma solicitação via método GET.
• 2. Acionar o parsing para obtenção dos parâmetros de configuração.
• 3. Enviar os parâmetros ao Circuito Digital Dedicado (Módulo Autômato Celular - Seção
5.2.3.3) para o cálculo da função de fitness.
• 4. Receber o resultado do cálculo.
• 5. Formatar este resultado utilizando padrão XML (Extensible Markup Language).
• 6. Repassar o código XML para a aplicação solicitante que, no caso, é o algoritmo evolu-
cionário que é executado no computador (Figura 27 à esquerda).
O módulo de parsing tem a tarefa de realizar uma segmentação sobre os dados de entrada
para obter os parâmetros necessários para configuração do Módulo Autômato Celular. Esta
segmentação consiste em subdividir o endereço passado ao servidor web via protocolo de co-
municação HTTP no formato definido pelo método GET deste protocolo (KUROSE; ROSS,
2007) e alimentar os parâmetros de configuração a partir dos dados extraídos. Os parâmetros
de configuração são:
• endereco_ip: endereço da interface de rede Ethernet;
• aplicacao: nome da aplicação que será executada;
• parametro_1: número de parâmetros;
• parametro_2: tamanho máximo de cada parâmetros;
• parametro_3: número de execuções da aplicação;
• parametro_4: número de ACs para evolução;
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• parametro_5: regra no formato hexadecimal;
Os caracteres considerados como separadores entre os parâmetros são: /, ? e &. Na forma:
htt p : //endereco_ip/aplicacao?parametro_1&parametro_2&parametro_3
&parametro_4&parametro_5
Um exemplo de solicitação via método GET seria:
htt p : //200.17.96.202/ f pga?5&42&1&10000&005 f005 f005 f005 f005 f f f5 f005 f f f5 f
5.2.3.3 Circuito Digital Dedicado
Após a realização da decodificação do cromossomo pelo parser (Seção 5.2.3.2) computa-se
o fitness da regra de transição em questão através de um circuito digital dedicado.
Basicamente, a função de fitness consiste da evolução de 10000 ACs, iniciados aleatoria-
mente, por 200 iterações. Ao final do processo deseja-se saber quantos destes ACs atigiram o
comportamento desejado. Neste trabalho, o comportamento desejado é aquele apresentado pelo
problema de classificação pela regra da maioria descrito na Seção 2.2.4.1.
O cálculo da função de fitness é realizado por uma aplicação construída em hardware re-
configurável dentro da FPGA. O diagrama de blocos desta aplição é apresentado na Figura 29.
Esta aplicação foi desenvolvidada em VHDL com a utilização do ambiente Quartus II.
Figura 29: Diagrama de blocos do Módulo Autômato Celular.
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Diferente do processador NIOS II que já possui uma interface de comunicação com o bar-
ramento Avalon, a aplicação necessita implementar esta interface. É através desta interface que
a aplicação se comunica com o barramento e com o processador que está executando o servi-
dor web, bem como o módulo responsável pelo parser. A interface Avalon possui 7 canais de
comunicação com o barramento, como mostrado na Figura 29. Os 7 canais são:
• clock: pulsos que sincronizam o funcionamento do hardware;
• chipselect: permite que a aplicação baseada em hardware se comunique com o barra-
mento Avalon;
• write: sinal que libera a leitura de dados no barramento;
• write data: canal para o Módulo Autômato Celular realizar leitura de dados no barra-
mento Avalon;
• read: sinal que libera a escrita de dados no barramento;
• read data: canal para o Módulo Autômato Celular realizar escrita de dados no barramento
Avalon;
• address: identifica o endereço dos dados que são enviados à interface. A interface pos-
sui uma memória interna onde armazena os parâmetros de configuração do sistema. O
address identifica em quais posições desta memória serão armazenados estes parâmetros.
O parser envia para a aplicação dois dados: a regra de transição de estados representada
por uma string de 128 bits e o número de ACs que devem ser simulados no cálculo da função
de fitness.
A Unidade de Controle Central mostrada na Figura 29 recebe os dados e os armazena em
registradores. Uma vez que a simulação é iniciada, dois contadores registram o número de
simulações realizadas e o número de acertos. Um acerto significa que a configuração de AC
atingida foi igual à configuração esperada. Esta última informação é utilizada para calcular o
valor da função de fitness da regra de transição enviada.
Necessita-se gerar um grande número de ACs com configuração inicial aleatória para que
se realize o processo de simulação do comportamento. O bloco Gerador de AC (Figura 29)
é responsável por esta tarefa. Ele está baseado no gerador pseudo-aleatório MLS3 (Maximum
Length Sequence) de 16 bits.
3Disponível em http://www.ph.ed.ac.uk/ jonathan/thesis/node83.html
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A implementação física do gerador de ACs abrange a exploração de um recurso importante
de sistemas reconfiguráveis: a possibilidade de paralelismo maciço como será apresentado na
Seção 5.2.4.1.
Após o gerador de ACs criar uma nova configuração de AC, a Unidade de Controle Central
(Figura 29) encaminha este AC para o bloco Densidade. Este bloco calcula a densidade do AC
contando o número de bits “1” presentes. Aqui, novamente, ocorre o paralelismo. Então, o
número de bits “1” é armazenado, para posterior utilização, como densidade inicial do AC.
A simulação da AC é realizada pelo bloco Iteração AC (Figura 29), com base na regra de
transição (enviado pelo parser) e nos ACs iniciais. A regra de transição é aplicada em paralelo,
como será apresentado na Seção 5.2.4.2, a todos os bits do AC, de tal forma que, com um único
pulso de clock, é possível atualizar a configuração do AC. A nova configuração é enviada para
a Unidade Central de Controle. Se o número predefinido de iterações é atingido (no nosso
caso, 200), a configuração atual do AC é enviada para o bloco Densidade. Caso contrário, ele
é reenviado para o bloco de Iteração do AC. No final dessas iterações, a densidade final do
AC é obtida e do bloco Unidade de Controle Central decide se a simulação atual alcançou o
comportamento esperado ou não, pela seguinte regra:
contador_acertos=0;
se (((densidade_inicial ≥ 75)E(densidade_ f inal = 149))OU((densidade_inicial <
75)E(densidade_ f inal = 0))) então
comportamento_esperado_foi_atingido;
contador_acertos=contador_acertos+1;
senão
comportamento_esperado_nao_foi_atingido;
fim
Se o comportamento esperado foi atingido, o contador de acertos é incrementado. Todo o
processo é repetido até que o número programado de simulações seja atingido (no nosso caso,
10000). Finalmente, a porcentagem de acertos (fitness) é calculada e enviada para o servidor
web através da Interface Avalon.
5.2.4 Paralelismo
A utilização de um hardware dedicado como a FPGA Stratix II justifica-se pelo elevado
nível de paralelismo que se consegue explorar em aplicações específicas.
O problema de indução de regras em ACs da forma como foi tratado neste trabalho destaca
a exploração de dois pontos onde tarefas repetitivas e independentes podem ser executas simul-
taneamente trazendo grande aumento de desempenho para aplicação como um todo.
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As duas seções subseqüentes apresentam, mais detalhadamente, duas tarefas paralelizadas
neste trabalho. Além destas, outra tarefa paralelizada é a computação da densidade do AC, que
basicamente, consiste da soma de todos os valores que compõem as células do AC. Em uma
solução implementada em software cada bit deve ser analisado e um contador incrementado.
Por outro lado, em uma solução implementada em hardware reconfigurável, todos os bits são
somados em um único pulso de clock.
5.2.4.1 Geração de ACs Aleatórios
Para facilitar a compreenção dos benefícios que a lógica reconfigurável trouxe para a tarefa
de geração de ACs aleatórios compara-se duas abordagens: a implementada neste capítulo
baseada no no gerador pseudo-aleatórioMLS e outra hipotética, baseada no algoritmoMersenne
Twister (MATSUMOTO; NISHIMURA, 1998) implementada em software. Como o tamanho
dos ACs utilizados é de 149 bits, se uma solução de software fosse empregada aqui, seria
necessário gerar números aleatórios para cada bit e decidir se a referida célula do AC rece-
beria valor “0” ou “1”. Em nossa abordagem, usando lógica reconfigurável, 149 bits aleatórios
são gerados em paralelo com um único pulso de clock, economizando tempo de processamento
e acelerando a simulação.
Em um modelo hipotético e sequencial de processamento, para cada AC gerado executam-
se os procedimentos referentes ao fluxograma apresentado na Figura 30.
Figura 30: Fluxograma de um gerador aleatório sequencial de ACs.
O processo de geração de um AC aleatório, de maneira sequencial, consiste de:
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1. Definição de valores para constantes que serão utilizadas pelo gerador.
2. Definição das estruturas de dados que serão utilizadas pelo gerador.
3. Carregar a semente inicial do gerador.
4. Iniciar um ciclo que se repete por 149 vezes.
(a) Gerar um número aleatório.
(b) Testar o valor do número gerado.
(c) Atualizar o contador de controle do ciclo.
5. Disponibilizar o AC.
É difícil mensurar o número exato de ciclos de clock necessários para a geração aleatória
de um AC nesta abordagem. No entanto, observando o código fonte escrito em linguagem C
referente ao bloco Gera Número Aleatório entre 0 e 1 (Figura 30) fica evidente que o número
de operações a serem executadas pelo processador é enorme.
Figura 31: Código fonte da rotina de geração de números aleatórios do Mersenne Twister.
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Deixando de lado as variáveis e atentando-se apenas para operações como: atribuição de
valores a variáveis, somas, subtrações, exponencial, operações relacionais, etc., pode-se assumir
que centenas de ciclos de clock serão gastos neste procedimento. Ressaltando-se, ainda, que o
algoritmo apresentado na Figura 31 é executado 149 vezes para cada AC, estes ciclos podem
facilmente chegar a milhares.
A Figura 32 representa o fluxograma do gerador paralelo de ACs implementado na FPGA.
Este gerador representa uma expansão do bloco Gerador de AC apresentado na Figura 29. A
abordagem paralela adotada para geração aleatória do AC utiliza apenas 3 ciclos de clock para
geração de um AC. Isto é possível devido a 149 replicações do gerador MLS. No primeiro pulso
de clock todos os geradores recebem um valor de semente. No segundo, todos os geradores são
ativados e retornam um bit de valor 0 ou 1 e no terceiro pulso, realiza-se a concatenação dos
resultados e gera-se um AC de 149 bits.
Figura 32: Fluxograma de um gerador aleatório paralelo de ACs.
5.2.4.2 Processo de Atualização das Células do Autômato Celular
A Seção 2.2.1.3 apresentou como funciona o processo de evolução de um AC ao longo de
t iterações. Este processo definido de maneira sequencial, pode ser visualizado no fluxograma
da Figura 33.
Figura 33: Fluxograma referente a uma iteração sequencial de ACs.
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O processo de evolução de um AC de uma iteração t para uma iteração t+1 consiste de:
1. Carregar o AC na iteração t.
2. Iniciar um ciclo de atualização das células que se repete por 149 vezes.
(a) Determinar a vizinhança da célula.
(b) Encontrar a transição referente à vizinhança.
(c) Atualizar a célula.
(d) Atualizar o contador de controle do ciclo.
3. Disponibilizar o AC na iteração t+1.
Novamente não é possível determinar o número de ciclos de clock que serão gastos durante
um processo de atualização das células do AC. Porém, observando-se o fluxograma da Figura
33 é possível estimar o custo computacional da operação, uma vez que serão executadas várias
operações de busca e comparação em diferentes estruturas de dados. Assim, torna-se plausível
considerar que centenas de ciclos de clock serão despendidos no processo, ainda sem considerar
as 149 repetições necessárias para atualização de todas as células que constituem o AC.
A Figura 34 apresenta o fluxograma referente à solução paralela adotada para o proce-
dimento de atualização das células do AC. Do mesmo modo como ocorreu na solução ado-
tada para geração aleatória do AC 3 ciclos de clock serão gastos em todo procedimento. No
primeiro ciclo de clock determinam-se as vizinhanças de todas as 149 células. No segundo
clock determinam-se as transições referentes a cada umas das 149 vizinhanças e no último
clock atualizam-se todas as células do AC.
Figura 34: Fluxograma referente a uma iteração paralela de ACs.
O diagrama em blocos apresentado na Figura 35 apresenta uma visão interna do processo
de paralelização dos procedimentos descritos na Figura 34. Para simplificar o desenho são
apresentados apenas um bloco Busca Vizinhança na Tabela de Transições e um bloco Atualiza
Célula, mas na arquitetura real existem 149 blocos Busca Vizinhança na Tabela de Transições,
cada um conectado a seu respectivo bloco Atualiza Célula.
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Figura 35: Diagrama de blocos do processo paralelo de iteração do ACs.
5.3 RESULTADOS
Uma simples comparação entre dois sistemas foi realizada para avaliar a eficiência em
termos de tempo de processamento da arquitetura híbrida proposta. O primeiro sistema é total-
mente executado em software e o segundo compreende a abordagem proposta neste capítulo, ou
seja, a integração entre hardware e software. O computador utilizado para ambos os sistemas
apresenta a seguinte configuração de hardware: um processador de 2,8 GHz e 1 GB de RAM. É
importante salientar que a FPGA trabalha a 25MHz, sendo, portanto um clock 112 vezes mais
lento do que o do computador.
O sistema operacional utilizado no computador foi o Windows XP, e as aplicações foram
implementadas em linguagem C++ sobre a plataforma de desenvolvimento C++Builder R© 6.0
da Borland R© sem a utilização de otimização de código. Os parâmetros de configuração do
algoritmo evolucionário e do problema de classificação pela regra da maioria foram exatamente
os mesmos para ambas as abordagens. Foram evoluídos 50 indivíduos por 50 gerações, onde
utilizou-se a simulação de 10000 ACs por 200 iterações como função de fitness. Os resultados
obtidos encontram-se reportados na Tabela 13.
Tabela 13: Comparação entre diferentes abordagens.
Abordagem Arquitetura Tempo de Processamento
Somente Software PC 283615 segundos
Hardware-Software (Híbrido) PC+FPGA 1115 segundos
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5.4 DISCUSSÃO
A arquitetura de Von Neumann própria dos sistemas com microprocessadores não é capaz
de implementar um modelo de processamento paralelo real. Por outro lado, sistemas de hard-
ware reconfigurável apresentam grande potencial em termos de desempenho e adaptabilidade,
oferendo mecanismos de paralelismo real. No entanto, estes mecanismos somente podem ser
utilizados em aplicações que possuam rotinas paralelizáveis, ou seja, rotinas que não possuem
nenhuma relação de dependência e podem ocorrer ao mesmo tempo.
Um AC é um exemplo de aplicação que possui rotinas totalmente independentes, ou seja,
paralelizáveis. Outra característica interessante dos ACs é que são estruturas simples e podem
ser facilmente construídas e replicadas pela manipuação de células lógicas no FPGA.
As Seções 5.2.4.1 e 5.2.4.2 enfatizam o potencial ganho de desempenho referente à abor-
dagem paralela aplicada sobre a tarefa de geração aleatória de AC e de atualização das células
do AC. Foi notória a diminuição de pulsos de clock necessários para o desenvolvimento destas
tarefas. A comparação entre diferentes plataformas de hardware não é completamente justa,
pois em um microcomputador existem vários processos rodando e disputando os recursos de
hardware disponíveis, mas é importante enfatizar a diferença dramática alcançada no tempo de
processamento das aplicações conforme apresentado na Tabela 13.
A principal limitação desta abordagem encontra-se relacionada a inflexibilidade de adap-
tação para diferentes problemas e até mesmo diferentes configurações de um mesmo problema.
A maioria das alterações no modelo demandam um alto custo de implementação e reprogra-
mação da FPGA. Outro fator limitador é o número de células lógicas disponíveis na FPGA.
Dependendo da complexidade da aplicação que se deseja implementar não existem células ló-
gicas suficientes para contemplar a programação exigida.
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6 PIRGEP: UMMODELO COMPUTACIONAL PARALELO PARA INDUÇÃO DE
REGRAS
6.1 INTRODUÇÃO
Este capítulo apresenta uma arquitetura paralela de processamento baseado no algoritmo
de PEG. O algoritmo foi genericamente codificado para ser aplicado tanto sobre problemas de
classificação quanto problemas de indução de regras de ACs e foi batizado de PIRGEP (Parallel
Induction Rules with Gene Expression Programming).
6.2 METODOLOGIA
6.2.1 Arquitetura Paralela
O PIRGEP foi totalmente desenvolvido em linguagem C padrão ANSI sobre a plataforma
Linux. O paralelismo foi implementado através da biblioteca MPICH2 (GROPP; LUSK; THA-
KUR, 1999)1 que codifica os conceitos do MPI (SNIR et al., 1997). Esta biblioteca cria um
ambiente virtual composto por diversas unidades de processamento. Um conjunto de funções
de comunicação e sincronismo permite que tais unidades de processamento comuniquem-se
entre si. Esta biblioteca implementa o paradigma de programação paralela chamado passagem
de mensagem (ROOSTA, 1999), em que a comunicação entre os processadores acontece por
meio de mensagens enviadas uns aos outros, de forma restrita ou aberta a todos que estiverem
conectados. Os processadores não compartilham memória, assim toda e qualquer informação
deve ser transmitida pelo ambiente MPI.
Este modelo de paralelismo adequa-se perfeitamente a uma estrutura de processamento
composta por diversos microcomputadores ligados em rede. Os microcomputadores não neces-
sariamente precisam compartilhar um mesmo padrão de configuração de hardware. No entanto,
a padronização facilita o processo de instalação e manutenção do ambiente, bem como facilita o
balanceamento de carga entre as unidades de processamento. A esta estrutura de processamento
atribui-se o nome cluster. A interconexão entre os microcomputadores que compõem o cluster
1Disponível em: http://www.mcs.anl.gov/research/projects/mpich2/
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se dá através de uma rede Ethernet.
O cluster utilizado neste trabalho é formado por 30 microcomputadores Pentium Quad Core
EM64T de 2.4 GHz com 2 GB de memória RAM (Random Access Memory) e um servidor idên-
tico com 4 GB de memória RAM, mostrado pela Figura 36. Somente o servidor possui uma
inteface para comunicação externa, ou seja, acesso a Internet. Os demais microcomputadores
estão interconectados em uma rede Ethernet dedicada. Isto dimuiu o tráfego de pacotes aumen-
tando assim, a eficiência do processo de comunicação entre as unidades de processamento que
compõem o cluster. Todos os microcomputadores utilizam o sistema operacional Open Suse
Linux 10.0 e a versão 1.0.6 do MPCHI2.0.
Figura 36: Cluster de processamento.
Dentro do ambiente MPI todas as tarefas são subdivididas em processos. Cada processo
é então executado por uma unidade de processamento. Uma unidade de processamento pode
executar mais de um processo. No entanto, o aumento do número de processos por unidade de
processamento deve ser feito com parcimônia, pois pode levar a queda de desempenho ocasio-
nado por um balanço de carga mal dimensionado.
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O PIRGEP implementa uma arquitetura lógica de dimensionamento dinâmico onde um pro-
cesso mestre coordena n processos escravos. Um conjunto formado por um processo mestre e n
processos escravos definem uma ilha de processamento. O PIRGEP também tem a propriedade
de trabalhar com múltiplas ilhas que cooperam entre si para a solução do problema, conforme
apresentado na Figura 37.
Figura 37: Arquitetura mestre-escravo.
Na abordagem adotada o processo mestre tem a incumbência de executar o algoritmo evolu-
cionário bem como controlar todo o processo de comunicação entre ele e seus respectivos pro-
cessos escravos. Todo processo escravo executa a mesma tarefa que, neste caso, é o cálculo da
função de fitness. Caso opte-se por uma arquitetura composta por mais de uma ilha cria-se um
processo colaborativo. Todas as ilhas executam exatamente as mesmas tarefas. No entanto, de
tempos em tempos, os processos mestres de cada uma das ilhas comunicam-se entre si trocando
informações que podem melhorar a solução de determinado problema. Este processo colabo-
rativo é chamado de co-evolução (FREITAS, 2002). A co-evolução emerge de um processo de
simbiose, onde simbiose define-se como relacionamentos entre indivíduos de diferentes popu-
lações, sendo que a aptidão de um indivíduo afeta diretamente a aptidão de outro.
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6.2.2 Modelagem do PIRGEP
A modelagem do PIRGEP pode ser representada pelo fluxograma da Figura 38.
Figura 38: Fluxograma do PIRGEP.
115
Todos os parâmetros que alimentam o PIRGEP são configurados em um arquivo próprio de
configuração de parâmetros.
Seguindo o fluxograma da Figura 38 como primeira tarefa tem-se a definição da arquitetura
lógica que será utilizada para execução do algoritmo evolucionário. Basicamente, dois parâ-
metros definem esta estrutura. O primeiro é o número de processos mestres que serão criados
e o segundo o número de processos escravos subordinados a cada um dos referidos processos
mestres. Por exemplo, se uma arquitetura for constituída de um único processo mestre e 10
processos escravos, teremos um sistema paralelo formado por 11 processos. Frisa-se que a uti-
lização de um único processo mestre elimina a possibilidade de co-evolução, pois o sistema
constitui-se de uma única ilha de processamento. No entanto, para uma arquitetura constituída
de 5 processos mestres e 10 processos escravos para cada processo mestre, tem-se um sistema
paralelo formado por 55 processos que se subdividem em 5 ilhas de processamento onde os
processos mestres interconectam-se numa topologia em formato anel conforme apresentado na
Figura 37. A comunicação entre processos mestres ocorre sempre em sentido unidirecional
de forma síncrona sob supervisão de um dos processos mestres. O MPI tentará destinar cada
processo para uma unidade de processamento distinta. Se existirem mais processos do que
unidades de processamento, algumas unidades receberão um número maior de processos. O
MPI não oferece nenhum mecanismo para balanceamento automático de carga, sendo assim, é
responsabilidade do desenvolvedor implementar tais mecanismos.
Neste trabalho o balanceamento de carga relaciona-se diretamente com o número de indi-
víduos que compõem a população de soluções do algoritmo evolucionário e o número de pro-
cessos escravos relacionados a um processo mestre. Uma vez que cada indivíduo é submetido
ao processo de cálculo da função de fitness e este cálculo é realizado pelos processos escravos,
procura-se distribuir, por igual, o número de indivíduos entre os processos escravos. Quando
a divisão entre o número de indivíduos e o número de processos escravos não é exata, alguns
processos escravos recebem mais indivíduos do que outros para que todos sejam processados.
Infelizmente, isto gera um pequeno gargalo no sistema de comunicação síncrono, pois alguns
processos terminam antes do que outros e precisam aguardar até que o processo mestre solicite
o resultado do processamento.
Os indivíduos são criados aleatoriamente segundo o conjunto de funções e terminais es-
pecificados no arquivo de configuração. As regras de preenchimento das estruturas cabeça e
cauda, são as mesmas do GEPCLASS (Seção 2.1.3.1). Esta abordagem paralela não contem-
pla a utilização de indivíduos com tamanhos variáveis. O algoritmo utilizado como gerador de
números aleatórios é o Mersenne Twister (MATSUMOTO; NISHIMURA, 1998). O processo
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de determinação das ORFs também é igual ao implementado no GEPCLASS (Seção 2.1.3.1,
Figura 4).
Os procedimentos de criação da população inicial e determinação das ORFs são inteira-
mente executados pelo processo mestre. Concluída esta etapa o processo mestre distribui os
indivíduos para os processos escravos e estes executam o cálculo da função de fitness. Duas
funções diferentes de fitness estão disponíveis. Uma para problemas genéricos de classificação
e outra para indução de regras de ACs. As Seções 6.2.2.1 e 6.2.2.2 apresentam os detalhes de
implementação destas duas abordagens. Após a conclusão do cálculo da função de fitness os
processos escravos aguardam por uma solicitação de seu processo mestre a fim de retornarem o
resultado obtido.
Retornado o controle para o processo mestre inicia-se o processo de evolução propriamente
dito. O primeiro operador genético denomina-se clone parte 1. Ele guarda o indivíduo de
melhor fitness para devolvê-lo à população no final da aplicação dos operadores genéticos.
Esta devolução é realizada pelo operador clone parte 2 que substituiu o indivíduo de menor
valor de fitness presente na população pelo indivíduo armazenado. Este procedimento também
é conhecido como elitismo. E ele pode ou não ser executado, dependendo da configuração
escolhida.
Na sequência, os indivíduos são selecionados para sofrerem modificações pelos diversos
operadores genéticos. Dois métodos de seleção estão disponíveis: roleta (GOLDBERG, 1989) e
torneio estocástico (KOZA, 1992). Os operadores implementados são: mutação, recombinação,
transposição IS, transposição RIS e transposição gênica. Detalhes a respeito destes operadores
e das propriedades de fechamento, que garantem apenas a manipulação de indivíduos válidos
estão descritos na Seção 2.1.3.1.
Após a aplicação dos operadores genéticos obtem-se uma nova população de indivíduos.
A fim de garantir que todos os indivíduos representem soluções válidas também implementou-
se um módulo de verificação de consistência. Basicamente este módulo analisa se o material
genético apresentado na região codificadora do gene, ou seja, até sua ORF, gera realmente uma
solução passível de ser mapeada para uma regra. Caso se detecte alguma inconsistências num
indivíduo, este é descartado da população e um novo indivíduo aleatoriamente criado o substitui.
Então os indivíduos são novamente enviados para os processos escravos a fim que as
funções de fitness sejam computadas. Por fim, testa-se o critério de término, que é o número
máximo de gerações. Caso o mesmo tenha sido atingido apresenta-se a melhor solução encon-
trada, senão retorna-se ao processo evolutivo.
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6.2.2.1 Modelo para Problemas Genéricos de Classificação
As regras de classificação são, em geral expressas na forma “SE A ENTÃO C”. O an-
tecedente “A” pode ser formado por um conjunto de condições e “C” representa o consequente
da regra.
As condições das regras são t-uplas da forma AiOpVi j, onde Ai é o i-ésimo atributo, Op
é um operador relacional (normalmente =, =, > ou <) e Vi j é o j-ésimo valor que pertence
ao domínio do atributo Ai. Para fazer a combinação das possíveis condições são utilizados
operadores lógicos (AND, OR ou NOT).
O consequente da regra consiste de uma simples condição na forma < Mi =Vi j >, ondeMi
é um possível atributo meta eVi j é um dos possíveis valores do domínio do atributo selecionado.
Neste modelo a codificação dos indivíduos da população segue a abordagem de Michigan
(FREITAS, 2002). Segundo esta abordagem um indivíduo representa uma única regra dentro
do sistema de classificação que se deseja obter.
A Figura 39 exemplifica o modelo de codificação adotado. O processo de construção e
interpretação deste modelo já foi descrito na Seção 2.1.3.1.
Um indivíduo é formado por um único cromossomo, o que faz destas duas denominações,
sinônimos. A Figura 39 apresenta um cromossomo formado por 2 genes, no entanto, este
número é variável à escolha do usuário, bem como o tamanho da cabeça de cada gene, que
neste exemplo é de tamanho 3. Os genes são interligados por meio de uma função de ligação,
que pode ser AND ou OR. A solução candidata obtida a partir da interpretação da AE sempre
retorna uma regra que cobre os exemplos da classe dita positiva. A classe positiva é a classe
que se pretende classificar e todas as outras são ditas classes negativas.
No arquivo de configuração do sistema encontram-se definidos os atributos pertencentes ao
problema e o número de classes do mesmo. Um segundo arquivo contém os casos de fitness
que são exemplos de diferentes combinações entre valores de atributos para diferentes classes.
Uma análise deste arquivo define o domínio dos atributos. O domínio de um atributo constituiu-
se dos valores que o mesmo pode assumir. Se este for do tipo categórico, poderá assumir um
valor dentre uma lista que contém todos os valores atribuídos a ele. Caso seja contínuo, poderá
assumir um determinado valor dentro de um intervalo de valores atribuídos a ele.
Este modelo permite a construção de um classificador hierárquico (FREITAS, 2002). Para
isto, deve-se definir quais classes serão classificadas nos diferentes níveis da hierarquia. Por
exemplo, considere um problema de classificação formado por 3 classes: A, B eC, e um arquivo
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Figura 39: Codificação para indução de regras em problemas de classificação.
de casos de fitness contendo 2500 exemplos. Destes, 1200 da classe A, 800 da classe B e 500
da classe C. A definição de qual classe será prevista num determinado nível hierárquico é do
usuário. No entanto, é importante manter sempre um mesmo critério, como por exemplo, o
número de amostras de cada uma das classes. Sendo assim, no primeiro nível hierárquico teria-
se a classe A como representante da classe positiva e as classes B e C como representantes da
classe negativa. Para o segundo nível hierárquico ficaram apenas com as classes B e C, haja
visto que a classe A já foi classificada. Sendo a classe B representante da classe positiva, e a
classeC da classe negativa. O resultado desta hierarquia de classificação é uma regra que cobre
a classe A, uma outra que cobre a classe B, e a classe C passou a ser a classe padrão. Ou seja,
se o exemplo não pertencer à classe A, nem à classe B é classificado como sendo integrante da
classeC.
A função de fitness utilizada é aquela apresentada pela Equação 1 (Seção 2.1.3.1). Esta
função é amplamente utilizada pela literatura. Ela sempre retorna valores pertencentes ao in-
tervalo [0..1], onde valores próximo de 1 indicam soluções de alta qualidade. Esta função
independe do problema de classificação que está sendo tratado, assim adapta-se perfeitamente
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ao propósito deste trabalho que é o desenvolvimento de uma metodologia genérica para classi-
ficação. Outro aspecto interessante é que esta função considera tanto a habilidade da regra em
reconhecer exemplos que realmente pertencem a sua classe quanto em rejeitar exemplos que
realmente não pertencem a sua classe.
6.2.2.2 Modelo para Indução de Regras de Autômatos Celulares
O modelo para indução de regras de ACs também utiliza regras na forma “SE A ENTÃO
C” como definido na Seção 6.2.2.1.
Este modelo vislumbra a generalidade, ou seja, deve ser capaz de induzir regras para di-
ferentes problemas modelados sobre o conceito de ACs. A idéia central consiste em, induzir,
dado um estado inicial e um estado final para um determinado AC, bem como sua configuração
de vizinhança, uma regra de transição que represente tal comportamento. Os estados inicial e
final do AC são introduzidos no sistema por arquivos tipo texto.
Neste modelo a codificação dos indivíduos da população segue a abordagem de Pittsburgh
(FREITAS, 2002). Segundo esta abordagem um indivíduo representa um conjunto de regras
dentro do sistema de classificação. Sendo assim, cada indivíduo passa a ter mais de um cromos-
somo, onde cada cromossomo codifica uma regra, como explicado na sequência.
Como já mencionado, o objetivo é encontrar uma regra que represente o comportamento
desejado. Para exemplificar o procedimento, utiliza-se um AC unidimensional onde o conjunto
de estados possíveis para cada célula do AC é representado por Σ = 1, 2, 3 e a vizinhança a ser
considerada, tem raio igual a 1.
A Seção 2.2.1.2 apresentou as formulações que permitem o cálculo do número de combi-
nações de vizinhança, neste caso 27, e o número de regras que se aplicam a tal configuração,
que no caso, é de aproximadamente 7×1012.
A partir destes dados torna-se possível construir a tabela de transição de estados (Tabela
14) aplicável a este exemplo. A coluna “regra” ainda encontra-se indefinida, pois depende da
regra codificada pelo indivíduo apresentado na Figura 40 .
Neste exemplo, Σ é composto por 3 elementos. Cada elemento é definido como uma classe.
Ou seja, fazendo uma analogia com a abordagem para indução de regras de classificação (Seção
6.2.2.1), depara-se com um problema de classificação hierárquica composto por 3 classes. Di-
ferentemente dos problemas de classificação, os problemas de indução de regras de ACs não
possuem casos de fitness. Assim, a idéia central consiste em se partir da regra codificada no
indivíduo e preencher a coluna “regra” da Tabela 14 segundo a abordagem de Pittsburgh.
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Tabela 14: Vizinhanças para uma regra de transição ainda desconhecida.
transição vizinhança regra
a b c
0 111 ?
1 112 ?
2 113 ?
... ... ...
24 331 ?
25 332 ?
26 333 ?
A codificação dos indivíduos depende da definição do conjunto de terminais e seus res-
pectivos domínios. Os terminais representam a vizinhança. Neste exemplo cada vizinhança é
composta por 3 elementos, assim serão utilizados 3 terminais. Dá-se um rótulo para cada ter-
minal, por exemplo: a, b e c (Tabela 14). Todos os terminais possuem o mesmo domínio. Este
domínio é definido pelos estados que as células do AC podem assumir, neste exemplo: 1, 2 e 3.
As classes do problema também são representadas pelos estados que as células do AC po-
dem assumir. Neste exemplo, tem-se um indivíduo que codifica 3 regras de maneira hierárquica,
sendo a primeira responsável por cobrir combinações de vizinhança que mapeiam o estado 1.
A segunda, executada somente se a primeira não for aplicável, é responsável por cobrir combi-
nações de vizinhança que mapeiam o estado 2. A terceira regra, executada somente se a segunda
não for aplicável, é a regra padrão, ou seja, cobre todas as combinações de vizinhança que não
foram cobertas pela primeira e segunda regras. A regra padrão não é codificada no indivíduo.
A ordem hierárquica de cobertura dos estados das células é inserida como dado de entrada no
sistema.
A Figura 40 apresenta um indivíduo codificado. O processo de construção e interpretação
deste modelo já foi descrito na Seção 2.1.3.1. Cada cromossomo que compõe o indivíduo é
mapeado para sua respectiva AE. Neste exemplo, os cromossomos são formados por 2 genes,
mas este parâmetro é variável, bem como o tamanho da cabeça, que está com valor 3. A solução
candidata, a qual vai permitir o preenchimento da coluna “regra” na Tabela 14 apresenta-se
como uma regra hierárquica, onde o primeiro nível representa o primeiro cromossomo e o
segundo nível o segundo cromossomo. Por fim, adiciona-se a regra padrão que cobre a classe
3.
A Tabela 15 apresenta a regra (terceira coluna) que foi obtida a partir da aplicação da
soluções candidata sobre as diferentes combinações de vizinhança, que será utilizada para si-
mular a dinâmica do AC.
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Figura 40: Exemplo de codificação para indução de regras de transição em ACs.
A função de fitness implementada precisa ser genérica e aplicável a qualquer dimensão de
AC independentemente do alfabeto utilizado. A função proposta que é definida pela Equação
7 utiliza a mesma idéia da medida da distância de Hamming (PETERSON; WELDON, 1972)
apresentada na Seção 4.2.1 (Equação 6). Ela quantifica o número de semelhanças entre dois
ACs, célula a célula. Os ACs devem ter a mesma dimensão e o mesmo número de células.
Então divide-se este número pelo número total de células de um dos ACs. Se o resultado da
divisão for 1 tem-se uma semelhança completa, se for 0 a semelhança inexiste, e um valor entre
0 e 1 indica o grau de semelhança entre os dois ACs. No caso, os dois ACs são representados
pela configuração de AC desejada e a configuração obtida pelo sistema a partir de uma dada
configuração inicial, no processo de simulação da dinâmica, tal que
f itness =
∑d3i=1(∑
d2
j=1(∑
d1
k=1(SE(ACDi, j,k = ACOi, j,k;1;0))))
d3 ∗d2 ∗d1 (7)
onde,
• d3, d2 e d1: tamanho da dimensão 3, 2 e 1 respectivamente;
• ACD: autômato celular desejado;
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Tabela 15: Determinação da regra de transição.
transição vizinhança regra
a b c
0 111 1
1 112 1
2 113 2
... ... ...
24 331 3
25 332 2
26 333 3
• ACO: autômato celular obtido;
• SE: função que retorna 1 caso o teste seja verdadeiro e 0 caso contrário;
• i, j,k: índices que endereçam as células dos ACs ACD e ACO.
A priori o sistema não sabe quantas iterações serão necessárias para que determinada re-
gra simule o comportamento desejado. O que o sistema faz é utilizar um limiar máximo de
iterações. A cada iteração ele executa a função de fitness e se esta retornar valor 1 ele encerra
o processo. Senão, na iteração referente ao limiar utilizado retorna um valor de semelhança
pertencente ao intervalo [0..1].
A implementação atual do PIRGEP permite a manipulação de ACs unidimensionais de raio
1, 2 e 3 e ACs bidimensionais que utilizam vizinhaça de Neumann e de Moore. Tais modelos de
vizinhança encontram-se descritos na Seção 2.2.1.2. O sistema também está apto para trabalhar
com ACs tridimensionais. No entanto, ainda não foi implementado um modelo de vizinhança
para o mesmo. A adição de novos modelos é relativamente simples, visto que o sistema foi
construído de maneira modular, já com intuito de facilitar a adição de novas funcionalidades.
6.3 RESULTADOS
6.3.1 Problemas de Classificação
O modelo desenvolvido para problemas de classificação foi testado sobre 10 bases de dados
obtidas no repositório de bases de dados para aprendizado de máquina da University of Califor-
nia at Irvine2. As bases foram aleatoriamente escolhidas, o único filtro utilizado sobre as bases
2Disponível em:http://archive.ics.uci.edu/ml/datasets.html
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escolhidas foi a inexistência de amostras com valores de atributos indeterminados. A Tabela 16
apresenta um resumo das características de cada uma das bases analisadas.
Tabela 16: Características das bases de dados.
Base No¯ de Classes N
o
¯ de Atributos N
o
¯ de Amostras Tipo dos Atributos
Abalone 3 8 4177 contínuos e categóricos
Balance Scala 3 4 625 contínuos
Car evaluation 4 6 1728 categóricos
Haberman 2 3 306 contínuos
Blood Transfusion 2 4 748 contínuos
Ljubljana Breast Cancer 2 9 277 contínuos
Wisconsin Breast Cancer 2 9 683 contínuos
Iris 3 4 150 contínuos
Nursery 4 8 12958 categóricos
Letter Recognition 16 16 20000 contínuos e categóricos
O número de classes de cada base é diferente. Assim, para cada base cria-se um modelo de
classificação hierárquica. Para explicar como funciona a interpretação destes modelos utiliza-se
o modelo de classificação hierárquica para base de dados Abalone apresentado na Figura 41. O
modelo é representado por uma árvore binária, onde no nó raiz encontram-se definidos o nome
da base e o número de amostras da mesma. Estas amostras formam os casos de fitness. A árvore
binária é segmentada em níveis hierárquicos numerados do nó raiz para os nós folhas. Cada
nível hierárquico apresenta, no nó à esquerda, a classe considerada positiva para o algoritmo
de classificação e o número de amostras desta classe, e no nó à direita, as classes consideradas
negativas para o algoritmo de classificação bem como o somatório do número de amostras
destas classes.
Para cada nível hierárquico são realizados 3 experimentos. Estes experimentos têm o intuito
de verificar o desempenho do modelo proposto.
O primeiro experimento é realizado com um algoritmo de classificação C4.5, consagrado na
literatura (QUINLAN, 1993). O C4.5 foi apresentado por Quinlan (1993) e faz parte do pacote
WEKA (Waikato Environment for Knowledge Analysis) versão 3.5.7, escrita em linguagem
Java (WITTEN; FRANK, 2000). Esta ferramenta foi desenvolvida na Universidade deWaikato,
situada na Nova Zelândia e implementa um pacote de algoritmos de mineração de dados. Por ser
implementada em linguagem Java o WEKA tem como principais vantagens ser portável (rodar
nas mais variadas plataformas), aproveitar os benefícios de uma linguagem orientada a objetos
(modularidade, polimorfismo, encapsulamento e reutilização de código) e ser um software de
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Figura 41: Classificação hierárquica para base Abalone.
domínio público3.
O segundo experimento contempla a utilização do modelo mestre-escravo em uma única
ilha de processamento e o terceiro experimento em 5 ilhas, explorando os benefícios da co-
evolução.
Apesar de modelos paralelos sugerirem comparativos de desempenho em relação ao tempo
de processamento, estes não foram realizados nesta seção de experimentos. O motivo é que o
algoritmo C4.5 é determinístico e rápido, sendo difícil para um algoritmo evolucionário qual-
quer tipo de competição neste sentido. Experimentos neste sentido serão apresentados na seção
que trata da aplicação do modelo proposto para problemas de indução de regras em ACs.
O desempenho nos 3 diferentes experimentos é mensurado sobre dois aspectos. O primeiro
aspecto mede a relação: sensibilidade x especificidade. Esta relação retorna valores perten-
centes ao intervalo [0..1], onde quanto mais próximo de 1 melhor a qualidade da solução em
termos de precisão do classificador. O segundo aspecto mede a complexidade da regra obtida
através do parâmetro número de nós. Quanto menor for este parâmetro mais fácil é a compreen-
são da regra obtida. Segundo Freitas (2002), a compreensão do conhecimento é importante por
duas razões. Primeiro, pelo fato de que o conhecimento, usualmente, será utilizado como fer-
ramenta de suporte a decisão do usuário. E segundo, se o conhecimento descoberto não for
compreensível pelo usuário, o mesmo não será capaz de validá-lo. Assim, se o número de re-
gras descobertas e/ou número de nós que compõem cada regra for grande, a regra encontrada
dificilmente poderá ser chamada de compreensível.
3Disponível em: http://www.cs.waikato.ac.nz/ml/weka/
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Todos os experimentos foram realizados utilizando validação cruzada de tamanho 5 (HAND,
1997). Tomou-se o cuidado de sempre se preservar as mesmas amostras dentro de cada uma
das partições de treinamento e teste dos algoritmos, bem como, de manter a proporção entre as
amostras de cada classe.
Os algoritmos evolucionários, independente do número de ilhas utilizaram os seguintes
parâmetros:
• número de indivíduos na população: 50;
• número de genes por cromossomo: 3;
• tamanho da cabeça de cada gene: 15;
• conjunto de funções: AND, OR e NOT;
• função de ligação das AEs: AND;
• método de seleção: torneio contemplando 10% dos indivíduos da população;
• mutação: 2% de probabilidade;
• recombinação: 80% de probabilidade;
• transposição IS: 70% de probabilidade;
• transposição RIS: 70% de probabilidade;
• transposição gênica: 70% de probabilidade;
• clonagem (elitismo): habilitada;
• número de gerações: 50;
• número de processos escravo por processo mestre: 10;
• migração: um indivíduo, de cada ilha, selecionado pelo método do torneio a cada 5 gera-
ções, migra para ilha vizinha substituindo o pior indivíduo desta ilha.
É importante salientar que, até o presente momento, para problemas de classificação, de-
vido a sua generalidade e abrangência no que diz respeito as aplicações, ainda não foi definido
um conjunto de valores ótimos para cada um dos parâmetros evolucionários. Os valores dos
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parâmetros definidos para estes experimentos são fruto da experiência do autor em outros tra-
balhos onde foi utilizada a PEG técnica evolucionária para resolução de diferentes problemas
(WEINERT, 2004; WEINERT; LOPES, 2006, 2007).
Os resultados obtidos são apresentados em tabelas. Todos os valores representam as médias
obtidas a partir do processo de validação cruzada. As siglas utilizadas nas tabelas são:
• C4.5: Algoritmo C4.5;
• M/E: Algoritmo mestre-escravo executado em uma única ilha de processamento;
• M/E ilhas: Algoritmo mestre-escravo executado em 5 ilhas de processamento;
• Sen: medida de sensibilidade, definida na Seção 2.1.3.1 pela Equação 3;
• Esp: medida de especificidade, definida na Seção 2.1.3.1 pela Equação 2;
• Sen x Esp: medida de desempenho, definida na Seção 2.1.3.1 pela Equação 1;
• No¯ Nós: número de nós, definido como medida de complexidade;
• DP: desvio-padrão.
Na sequência são apresentados os resultados obtidos sobre as 10 bases analisadas.
A primeira base é a Abalone. Esta base possui 8 atributos, sendo 7 contínuos e 1 categórico,
e está dividida em 3 classes. A classe 1 com 1407 amostras, a classe 2 com 1323 e a classe 3 com
1447. A classificação hierárquica segue as especificações definidas na Figura 41 e os resultados
obtidos estão descritos na Tabela 17.
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Tabela 17: Base de dados Abalone.
1o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,675 ± 0,030 0,895 ± 0,075 0,603 ± 0,036 129,200 ± 23,763
M/E 0,800 ± 0,098 0,808 ± 0,099 0,636 ± 0,057 26,600 ± 5,128
M/E Ilhas 0,800 ± 0,088 0,813 ±0,091 0,646 ± 0,057 25,600 ± 5,505
2o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,637 ± 0,063 0,614 ± 0,086 0,387 ± 0,024 157,200 ± 41,877
M/E 0,568 ± 0,063 0,632 ± 0,075 0,373 ± 0,083 23,600 ± 8,142
M/E Ilhas 0,659 ± 0,113 0,583 ± 0,084 0,380 ± 0,053 34,200 ± 12,988
A segunda base analisada é a Balance Scala. Esta base possui 4 atributos, sendo todos
contínuos, e está dividida em 3 classes. A classe B com 49 amostras, a classe R com 288 e a
classe L com 288. A classificação hierárquica segue as especificações definidas na Figura 42 e
os resultados obtidos estão descritos na Tabela 18.
Figura 42: Classificação hierárquica para base Balance Scala.
Tabela 18: Base de dados Balance Scala.
1o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,000 ± 0,000 1,000 ± 0,000 0,000 ± 0,000 1,000 ± 0,000
M/E 0,000 ± 0,000 0,351 ± 0,353 0,000 ± 0,000 21,600 ± 8,019
M/E Ilhas 0,231 ± 0,275 0,408 ± 0,165 0,086 ± 0,123 29,600 ± 12,512
2o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,640 ± 0,389 0,641 ± 0,321 0,332 ± 0,267 42,600 ± 9,529
M/E 0,477 ± 0,436 0,667 ± 0,318 0,227 ± 0,248 21,600 ± 3,362
M/E Ilhas 0,588 ± 0,212 0,716 ± 0,207 0,406 ± 0,157 29,600 ± 7,369
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A terceira base analisada é a Car Evaluation. Esta base possui 6 atributos, sendo todos
categóricos, e está dividida em 4 classes. A classe “acc” com 384 amostras, a classe “good”
com 69, a classe “unacc” com 1210 e a classe “vgood” com 65. A classificação hierárquica
segue as especificações definidas na Figura 43 e os resultados obtidos estão descritos na Tabela
19.
Figura 43: Classificação hierárquica para base Car Evaluation.
Tabela 19: Base de dados Car Evaluation.
1o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,478 ± 0,314 0,878 ± 0,066 0,413 ± 0,250 122,400 ± 16,802
M/E 0,817 ± 0,159 0,690 ± 0,219 0,560 ± 0,204 26,800 ± 2,280
M/E Ilhas 0,836 ± 0,132 0,746 ± 0,205 0,617 ± 0,182 28,400 ± 5,857
2o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,643 ± 0,378 0,792 ± 0,256 0,458 ± 0,286 34,800 ± 8,167
M/E 0,743 ± 0,279 0,650 ± 0,220 0,449 ± 0,144 24,800 ± 8,815
M/E Ilhas 1,000 ± 0,000 0,784 ± 0,100 0,784 ± 0,100 24,600 ± 5,459
3o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,709 ± 0,343 0,892± 0,241 0,601 ± 0,312 19,800 ± 1,643
M/E 0,745 ± 0,081 1,000 ± 0,000 0,745 ± 0,081 33,400 ± 7,436
M/E Ilhas 0,783 ± 0,146 1,000 ± 0,000 0,783 ± 0,146 28,800 ± 4,382
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A quarta base analisada é a Haberman. Esta base possui 3 atributos, sendo todos contínuos,
e está dividida em 2 classes. A classe 1 com 225 amostras e a classe 2 com 81. A classificação
hierárquica segue as especificações definidas na Figura 44 e os resultados obtidos estão descritos
na Tabela 20.
Figura 44: Classificação hierárquica para base Haberman.
Tabela 20: Base de dados Haberman.
1o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,818 ± 0,134 0,413 ± 0,268 0,310 ± 0,187 4,600 ± 2,191
M/E 0,689 ± 0,122 0,593 ± 0,089 0,405 ± 0,067 22,600 ± 2,702
M/E Ilhas 0,702 ± 0,081 0,557 ± 0,104 0,386 ± 0,052 27,200 ± 5,167
A quinta base analisada é a Blood Transfusion. Esta base possui 4 atributos, sendo todos
contínuos, e está dividida em 2 classes. A classe 0 com 570 amostras e a classe 1 com 178. A
classificação hierárquica segue as especificações definidas na Figura 45 e os resultados obtidos
estão descritos na Tabela 21.
Figura 45: Classificação hierárquica para base Blood Transfusion.
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Tabela 21: Base de dados Blood Transfusion.
1o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,911 ± 0,074 0,347 ± 0,102 0,316 ± 0,100 12,200 ± 6,419
M/E 0,581 ± 0,194 0,714 ± 0,183 0,392 ± 0,093 36,000 ± 12,903
M/E Ilhas 0,632 ± 0,181 0,726 ± 0,074 0,448 ± 0,092 25,800 ± 6,058
A sexta base analisada é a Ljubljana Breast Cancer. Esta base possui 9 atributos, sendo
todos contínuos, e está dividida em 2 classes. A classe 1 com 196 amostras e a classe 2 com
81. A classificação hierárquica segue as especificações definidas na Figura 46 e os resultados
obtidos estão descritos na Tabela 22.
Figura 46: Classificação hierárquica para base Ljubljana Breast Cancer.
Tabela 22: Base de dados Ljubljana Breast Cancer.
1o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,862 ± 0,086 0,358 ± 0,062 0,312 ± 0,083 20,600 ± 7,266
M/E 0,643 ± 0,065 0,666 ± 0,096 0,430 ± 0,086 25,600 ± 12,361
M/E Ilhas 0,633 ± 0,065 0,654 ± 0,070 0,416 ± 0,077 21,000 ± 4,301
A sétima base analisada é a Wisconsin Breast Cancer. Esta base possui 9 atributos, sendo
todos contínuos, e está dividida em 2 classes. A classe 1 com 444 amostras e a classe 2 com
239. A classificação hierárquica segue as especificações definidas na Figura 47 e os resultados
obtidos estão descritos na Tabela 23.
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Figura 47: Classificação hierárquica para base Wisconsin Breast Cancer.
Tabela 23: Base de dados Wisconsin Breast Cancer.
1o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,960 ± 0,019 0,933 ± 0,063 0,895 ± 0,060 17,000 ± 2,449
M/E 0,926 ± 0,032 0,941 ± 0,052 0,871 ± 0,053 26,200 ± 7,259
M/E Ilhas 0,948 ± 0,023 0,946 ± 0,035 0,897 ± 0,048 28,000 ± 6,782
A oitava base analisada é a Iris. Esta base possui 4 atributos, sendo todos contínuos, e
está dividida em 3 classes. A classe “setosa” com 50 amostras, a classe “versicolor” com 50
e a classe “virginica” com 50. A classificação hierárquica segue as especificações definidas na
Figura 48 e os resultados obtidos estão descritos na Tabela 24.
Figura 48: Classificação hierárquica para base Iris.
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Tabela 24: Base de dados Iris.
1o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,980 ± 0,045 1,000 ± 0,000 0,980 ± 0,045 3,000 ± 0,000
M/E 1,000 ± 0,000 0,960 ± 0,065 0,960 ± 0,065 29,800 ± 7,950
M/E Ilhas 1,000 ± 0,000 0,980 ± 0,027 0,980 ± 0,027 23,000 ± 3,317
2o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,940 ± 0,089 0,900 ± 0,122 0,846 ± 0,140 6,200 ± 1,095
M/E 0,900 ± 0,071 0,860 ± 0,167 0,778 ± 0,188 26,800 ± 6,723
M/E Ilhas 0,920 ± 0,110 0,920 ± 0,084 0,844 ± 0,108 26,400 ± 6,656
A nona base analisada é a Nursery. Esta base possui 8 atributos, sendo todos categóricos,
e está dividida em 4 classes. A classe “priority” com 4266 amostras, a classe “not_recom”
com 4320, a classe “very_recom” com 328 e a classe “spec_prior” com 4044. A classificação
hierárquica segue as especificações definidas na Figura 49 e os resultados obtidos estão descritos
na Tabela 25.
Figura 49: Classificação hierárquica para base Nursey.
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Tabela 25: Base de dados Nursery.
1o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,370 ± 0,153 0,774 ± 0,209 0,296 ± 0,175 374,800 ± 108,410
M/E 0,720 ± 0,420 0,734 ± 0,231 0,499 ± 0,327 24,800 ± 7,050
M/E Ilhas 0,878 ± 0,273 0,637 ± 0,339 0,586 ± 0,395 21,000 ± 1,732
2o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 1,000 ± 0,000 1,000 ± 1,000 1,000 ± 0,000 4,000 ± 0,000
M/E 0,824 ± 0,205 1,000 ± 0,000 0,824 ± 0,205 29,200 ± 8,167
M/E Ilhas 1,000 ± 0,000 1,000 ± 0,000 1,000 ± 0,000 26,800 ± 9,066
3o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,806 ± 0,434 0,696 ± 0,383 0,562 ± 0,488 14,400 ± 4,930
M/E 0,969 ± 0,043 0,879 ± 0,108 0,849 ± 0,068 29,800 ± 9,149
M/E Ilhas 0,988 ± 0,027 0,919 ± 0,066 0,908 ± 0,075 27,800 ± 6,760
A décima base analisada é a Letter Recognition. A base Letter Recognition possui 16
atributos, sendo 15 contínuos e 1 categórico. Esta base possui 16 classes. No entanto, apenas
um nível hierárquico foi analisado. Neste nível foi considerado como classe positiva a classe 9,
com 8047 amostras, e como classe negativa, todas as outras. Nas classes negativas totalizam-se
11953 amostras. A classificação hierárquica segue as especificações definidas na Figura 50 e os
resultados obtidos estão descritos na Tabela 26.
Figura 50: Classificação hierárquica para base Letter Recognition.
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Tabela 26: Base de dados Letter Recognition.
1o¯ Nível Hierárquico
Sen ± DP Esp ± DP Sen x Esp ± DP No¯ Nós ± DP
C4.5 0,465 ± 0,097 0,868 ± 0,215 0,389 ± 0,067 780,952 ± 445,780
M/E 0,725 ± 0,043 0,528 ± 0,197 0,376 ± 0,127 31,200 ± 3,421
M/E Ilhas 0,717 ± 0,083 0,595 ± 0,151 0,424 ± 0,112 30,000 ± 8,216
6.3.2 Autômatos Celulares
Numa primeira etapa foram realizados 6 experimentos controlados. Cada experimento con-
siste da indução de n regras para uma mesma configuração inicial de AC. Assim, cada regra é
obtida em uma rodada independente do algoritmo. A configuração final desejada para o AC é
o único parametro que se altera em cada rodada, e é representada pela configuração do AC em
uma determinada iteração. Os experimentos são ditos controlados porque, primeiro, sabe-se a
priori qual a regra se deseja obter. Segundo, sabe-se o número de iterações necessárias para
conduzir a configuração inicial do AC até a configuração final desejada durante o processo de
simulação da dinâmica. No entanto, é importante lembrar, que para problemas reais estas duas
informações (regras e número de iterações) são desconhecidas.
Para os experimentos seguintes utiliza-se um AC binário de 149 células, inicializado aleato-
riamente com distribuição uniforme. A vizinhança é formada por um raio igual a 1. A confi-
guração deste AC é apresentada na Figura 51 onde células com estado 0 aparecem em branco e
células com estado 1 em preto.
Figura 51: Configuração inicial do AC de 149 células.
O primeiro experimento controlado avalia o desempenho do algoritmo em induzir a regra
elementar 160. Esta regra apresenta um comportamento dinâmico nulo segundo a classificação
de Li e Packard (1990). O sistema apresenta-se estável a partir da sexta iteração. A Figura 52
demonstra a dinâmica do sistema por 20 iterações.
Figura 52: Simulação da dinâmica da regra 160 por 20 iterações.
Basicamente, os parâmetros evolucionários utilizados são os mesmos da Seção 6.3.1. Ape-
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nas reduziu-se o número de indivíduos para 30, devido ao pequeno tamanho do espaço de busca
deste problema, e não foi utilizado o conceito de co-evolução através do trabalho em múltiplas
ilhas. Este experimento foi segmentado em 7 rodadas. Sendo que em cada rodada busca-se uma
configuração final de AC diferente. Considerou-se como configuração final do AC a configu-
ração alcançada em uma determinada iteração no processo de simulação da dinâmica (Figura
52). As rodadas contemplam as configurações finais obtidas nas iterações 1, 2, 3, 4, 5, 6 e 10.
Em todas as rodadas o sistema foi capaz de induzir a regra 160. A Tabela 27 resume algumas
informações a respeito dos resultados obtidos. Cada linha corresponde a uma rodada. Na se-
gunda coluna tem-se informação a respeito do comportamento dinâmico do sistema até aquele
momento. Esta questão será discutida na próxima seção. A terceira coluna indica a iteração uti-
lizada como determinante do estado final do AC desejado, e a quarta coluna apresenta o número
de gerações necessárias para que a solução fosse encontrada.
Tabela 27: Resultados para a regra 160.
Rodada Comportamento Iteração No¯ de Gerações
1
Período
Transiente
1 1
2 2 1
3 3 1
4 4 1
5 5 1
6
Nulo
6 1
7 10 1
Além da regra desejada o sistema também apresentou outras regras como solução para as
rodadas 6 e 7. Para a rodada 6 foram as regras elementares 0 e 2. Para a rodada 7 foram as regras
elementares 0, 128, 4, 64, 32, 8 e 136. Isto já era esperado, uma vez que estas regras pertencem
ao espaço de soluções do algoritmo evolucionário e apresentam comportamento nulo.
O segundo experimento controlado avalia o desempenho do algoritmo em induzir a regra
elementar 118. Esta regra apresenta um comportamento dinâmico periódico segundo a clas-
sificação de Li e Packard (1990). O sistema apresenta-se estável a partir da sexta iteração
apresentando um período cíclico de tamanho 3. A Figura 53 demonstra a dinâmica do sistema
por 20 iterações. Os parâmetros evolucionários utilizados são os mesmos do experimento an-
terior. Este experimento foi segmentado em 11 rodadas. Os critérios de definição dos estados
finais dos ACs para cada rodada são os mesmos da regra 118. As rodadas contemplam as con-
figurações finais obtidas nas iterações 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 e 11. Em todas as rodadas o
sistema foi capaz de induzir a regra 118. A Tabela 28 resume algumas informações a respeito
dos resultados obtidos.
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Figura 53: Simulação da dinâmica da regra 118 por 20 iterações.
Tabela 28: Resultados para regra 118.
Rodada Comportamento Iteração No¯ de Gerações
1
Período
Transiente
1 31
2 2 46
3 3 71
4 4 125
5 5 156
6
Cíclico
6 282
7 7 152
8 8 173
9
Cíclico
9 86
10 10 14
11 11 18
Neste experimento o sistema não encontrou nenhuma outra regra, além da própria regra
118, que pudesse solucionar o problema em nenhuma das diferentes rodadas.
O terceiro experimento controlado avalia o desempenho do algoritmo em induzir a regra
elementar 16. Esta regra apresenta um comportamento dinâmico de ponto fixo segundo a clas-
sificação de Li e Packard (1990). O sistema apresenta-se estável a partir da primeira iteração. A
Figura 54 demonstra a dinâmica do sistema por 20 iterações. Este experimento foi segmentado
em 2 rodadas. As rodadas contemplam as configurações finais obtidas nas iterações 1 e 10.
Em ambas as rodadas o sistema foi capaz de induzir a regra 16. A Tabela 29 resume algumas
informações a respeito dos resultados obtidos.
Figura 54: Simulação da dinâmica da regra 16 por 20 iterações.
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Tabela 29: Resultados para regra 16.
Rodada Comportamento Iteração No¯ de Gerações
1
Ponto Fixo
1 3
2 10 3
O quarto experimento controlado avalia o desempenho do algoritmo em induzir a regra
elementar 95. Esta regra apresenta um comportamento dinâmico de ciclo duplo segundo a clas-
sificação de Li e Packard (1990). O sistema apresenta-se estável a partir da primeira iteração. A
Figura 55 demonstra a dinâmica do sistema por 20 iterações. Este experimento foi segmentado
em 4 rodadas. As rodadas contemplam as configurações finais obtidas nas iterações 1, 2, 3 e
10. Em todas rodadas o sistema foi capaz de induzir a regra 95. A Tabela 30 resume algumas
informações a respeito dos resultados obtidos.
Figura 55: Simulação da dinâmica da regra 95 por 20 iterações.
Tabela 30: Resultados para regra 95.
Rodada Comportamento Iteração No¯ de Gerações
1
Ciclo Duplo
1 16
2 2 14
3 3 13
4 10 5
O quinto experimento controlado avalia o desempenho do algoritmo em induzir a regra ele-
mentar 183. Esta regra apresenta um comportamento dinâmico caótico segundo a classificação
de Li e Packard (1990). O sistema não estabiliza. A Figura 56 demonstra a dinâmica do sistema
por 20 iterações. Este experimento foi segmentado em 3 rodadas. As rodadas contemplam as
configurações finais obtidas nas iterações 1, 10 e 20. O algoritmo evolucionário configurado
com 30 indivíduos não retornou a regra desejada em 350 gerações. Então rodou-se novamente
o algoritmo com um tamanho de população igual a 100 indivíduos. Com este valor a regra 183
foi encontrada para as rodadas 1 e 2. A rodada 3 somente atingiu seu objetivo com uma popu-
lação de 200 indivíduos. A Tabela 31 resume algumas informações a respeito dos resultados
obtidos.
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Figura 56: Simulação da dinâmica da regra 183 por 20 iterações.
Tabela 31: Resultados para regra 183.
Rodada Comportamento Iteração No¯ de Gerações
1
Caótico
1 184
2 10 187
3 20 16
O sexto experimento controlado avalia o desempenho do algoritmo em induzir a regra ele-
mentar 124. Esta regra apresenta um comportamento dinâmico complexo segundo a classifi-
cação de Li e Packard (1990). O sistema estabiliza após milhares de iterações. A Figura 57
demonstra a dinâmica do sistema segmentada em duas regiões, da iteração 1 até a 20 (Figura
57(a)) e da iteração 3980 até a 4000 (Figura 57(b)). Este experimento foi segmentado em 2
rodadas. As rodadas contemplam as configurações finais obtidas nas iterações 1 e 4000. O al-
goritmo evolucionário volta a utilizar 30 indivíduos. A Tabela 32 resume algumas informações
a respeito dos resultados obtidos.
Figura 57: Simulação da dinâmica da regra 124 por 4000 iterações. (a) Apresenta as primeiras
20 iterações e (b) as últimas 20.
Concluída a etapa de experimentos controlados apresenta-se um experimento com um pro-
blema hipotético. Neste problema deseja-se descobrir uma regra que seja capaz de conduzir o
AC bidimensional (5x5) apresentado pela Figura 58(a) ao AC apresentado pela Figura 58(b). A
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Tabela 32: Resultados para regra 124.
Rodada Comportamento Iteração No¯ de Gerações
1 Período Transiente 1 81
2 Complexo 4000 27
única definição existente é quanto a configuração de vizinhança, que deve ser a de Neumann.
Este modelo de vizinhança encontra-se descrito na Seção 2.2.1.2.
Figura 58: Configurações inicial (a) e final (b) do AC bidimensional.
Para resolução deste problema, foi utilizado o modelo insular composto por 5 ilhas. Foram
utilizados os seguintes parâmetros:
• número de indivíduos na população: 1000;
• número de genes por cromossomo: 2;
• tamanho da cabeça de cada gene: 10;
• conjunto de funções: AND, OR e NOT;
• função de ligação das AEs: AND;
• método de seleção: torneio contemplando 10% dos indivíduos da população;
• mutação: 20% de probabilidade;
• recombinação: 80% de probabilidade;
• transposição IS: 70% de probabilidade;
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• transposição RIS: 70% de probabilidade;
• transposição gênica: 70% de probabilidade;
• clonagem (elitismo): habilitada;
• gerações: 350;
• número de processos escravo por processo mestre: 20;
• migração: indivíduo selecionado pelo método do torneio a cada 5 gerações;
• número máximo de iterações do AC: 30.
O algoritmo encontrou a solução na geração 103, sendo a regra: 1010000010100101001000
0000100011. Esta regra conduz o AC da Figura 58(a) ao AC da Figura 58(b) em duas iterações.
6.3.2.1 Balanceamento de Carga na Arquitetura Paralela
A arquitetura de processamento paralelo proposta neste trabalho, dentre outras característi-
cas, deve apresentar uma relação eficiente quando se compara o tempo de processamento com
a quantidade de tarefas a serem executas. Esta relação está diretamente ligada ao número de
processos escravos utilizados na arquitetura e ao custo da comunicação dos mesmos com seus
respectivos processos mestres.
Para analisar esta característica realizou-se um experimento baseado no problema de clas-
sificação pela regra da maioria descrito na Seção 2.2.4.1 executado em uma única ilha de pro-
cessamento. Neste experimento a função de fitness consiste em simular a dinâmica de 10000
ACs, por 200 iterações durante 50 gerações.
O número de indivíduos variou de 100 a 600, de 100 em 100, e o número de escravos var-
iou de 10 a 100, de 10 em 10. Assim, executaram-se 60 rodadas formadas das combinações
possíveis entre o número de indivíduos da população e o número de processos escravos. É
importante ressaltar que cada processo escravo é executado em uma unidade física de processa-
mento distinta.
O gráfico de superfície apresentado pela Figura 59 mostra os resultados obtidos. Neste
gráfico tem-se 3 eixos: tempo, escravos e tarefas. O tempo é medido em segundos. Os escravos
representam os processos executores da função de fitness e as tarefas representam as regras, que
são na verdade, os indivíduos da população do algoritmo evolucionário. Pelo gráfico percebe-
se uma relação aproximadamente linear entre o aumento de tarefas e o aumento do número de
escravos.
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O balanceamento de carga consiste, basicamente, em dividir de forma uniforme o número
de tarefas entre os processadores disponíveis.
Figura 59: Relação entre o tempo de processamento, número de tarefas e número de proces-
sadores.
6.3.2.2 Otimização dos Parâmetros Evolucionários
Definir um conjunto de parâmetros considerados ótimos para todos os problemas é uma
tarefa muito difícil. Então, o próximo experimento se propõe a avaliar alguns parâmetros e pro-
por alguns valores, que embora não possam ser chamados de ótimos, podem ser considerados
parâmetros de referência. Os parâmetros selecionados são: número de indivíduos, número de
genes por classe e probabilidade de mutação. Estes parâmetros têm uma relação direta com a
manutenção da diversidade genética dentro da população e por isto foram selecionados. Outro
aspecto avaliado é utilização de uma estrutura composta por uma única ilha de processamento
e uma estrutura composta por 5 ilhas de processamento.
Os parâmetros evolucionários descritos abaixo permanecem fixos para todas as rodadas.
• tamanho da cabeça de cada gene: 10;
• método de seleção: torneio contemplando 10% dos indivíduos da população;
• recombinação: 80% de probabilidade;
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• transposição IS: 70% de probabilidade;
• transposição RIS: 70% de probabilidade;
• transposição gênica: 70% de probabilidade;
• clonagem (elitismo): habilitada;
• migração: indivíduo selecionado pelo método do torneio a cada 5 gerações.
A Figura 60 apresenta a simulação da dinâmica da regras GKL (Tabela 2), durante 20
iterações, com vizinhança de raio 3, sobre a configuração inicial apresentada na Figura 51.
Esta regra apresenta um comportamento nulo segundo a classificação de Li e Packard (1990).
Para tornar o problema de indução de regras extremamente difícil apresenta-se ao sistema de
indução como AC inicial a configuração apresentada pela Figura 51 e como configuração AC
final a configuração apresentada pela décima iteração na Figura 60. O periodo analisado ainda
apresenta um comportamento transiente.
Figura 60: Simulação da dinâmica da regra GKL por 20 iterações.
Um total de 54 diferentes combinações de parâmetros foi avaliada. Cada combinação foi
executada por 10 vezes, totalizando a execução de 540 rodadas. Apresentam-se como resultado
os valores médios das melhores soluções encontradas, bem como o desvio-padrão entre estes
valores. As Tabelas 33 e 34 apresentam os resultados obtidos para uma única ilha de processa-
mento e para um conjunto de 5 ilhas, respectivamente. As linhas que aparecem em destaque em
ambas as tabelas salientam os melhores resultados obtidos.
143
Tabela 33: Experimentos, com 1 ilha, para definir valores para parâmetros do algoritmo evolu-
cionário.
Ilhas Indivíduos No¯ de Genes por Classe Mutação (Taxa em %) Fitness Médio ± DP
1 100 1 2 0,7852±0,0352
1 100 1 5 0,7852±0,0308
1 100 1 10 0,7711±0,0446
1 100 2 2 0,7711±0,0132
1 100 2 5 0,7731±0,0186
1 100 2 10 0,7657±0,0208
1 100 3 2 0,7724±0,0156
1 100 3 5 0,7597±0,0129
1 100 3 10 0,7657±0,0107
1 150 1 2 0,7798±0,0330
1 150 1 5 0,7751±0,0303
1 150 1 10 0,7912±0,0261
1 150 2 2 0,7872±0,0296
1 150 2 5 0,7118±0,0297
1 150 2 10 0,7879±0,0251
1 150 3 2 0,7664±0,0169
1 150 3 5 0,7724±0,0193
1 150 3 10 0,7724±0,0162
1 200 1 2 0,7879±0,0290
1 200 1 5 0,7805±0,0476
1 200 1 10 0,7892±0,0427
1 200 2 2 0,7912±0,0213
1 200 2 5 0,7885±0,0245
1 200 2 10 0,7885±0,0255
1 200 3 2 0,7711±0,0185
1 200 3 5 0,7765±0,0277
1 200 3 10 0,7751±0,0259
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Tabela 34: Experimentos, com 5 ilhas, para definir valores para parâmetros do algoritmo evolu-
cionário.
Ilhas Indivíduos No¯ de Genes por Classe Mutação (Taxa em %) Fitness Médio ± DP
5 100 1 2 0,8093±0,0180
5 100 1 5 0,8134±0,0142
5 100 1 10 0,8116±0,0138
5 100 2 2 0,8021±0,0195
5 100 2 5 0,7936±0,0211
5 100 2 10 0,8067±0,0175
5 100 3 2 0,7699±0,0145
5 100 3 5 0,7851±0,0197
5 100 3 10 0,7813±0,0211
5 150 1 2 0,8136±0,0120
5 150 1 5 0,7908±0,0299
5 150 1 10 0,8055±0,0194
5 150 2 2 0,7995±0,0189
5 150 2 5 0,8045±0,0207
5 150 2 10 0,7978±0,0191
5 150 3 2 0,7765±0,0146
5 150 3 5 0,7881±0,0189
5 150 3 10 0,7775±0,0149
5 200 1 2 0,8169±0,0081
5 200 1 5 0,8093±0,0195
5 200 1 10 0,8187±0,0033
5 200 2 2 0,8045±0,0154
5 200 2 5 0,8025±0,0167
5 200 2 10 0,7966±0,0205
5 200 3 2 0,7871±0,0146
5 200 3 5 0,7934±0,0176
5 200 3 10 0,7868±0,0181
O parâmetro mutação exerceu um papel importante nos experimentos, isto reafirma a im-
portância de se manter a diversidade genética dentro da população.
6.4 DISCUSSÃO
O sistema implementado batizado de PIRGEP foi totalmente implementado em linguagem
C seguindo um modelo estruturado de programação. Esta abordagem proporciona um elevado
desenpenho do algoritmo no que se refere a tempo de processamento . Diferentemente do sis-
tema GEPCLASS, que foi implementado em linguagem C++ sobre a plataforma proprietária
C++Builder R© 6.0. Nesta plataforma o processo de codificação torna-se mais simples, no en-
tanto, agrega-se um elevado custo computacional de processamento.
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O modelo paralelo insular implementado no PIRGEP para indução de regras foi primeira-
mente avaliado na resolução de problemas genéricos de classificação e posteriormente em pro-
blemas de indução de regras para ACs.
Como exemplos de problemas de classificação foram utilizadas 10 bases de dados diferen-
tes. Cada base apresenta um número variável de atributos, classes e exemplos. Os resultados
apresentados pelos modelos aqui propostos foram comparados com o algoritmo C4.5.
O processo de comparação seguiu a abordagem baseada no conceito de validação cruzada.
Neste conceito, diferentes partições de dados alternam-se na composição das classes positivas
e negativas durante o processo de treinamento e teste do algoritmo evolucionário. O algoritmo
C4.5 utilizou as mesmas partições de dados em todos os níveis hierárquicos avaliados. Duas
medidas receberam destaque neste processo de comparação: o produto entre a sensibilidade e
a especificidade do algoritmo, e o número de nós que compõem a regra encontrada. A primeira
mede a qualidade da solução e a segunda a complexidade. Deve-se salientar que as soluções
mais interessantes são as que apresentam alto valor de qualidade, e um número baixo no quesito
complexidade. A qualidade apresenta-se, sempre, como um valor normalizado entre [0..1] e a
complexidade apenas possui um limite inferior que é 1.
Nas 10 bases de dados foram totalizados 17 comparativos entre a tríade: C4.5, modelo
mestre-escravo (M/E) de uma ilha e modelo mestre-escravo de 5 ilhas (M/E Ilhas). Cada com-
parativo reflete um nível hierárquico, por exemplo, na base Abalone (Figura 41) contabiliza-se
2 comparativos.
Os gráficos de Pareto mostrados na Figura 61 apresentam uma visão geral do desempenho
dos 3 algoritmos: C4.5 (a), M/E (b) e M/E Ilhas (c), para todas as bases analisadas. No eixo
x de cada gráfico encontra-se o complemento da: Sensibilidade x Especificidade, e no eixo y
a complexidade normalizada no intervalo [0..1]. Assim, as melhores soluções apresentam-se
mais próximas do ponto de intersecção (0,0) entre os eixos (x,y).
Pelos gráficos da Figura 61 é possível observar que o algoritmo C4.5 (Figura 61 (a)) apre-
sentou o pior desempenho, tanto no quesito qualidade quanto no quesito complexidade. O
algoritmo M/E (Figura 61 (b)) melhorou, consideravelmente, os resultados até então alcança-
dos pelo C4.5, principalmente no quesito complexidade. E, o algoritmo M/E Ilhas (Figura 61
(c)) além de manter os níveis de complexidade apresentados pelo algoritmo M/E proporcionou
melhores resultados no quesito qualidade.
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Figura 61: Gráficos de Pareto: (a) C4.5, (b) M/E e (c) M/E Ilhas.
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Na sequência discutem-se algumas particularidades dos 17 comparativos. Observando iso-
ladamente a medida de qualidade, em 12 dos 17 comparativos o modelo mestre-escravo de
5 ilhas mostrou-se mais eficaz. O modelo mestre-escravo de 1 ilha destacou-se apenas em um
comparativo e o C4.5 em outros 4. Agora, observando isoladamente a medida de complexidade,
em 9 dos 17 comparativos o algoritmo C4.5 apresentou uma solução de menor complexidade,
enquanto o modelo-mestre escravo com 5 ilhas contemplou 6, e o modelo-mestre escravo de 1
ilha contemplou 2.
Quando se associa a medida de qualidade à medida de complexidade tem-se o seguinte
cenário: o modelo mestre-escravo com 5 ilhas apresentou a melhor associação em 5 compara-
tivos. O modelo mestre-escravo de 1 ilha não se enquadrou neste cenário, e o C4.5 apresentou
melhor associação em 3 comparativos.
Assim, ainda restam 9 comparativos que necessitam de uma análise mais criteriosa para
que se possa endossar uma ou outra abordagem.
Na sequência é discutido cada um destes casos.
Na base de dados Abalone, 2o¯ nível hierárquico (Tabela 17) tem-se o algoritmo C4.5 como
de melhor qualidade. No entanto, esta medida de qualidade é 0,007 maior que medida alcançada
pelo modelo mestre-escravo com 5 ilhas. Além disto, a solução apresentada pelo C4.5 é, apro-
ximadamente, 5 vezes mais complexa da que a apresentada pelo sistema mestre-escravo com 5
ilhas. Logo, a solução mais simples pode ser considerada como mais adequada para o problema.
Na base de dados Balance Scala, existem dois casos a serem estudados. No 1o¯ nível hie-
rárquico (Tabela 18) fica evidente que nenhum método foi capaz de atingir uma solução satisfa-
tória. Provavelmente, isto se deve ao desbalanceamento do número de amostras entre as classes
positiva e negativa. A classe negativa possui 11,75 vezes mais amostras do que a classe positiva.
No 2o¯ nível hierárquico existe uma forte tendência em eleger-se o método mestre-escravo de
5 ilhas como mais apropriado. Pois, apesar do mesmo apresentar uma solução com 9 nós a
mais do que a apresentada pelo modelo mestre-escravo de 1 ilha, apresenta, aproximadamente,
o dobro da qualidade.
Na base de dados Car Evaluation, também existem dois casos a serem estudados. No 1o¯
nível hierárquico (Tabela 19) tem-se uma qualidade melhor obtida pelo método mestre-escravo
com 5 ilhas e uma menor complexidade obtida pelo método mestre-escravo de 1 ilha. Como a
diferença é de apenas 2 nós na questão da complexidade, o método de melhor qualidade pode ser
escolhido como melhor solução. No 3o¯ nível hierárquico desta mesma tabela a opção pelo C4.5
ou pelo mestre-escravo de 5 ilhas deve considerar algo além do que os valores obtidos para cada
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uma das medidas. Observando-se apenas os valores tem se a medida de qualidade favorecendo
o método mestre-escravo de 5 ilhas e a medida de complexidade favorecendo o C4.5. Um
bom critério de escolha poderia ser a utilização posterior da regra obtida. Se a mesma for
manipulada por um sistema computacional, o mais interessante é ficar com a solução de melhor
qualidade. No entanto, se a mesma for interpretada manualmente por algum especialista, o fator
complexidade é muito mais importante.
Na base de dados Haberman, 1o¯ nível hierárquico (Tabela 44) depara-se com a mesma
situação do 3o¯ nível hierárquico da base Car evaluation. No entanto, a dúvida agora contempla
a escolha do método C4.5 ou do mestre-escravo de 1 ilha. Novamente vai depender da aplica-
bilidade futura da regra. Se for por qualidade escolhe-se o mestre-escravo de 1 ilha, se for por
simplicidade o C4.5.
Na base de dados Blood Transfusion, 1o¯ nível hierárquico (Tabela 21) têm-se o modelo
mestre-escravo de 5 ilhas com uma qualidade 30% superior ao C4.5. Neste caso a diferença de
complexidade, na ordem de 12 nós, não justificaria a opção pelo C4.5.
Na base de dados Wisconsin Breast Cancer, 1o¯ nível hierárquico (Tabela 23) têm-se o
modelo mestre-escravo de 5 ilhas com uma qualidade equivalente ao C 4.5. No entanto, a
complexidade do C4.5 é menor, assim utilizá-lo como melhor solução é a melhor escolha.
Na base de dadosNursery, 3o¯ nível hierárquico (Tabela 23) têm-se o modelo mestre-escravo
de 5 ilhas com uma qualidade 61% melhor do que o C4.5. Nestas condições a diferença de
complexidade não é suficiente para justificar a escolha do método C4.5.
Os resultados alcançados, para os problemas de indução de regras de classificação, são
bastante satisfatórios. O modelo proposto, na grande maioria das vezes, apresentou soluções
mais interessantes do que as apresentadas pelo modelo C4.5, já consagrado na literatura. Além
disto, o modelo paralelo insular em seu formato co-evolutivo mostrou-se capaz de melhorar
muitos dos resultados alcançados pelo modelo baseado em uma única ilha de processamento.
Encerrado o processo de discussão dos resultados obtidos com os problemas de indução de
regras de sistemas de classificação, inicia-se a discussão dos resultados para os problemas de
indução de regras de ACs.
O modelo proposto para indução de regras de ACs induz regras para diferentes configu-
rações de ACs. Basicamente, informa-se ao sistema a configuração inicial do AC, a configu-
ração final do AC, o tipo de vizinhança a ser considerado no processo iterativo, bem como o
número máximo de iterações aceito para levar o AC inicial ao AC final no processo de simulação
da dinâmica.
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Inicialmente, com intenção de verificar se o sistema estava realmente fazendo o que se
propunha a fazer, foram realizados alguns experimentos controlados. Este termo foi utilizado
pelo fato de que nestes experimentos as regras desejadas já eram previamente conhecidas.
Foram realizados 6 experimentos controlados com as regras elementares: 160, 118, 16,
95, 183 e 124. Estas regras apresentam, respectivamente, os comportamentos: nulo, periódico,
ponto fixo, ciclo duplo, caótico e complexo. A configuração inicial do AC foi a mesma para
todos os experimentos. Para cada experimento, diferentes configurações finais foram testadas. E
sempre determinou-se o número exato de iterações necessárias para se conduzir a configuração
inicial à configuração final desejada.
Para a regra 160 foram executadas 7 diferentes rodadas (Tabela 27), e o algoritmo encontrou
todas as regras já na primeira geração com uma população de 30 indivíduos. Uma característica
interessante deste experimento é que nas rodadas 6 e 7 foram encontradas outras regras que não
a 160 que também solucionam o problema proposto. As rodadas 6 e 7 já se encontram fora do
período transiente do sistema, ou seja, o sistema já se encontra estável. A partir da 6a iteração
já não existe mais mudanças nos estados das células que compõem o AC, então já era esperado
que outras regras, também de comportamento nulo, fossem apresentadas como soluções para o
problema. Por outro lado, nas rodadas que contemplam a análise do período transiente, somente
a própria regra 160 foi apresentada como solução. Este comportamento pode ser explicado pela
teoria de bacia de atração (WUENSCHE, 1994). Segundo esta teoria um estado de um AC
possui um único estado sucessor, determinado pela aplicação da regra, mas pode possuir um
número arbitrário de predecessores, conhecidos como pré-imagens. O espaço de regras no qual
a regra 160 está inserida é composto por 256 regras, sendo que 30 delas, representadas pelos
indivíduos da população (possivelmente existem regras repetidas, visto que nenhummecanismo
foi implementado para que isto não ocorresse), apresentam-se como solução para o problema
na primeira geração. No início do processo iterativo, ou seja, dentro do período transiente,
os diferentes estados dos ACs possuem poucos estados na condição de pré-imagem, ou seja
as regras neste momento dão origem a ACs com estados bastante distintos, logo, somente tais
regras são capazes de representar determinada dinâmica. Esta característica vai desaparecendo
conforme o sistema vai entrando em seu estado estável.
Para a regra 118 foram executadas 11 diferentes rodadas (Tabela 28), e o algoritmo também
encontrou todas as regras. No entanto foram necessários esforços computacionais diferencia-
dos. A regra 118 apresenta um comportamento periódico com ciclo de tamanho 3. Novamente,
evidencia-se a questão de que se os experimentos encontrarem-se dentro do período estável do
sistema, será mais fácil para o algoritmo evolucionário encontrar a solução.
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Para a regra 16 (Tabela 29) e 95 (Tabela 30) também não foi difícil encontrar a solução. Em
poucas gerações as regras foram encontradas.
Para a regra 183 (Tabela 31) de comportamento caótico, foi necessário aumentar a diver-
sidade genética para que fosse possível alcançar a solução. Isto ocorre, primeiramente, devido
ao comportamento caótico ser minoria dentro das regras que compõem o espaço de busca. Se-
gundo, que no comportamento caótico o sistema não se estabiliza.
Para a regra 124 (Tabela 32) de comportamento complexo, 30 indivíduos foram suficientes,
uma vez que este comportamento estabiliza após um longo processo de simulação da dinâmica.
Os experimentos controlados apesar de muito simples do ponto de vista do algoritmo evolu-
cionário, devido ao tamanho do espaço de busca, foram de suma importância para a compreen-
são do funcionamento do sistema como um todo. Foi possível observar diferentes comporta-
mentos dinâmicos e entender que a busca de soluções pertencentes a períodos transientes pode
ser muito difícil. Na verdade, esta é a realidade da grande maioria das aplicações reais para as
quais este sistema se destina. Como são introduzidos apenas estados iniciais e finais dos ACs, o
sistema não sabe nada a respeito da dinâmica que ele deve produzir para solucionar o problema
de indução.
Na sequência realizou-se um experimento que avalia o potencial do algoritmo evolucionário.
Este experimento consiste em encontrar uma regra para simulação da dinâmica apresentada pela
Figura 58. Neste experimento o espaço de busca é formado por 4294967296 regras. A regra foi
encontrada na geração 103 no modelo mestre-escravo de 5 ilhas. Ou seja, após avaliar, aproxi-
madamente, 615000 regras o algoritmo encontrou a solução. Isto equilave a examinar apenas
0,014% do espaço de busca, o que mostra a eficiência do método utilizado.
Quando se utilizam arquiteturas paralelas de processamento, uma característica importante
a ser considerada é o balanceamento de carga. Neste modelo ficou bem defido qual é o papel
do processo mestre e qual o papel dos processos escravos. O balanço de carga consiste em dis-
tribuir as tarefas entre os processos escravos de forma a minimizar os tempos de comunicação,
minimizando também, o tempo de computação da função de fitness. Não é possível fixar uma
política de balanço de carga para todos os problemas, visto que cada um necessita de tempos de
processamento distintos. Assim, esta análise deve ser especialmente realizada para cada pro-
blema que se pretende tratar. A Figura 59 apresenta um estudo de balanço de carga para uma
instância do problema de classificação pela regra da maioria. Segundo o gráfico existe uma re-
lação bastante linear entre o aumento de tarefas e o aumento do número de escravos. No entanto,
este gráfico é valido apenas para este problema que, no caso, apresentou o melhor desempenho
na relação de 100 tarefas para 100 escravos com o tempo de 370,93 segundos. Muitas vezes
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pode-se pensar que a utilização do maior número possível de escravos é a melhor opção. No en-
tanto, se o tempo de processamento da função de fitness for relativamente pequeno, um número
elevado de processos escravos pode tornar-se um gargalo devido ao tempo de comunicação que
será utilizado por estes processos.
O último experimento realizado tem a pretensão de definir um conjunto de parâmetros de
referência para o algoritmo evolutivo. Os parâmetros avaliados têm uma relação direta com a
manutenção da diversidade dentro da população. Foram realizados 54 experimentos, com um
problema de simulação baseado na regra GKL dentro de seu período transiente (Figura 60), o
que torna o problema de indução bastante difícil. O espaço de busca deste problema é de 2128.
A Tabela 33 apresenta os resultados para o modelo mestre-escravo de uma única ilha e a Tabela
34 para o modelo mestre-escravo de 5 ilhas. Apesar dos resultados não apresentarem diferenças
muito significativas, evidenciou-se que os melhores resultados são fruto de um número maior de
indivíduos aliado a um número menor de genes por classe. O parâmetro mutação com valor 10%
pode parecer um pouco alto, se comparado com os valores utilizados na maioria dos algoritmos
evolucionários. O que explica o bom desempenho deste parâmetro com valor 10% é o alfabeto
binário a qual cada atributo está relacionado. Cada vez que um atributo vai mutar seu valor
sempre existe 50% de chance deste permanecer com o mesmo valor, ou seja, muitas mutações
não fazem nenhuma modificação no material genético. Assim, valores mais altos para mutação
aumentam a chance de mutações reais acontecerem.
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7 CONCLUSÕES E TRABALHOS FUTUROS
7.1 CONCLUSÕES
As principais contribuições desta tese são:
• Desenvolvimento de um modelo para indução de regras de ACs baseado em PPCD;
• Desenvolvimento de um modelo para previsão de comportamento dinâmico nulo;
• Diminuição do custo computacional referente ao processo de simulação da dinâmica dos
ACs;
• Implementação de uma arquitetura híbrida baseada em hardware e software para indução
de regras de ACs;
• Exploração do paralelismo intrínseco dos ACs;
• Implementação de um modelo paralelo insular para indução de regras em um ambiente
dinâmico com alto poder de processamento;
• Uma implementação paralela para o algoritmo da PEG que pode ser aplicada em diferen-
tes classes de problemas.
O problema de indução de regras para ACs mostrou-se complexo. Esta tese analisou o
problema sobre quatro diferentes aspectos.
Num primeiro momento considerou-se a utilização dos PPCD no processo de indução de
regras. Trinta e uma regras (Tabela 2) foram utilizadas no processo de análise dos PPCD. Os
parâmetros analisados foram: S, DV , PA, AA, Z_W , A, CM e Z_Li. O principal objetivo desta
análise foi verificar a capacidade individual e coletiva destes parâmetros no processo de previsão
do comportamento dinâmico. Adotou-se como objeto de estudo o problema intitulado classifi-
cação pela regra da maioria. Este problema exibe uma característica importante e fundamental
para a análise realizada. Esta característica refere-se ao comportamento exibido pelas regras
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que são conhecidas como soluções para o problema. Todas pertencem à classe rotulada como
nulas, segundo a classificação de Li e Packard (1990). Os resultados alcançados sugerem que
não é possível identificar uma fronteira de valores para os PPCD para indução de regras nulas.
Assim, conclui-se que regras com valores de PPCD bastante próximos dos valores de referên-
cia utilizados podem apresentar comportamentos dinâmicos distintos. Isto pode comprometer a
eficiência de algoritmos de computação evolucionária para problemas de indução de regras em
ACs que utilizam tais parâmetros. Da forma como os PPCD foram utilizados neste trabalho,
faz-se necessária a existência de um conjunto de valores de referência que normalmente é des-
conhecido. Sendo assim, os resultados sugerem a necessidade de se desenvolver PPCD que
possam capturar com mais expressividade os aspectos dinâmicos do sistema modelado.
No estudo sobre comportamento dinâmico foram analisados dois métodos apresentados
pela literatura e foi proposto um novo método, que não considera apenas as regras de transição,
como os PPCD, mas também considera as características apresentadas em num período parcial
da dinâmica do sistema para previsão do comportamento dinâmico. A primeira análise apre-
sentou a metodologia proposta por Wolfram baseada no cálculo da distância de Hamming entre
duas configurações de AC idênticas exceto pela mudança aleatória de um estado em uma das
configurações. Os resultados desta metodologia são bastante satisfatórios, no entanto, só per-
mitem uma análise a respeito do comportamento local do sistema, uma vez que apenas dois ACs
são utilizados na análise. A segunda análise destina-se especificamente à previsão de compor-
tamentos dinâmicos determinada em função de valores de parâmetros de previsão de compor-
tamento, ou seja, não utiliza a simulação da dinâmica no processo. Novamente, os resultados
demonstram que a utilização destes parâmetros como previsores de comportamento não é satis-
fatória, visto que regras que apresentam valores de parâmetros similares, quando submetidas ao
processo de simulação do sistema, demonstram comportamentos dinâmicos distintos. Por fim,
introduziu-se o conceito de dinâmica parcial. O método proposto mostrou-se eficiente na tarefa
de previsão de comportamento dinâmico nulo. O número de iterações necessárias para se deter-
minar o comportamento dinâmico do sistema foi reduzido em 70% sem perda de desempenho.
Os resultados até então obtidos encorajam o desenvolvimento de novos trabalhos. Sugere-se
a aplicação deste conceito de simulação parcial da dinâmica, com as devidas adaptações, para
outras classes de comportamento dinâmico além do comportamento nulo.
Na sequência dos trabalhos desenvolveu-se um modelo para indução de regras de ACs
baseado na abordagem conhecida como Hardware-Software Co-design. O objetivo aqui não
foi encontrar a melhor regra para o problema de classificação pela regra da maioria, mas sim,
propor uma abordagem viável capaz de acelerar o cálculo da função de fitness dentro de um al-
goritmo evolucionário. Embora o uso de um servidor web tenha sido adequada para este projeto,
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o seu desenvolvimento foi complexo devido à dificuldade em sincronizar elementos de hard-
ware e software entre o computador e o sistema integrado. Em versões preliminares o sistema
de comunição baseou-se em interfaces seriais e paralelas, no entando, a comunicação através
de uma rede Ethernet, embora mais lenta, é mais estável e fácil de usar, sendo então empregada
neste projeto. A comparação mostrou que o desempenho do modelo proposto foi 283 vezes
mais rápido do que uma abordagem executada somente em software. Se considerássemos a
situação hipotética em que as frequências de clock da FPGA e do ambiente de trabalho fossem
os mesmas, teria-se um speedup normalizado na casa dos milhares. Este resultado indica forte-
mente que a metodologia proposta pode ser útil para muitos problemas computacionais tratados
com técnicas de computação evolucionária na qual a função de fitness é computacionalmente
cara. Apesar do bom resultado alcançado no que se refere a arquitetura implementada, a mesma
não trouxe boas perspectivas, no sentido de ser extrapolada para o desenvolvimento de uma
metodologia genérica de evolução de regras para ACs. A principal restrição do modelo refere-
se à especificidade da aplicação implementada no hardware reconfigurável. Qualquer alteração
no modelo demanda um alto custo de desenvolvimento e reconfiguração da FPGA. Outra res-
trição é o número de células lógicas programáveis disponíveis dentro da FPGA. Dependendo
das operações que precisam ser implementadas para uma determinada aplicação, o número de
células lógicas disponíveis não é suficiente para implementação dos circuitos que realizariam
tais operações. Com o contínuo desenvolvimento tecnológico, novos dispositivos FPGA de
maior capacidade e velocidade estarão disponíveis. De maneira análoga, sistemas de desen-
volvimento mais ágeis e eficientes poderão diminuir a complexidade de novas implementações.
Desta forma, a abordagem de Hardware-Software Co-design poderá vir a ser uma alternativa
promissora num futuro próximo.
Por fim, apresenta-se um modelo paralelo insular para indução de regras. Duas vertentes
foram exploradas: a indução de regras para problemas genéricos de classificação e a indução
de regras para ACs. O modelo proposto disponibiliza um ambiente dinâmico com alto poder de
processamento. Um sistema de codificação genérico permite que diferentes problemas sejam
tratados sem qualquer modificação no modelo. Os resultados obtidos foram bastante satis-
fatórios. Os problemas de classificação tinham uma função especial dentro de todo o processo.
Embora não sejam o foco principal deste trabalho, eles foram utilizados como referência para
que fosse possível avaliar o funcionamento e as características do modelo evolucionário pro-
posto. Como os problemas de indução de regras para ACs são significativamente mais com-
plexos que os problemas de classificação, foi de suma importância verificar se o modelo estava
funcionando corretamente antes de aplicá-lo aos problemas de indução de regras para ACs.
Nestes problemas o sistema também se demonstrou eficiente. Os resultados enfatizaram a difi-
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culdade em se induzir regras que contemplam sistemas dinâmicos ainda em períodos de insta-
bilidade.
Entende-se que existem pontos a serem explorados na continuidade deste trabalho. No en-
tanto, todos os objetivos iniciais foram satisfatoriamente alcançados. As contribuições deste
trabalho foram tanto teóricas, no caso das avaliações realizadas sobre os PPCD e os diferen-
tes métodos de previsão de comportamento dinâmico dos sistemas, quanto metodológicas, nas
duas arquiteturas de processamento propostas. Nos Anexos I (WEINERT; LOPES, 2007) e II
(WEINERT; LOPES, 2009) encontram-se 2 artigos publinados resultantes desta tese.
7.2 TRABALHOS FUTUROS
Este trabalho apresenta um universo de possibilidades para pesquisa científica.
No modelo proposto para indução de regras utilizando os PPCD seria importante testar
outras funções de fitness. A função utilizada é composta pela multiplicação de 6 parâmetros.
Se um for igual a zero, toda a função é penalizada. Uma abordagem multiobjetivo poderia
melhorar a distinção entre os indivíduos e, consequentemente, favorecer a busca por soluções
de melhor qualidade.
O modelo de previsão de comportamento dinâmico baseado no conceito de simulação par-
cial da dinâmica pode ser ampliado para previsão de outros comportamentos dinâmicos, além do
nulo. Acredita-se que a mesma metodologia possa ser aplicada sobre comportamentos periódi-
cos. Nestes comportamentos, deixariam de existir transições dominantes e passariam a existir
transições oscilantes no que se refere ao número de ocorrência das mesmas.
O modelo híbrido baseado na técnica de Hardware-Software Co-design pode ser particu-
larizado para diferentes problemas. Embora existam algumas restrições físicas relacionadas ao
número de células lógicas disponíveis para programação, a abordagem é insuperável na questão
desempenho. Funções de fitness com características paralelizáveis podem se beneficiar desta
arquitetura.
O modelo paralelo proposto pode ser aplicado a diferentes problemas complexos de indução
de regras para ACs. Dentre estes problemas pode-se destacar os relacionados a bioinformática
como: modelagem de reações enzimáticas, simulação do crescimento de tumores, espalhamento
de infecções, alinhamento de sequências de DNA, dobramento de proteínas, entre outros. Bem
como, também ser aplicado a uma generalidade de problemas de classificação, onde sua princi-
pal vantagem em relação a outros métodos de indução de regras apresenta-se na simplicidade e
consequente compreensibilidade das regras obtidas.
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No processo de co-evolução testou-se apenas a arquitetura insular com 5 ilhas de proces-
samento numa topologia em anel. A literatura apresenta uma série de variações topológicas e
políticas migratórias que também podem ser exploradas no modelo proposto.
O carácter genérico do sistema dificulta a determinação de um conjunto ótimo de parâ-
metros evolucionários. O ajuste automático através de um processo co-evolucionário poderia
trazer bons resultados.
Um trabalho interessante seria a união dos modelos propostos. Esta união poderia ser con-
cebida em dois estágios. Primeiramente, desenvolvendo-se um novo PPCD baseado no modelo
de previsão de dinâmica parcial que pudesse ser incorporado a função de fitness implemen-
tada no PIRGEP para tarefa de indução de regras de ACs. Num segundo estágio interconectar
um conjunto de FPGAs ao cluster. Apesar das limitações das FPGAs elas poderiam proces-
sar módulos genéricos, aplicavéis a um conjunto de problemas, e os computadores interligados
no cluster processar módulos mais específicos, ou que necessitem de recursos não disponibi-
lizados pelas FPGAs. Esta nova arquitetura de processamento poderia reduzir os tempos de
processamento de muitos problemas.
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