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Abstract—The intelligent transportation system (ITS) offers a
wide range of applications related to traffic management, which
often require high data rate and low latency. The ubiquitous
coverage and advancements of the Long Term Evolution (LTE)
technology have made it possible to achieve these requirements
and to enable broadband applications for vehicular users. In this
paper, we perform field trial measurements in various different
commercial LTE networks using software defined radios (SDRs)
and report our findings. First, we provide a detailed tutorial
overview on how to post-process SDR measurements for decoding
broadcast channels and reference signal measurements from LTE
networks. We subsequently describe the details of our measure-
ment campaigns in urban, sub-urban, and rural environments.
Based on these measurements, we report joint distributions of
base station density, cellular coverage, link strength, disconnected
vehicle duration, and vehicle velocity in these environments, and
compare the LTE coverage in different settings. Our experimental
results quantify the stronger coverage, shorter link distances, and
shorter duration of disconnectivity in urban environments when
compared to sub-urban and rural settings.
Index Terms—3GPP, LTE connectivity, reference signal re-
ceived power (RSRP), road-side unit (RSU), USRP.
I. INTRODUCTION
The rapid advancement in information and communication
technologies stimulated a connectivity solution for vehicles to
improve traffic safety and management. Such a solution is a
key aspect of the intelligent transportation system (ITS), which
is said to transform the way we travel today. The vehicles
communicate not only with each other but also with nearby
road-side unit (RSU) infrastructures to warn drivers against a
potential accident or other unsafe events. In order to improve
safety and mobility of the road travelers, there are various
ongoing work on the connected vehicle pilot deployment
programs in New York City, Tampa, and Wyoming [1]. The
US Department of Transportation (USDOT) claims that the
connected vehicle technology has the potential to eliminate
up to 80% of the non-impaired crashes [2].
Potential incident warnings should be instantly indicated
to drivers in the rapidly varying vehicular channel. There-
fore, reliability and timeliness are of utmost importance in
vehicle-to-everything (V2X) communication where wireless
connective framework plays a crucial role. The US Fed-
eral Communications Commission (FCC) allocated separate
75 MHz bandwidth in the 5.850-5.925 GHz band to implement
ITS applications based on dedicated short-range communi-
cation (DSRC) framework [3]. The DSRC framework uses
IEEE 802.11p, which is a modified version of the Wi-Fi
standard and designed for wireless access in vehicular envi-
ronments (WAVE). It ensures interoperability between devices
from different manufacturers and provides fast network estab-
lishment in the rapidly changing mobile environment [4]. In
DSRC network, the onboard unit (OBU) in a vehicle receives
disseminated safety messages either from neighboring vehicles
or the RSU infrastructure to determine emergency events,
and the warning is sent to drivers in case of emergency.
However, there are some concerns over its contention-based
scheduling mechanism where it is difficult to achieve critical
latency requirements in high-density traffic scenarios. There-
fore, congestion controlling schemes need to be implemented
in DSRC [5].
Alternatively, the cellular-based V2X communication (C-
V2X) started by the third generation partnership project
(3GPP) is working on leveraging the long term evolu-
tion (LTE) framework for vehicular communications [6]. As
a result, the present deployed LTE infrastructure can be
configured to support vehicular connectivity, thereby reducing
the number of RSU installation. Further, large coverage scope
and high capacity of the LTE make it a suitable fit to support
low-latency safety-critical services for high-speed vehicles.
Moreover, its higher penetration rate facilitates reliable packet
delivery at road intersections, unlike DSRC technology, which
suffers due to non-line-of-sight (NLOS) conditions and shorter
coverage. These advantages have sparked interest recently
among leading automotive and cellular companies, e.g., Qual-
comm and Ford, to deploy C-V2X in Colorado [7].
The architecture enhancements to enable LTE-based V2X
applications are given in [8]. The vehicles may receive V2X
messages either via unicast or broadcast setup called multi-
media broadcast/multicast service (MBMS) [9] over LTE-Uu
interface for vehicle-to-infrastructure (V2I) communication. In
addition, many additional modes have been introduced for
direct vehicle-to-vehicle (V2V) communication in [10]. In one
of the modes, V2V resource allocation is managed by the
base station (BS); thus the availability of coverage is crucial
to ensure collision-free transmission which is unlikely in the
case of the contention-based approach employed in DSRC
technology. Therefore, ubiquitous coverage is desirable for
efficient V2X communication.
Usually, the propagation losses and interference are the
major limiting factors for vehicular communication, and their
evaluation requires BS location information. Recently, BS lo-
cation data are publicly available, e.g., in OpencellID [11] and
CellID finder [12], through estimation techniques. OpenCel-
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2lID in particular incorporated crowd-sourced data collection
scheme to estimate the location of the BSs and developed a
database consisting of GPS coordinates of all the BS. The
location estimates in the OpenCellID database are accessed
using the global identity, which is periodically disseminated
by the BS, and it is known as E-UTRAN Cell Global Identifier
(ECGI) in LTE.
In this paper, we study the vehicular connectivity perfor-
mance of the LTE networks based on the drive test measure-
ments carried out using a universal software defined radio
(USRP). The measurements are post-processed to decode
identity information of the BSs and to evaluate their coverage
strength. Primarily, we aim to decode unique identification
of BSs specified by the ECGI and to extract their locations
from OpenCellID. The results from the rural, semi-urban,
and urban areas of the drive test campaign are obtained to
investigate the coverage performance and its impact on the
temporal connectivity of vehicular users. Our results show
that V2I communication is better supported by LTE network
deployments in semi-urban and urban compared to rural areas.
The paper is organized as follows. Section II provides the
literature review. Section III describes the drive test measure-
ment setup and the recording process. The post-processing
steps performed in MATLAB to evaluate the BS information
are given in Section IV. In Section V, drive test results assess-
ing the performance of the LTE infrastructure are presented,
followed by concluding remarks in the last section.
II. LITERATURE REVIEW
The vehicular connectivity performance of Wi-Fi networks
for Internet access is studied in [13]–[15] using drive test
measurements. In [13], [14], active scanning is analyzed,
where moving users send probe requests to access points (APs)
within their vicinity for the connection attempt. The distri-
bution of APs discovered during active scan were examined
in geographical areas with different population distribution
in [13], while temporal connectivity information for different
vehicular speeds is investigated in [14]. Alternatively, connec-
tion requests can be sent by users in the coverage range of
AP after successfully receiving the beacon. The connection
performance of this approach of passively scanning the APs
is studied in [15]. The intermittent connectivity was observed
at several locations during the motion of the vehicle, and
the possibility of poor link period is estimated using the
knowledge of past connection measurements. As a result, the
connection framework in Wi-Fi networks is suitable to support
delay-tolerant applications like web browsing, messaging, etc.,
in vehicular scenarios.
On the other hand, the DSRC designed to support vehicular
safety applications employ amended version of IEEE 802.11
(Wi-Fi) standard, called IEEE 802.11p, to address the safety-
critical communication requirements mentioned in [16], [17].
The field test campaigns were performed in IEEE 802.11p-
based vehicular network to examine the impact of vehicular
speed on latency and throughput of the V2I communication,
respectively in [18], [19]. The reported results confirm that
normal range vehicular speeds do not have a direct influence
on the performance of V2I communication. The work in [20]–
[25] evaluate packet delivery ratio (PDR) to determine the
connectivity performance of V2I communication, and it is
studied in various test environment and system settings of
IEEE 802.11p standard.
Initially, the results in [20] show that the NLOS conditions
characterized by obstacles like trees, heavy traffic conditions,
etc., degrade the connectivity range. The height of the antenna
and changes in terrain elevation are also known to affect the
visibility between vehicles and RSU. Usually, the vehicular
channels are highly time varying and as a result, increasing
either the throughput or packet size settings of the RSU have a
negative influence on the link connectivity as reported in [21],
[22]. Further, the results in [23] show that high-beam antennas
improve the coverage range; however, its precise positioning,
which can be easily influenced by environmental conditions,
becomes more critical. Lastly, the connectivity performance
is estimated using the Gilbert model in [21], [24], while
artificial neural and Bayesian networks are employed in [25] to
estimate the connectivity range considering different context
information from drive test measurements for training the
networks.
The DSRC technology is usually suitable for short trans-
mission ad hoc type communication because serving users
with V2X applications in a large coverage area requires a
centralized approach of allocating radio resources for han-
dling the channel congestion, which is a problem in DSRC.
Therefore, the DSRC is not ideal for use in V2I applications
for long-range communications. Alternatively, the LTE-V2X
standard is capable of catering reliable safety services to many
vehicular users due to its wider coverage and high capacity.
In [26], [27], V2V communication performance is evaluated
using packet reception rate (PRR), and the simulation results
show that V2V in coverage perform better compared to
out of coverage where users autonomously select their radio
resources without the assistance from BS. Further, drive test
experiment results in [28] confirm that the PDR performance
of LTE cellular-based vehicular services is better than DSRC
in V2I connectivity situation at the road intersections. The
LTE-V2X standard is still in trial stages, and currently, there
are no real-world deployments which offer vehicular safety
services. Therefore, studying vehicular connectivity with the
existing LTE deployments will help to determine the important
factors influencing the vehicular communication performance.
An experimental testbed is developed in [29], [30] to
obtain the link statistics of DSRC and LTE frameworks in
vehicular safety applications. The results show that the link
performance of LTE is better compared to DSRC even in
NLOS conditions, at the expense of compromise in latency.
The measurement campaigns were performed in [31]–[34] to
study various performance indicators of LTE networks such
as latency, throughput, and coverage in urban and rural areas.
In [31], the core and the access network delays are evaluated,
and the results reveal that the network enhancements are
required to obtain latency performance, which can support
vehicular safety use cases. The download speed is analyzed
in [32], and results show that its variability with distance is
more significant in urban compared to rural areas. The results
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Fig. 1. Drive test measurement setup with USRPs.
also indicate that parameters like signal quality and bandwidth
influence the throughput. Further, the maximum coupling loss
between the user and the base station determined in [31]
show that LTE provides 99% coverage to outdoor and road
users. The signal strength results in [33], [34] indicate higher
penetration loss in sub-urban/rural compared to urban areas
since channel propagation characteristics differ in these radio
environments.
The pathloss characteristics of V2I channel were evaluated
in [35]–[37] (see also [38], [39] for millimeter wave vehicular
channels). It is shown that the path loss is affected by the
antenna height, and its behavior can be described using the
two-ray ground reflection model. In rural/suburban areas,
multipath components are not prominent compared to urban
areas as depicted by the average power delay profile results
in [35]. This is because of the lesser obstacles in the flat
terrain of rural/suburban areas, and scattering mostly occurs
in the close area around the mobile user [40]. Further, in the
NLOS scenario obstruction from neighboring vehicles case,
measurements in [41] are quite in agreement with the knife-
edge model in [42], which accounts for additional attenuation
produced by diffraction. Simulations are performed in [40]
to evaluate bit error rate (BER) performance in NLOS for
V2I channel. The results show that the channel estimation
performance of the IEEE 802.11p pilot pattern is degraded,
and BER does not improve with increasing SNR.
III. DRIVE TEST MEASUREMENT SETUP AND DATA
COLLECTION PROCESS
The drive test measurements are obtained using a USRP
N210 with an integrated GPS disciplined oscillator (GPSDO)
module, which offers a flexible programmable platform to im-
plement custom functions using onboard FPGA [43]–[46]. The
GPSDO module is connected to a 3V active antenna for faster
acquisition of location information. The measurement setup
is shown in Fig. 1. The active antenna improves the signal
reception performance and thereby yielding faster locking on
to GPS satellites. The measurements are collected using a
laptop through a Gigabit Ethernet connection, and both the
USRP and the laptop are powered through an uninterruptible
power supply (UPS) during the drive test.
The measurement collection is performed in LabVIEW
running on the laptop, and the process is shown in the
flowchart in Fig. 2. The GPS and IQ data samples from the
Create files for recording the data
Fetch GPS information and IQ 
samples from USRP  
Stop the USRP acquisition and record 
the data into respective filenames
Calculate total elapsed time while 
recording the data
Total elapsed 
duration> 
Threshold
Configure the USRP parameters and 
start acquisition
No Yes
Fig. 2. Measurement collection process in SDR experiments.
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Fig. 3. NMEA RMC sentence format.
USRP are continuously recorded in respective files in CSV
format, while total elapsed time is monitored. If the elapsed
duration exceeds a threshold, then new files are created, and
recordings are carried over to the new files. This avoids the
difficulty in handling large files during post-processing of the
measurement data. The GPS information is obtained using
the USRP driver, which returns the standard National Marine
Electronics Association (NMEA) sentences from the GPSDO
module. Fig. 3 shows the generated recommended minimum
data (RMC) format type where each data segment is separated
by a comma. The segments are described in Table I. The
latitude and longitude field values are converted to decimal
format, and sign convention is applied as indicated by the
N/S, E/W data fields. The latitude and longitude values are
considered negative for south and west, respectively, which
are then recorded along with the speed value.
Further, the USRP parameters, like sampling rate, carrier
frequency, and number of samples per fetch, are initially
configured before starting the I/Q signal acquisition. It is
crucial to set the ideal parameters to accomplish successful
decoding of primary system information and ECGI, which
are specified in the master information block (MIB) and
system information block type 1 (SIB1), respectively. The BS
broadcasts this information periodically, and it is important
to study their scheduling information in time and frequency.
First, we study the scheduling pattern of MIB and SIB1 in
frequency to determine the sampling rate of the USRP. The
MIB is carried by the physical broadcast channel (PBCH)
4TABLE I
RMC SENTENCE DESCRIPTION (SEE FIG. 3).
Field # Description
1 Protocol header type
2 UTC time format
3 Status (A=valid;V=invalid)
4 Latitude (DD°MM.MMMM’)
5 North/South (N/S) indicator
6 Longitude (DD°MM.MMMM’)
7 East/West (E/W) indicator
8 Speed in knots
9 Course over ground
10 Date (ddmmyy)
11 Magnetic variation
12 Checksum
transmitted in central six OFDM resource blocks (RBs),
and therefore corresponding sampling rate of 1.92 MHz is
required, regardless of the system bandwidth at the BS. The
USRP N210 does not support this sampling rate since it allows
only integer decimation factor N of the master clock rate
given by 100e
6
N . Thus, the nearest sampling rate of 2 MHz
is set during the measurement recording in a drive test. In
contrast, SIB1 is transmitted using physical downlink shared
channel (PDSCH) over the entire system bandwidth indicated
by the MIB. After a few preliminary drive tests, we observe
base station’s bandwidth to be 10 MHz. Therefore, we set the
sampling rate to 16.67 MHz.
Next, we determine the total capture duration using the
standard transmission time pattern of MIB and SIB1 in LTE
for their successful extraction. The MIB is transmitted every
40 ms, and within this period, its repetitions are transmitted
over each radio frame to allow soft combining for decoding the
PBCH in low signal strength conditions. The soft combining
of PBCH is performed taking four sequential radio frames
and advancing this window until successful decoding is at-
tained [47]. As a result, we fix the capture duration of the
USRP to 80 ms. A similar approach is followed for SIB1
extraction, where the USRP is configured to record 160 ms
of I/Q signal data since it is transmitted with a periodicity
of 80 ms. Finally, two sets of I/Q signal measurements are
recorded for extracting MIB and SIB1. The I/Q data for MIB
extraction contain 80 ms sampled at 2 MHz, whereas for
SIB1 contain 160 ms sampled at 16.67 MHz. In the next
section, processing steps to decode MIB and SIB1 from the
corresponding measurements are provided.
IV. POST PROCESSING OF DRIVE TEST MEASUREMENTS
The primary goal of the post processing is to unambigu-
ously identify the BSs and analyze vehicular communication
performance from the measurement data. The ECGI informa-
tion enables unambiguous identification, and it is extracted
from the measurements performed for decoding the SIB1 as
mentioned in Section III. Further, the vehicular communication
performance is determined based on the achievable coverage
from the measurement data by decoding the MIB as explained
in the following section.
A. Decoding the MIB
The primary system information required for the initial
access to the cell is specified in the MIB. Therefore, successful
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Fig. 4. MIB decoding flowchart using the recorded LTE I/Q data from SDRs.
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Fig. 5. Correlation results obtained for a particular PSS and SSS in a frame
length of 19200 samples.
decoding of the MIB is checked to determine BS coverage
from the measurement data. The standard LTE procedure is
followed for MIB decoding using the MATLAB LTE tool-
box [48] as shown in Fig. 4.
Initially, the recorded measurements dedicated to MIB ex-
traction are resampled to 1.92 MHz due to sampling rate
restrictions of the USRP, as explained in Section III. Then the
cell search procedure is performed to evaluate the physical cell
identity (PCI) and timing offset. The PCI in LTE is determined
using a combination of Primary Synchronization Signal (PSS)
and Secondary Synchronization Signal (SSS). There are three
variations of PSS signals, and depending on the variation, there
are 168 SSS signals resulting in 504 unique combinations. The
signal data are correlated with all the 504 combinations of PSS
and SSS, and the one which yields the peak in correlation gives
the PCI. Unlike PSS, the SSS signals transmitted in subframe
0 and 5 differ in the cyclic shifts. This enables to determine the
timing offset of the LTE frame in the receiver. For instance, the
correlation peaks for a particular PSS and SSS combination
occurring in subframe 0 and 5 of a frame length equal to
19200 samples is shown in Fig. 5. We can observe that the
highest correlation peak is achieved within subframe 0, and the
corresponding peak location gives the direct estimate of timing
offset. Otherwise, the peak location would have delayed to the
subframe 5 of the next frame for calculating the timing offset.
Further, the frequency offset is performed to compensate for
oscillator errors and doppler shift in the vehicular scenarios. It
is evaluated based on correlating the cyclic prefixes. Suppose
x(n) is the resampled signal and the sample at n = n1 is part
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Fig. 6. Peak locations coincide with the CP location occurring in a half frame
of 9600 samples.
of the CP, then ignoring channel and AWGN,
x(n1 + 128) = x(n1)e
jφ128 (1)
where φ is the angle created in one sample due to the
frequency offset between the transmitter and the receiver. Note
that,
− arg(x(n1)x∗(n1 + 128)) = 128φ (2)
and frequency offset is related to φ by,
fˆoffset =
φ
2piTs
(3)
where Ts = 11.92×106 seconds.
For instance, Fig. 6 shows the plot of y(n) = x(n)x∗(n+
128) integrated over all CPs in a slot and then averaged over
all available slots in the received data whose length is equal
to 960 samples. It clearly depicts the peaks of all CPs corre-
sponding to seven OFDM symbols in a slot. The frequency
synchronization is achieved by performing x(n)ej2pifˆoffsetnTs .
In this approach, frequency synchronization is possible when
|128φ| ≤ pi =⇒ |φ| ≤ pi128 . Therefore maximum frequency
offset is expressed as
fˆoffset ≤ pi/128
2piTs
=
1.92× 106
2× 128 = 7.5 kHz . (4)
Next, OFDM demodulation is carried out by removing CP
and performing 128 point IFFT. The unused subcarriers are
discarded resulting in a grid consisting of 72 subcarrier rows
and columns indicating the signal duration. The channel esti-
mates are then obtained for the resource grid to compensate for
the imperfections in the channel. Further the PBCH extraction
procedure is carried out, where initially PBCH symbols are
extracted from the resource grid and subsequently inverse of
PBCH processing is performed. It consists of deprecoding,
symbol demodulation, and descrambling [49]. Lastly, MIB
decoding is performed to obtain 24 MIB bits, out of which
10 bits are spare, and the remaining 14 bits actually signify
three essential system information, namely
• System bandwidth
TABLE II
SAMPLING RATES FOR DIFFERENT BANDWIDTHS IN LTE.
LTE Bandwidth LTE Sampling rate Number of
(MHz) (MS/s) Resource Blocks (NRB)
1.4 1.92 6
3 3.84 15
5 7.68 25
10 15.36 50
15 23.04 75
20 30.72 100
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Fig. 7. Decoding of SIB1 information from SDR measurements.
• System Frame Number (SFN)
• Physical Hybrid Automatic Repeat Request Indicator
Channel (PHICH) Configuration.
The system bandwidth information is carried in first 3 bits
and its decimal equivalent, 0 to 5, corresponds to the RB
set NRB = {6, 15, 25, 50, 75, 100}. The forth bit conveys
whether the duration of PHICH is normal or extended, while
the fifth and sixth bits indicate its multiplexing configuration,
and the last eight bits are used to determine the SFN. Apart
from the system information, the transmit antenna number data
are scrambled in CRC using an antenna specific mask [50].
In order to obtain its data, CRC check is attempted for the
standard values equal to 1, 2 and 4, and the corresponding
true value is returned when the decoding is successful [49].
Next, the BS coverage strength given by the reference
signal received power (RSRP) is evaluated from the resource
elements (REs) in the grid that carry cell-specific reference
signals [47]. It is relatively measured in dB scale and all
the results were obtained by keeping the same USRP gain
setting. The V2I connectivity performance of the LTE is
studied from the results explained in Section V. However,
unique identification of BSs is necessary to determine the
impact of actual network deployments on the V2I connectivity
performance. It is achieved by decoding ECGI information
from the measurement data.
B. Decoding the PDSCH for ECGI extraction
The range of cell identification using the PCI is limited to
504, and it might be reused to identify the small cells in dense
deployments scenario. This creates ambiguity and therefore
BS broadcast ECGI contained within the system information
indicated in the SIB1 for unique identification. The SIB1 is
transmitted on PDSCH, and the decoding procedure given
in [48] is performed for its extraction from the recorded set
of measurements specified in Section III.
6Initially, the measurements are resampled according to the
system bandwidth given in Table II, and the resource grid
is obtained by repeating a sequence of processing steps
for OFDM demodulation as specified in Section IV-A. The
overview of PDSCH decoding procedure to acquire SIB1 is
shown in Fig. 7. First, we extract the Physical Control Format
Indicator Channel (PCFICH) REs, which are usually mapped
into groups called as Resource Element Groups (REGs) [47].
There are four such groups, and each group contains four
REs distributed across the frequency domain and their lo-
cation indices are pre-defined with an offset related to PCI.
Therefore prior knowledge of PCI is required for PCFICH
symbols extraction. Next, inverse of PCFICH processing is
performed, which includes deprecoding, symbol demodula-
tion, and descrambling to obtain codeword sequences. Lastly,
the codewords are decoded to determine the CFI value, and
it usually has three standard values, i.e., 1, 2 or 3, which
indicates the number of OFDM symbols transmitted in the
physical downlink control channel (PDCCH) [47].
Next, we acquire downlink control information (DCI) which
is carried on the PDCCH to determine the scheduling infor-
mation of the data transmitted on PDSCH. The DCI REs in
the resource grid is mapped on to Control Channel Elements
(CCEs) and their possible locations are checked in search
space which comprises of user specific and common as defined
in LTE [47]. Typically, the common search space carries DCI
messages specifying the resource assignments of broadcast
system information on the PDSCH. We perform blind decod-
ing to check for all possible standard DCI formats using a
broadcast identity called as System Information Radio Net-
work Temporary Identifier (SI-RNTI) [47]. In order to perform
blind decoding, we initially extract all the possible PDCCH
resource elements from the resource grid across the entire sub-
carrier rows and the time span specified by the CFI [51]. Next,
the inverse of PDCCH processing is performed consisting of
deinterleaving, cyclic shifting, deprecoding, symbol demodula-
tion and descrambling to obtain codeword sequences. Finally,
blind decoding is performed to find all the possible DCI
message format across each PDCCH candidate in common
search space. If the CRC of the successful decoded PDCCH
bits matches with the SI-RNTI identity then the corresponding
returned DCI message indicates the resource assignments
along with necessary decoding information for SIB1.
Further, in order to decode the SIB1 message we first extract
the PDSCH REs where their locations are provided by the
DCI. Then decoding procedure is carried out by perform-
ing PDSCH channel inverse processing to obtain codeword
sequences. It includes inverting the channel precoding, layer
demapping and codeword separation, soft demodulation, and
descrambling operations [52]. Lastly, the codewords undergo
decoding procedure consisting of rate recovery, turbo decod-
ing, block concatenation, and CRC calculations [53] to obtain
SIB1 bits. In addition, decoding status is gathered for each
codeword to check for error indicated by CRC check. This
helps in error correction of incorrect codewords through soft
combining with other repeated SIB1 messages captured in the
other radio frames.
Finally, we extract ECGI information by parsing SIB1 bits
MCC 
MNC 
TAC 
CID 
Fig. 8. Decoded BCCH-DL-SCH message from SIB1 bits.
using ASN.1 compiler. The compiler is installed on linux
platform by following the steps given in [54]. Initially, the
SIB1 bits are stored in a file with .per format and decoding
is performed to obtain BCCH-DL-SCH-Message as shown
in Fig. 8. The ECGI is given by Public Land Mobile Net-
work (PLMN) information consisting of mobile country code
(MCC), mobile network code (MNC), tracking area code
(TAC) and cell identity (CID) to identify the cell within the
PLMN [47].
Using the ECGI information, we obtain BS location from
the OpenCellID database and CellID finder [12] and it is
important to note that locations provided by database are ap-
proximate. Then we incorporate BS location results to analyze
the effect of LTE network deployments on the performance of
V2I communication shown in the following section.
V. RESULTS AND ANALYSIS
The drive test results are provided to investigate the impact
of parameters such as frequency and mobility on V2I link
performance in a small scale shown in Section V-A. Further,
we present results of the large scale drive test measurements to
study how LTE network deployments in rural, semi-urban and
urban counties influence the V2I link performance explained
in Section V-B.
A. Impact of LTE Frequencies on V2I Link Performance
The drive test measurements are performed around the
North Carolina State University campus, and at each location
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Fig. 9. Drive test results around NCSU campus.
the USRP carrier frequency is changed alternatively to have
one of the two frequencies f = [739, 2132] MHz. The user
locations shown in Fig. 9(a) are plotted using different colors
indicating the RSRP value of the strongest decoded BS,
while red and blue triangles represent the BS location. First,
we investigate the V2I link performance for the frequency
measurements at 739 MHz, as shown in Fig. 9(b). At the start
of the drive test, RSRP for the cell with PCI = 493 is stronger
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           UE‐BS Link  
Countryside  
Downtown  
Fig. 10. BS distributions during a drive test route in Raleigh, NC.
and gradually decreases until the MIB decoding is no longer
possible indicating out of coverage. Further, the RSRP values
from the cells with PCI = 132/134 appear, and we experience
stronger coverage from 493 cell majority of the time compared
to rest of the cells. Next, the RSRP value of the strongest
BS for the frequencies 739 MHz and 2.132 GHz is shown in
Fig. 9(c) to compare the V2I link performance. We can see
that RSRP values are lower for the frequency 2.132 GHz, and
this may be due to increased pathloss for higher frequency or
BS might be transmitting with lower power.
Further, the distribution of BSs is examined by obtain-
ing their locations from the measurements performed in the
drive test scenario shown in Fig. 10. The USRP carrier
frequency is hopped sequentially between frequencies f =
[739, 751, 866.3, 874.4, 882.2, 1967.5, 1992.5, 1982.5] MHz at
each user location, and the obtained BS locations from these
frequency measurements are shown as black triangles. We
observe more BS deployments near the Raleigh downtown
compared to countryside areas.
B. V2I Connectivity Analysis in Different LTE Deployment
Scenarios
The drive test measurement campaign is conducted from
Miami to Raleigh covering four states, namely Florida, Geor-
gia, South Carolina, and North Carolina as shown in Fig. 11.
The central frequency of the measurements were fixed at
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Fig. 11. Drive test route between Raleigh, NC and Miami, FL, covering
urban, sub-urban, and rural environments.
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Fig. 12. Drive test scenario results in different counties.
739 MHz, and the results are acquired on a county level, which
are then categorized in to urban, semi-urban and rural types
based on population census.
First, cumulative distribution of RSRP results is shown in
Fig. 12(a) to investigate the V2I connectivity performance of
LTE networks. We observe that the RSRP values tend to be
greater in urban areas indicating stronger V2I connectivity
compared to semi urban and rural counties. This is because of
the shorter distances between a BS and a user which is verified
from the cumulative distribution plots shown in Fig. 12(b).
Next, the velocity statistics of all the counties is examined
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Fig. 13. Joint distribution of RSRP and BS-distance in different counties.
from the cumulative distribution shown in Fig. 12(c). We
observe higher possibility of larger velocities in semi-urban
compared to rural and urban counties. This is because of lower
semi-urban counties in the drive test campaign and therefore
sparse result data are obtained for semi-urban counties.
Further, joint distribution of RSRP and BS distance plots
for urban, semi-urban and rural counties are shown in Fig. 13.
We observe a greater likelihood of BS distance around 3000 m
with RSRP varying from -40 dB to 40 dB in rural counties.
On the other hand, it is more likely to have a smaller distance
between a BS and a user in urban counties, and it is around
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(a) Joint distribution of velocity and RSRP in rural counties.
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(b) Joint distribution of velocity and RSRP in semi-urban counties.
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(c) Joint distribution of velocity and RSRP in urban counties.
Fig. 14. Joint RSRP-velocity distribution in different counties.
2000 m. Also stronger RSRP values are observed varying from
-20 dB to 40 dB, in urban counties.
Further, impact of the user velocity on V2I link performance
is studied from the joint distribution of RSRP, and results
are shown in Fig. 14. We observe greater likelihood of lower
velocities in rural and urban compared to semi-urban counties.
In addition, RSRP tends to fluctuate with wider range for user
velocities in semi-urban and rural compared to urban counties.
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(a) Joint distribution of velocity and BS distance in rural counties
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(b) Joint distribution of velocity and BS distance in semi-urban counties
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Fig. 15. Velocity distance distribution in different counties.
Lastly, the joint distribution of velocity and BS distance
is shown in Fig. 15. We observe a higher likelihood of BS
distance close to 5000 m in urban counties while in rural
counties the chance of BS distances are greater than 5000 m.
Next, the time duration statistics of RSRP from BSs is
extracted to study the disconnected duration profile. It is the
duration where we do not observe stronger RSRP values from
any BS from the fixed threshold. The disconnected duration
is evaluated considering different RSRP thresholds and its
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Fig. 16. Disconnected duration distributions in different environments.
plots for rural, semi-urban and urban counties are shown in
Fig. 16. In general, we observe higher chance of disconnected
duration with increase in RSRP threshold. Additionally, we
see possibility of disconnected duration in urban counties is
lower compared to rural and semi-urban counties.
VI. CONCLUSION
In this paper, we examined the V2I connectivity perfor-
mance of LTE deployments from the extensive drive test
campaign measurements. Mainly we assessed the coverage
performance of LTE networks in rural, semi-urban and urban
scenarios. The results show stronger coverage and shorter
duration of disconnectivity in urban and semi-urban compared
to rural scenarios. In addition, the higher operating frequencies
of LTE networks weaken the V2I connectivity. We provide our
developed SDR codes for other researchers’ use in [55].
In future work, the drive test campaign results will be
incorporated into an LTE system level simulator to assess the
mobility performance of LTE networks [56]–[58]. We plan to
evaluate key mobility performance indicators and investigate
the impact of channel congestion on V2I connectivity in road
safety applications.
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