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Abstract
This thesis presents the results of the search for the Standard Model
Higgs boson, decaying to tau leptons, and produced in association
with a leptonically decaying vector boson. Using the ATLAS detector
at the LHC, the analysis is performed on 20.3 fb−1 of proton-proton
collisions recorded in 2012 at
√
s = 8 TeV centre-of-mass energy. The
analysis is made robust through the development of a background
estimation method which uses Monte-Carlo simulation for the irreducible
backgrounds and a data-driven estimation for the reducible backgrounds.
No significant excess of events is observed. For a Higgs boson mass of
mH = 125 GeV, the 95% confidence level upper limit on the observed
cross-section is 5.6 times the Standard Model prediction. The measured
signal strength, normalized to the Standard Model expectation, is µˆ =
2.3± 1.6. This excess corresponds to a 1.4σ upward fluctuation of the
background-only expectation but is consistent with the Standard Model
expectation.
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Preface
The work presented in this thesis describes the author’s contribution to a Higgs
boson search which has since been published in reference [1]. This work builds upon the
many decades of research by thousands of physicists working on the LHC and ATLAS
experiment. Chapter 2 provides an overview of the theoretical motivation and Chapter 3
describes the experimental setup. Due to the scale and complexity of physics analyses
with the ATLAS experiment, it is necessary to collaborate closely. The analysis presented
here draws from the expertise of a small group of people within the ATLAS collaboration,
of which the author was involved. In some cases the results presented here were produced
solely by, or in collaboration with, fellow analysis members but are included here to
provide a complete description of the analysis. Section 5.5 presents the results of work
done entirely by others. Sections 6.3, 6.4, and 6.5 describe the event selection criteria
determined by others. These selection criteria were used by the author to produce the
combined results for the analysis. The work presented in Section 4.3 is the result of a
collaborative effort between the author and fellow analysers. The author was involved
in implementing this into the analysis framework software package used by the analysis
group. All other work presented here was performed by the author unless explicitly
referenced.
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Introduction
The Standard Model of particle physics has long stood as the most successful description
of subatomic particles and their interactions. While many believe that it is not a complete
description of particle physics, for example it does not include dark matter or gravity,
it is nonetheless an excellent effective theory of particle phenomena observed at low
energies. The Standard Model has been tested in many high-precision experiments,
however for a long time the final missing piece of the theory, the Higgs boson, has
remained unconfirmed.
On the 4th of July 2012, a milestone in the more than 50 year quest for the understand-
ing of the origin of electroweak symmetry breaking was achieved. The discovery of a Higgs
boson, with a mass near 125 GeV, by the ATLAS [2] and CMS [3] experiments at the
LHC, provided evidence for the Higgs mechanism in the Standard Model. Following these
experimental observations, the Nobel Prize in Physics was awarded to Franc¸ois Englert
and Peter Higgs in 2013 for the theoretical discovery of a mechanism that contributes to
our understanding of the origin of mass of subatomic particles.
Subsequent measurements of the couplings and production rates [4], and spin-parity
quantum numbers [5] of the discovered particle are all consistent with the predictions for
the Standard Model Higgs boson. These measurements, as well as the discovery itself,
have been mainly performed on the bosonic decay modes of the Higgs boson, in particular
the H → γγ, and H → ZZ(∗)→ 4` decay modes. Of particular interest is the status of
the fermionic decay modes. Fermions are predicted to acquire mass through so-called
Yukawa couplings to the Higgs field. Observation of fermionic decay modes would provide
strong evidence for these couplings. In particular, the H → ττ decay mode is one of the
most promising opportunities to provide such evidence. The H → ττ decay mode has
been studied at ATLAS in the vector boson fusion and gluon-gluon fusion production
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channels [6]. While an excess has been seen, the results are not significant enough to
claim observation. For this reason, analysis of all Higgs boson production channels is
necessary, in particular the WH and ZH associated production channels may provide
additional sensitivity.
This thesis presents a direct search for the associated production of a Higgs boson
with a vector boson (referred to as V H, where V = W/Z), where the Higgs boson decays
to a pair of tau leptons, and the vector boson decays leptonically. These additional
leptons can be used to efficiently trigger on the signal and reduce the backgrounds. The
analysis is performed on 20.3 fb−1 of proton-proton collisions recorded by the ATLAS
detector in 2012 at
√
s = 8 TeV centre-of-mass energy. The structure of this thesis is as
follows.
In Chapter 2, the Standard Model of particle physics is reviewed, covering the structure
of the theory, the constituent fundamental particles, and their interactions. This is done
in the Lagrangian formalism, describing the gauge quantum field theory framework of the
theory. Of particular importance is the theory’s mechanism for electroweak symmetry
breaking, which predicts the existence of the Higgs boson. An overview of previous Higgs
boson searches is given, as well as measurements of its properties, such as its spin-parity
quantum numbers, its mass, and production and decay rates in different channels. Lastly,
the associated production channel studied in this analysis is described.
In Chapter 3, an overview of the LHC is given, followed by a more detailed description
of the ATLAS experiment. Each of the detector subsystems is described, as well as
their role in reconstructing, identifying, and measuring properties of particles. The event
reconstruction procedure is described, along with an overview of the algorithms used to
reconstruct events for this analysis. The specific requirements made by this analysis are
described in the next chapter.
In Chapter 4, the analysis strategy is presented. The event reconstruction procedure
described in the previous chapter is used to select events with a topology matching
the V H signal. After events are selected, they are divided into different categories
for separate analysis in the following chapters. Also described in this chapter are the
background processes which look sufficiently signal-like that they may pass through the
event selection procedure and therefore must be estimated.
In Chapter 5, the development of the background estimation procedure used in this
analysis is presented. The backgrounds are estimated from a combination of: Monte-
Carlo for the irreducible backgrounds, and a data-driven component for the reducible
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backgrounds. The method framework is derived in its most general form, followed by
the specific application to this analysis. The method relies on measurements of the
rates of particle misidentification. The procedure used to perform these measurements
is presented here, along with the results. Lastly, the performance of the background
estimation method is shown.
In Chapter 6, the analysis of the V H channels is presented. A sensitive mass variable
is constructed from the available kinematic information of the signal topology which is
used to discriminate signal from background. The event requirements for each channel are
refined to further discriminate against the background processes. All of the systematic
uncertainties which affect the analysis are described. The fitting procedure used to
extract the final results is described, along with a description of the statistical tests used
to present the results. Lastly, the results of the search are presented in the form of an
upper limit on the observed cross-section and a measurement of the significance of any
observed excess. This is done for each of the V H categories separately, as well as for the
combination of all channels combined. The fitted signal strength is shown.
In Chapter 7, the work presented in this thesis is summarised and final remarks are
presented.
Chapter 2
The Standard Model and the Higgs
Boson
Particle physics is the study of elementary particles and the fundamental forces that
govern their interactions. The Standard Model (SM) of particle physics is currently the
most successful attempt to describe these particles and interactions.
In particle physics literature (including this work) it is common to use natural units. In
this system, the speed of light, the reduced Planck constant, and the Boltzmann constant
are each normalised to unity, that is c = ~ = kB = 1. Mass, energy and momentum are
all measured in units of electron volts (eV) and electric charge is measured in units of
the magnitude of the charge of an electron.
The Einstein summation convention is used throughout this work. Greek letters are
used for the four Minkowski space-time indices {0, 1, 2, 3}
AµA
µ = ηµνA
µAν = A20 − A21 − A22 − A23 (2.1)
Roman letters are used for indices in Euclidean dimensions [1, n]
AiA
i = δijA
iAj = A21 + A
2
2 + ...+ A
2
n (2.2)
4
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Particle Symbol Charge Spin Mass
F
er
m
io
n
s
L
ep
to
n
s
electron neutrino νe 0 1/2 . 2 eV
muon neutrino νµ 0 1/2 . 2 eV
tau neutrino ντ 0 1/2 . 2 eV
electron e− −1 1/2 511 keV
muon µ− −1 1/2 106 MeV
tau τ− −1 1/2 1.777 GeV
Q
u
ar
k
s
up u +2/3 1/2 2.3+0.7−0.5 MeV
charm c +2/3 1/2 1.275± 0.025 GeV
top t +2/3 1/2 173.21± 0.87 GeV
down d −1/3 1/2 4.8+0.5−0.3 MeV
strange s −1/3 1/2 95± 5 MeV
bottom b −1/3 1/2 4.18± 0.03 GeV
B
os
on
s
photon γ 0 1 0
W boson W± ±1 1 80.385± 0.015 GeV
Z boson Z 0 1 91.188± 0.002 GeV
gluon g 0 1 0
Higgs boson H 0 0 125.09± 0.24 GeV
Table 2.1: Standard Model particles and their properties [7]. The lines shown for each symbol
are the pictorial representations of particles used when drawing Feynman diagrams.
Charges are given in units of the absolute value of the charge of an electron. Masses
of neutrinos are small but measured to be non-zero. The very small uncertainties
on the masses of the charged leptons are not shown.
2.1 The Standard Model
All of the elementary particles in the SM can be categorised as either fermions (spin
1/2) or bosons (integer spin). Table 2.1 lists the particles of the SM with a few of their
properties.
Fermions are the matter particles in the SM which can be further categorised as either
quarks or leptons. There are three electrically charged leptons, they are, in increasing
order of mass, the electron (e−), muon (µ−) and tau (τ−). Each of these particles has a
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corresponding neutrally charged neutrino partner, these being the electron neutrino (νe),
muon neutrino (νµ) and tau neutrino (ντ ) respectively. There are six flavours of quarks,
they are the up (u), charm (c) and top (t) which are referred to as the up-type quarks
and the down (d), strange (s) and bottom (b) which are referred to as the down-type
quarks. Each fermion in the SM has a corresponding antiparticle with opposite electric
charge. Quarks are never observed as individual free particles but are bound together
as composite particles called hadrons. Combinations of three quarks (qqq) or three
antiquarks (q¯q¯q¯) are called baryons, combinations of quark antiquark pairs (qq¯) are called
mesons.
The mathematical framework of the SM is a gauge quantum field theory where the
fields are representations of the internal symmetry groups SU(3)C × SU(2)L × U(1)Y .
According to Noether’s theorem [8], every local1 symmetry produces a conserved current.
The SU(3)C symmetry group describes the strong interaction which is mediated by
eight gluons (g) and conserves colour charge (C). SU(2)L × U(1)Y describes the unified
electroweak interaction which is mediated by four massless vector (spin 1) fields W 1,2,3 and
B, which conserve weak isospin (I) and weak hypercharge (Y ) respectively. Particles in the
SM gain mass though interactions with a scalar (spin 0) Higgs field which spontaneously
breaks the electroweak symmetry. The introduction of this breaking mechanism is
required to account for experimental observation the massive W± and Z bosons and
requires the existence of a massive spin 0 Higgs boson. After electroweak symmetry
breaking takes place the SU(2)L × U(1)Y symmetry is broken into U(1)EM and four
physical vector bosons W±, Z and the photon (γ) which are linear combinations of
the W 1,2,3 and B fields. The W± and Z mediate the weak interaction and the U(1)EM
symmetry group describes the electromagnetic interaction which is mediated by the
photon and conserves electric charge (Q).
The framework of the SM is the unified combination of the theories of the strong and
electroweak interactions with the addition of the Higgs sector. The SM is represented
by a Lorentz invariant scalar Lagrangian density L which describes the dynamics of the
system. The Lagrangian density of the SM is
LSM = Lstrong + Lelectroweak + LHiggs (2.3)
1A symmetry is said to be local if the system is invariant under transformations which may act
differently at different points in space-time. To be compared with global symmetries which have the
same transformation at all points in space-time.
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In the following sections the electromagnetic, strong, and weak interactions as well as
the Higgs mechanism are each derived using the Lagrangian formalism.
2.1.1 Electromagnetic Interaction
The Dirac equation describes the free propagation of a fermion with mass m.
(iγµ∂µ −m)ψ = 0 (2.4)
ψ is the four-component spinor representing the fermionic field and γµ are the Dirac
matrices. Each component of ψ is a function of the space-time coordinate xµ = (t, x, y, z),
where µ ∈ {0, 1, 2, 3} is the index of the four space-time components. The corresponding
Lagrangian density of the Dirac equation is given by
L = ψ¯(iγµ∂µ −m)ψ (2.5)
where ψ¯ = ψ†γ0 is the adjoint spinor. This Lagrangian density is invariant under a global
phase transformation of the type
ψ → eiqαψ (2.6)
where α ∈ R and q is the electric charge of the fermion. Transformations of this type
build up the U(1) symmetry group. The SM is also required to be locally invariant under
transformations of the type
ψ → eiqα(x)ψ (2.7)
where the phase α(x) is an arbitrary function of the space-time point xµ. The free
Dirac equation as given in equation (2.4) is not invariant under these types local phase
transformations. To preserve the invariance, the derivative ∂µ in equation (2.4) must be
replaced by a new covariant derivative
Dµ = ∂µ − iqAµ (2.8)
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This derivative introduces a new vector field Aµ, the electromagnetic field, which is
required to transform as
Aµ → Aµ − ∂µα(x) (2.9)
Following Noether’s theorem, this local invariance leads to the conservation of electric
current
Jµ = qψ¯γµψ (2.10)
With this new set of locally invariant transformations, equation (2.5) can be rewritten as
L = ψ¯(iγµDµ −m)ψ (2.11)
= ψ¯iγµ∂µψ −mψ¯ψ − qψ¯γµAµψ (2.12)
The Lagrangian density used to derive Maxwell’s equation is
L = −1
4
FµνF
µν − JµAµ (2.13)
where F µν = ∂µAν − ∂νAµ is the electromagnetic field strength tensor. The first term in
equation (2.13) describes the kinetic energy of the electromagnetic field. This term is
required to complete the Lagrangian density of the electromagnetic interaction, which is
given by
LEM = ψ¯iγµ∂µψ︸ ︷︷ ︸
fermion kinetic term
− mψ¯ψ︸ ︷︷ ︸
fermion mass term
− 1
4
F µνFµν︸ ︷︷ ︸
field kinetic term
− qψ¯γµAµψ︸ ︷︷ ︸
interaction term
(2.14)
The interaction term describes the interaction between a fermion and a photon with
a coupling strength given by the electric charge q of the fermion. Electromagnetism
is an abelian gauge theory, meaning the result of applying multiple transformations of
the type in equation (2.7) does not depend on the order in which they are applied. A
consequence of the abelian nature of electromagnetism is that photons are not able to
interact with themselves, thus no photon self-interaction terms are present in the above
Lagrangian density. It is not possible to introduce a mass term for the photon of the form
m2AµAµ since it is not gauge invariant. The theory requires the photon to be massless
as is observed experimentally.
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2.1.2 Strong Interaction
The strong interaction is described by Quantum Chromodynamics (QCD), which is a
non-abelian gauge theory [9, 10]. QCD introduces the SU(3)C symmetry group which
conserves colour charge. There are three colour quantum numbers: r, g, and b, however
this is just the naming convention and they have no relation to the visual concept of
colour we experience. Similarly to how electrons have negative electric charge while
positrons have positive electric charge, quarks carry colour charge while antiquarks carry
anticolour charge (r¯, g¯, or b¯). Gluons can be interpreted as having one unit of colour and
one unit of anticolour. Leptons and bosons (other than the gluon) do not carry colour
charge and therefore do not participate in the strong interaction.
The Lagrangian density for the gluon field is analogous to that for electromagnetic
field, in place of the electromagnetic field strength tensor F µν there is the gluon field
strength tensor Gµνa = ∂
µGνa − ∂νGµa − g3fabcGµbGνc where Gµa are the eight gluon vector
fields (a, b, c ∈ [1, 8]), one for each of the eight combinations of colour and anticolour. By
analogy to q in the electromagnetic interaction, g3 will defined the coupling strength of
the strong interaction. The coefficients fabc are the structure constants. The Lagrangian
density of the gluon field is
Lgluons = −1
4
Gµνa Gaµν (2.15)
The presence of trilinear and quartic terms here allow for gluon self-interactions with
vertices connecting three or four gluons, this is a consequence of the non-abelian nature
of QCD. The interaction between quarks and gluons comes about by the replacement of
the derivative ∂µ in the Dirac equation with the new covariant derivative
Dµ = ∂µ − ig3TaGaµ (2.16)
where Ta are the eight generators of the SU(3)C symmetry group which satisfy the
commutation relations [Ta, Tb] = ifabcTc. The Lagrangian density for quarks is
Lquarks = ψ¯f (iγµDµ −m)ψf (2.17)
= ψ¯f iγ
µ∂µψf − g3ψ¯fγµTaGaµψf −mψ¯fψf (2.18)
The Standard Model and the Higgs Boson 10
where the summation over the six quark flavours f ∈ [1, 6] is implied. The Lagrangian
density of the strong interaction is then given by
Lstrong = Lgluons + Lquarks (2.19)
= − 1
4
Gµνa Gaµν︸ ︷︷ ︸
field kinetic term
+ ψ¯f iγ
µ∂µψf︸ ︷︷ ︸
quark kinetic term
− g3ψ¯fγµTaGaµψf︸ ︷︷ ︸
interaction term
− mψ¯fψf︸ ︷︷ ︸
quark mass term
(2.20)
2.1.3 Weak Interaction and Electroweak Unification
The weak interaction is described by the SU(2)L symmetry group which conserves the
3rd component of the weak isospin (I3). L is used to represent the left-handed fermions as
the weak interaction does not couple to right-handed fermions. The left-handed fermions
are ordered into doublets of weak isospin
ψL =
(
νe
e
)
L
,
(
νµ
µ
)
L
,
(
ντ
τ
)
L
,
(
u
d′
)
L
,
(
c
s′
)
L
,
(
t
b′
)
L
(2.21)
Where d′, s′ and b′ are the weak eigenstates of the physical quark states of definite mass
d, s and b given by the mixing terms in the Cabibbo-Kobayashi-Maskawa (CKM) matrix
d′
s′
b′
 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


d
s
b
 (2.22)
The elements of the CKM matrix represent the probability that a specific up-type quark
couples to a specific down-type quark when interacting with a W± boson. The values of
these matrix elements are not predicted by the SM. However the requirement that the
matrix be unitary (probabilities sum to one) allows the matrix to be parametrised by
three mixing angles and a phase.
By analogy to equation (2.5) for the electromagnetic interaction, the Lagrangian
density of the weak interaction for a pair of massless left-handed fermions is given by
L = ψ¯L(iγµ∂µ)ψL (2.23)
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The local gauge transformations will be of the type
ψL → ei
g2
2
αa(x)σaψL (2.24)
where σa are the three Pauli matrices
σ1 =
0 1
1 0
 , σ2 =
0 −i
i 0
 , σ3 =
1 0
0 −1
 (2.25)
and αa(x) are the three arbitrary space-time dependent functions. By analogy to the
charge q in the electromagnetic interaction, g2 will define the coupling strength of the
interaction. To preserve the invariance of the Lagrangian density under local SU(2)L
transformations, the derivative ∂µ in equation (2.23) is replaced by a new covariant
derivative
Dµ = ∂µ − ig2
2
σaW aµ (2.26)
This new derivative introduces three new massless vector fields W aµ (a = 1, 2, 3) which
are required to transform as
W aµ → ∂µαa(x)− g2abcαb(x)W cµ (2.27)
where abc is the Levi-Civita tensor. By analogy to equation (2.13) for the electromagnetic
interaction, the kinetic energy of these new gauge fields is given by 1
4
W aµνW aµν where
W aµν = ∂µW
a
ν −∂νW aµ−g2abcW bµW cν is the field strength tensor. The complete Lagrangian
density of SU(2)L is given by
LL = ψ¯Liγµ∂µψL︸ ︷︷ ︸
fermion kinetic term
− 1
4
W aµνW aµν︸ ︷︷ ︸
field kinetic and self-interaction term
− g2
2
ψ¯Lγ
µσaW aµψL︸ ︷︷ ︸
interaction term
(2.28)
The derivation of the Lagrangian density for U(1)Y is almost identical to that of
the electromagnetic interaction. Unlike SU(2)L, U(1)Y couples to both the left-handed
isospin doublets and the right-handed isospin singlets
ψR = eR, µR, τR, uR, dR, cR, sR, tR, bR (2.29)
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The local gauge transformations are of the type
ψ → ei g12 α(x)ψ (2.30)
where g1 is the coupling strength of the interaction and again α(x) is an arbitrary
space-time dependent function. The covariant derivative used to preserve local gauge
invariance is given by
Dµ = ∂µ + ig1
2
Bµ (2.31)
which introduces the new vector field Bµ. The field strength tensor is then defined as
Bµν = ∂µBν − ∂νBµ. The complete Lagrangian density of U(1)Y is given by
LY = ψ¯iγµ∂µψ︸ ︷︷ ︸
fermion kinetic term
− 1
4
BµνBµν︸ ︷︷ ︸
field kinetic term
+
g1
2
ψ¯γµBµψ︸ ︷︷ ︸
interaction term
(2.32)
Electroweak unification [11–13] requires local gauge invariance of the Lagrangian
density of the combined SU(2)L×U(1)Y symmetry. The electroweak covariant derivative
is the combination of equation (2.26) and equation (2.31), given by
Dµ = ∂µ + ig2
2
σaW aµ + i
g1
2
Bµ (2.33)
The complete Lagrangian density of the electroweak interaction is given by
Lelectroweak = ψ¯Liγµ∂µψL︸ ︷︷ ︸
left-handed fermion kinetic term
+ ψ¯Riγ
µ∂µψR︸ ︷︷ ︸
right-handed fermion kinetic term
− g2
2
ψ¯Lγ
µσaW aµψL −
g1
2
ψ¯Lγ
µσ0BµψL︸ ︷︷ ︸
left-handed interaction terms
− g1
2
ψ¯Rγ
µBµψR︸ ︷︷ ︸
right-handed interaction term
− 1
4
W aµνW aµν −
1
4
BµνBµν︸ ︷︷ ︸
field kinetic and self-interaction terms
(2.34)
where σ0 is the 2× 2 unit matrix
σ0 =
1 0
0 1
 (2.35)
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To relate these four vector fields to the physically observed gauge bosons responsible for
mediating the charged and neutral currents of the electroweak interaction, a basis change
of the fields is performed. The fields W 1µ and W
2
µ mix to produce the charged W
± bosons
W±µ =
1√
2
(W 1µ ∓ iW 2µ) (2.36)
The fields W 3µ and Bµ mix to produce the neutral Z boson and the photonZµ
Aµ
 =
cos θW − sin θW
sin θW cos θW
W 3µ
Bµ
 (2.37)
which corresponds to a rotation by the Weinberg angle θW where
cos θW =
g2√
g21 + g
2
2
and sin θW =
g1√
g21 + g
2
2
(2.38)
The non-abelian nature of the electroweak interaction gives rise to the presence of trilinear
and quartic terms in the electroweak Lagrangian density which allow for W± and Z
self-interactions with vertices connecting three or four W± or Z bosons.
2.1.4 The Higgs Mechanism and Spontaneous Symmetry
Breaking
The Lagrangian density developed in the previous section describes all properties of the
electroweak interaction with the exception of particle masses. The requirement of local
gauge invariance requires massless particles and would no longer hold if mass terms were
inserted into the electroweak Lagrangian density by hand. This contradicts experimental
evidence of massive fermions and W± and Z bosons. This problem is solved through the
use of spontaneous symmetry breaking where the electroweak symmetry is broken by the
intrinsic features of the fields rather than the explicit introduction of symmetry breaking
mass terms into the Lagrangian density2. Electroweak symmetry breaking in the SM
is achieved by the Higgs mechanism [14–19]. The Higgs mechanism introduces a new
2In the previous sections the Lagrangian densities, derived from the Dirac equation, included mass
terms explicitly. For this reason, the Lagrangian densities in these sections describe the theories after
electroweak symmetry breaking has taken place.
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φ
V (φ)
(a) µ2 > 0, λ > 0
φ
V (φ)
v
(b) µ2 < 0, λ > 0
Figure 2.1: The symmetric quartic Higgs potential, V (φ) = µ2φ2 + λφ4, of a scalar field φ.
SU(2)L doublet of complex scalar fields
Φ =
1√
2
(
φ1 + iφ2
φ3 + iφ4
)
(2.39)
where φi are the four real scalar fields. The Lagrangian density of this scalar doublet
contains a kinetic term and a potential term, given by
LHiggs = (DµΦ)†(DµΦ)− V (Φ†Φ) (2.40)
where Dµ is the electroweak covariant derivative from equation (2.33) and V (Φ†Φ) is the
potential term which is chosen to be
V (Φ†Φ) = µ2Φ†Φ + λ(Φ†Φ)2 (2.41)
where µ2 and λ are real parameters. To ensure the existence of a global minimum, the
parameter λ is required to be positive. Positive values of µ2 (Figure 2.1a) will give a
single global minimum at Φ†Φ = 0, however for the case where µ2 < 0 (Figure 2.1b), the
global minimum is non-zero and occurs at
(Φ†Φ)min = (φ21 + φ
2
2 + φ
2
3 + φ
2
4)min = −
µ2
2λ
(2.42)
This minimum of the potential, the vacuum ground state, has infinitely many solutions
on a four-dimensional hypersphere. For this reason we are free to choose any point on
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this hypersphere to be the vacuum state without loss of generality. The point chosen is
φ21,min = φ
2
2,min = φ
2
4,min = 0 (2.43)
φ23,min = −
µ2
2λ
= v2 (2.44)
where v is the vacuum expectation value of the field φ3. The choice of this minimum
spontaneously breaks the SU(2) rotational symmetry. The vacuum expectation value of
the complex scalar doublet is
〈0|Φ|0〉 = 1√
2
(
0
v
)
(2.45)
The physical interpretation is found by expanding the Lagrangian density around the
vacuum expectation value. There are three massless degrees of freedom at this point
which allow the potential to remain at a minimum. Expansion about the potential in the
direction away from the minimum is associated with one massive scalar field, the Higgs
field H. Expanding the kinetic term of the Lagrangian density around this minimum
Φ =
1√
2
(
0
v +H
)
(2.46)
gives
(DµΦ)†(DµΦ) = 1
2
∂µH∂µH +
1
4
g22W
−
µ W
+µ(v +H)2 +
1
4
(g21 + g
2
2)ZµZ
µ(v +H)2 (2.47)
The first term can be interpreted as the kinetic energy of the Higgs field, the other terms
which contain H are the interaction terms, lastly, the masses of the gauge bosons can be
read off from the bilinear terms as:
mW =
1
2
vg2, mZ =
1
2
v
√
g21 + g
2
2, mA = 0 (2.48)
The Higgs kinetic term, 1
2
∂µH∂µH, implies the existence of a new particle in the theory,
the spin 0 Higgs boson. The mass of the Higgs boson can be found by expansion of the
potential around the ground state
V =
1
2
µ2(v +H)2 +
1
4
λ(v +H)4 (2.49)
The bilinear term in this expansion is 1
2
λv2H2, which gives the mass of the Higgs boson
to be mH =
√
λv. The vacuum expectation value of the Higgs field is known to be
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v ≈ 246 GeV. However the value of the parameter λ is not predicted by the theory. For
this reason, the mass of the Higgs boson is also a free parameter of the theory as it cannot
be directly predicted by other parameters of the SM. In summary, the introduction
of this doublet of complex scalar fields, along with a symmetric potential, breaks the
SU(2)L×U(1)Y symmetry which results in the existence of a massive spin 0 Higgs boson
and produces masses for the weak gauge bosons while leaving the photon massless.
2.1.5 Fermion Masses
Explicitly adding mass terms for the fermions would break local gauge invariance, as
was the case for the gauge bosons. However additional terms can be added to the SM
Lagrangian which couple the Higgs field to the fermions, these terms are called Yukawa
couplings and are of the form
LfYukawa = −λf ψ¯LΦψR − λf ψ¯RΦψL (2.50)
These Yukawa coupling terms are added to the SM Lagrangian once for each fermion f ,
except for neutrinos where Yukawa couplings are not possible since both ψνR and ψ¯
ν
L are
zero. Again, expansion about the ground state yields
LfYukawa = −
λf√
2
(v +H)ψ¯LψR − λf√
2
(v +H)ψ¯RψL (2.51)
= − λfv√
2
(ψ¯LψR + ψ¯RψL)︸ ︷︷ ︸
fermion mass term
− λf√
2
H(ψ¯LψR + ψ¯RψL)︸ ︷︷ ︸
interaction term
(2.52)
The first term gives mass to each of the fermions, given by
mf =
λfv√
2
(2.53)
which means that mass is not an intrinsic property that fermions possess, but rather is
generated through their coupling to the Higgs field. The second term corresponds to
interactions between a Higgs boson and fermions with a coupling coefficient given by
gHff = i
mf
v
(2.54)
This essentially states that the strength of the coupling between fermions and the Higgs
boson is proportional to the mass of the fermion. The introduction of Yukawa couplings
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to the SM is not required by the theory, however a description of fermion masses is
required to account for experimental observation. For this reason it is of particular
interest to study the Higgs boson coupling to the different fermions.
2.2 The Higgs Boson
Proposed in 1964, the Higgs mechanism is expected to give mass to the other fundamental
particles. For many years the Higgs boson has remained the last missing piece required
to complete the SM. This section reviews the phenomenology of the Higgs boson,
experimental searches including the discovery of a Higgs like particle at CERN, as
well as measurements of the properties of this newly discovered particle.
2.2.1 Higgs Boson Searches
The search for the Higgs boson has been one of the most important and challenging
endeavours in particle physics over the past decades. Experimental searches for the Higgs
boson and limits on its mass are of two kinds: direct searches at colliders like the Large
Electron Positron Collider (LEP), the Large Hadron Collider (LHC) and the Tevatron,
and indirect limits from precision measurements of the electroweak parameters of the
SM.
Searches at LEP
The LEP machine was an electron-positron collider at CERN which operated from 1989
to 2000. The search for the Higgs boson at LEP was done with collisions at centre-of-mass
energies up to
√
s = 209 GeV. The main Higgs boson production mode at LEP was
the so-called associated production (V H) of a Higgs and vector boson, where the Higgs
boson is radiated from a virtual Z boson as shown in Figure 2.2. The LEP machine
provided data to four detector experiments: ALEPH, DELPHI, L3 and OPAL. In the
Higgs boson mass range available to LEP the dominant decay modes of the Higgs boson
are H → bb (≈74%) and H → ττ (≈7%) as show in Figure 2.3. The combined result
from the experiments, shown in Figure 2.4, showed no significant excess. The result is
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Figure 2.2: Feynman diagram of the associated production mode of the Higgs boson at LEP.
 [GeV]HM
80 100 120 140 160 180 200
H
ig
gs
 
BR
 
+
 
To
ta
l U
n
ce
rt 
[%
]
-410
-310
-210
-110
1
LH
C 
HI
G
G
S 
XS
 W
G
 2
01
3
bb
ττ
µµ
cc
gg
γγ γZ
WW
ZZ
Figure 2.3: Higgs boson decay branching fractions as a function of the Higgs boson mass.
The coloured bands show the total theoretical uncertainty on the prediction [20].
expressed in terms of the likelihood ratio
Q =
LS+B
LB (2.55)
where LS+B and LB are the likelihood of the signal-plus-background and background-only
hypothesis respectively. A lower limit on the Higgs boson mass is placed at 114.4 GeV, at
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Figure 2.4: Combined results of the direct search for the SM Higgs boson by the four LEP
experiments. The observed and expected behaviour of the test statistic −2 lnQ is
shown as a function of the Higgs boson mass hypothesis. The green and yellow
bands show the 68% and 95% probability bands around the median background-
only expectation [21].
the 95% confidence level, given that the observed data is consistent with the background-
only hypothesis in this mass range.
Searches at the Tevatron
The Tevatron was a proton-antiproton collider at Fermilab which achieved first collisions
in 1985 and operated until 2011, reaching a maximum centre-of-mass energy of
√
s =
1.96 TeV. The Tevatron machine delivered data to the two detector experiments: CDF
[22] and D0 [23]. The main Higgs boson production modes at the Tevatron were: the
associated production mode which includes both the WH and ZH channels as shown
in Figure 2.5c, the gluon-gluon fusion (ggF) mode shown in Figure 2.5a, and the vector
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Figure 2.5: Feynman diagrams of the dominant SM Higgs boson production modes at the
LHC and Tevatron: gluon-gluon fusion (a), vector boson fusion (b), associated
production (c) and tt¯H (d).
boson fusion (VBF) channel shown in Figure 2.5b. The Higgs boson decay modes
studied were: H → bb, H → WW (∗), H → ZZ(∗), H → ττ , and H → γγ where the
branching fractions are given in Figure 2.3. The H → WW (∗) and H → ZZ(∗) decay
modes become dominant at larger values of the Higgs boson mass which were inaccessible
at LEP. The results of the combined searches by CDF and D0 are shown in Figure 2.6.
The results are expressed as the upper limit on the ratio of the cross-section of the
Higgs boson to the SM prediction, given at the 95% confidence level. The CDF and D0
experiments were able to exclude the Higgs boson mass range 147 < mH < 180 GeV at
the 95% confidence level.
Searches at the LHC
The LHC is a proton-proton collider at CERN which began operation in 2009. In
2010 and 2011 collisions were recorded at
√
s = 7 TeV centre-of-mass energy, this was
increased to
√
s = 8 TeV in 2012. ATLAS and CMS are two detector experiments at the
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Figure 2.6: Combined results of the direct search for the SM Higgs boson by the CDF and
D0 collaborations. The observed and expected limits at the 95% confidence level
on the cross-section are shown as a function of the Higgs boson mass hypothesis.
The mass ranges excluded by different experiments are also shown [24].
LHC which perform direct Higgs boson searches. Further details about the LHC and
its detector experiments will be given in Chapter 3, the remainder of this section will
outline the Higgs boson searches at the LHC. The main production modes of the Higgs
boson at the LHC are shown in Figure 2.5, they are, in decreasing order of cross-section:
ggF, VBF, WH, ZH and tt¯H. Figure 2.7 shows the cross-sections of each of these
processes as a function of the mass of the Higgs boson, the values of these cross-sections
at mH = 125 GeV are shown in Table 2.2.
In July of 2012, both ATLAS [2] and CMS [3] announced the observation of a new
particle, with a mass near 125 GeV, consistent with the SM Higgs boson. The ATLAS
result was made using the full 2011 dataset (4.6− 4.8 fb−1 at √s = 7 TeV) and a portion
of the 2012 dataset (5.8− 5.9 fb−1 at √s = 8 TeV) and combined the analysis of many
Higgs decay modes, in particular the H → γγ, H → ZZ(∗)→ 4`, and H → WW (∗)→ `ν`ν
decay modes provided most of the sensitivity. The invariant mass distributions of the
H → γγ and H → ZZ(∗)→ 4` channels are shown in Figure 2.8, which shows an excess of
observed events above the expected background yield at 125 GeV. The local significance
of the excess was observed to be 5.9σ, corresponding to the probability of p0 = 1.7×10−9,
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√
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Production Mode Cross-section [pb] Fraction of Total [%]
pp→ H (ggF) 19.27± 10.4% 87.2
pp→ qqH (VBF) 1.578+2.6%−2.8% 7.1
pp→ WH 0.7046± 3.4% 3.2
pp→ ZH 0.4153± 5.6% 1.9
pp→ tt¯H 0.1293+8.9%−12.3% 0.6
Table 2.2: Cross-sections of the five dominant Higgs boson production modes in proton-proton
collisions at the LHC at
√
s = 8 TeV centre-of-mass energy for a Higgs boson mass
of mH = 125 GeV [20].
that the background can produce a fluctuation at least as large as the observed excess in
data. The local significance as a function of the Higgs boson mass hypothesis is shown in
Figure 2.9.
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Figure 2.8: Invariant mass distributions of: the di-photon system in the H → γγ search (a),
and the four-lepton system in the H → ZZ(∗)→ 4` search (b) at ATLAS [2].
After the completion of the 2012 data taking period, each of these three analysis
channels was provided with enough statistics to each separately claim observation [25–27].
In particle physics searches, it is a convention to claim an excess above 5σ an observation,
and an excess above 3σ as evidence. These observations of Higgs boson couplings to
the W± and Z bosons provide strong evidence for the nature of gauge boson masses
predicted by the SM as described in Section 2.1.4.
2.2.2 Measurements of Higgs Boson Properties
Since the discovery of a new particle consistent with the Higgs boson, its nature has been
investigated further to strengthen the hypothesis that this new particle is indeed the SM
Higgs boson. Its properties, including mass, production and decay rates, spin, and parity,
have been measured by ATLAS and CMS using the full 2011 and 2012 dataset.
A mass measurement is made based on the combined data samples of the ATLAS
and CMS experiments in the H → γγ and H → ZZ(∗)→ 4` decay channels, which have
the best mass resolution [28]. The results are obtained from a simultaneous fit to the
reconstructed invariant mass peaks in the two channels and for the two experiments. The
measured masses from the individual channels and the two experiments are found to be
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Figure 2.9: The observed (solid) local p0 as a function of the Higgs boson mass hypothesis
mH . The dashed curve shows the expected local p0 under the hypothesis of a
SM Higgs boson signal at that mass with its ±1σ band. The horizontal dashed
lines indicate the p-values corresponding to significances of 1 to 6 σ. The result is
from the combination of the H → γγ, H → ZZ(∗)→ 4`, and H →WW (∗)→ `ν`ν
channels studied at ATLAS [2].
consistent among themselves within 2σ, as seen in Figure 2.10. The combined measured
mass of the Higgs boson is mH = 125.09± 0.21(stat.)± 0.11(syst.) GeV [28].
The relative contribution to each Higgs decay channel is determined with a corre-
sponding signal strength parameter µ, which is the ratio of the observed rate to that
predicted by the SM. Any significant deviation from the SM expectation of µ = 1
would be a sign of new physics. Figure 2.11 shows the measurements of the signal
strength parameter µ from a simultaneous fit to all decay channels studied at AT-
LAS [4]. Combining all measurements results in a global signal strength value of
µ = 1.18+0.15−0.14 = 1.18 ± 0.10(stat.) ± 0.07(expt.)+0.08−0.07(theo.), consistent with the SM
expectation with a p-value of 18%. Each of the channel measurements are consistent and
compatible with the combined value with a p-value of 76%.
In addition to the signal strengths of different decay channels, the signal strengths
of different production modes are determined, exploiting the sensitivity offered by the
use of event categories in the analyses of all channels. The Higgs boson production
processes can be categorised into two groups according to the Higgs boson couplings to
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Figure 2.10: Summary of Higgs boson mass measurements from the individual analyses of
ATLAS and CMS and the combination. The systematic (narrower, magenta-
shaded bands), statistical (wider, yellow-shaded bands), and total (black error
bars) uncertainties are indicated. The (red) vertical line and corresponding
(grey) shaded column indicate the central value and the total uncertainty of the
combined measurement, respectively [28].
fermions (ggF and tt¯H) or vector bosons (VBF and V H). Potential deviations from the
SM can be tested with two signal strength parameters, µggF+tt¯H ≡ (µggF = µtt¯H) and
µVBF+V H ≡ (µVBF = µV H) for each decay channel. The 68% and 95% confidence level
two-dimensional contours of µggF+tt¯H and µVBF+V H of the five main decay channels are
shown in Figure 2.12. The SM expectation of µggF+tt¯H = 1 and µVBF+V H = 1 is within
the 68% confidence level contour of most of these measurements [4].
The SM predicts the Higgs boson to be spin 0 and even parity, JP = 0+. This
hypothesis has been tested against alternative hypotheses: JP = 0−, 1+, 1−, and 2+ [5].
The observation of the H → γγ decay channel excludes the possibility of the spin 1
hypothesis, as the decay of a massive spin 1 particle into a pair of identical massless
spin 1 particles is forbidden by the Landau-Yang theorem [29,30]. The 2+ hypothesis
is tested in fractional variations of gg- and qq¯-initiated production processes, using the
H → γγ, H → ZZ(∗)→ 4`, and H → WW (∗)→ `ν`ν decay channels, and is excluded
at a confidence level of more than 99.9%. The 0− hypothesis is tested using kinematic
distributions in the H → ZZ(∗)→ 4` decay channel, and is rejected at the 97.8%
confidence level. The SM prediction is strongly favoured compared to these alternate
hypotheses.
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Figure 2.11: The observed signal strengths and uncertainties for different Higgs boson decay
channels and their combination measured at ATLAS. The best-fit values are
shown by the solid vertical lines. The total ±1σ uncertainty is indicated by green
shaded bands, with the individual contributions from the statistical uncertainty
(top), the total (experimental and theoretical) systematic uncertainty (middle),
and the theory systematic uncertainty (bottom) on the signal strength shown as
horizontal error bars [4].
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2.2.3 Fermionic Decay Modes
To date, observation of Higgs boson decays to fermionic final states is not conclusive,
while the data show evidence for the presence of fermionic decays, the results are not
significant enough to claim observation. It is necessary to study fermionic final states
to determine if the new observed particle is consistent with the SM prediction. The
observation of fermionic decay modes would provide strong evidence that fermions also
acquire mass through the Higgs mechanism as described in Section 2.1.5. In particular,
analysis of the H → ττ decay mode, having the second largest branching fraction of all
fermionic decay modes at mH = 125 GeV, is one of the most promising opportunities to
provide such evidence. To date, the H → ττ decay mode has been studied at ATLAS
using the full 2011 and 2012 dataset in the VBF and ggF production channels [6]. Two
exclusive analysis categories are defined to exploit signal sensitive event topologies. The
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VBF category targets Higgs bosons produced via VBF, these events are characterised
by the presence of two jets with large transverse momenta and a large pseudorapidity
separation. The boosted category targets events produced via ggF where the Higgs boson
has a large transverse momentum. While an excess has been seen in these channels,
shown in Figure 2.13, the results are not significant enough to claim observation. For
this reason, analysis of all production channels is necessary, in particular the WH and
ZH associated production channels may provide additional sensitivity.
2.3 The Associated Higgs Production Channel
The associated production channel (denoted V H, where V = W/Z) of a Higgs boson
with a W or Z boson has a small cross-section compared to other production modes
such as ggF and VBF, as shown in Figure 2.7. For this reason, previous searches for
the Higgs boson in the H → ττ decay mode at ATLAS have focused their attention on
the ggF and VBF production modes. The V H production modes can contain additional
light leptons, which have a high reconstruction efficiency. For this reason, the V H
production modes offer an additional opportunity to study Higgs boson properties. While
the W (→ `ν)H(→ ττ) and Z(→ ``)H(→ ττ) production modes have not previously
been studied at ATLAS, they have been studied at CMS [31].
2.3.1 Production and Decay Channels
There are six different V H event topologies where the W/Z boson decays leptonically
and the Higgs boson decays to taus, shown in Figure 2.14. Taus can decay leptonically
(τ → `ν`ντ ), denoted τ`, or hadronically (τ → hadrons ντ ), denoted τh. Here and
throughout this work, ` is used to denote the light leptons: e, and µ. This set of six
channels is made from the combinations of two production modes (WH or ZH) and
three Higgs decay modes (τ`τ`, τ`τh, or τhτh). These channels can be differentiated by the
number of light leptons and hadronic taus reconstructed in their final state. A summary
of each channel is given below:
• W (→ `ν)H(→ τ`τ`) (Figure 2.14a): This channel contains three light leptons. The
light leptons may be either flavour. Two of the light leptons will have opposite
charge, the third light lepton may have either charge. A total of five neutrinos will
be produced from the W and τ decays.
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Figure 2.13: The observed signal strengths and uncertainties for different H → ττ decay
channels and their combination measured at ATLAS. The total ±1σ uncertainty
is indicated by the shaded green band, with the individual contributions from
the statistical uncertainty (top, black), the experimental systematic uncertainty
(middle, blue), and the theory uncertainty (bottom, red) on the signal cross-
section (from QCD scale, PDF, and branching ratios) shown by the error bars
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• W (→ `ν)H(→ τ`τh) (Figure 2.14b): This channel contains two light leptons and
one hadronic tau. The light leptons may be either flavour and either charge. One of
the light leptons will be opposite charge to the tau, the other light lepton may have
either charge. A total of four neutrinos will be produced from the W and τ decays.
• W (→ `ν)H(→ τhτh) (Figure 2.14c): This channel contains two hadronic taus and
one light lepton. The two hadronic taus will be opposite charge. A total of three
neutrinos will be produced from the W and τ decays.
• Z(→ ``)H(→ τ`τ`) (Figure 2.14d): This channel contains four light leptons. One
pair of light leptons will be the same flavour and opposite charge. The other pair will
be opposite charge but each can be either flavour. Four neutrinos will be produced
from the τ decays.
• Z(→ ``)H(→ τ`τh) (Figure 2.14e): This channel contains three light leptons and
one hadronic tau. Two of the light leptons will have the same flavour and opposite
charge. The other light lepton may have either flavour and will have opposite charge
to the hadronic tau. Three neutrinos will be produced from the τ decays.
• Z(→ ``)H(→ τhτh) (Figure 2.14f): This channel contains two light leptons and two
hadronic taus. Two of the light leptons will have the same flavour and opposite
charge. The two hadronic taus will have opposite charge. Two neutrinos will be
produced from the τ decays.
The production cross-section of the WH channel is larger than that of the ZH channel.
Of all the H → ττ decay modes, the τ`τh channel has the highest branching fraction
(45.5%), followed by the τhτh channel (42.25%), and the τ`τ` channel (12.25%). The cross-
section times branching fraction (σ ×BF ) for each channel is shown in Figure 2.15 as a
function of the Higgs mass. The total pp→ V H cross-section decreases smoothly towards
higher Higgs masses due to the increase in energy required to produce the Higgs. The
branching fraction decreases with higher Higgs mass and has a distinct drop-off at around
160 GeV (≈ 2mW ) where other decay modes such as H → WW and H → ZZ become
available. At the measured Higgs mass value of 125 GeV, the H → ττ decay branching
fraction is 6.3% [20]. The W (→ `ν)H(→ τ`τh) and W (→ `ν)H(→ τhτh) channels have
the largest production rate of all channels. Given that light lepton reconstruction is more
efficient than hadronic tau reconstruction, the W (→ `ν)H(→ τ`τh) channel provides the
best search opportunity.
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Figure 2.14: Feynman diagram of the production and decay of a Higgs boson in association
with a vector boson where the Higgs boson decays to a tau pair.
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Figure 2.15: Production cross-section times decay branching fraction for each of the V H
channels as a function of the Higgs mass [20].
Chapter 3
The ATLAS Experiment at the
Large Hadron Collider
Founded in 1954, the European Organisation for Nuclear Research (CERN), located
outside Geneva, Switzerland, is one of the largest scientific research institutes in the
world. CERN operates a network of particle accelerators, the Large Hadron Collider
(LHC) is the most recent and is the most powerful particle collider in existence today.
The LHC accelerates two beams of protons or heavy ions in opposite directions. These
beams are made to collide at four locations on the ring where detector experiments are
installed. The ATLAS (A Toroidal LHC Apparatus) [32] and CMS (Compact Muon
Solenoid) [33] experiments are general purpose detectors whose core physics program
is to understand the nature of the Higgs boson predicted by the SM. The LHCb [34]
experiment is designed for making precision measurements of the rare decays of B mesons.
The ALICE (A Large Ion Collider Experiment) [35] experiment is designed to study the
nature of the strong interaction in the quark-gluon plasma.
3.1 The Large Hadron Collider
The LHC is housed in the tunnel formerly used for the Large Electron Positron Collider
(LEP) which is roughly circular with a 26.7 km circumference, consisting of eight straight
sections and eight arcs. It lies between 45 and 170 m underground. The layout of the
LHC machine is shown in Figure 3.1. Each of the eight straight sections serve as sites
for experiments or machine utilities and are numbered 1-8 in the clockwise direction.
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Figure 3.1: Schematic of the LHC showing the four main experiments [36].
The four main detector experiments: ATLAS, CMS, ALICE, and LHCb, are located
on the straight sections at Points: 1, 5, 2, and 8, respectively. The two proton beams
are injected into the LHC at Points 2 and 8 with an energy of 450 GeV by a series of
smaller accelerator facilities. The two proton beams are then further accelerated by two
independent radio-frequency systems at Point 4. Each system contains 8 superconducting
radio-frequency cavities which produce an oscillating potential difference. The eight arc
sections contain a total of 1232 superconducting dipole magnets which provide the 8.3 T
magnetic field required to bend the protons trajectory. The superconducting systems are
cooled to a temperature of 1.9 K by a liquid helium based cryogenic system.
In March of 2010 the first proton-proton collisions took place at 7 TeV centre-of-
mass energy. In 2011 proton-proton collisions were recorded at 7 TeV, and in 2012 the
centre-of-mass energy was increased to 8 TeV. After a roughly two-year long shutdown
period, proton-proton collisions at 13 TeV began in June of 2015. By the end of 2015,
an integrated luminosity of 4.3 fb−1 was recorded.
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Parameter 2010 2011 2012 Nominal
centre-of-mass energy [TeV] 7 7 8 14
Np [10
11] 1.2 1.5 1.6 1.15
nb 348 1380 1380 2808
n [µm] 2.4-4 1.9-2.4 2.2-2.5 3.75
β∗ [m] 3.5 1.5→1 0.6 0.55
crossing angle [µrad] 200 240 290 285
bunch spacing [ns] 150 75→50 50 25
L [1034 cm−2s−1] 0.02 0.4 0.76 1
Table 3.1: Summary of the LHC proton-proton beam parameters for the 2010, 2011 and 2012
data taking periods as well as the nominal design configuration.
The event rate of a process with a cross-section1 σ, is given by
dN
dt
= Lσ (3.1)
where L is the instantaneous luminosity of the proton-proton collisions which is determined
by the beam parameters according to
L =
N2pnbfγF
4pinβ∗
(3.2)
where Np is the number of protons in each bunch, nb is the number of bunches per beam,
f is the revolution frequency, γ is the relativistic gamma factor of the protons, n is the
normalised transverse beam emittance, which is a measure of the spread of the beam, β∗
is a measure of how much the beam is squeezed toward the interaction point, and F is
the geometric luminosity reduction factor due to the crossing angle at the interaction
point. The operational and nominal design values of these parameters for proton-proton
collisions are shown in Table 3.1.
The integral of the instantaneous luminosity over time gives the integrated luminosity,
expressed in units of inverse cross-section, given by
L =
∫
Ldt (3.3)
1Cross-sections are measured in units of area, typically expressed in barns, where 1b = 10−28 m2.
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Figure 3.2: Cumulative luminosity versus time delivered by the LHC (green), recorded by
ATLAS (yellow), and certified to be good quality data (blue) in 2011 (a) and
2012 (b) [37].
The number of expected events of a process with cross-section σ in this time period is
N = Lσ (3.4)
Figure 3.2 shows the integrated luminosity delivered to ATLAS during the 2011 and
2012 data taking periods. In 2012, for example, it can be seen that the LHC delivered
22.8 fb−1 of data to ATLAS of which 20.3 fb−1 are certified as quality data to be used
for physics analysis.
3.2 The ATLAS Detector
The ATLAS detector [32] is a general purpose detector located at Point 1 on the LHC beam
line. The layout of the entire detector is shown in Figure 3.3 which shows its dimensions
and labels most of its main components. The ATLAS detector has a cylindrical geometry
centred at the interaction point on the beam line with a length of 44 m, a diameter
of 25 m, and a weight of 7000 t. It contains multiple concentric sub-detector systems
which measure different properties of particles produced in proton-proton collisions. The
remainder of this section will outline these sub-detector systems.
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Figure 3.3: Schematic of the entire ATLAS detector [36].
3.2.1 Coordinate System
The coordinate system of the ATLAS detector is as follows. The origin is the nominal
interaction point at the centre of the detector. The positive x direction points toward the
centre of the LHC ring, the positive y direction points upward and the z direction points
along beam line. The x− y plane is the transverse plane. In addition to the cartesian
coordinate system, it is more convenient to also define the azimuthal angle φ around
the beam line in the transverse plane. The polar angle θ is the angle from the beam
axis. The pseudorapidity is defined as η ≡ ln tan θ
2
. η = 0 is on the transverse plane, and
η = ±∞ are the directions forward and backward along the beam line. It is common
practice to define a variable, ∆R ≡√(∆φ)2 + (∆η)2, which is a measure of the angular
separation between two objects in the detector (particles, jets, tracks, etc). One would
expect the maximum value of ∆R to be pi when objects are back-to-back as φ is in the
range ±pi, however η is in the range ±∞ so ∆R can be greater than pi if the particles
are back-to-back with large |η|.
Most proton-proton interactions of interest only involve one parton (quark or gluon)
from each proton. Although the total energy of each proton is known, each parton can
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carry any fraction of the total momentum of the proton, as such the initial longitudinal
momentum of the colliding partons is not known. It is however known that the initial
transverse momenta of the colliding partons is close to zero, since the protons are being
collided head on. For this reason, most quantities are measured in the transverse plane.
The transverse momentum two-vector ~pT = (px, py) is a quantity derived primarily
from tracking information. It is common to use the magnitude of this vector, defined
as pT = |~pT| = |~p| sin θ, for analysis requirements. The transverse energy two-vector
~ET = (Ex, Ey) is a quantity derived from energy deposits in the calorimeters and
the direction of the deposits relative to the interaction point. The magnitude of this
vector is denoted as ET = | ~ET| = E sin θ. Although energy is normally known as a
scalar quantity, the transverse energy vector is a useful quantity since it is equivalent to
transverse momentum for massless particles and is a good approximation for relativistic
particles which have a large momentum compared to their mass. Neutrinos produced
in the proton-proton interactions will leave the detector without a recorded response,
however their presence can be inferred by a momentum imbalance in the transverse plane.
The missing transverse energy two-vector ~EmissT = (E
miss
x , E
miss
y ) is a quantity derived
primarily from calorimeter information which will be described in Section 3.4.5. The
magnitude of this vector, defined as EmissT = | ~EmissT |, is useful for analysis requirements.
3.2.2 Inner Detector
The ATLAS Inner Detector (ID), shown in Figure 3.4, is the first sub-detector system
surrounding the interaction point. It is 6.2 m long and 2.1 m in diameter, covering the
region |η| < 2.5. The aim of the ID is to measure the tracks of charged particles and
their properties such as pT, η, and φ. The ID sits inside a 2 T magnetic field generated
by a solenoidal magnet which, due to the Lorentz force, curves the path of charged
particles in the transverse plane and allows the inner detector to measure their charge
and momentum. To accomplish this, three sub-detector systems are used. Each contains
a barrel section surrounding the interaction point and an end-cap section on each end of
the barrel section.
Pixel Detector
The silicon Pixel Detector (PD) [38] consists of three barrel layers with average radii of
5 cm, 9 cm, and 12 cm, and three end-cap disks on each end. It consists of 1744 modules,
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Figure 3.4: Schematic of the ATLAS inner detector [36].
each with a size of 19 mm×63 mm. Each module contains 47232 silicon pixels with a size
of 50 µm×400 µm in the φ× z directions. The spatial resolution of a single hit in the
PD is about 14 µm×115 µm in the φ× z directions. A typical track will pass through
three pixel layers.
Semiconductor Tracker
Surrounding the PD is the Semiconductor Tracker (SCT) [39] which consists of four
barrel layers with average radii of 30 cm, 37 cm, 44 cm, and 51 cm, and nine end-cap
discs on each end. It consists of 4088 double-sided modules, each side of each module
containing two silicon microstrip sensors. The two sides are placed back-to-back with an
angle offset of 40 mrad to provide measurements in both spatial directions of the plane.
The spatial resolution of a single hit in the SCT is about 17 µm×580 µm in the φ× z
directions. A typical track will pass through four SCT modules providing eight track
measurements.
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Transition Radiation Tracker
Surrounding the SCT is the Transition Radiation Tracker (TRT) [40,41] which consists
of approximately 351000 gaseous cylindrical straw drift tubes interleaved with transition
radiation material. The straw tubes are 4 mm in diameter. There are 73 straw layers
in the barrel region between radii of 55 cm and 108 cm, they run parallel to the beam
line and are 144 cm in length. There are 160 planes of 768 straws in the end-cap region
arranged radially between distances of 85 cm and 2.7 m from the interaction point, each
straw being 37 cm in length. The combined barrel and end-cap units provide coverage
up to |η| < 2. The spatial resolution of a single hit in the TRT is approximately 130 µm
per straw. A typical track will pass through 36 straws in the barrel or 22 in the end-cap.
Each straw is filled with a gas mixture of 70% Xe for good x-ray absorption and 27%
CO2 and 3% O2 to increase the electron drift velocity. The straw anodes are gold-plated
tungsten wires at ground potential and the straw cathodes are typically operated at
1530 V. When a charged particle passes through a TRT straw it ionises the gas inside.
The electric field between the straw cathode and the central wire anode induces an
ionisation cascade. The electrons produced in the cascade are collected on the central
wire which produces a signal proportional to the energy of the original charged particle.
In addition to track measurements, the TRT also has the ability to distinguish
electrons from charged hadrons by detecting transition radiation photons. Interleaved
between the straws are foils and fibres which form the transition radiation material.
A charged particle traversing this material will emit transition radiation photons, the
energy of these photons is proportional to the energy of the emitting particle divided by
its mass. The signal response to these photons will be larger for electrons than it will be
for more massive charged hadrons.
3.2.3 Calorimetry
Surrounding the ID sits the calorimetry system, shown in Figure 3.5, designed to measure
the energy of the outgoing particles. Two different systems are employed to do this, the
Electromagnetic Calorimeter (ECAL) surrounds the ID (both in the barrel and end cap
region) and is used to measure the energy of photons and electrons. The ECAL contains
lead absorber plates as well as active layers of liquid argon (LAr). Incident electrons and
photons interact with the lead plates, loosing energy through bremsstrahlung and pair
creation processes, and produce cascades of photons and electrons (an electromagnetic
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Figure 3.5: Schematic of the ATLAS calorimetry systems [36].
shower) which causes ionisation in the LAr layers. Since the ECAL is a sampling
calorimeter, the measured ionisation energy is proportional to the particles total energy.
The total energy of the particle can be determined through knowledge of the detector
geometry and the particle interaction lengths. The sampling calorimeter design has a key
advantage over homogeneous calorimeters, these calorimeters contain absorbing layers
and active layers. The latter is capable of supplying particle tracking information. Since
neutral particles are not detected by the tracking systems, the calorimeters provide the
only means of tracking these particles. The ECAL lead and LAr strips are arranged in
an accordion shaped geometry. This ensures there are no cracks and allows for complete
φ coverage.
Although hadrons will interact with the ECAL to some extent, they are much more
massive than electrons, so they mostly lose energy through strong nuclear inelastic
scattering processes. To measure hadron energies a different system is employed, the
Hadronic Calorimeter (HCAL), which surrounds the ECAL and is also a sampling
calorimeter. The HCAL system is further divided into three sections. The tile calorimeter
surrounds the ECAL in the barrel region, it uses steel as the absorber and scintillating
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tiles as the detecting material. In the end cap regions sit the LAr Hadronic End Cap
(HEC) and LAr Forward Calorimeter (FCAL). The combined HCAL system extends out
to |η| < 4.9 which provides almost complete hermetic coverage (the so-called 4pi solid
angle). Providing complete coverage around the interaction point is crucial for making
accurate measurements of EmissT .
3.2.4 Muon Spectrometer
While most particles produced in events are absorbed by the calorimeters, muons produced
at the LHC are in the minimum ionizing regime and therefore are able to pass through,
typically depositing a few GeV of energy in the calorimeters. For this reason, the Muon
Spectrometer (MS), shown in Figure 3.6, occupies the outermost region of the detector,
surrounding the calorimetry system. In the barrel region three concentric cylindrical
tracking layers track muon trajectories and a large toroidal magnet provides the bending
power to deflect their paths due to the Lorentz force, allowing measurements of the
muon’s charge and momentum to be made. Each of the end cap regions also contains a
toroidal magnet system and three tracking discs aligned in the plane transverse to the
beam line to ensure almost complete hermetic coverage.
3.2.5 Triggers and Data Acquisition
At full luminosity, proton bunches will collide every 25 ns. Detector information can
not be stored for all of these events due to limitations in data transfer bandwidth and
computational processing speeds. In ATLAS, an event trigger is used to record only
events which could potentially contain interesting physics, such as events with large EmissT
or high-pT leptons or jets. This allows most events to be discarded and reduces the rate
at which events are written to permanent storage. The trigger system consists of three
levels, shown in Figure 3.7, which progressively refine the decision to accept or reject
events using an increasing level of data analysis complexity and sophistication.
Level 1 Trigger
The Level 1 (L1) trigger is a completely hardware-based system which uses only infor-
mation from the calorimeters and muon spectrometer. It makes a decision to accept
or reject every single bunch crossing event based on the presence or absence of high-pT
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Figure 3.6: Schematic of the ATLAS muon system [36].
photons, electrons, muons, hadronic taus, and jets, as well as large missing and total
transverse energy. To do this, a sliding window algorithm [42] is used to find regions of
the calorimeter which contain deposits of energy larger than preset thresholds. The L1
trigger defines a Region of Interest (RoI) specifying the (η, φ) location of each of the
selected calorimeter clusters and muon hits. The results of the L1 trigger are sent to
the Central Trigger Processor (CTP) which computes the decision to accept or reject
the event. If the decision is made to accept the event, the data recorded by all detector
systems, as well as the information of each discovered RoI, is transmitted through the
readout systems to be processed further. This reduces the event rate to about 75 kHz.
Level 2 Trigger
The Level 2 (L2) trigger is a software-based system, running on some 500 computing
nodes, which further refines the decision made at L1. Event fragments (about 2% of the
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Figure 3.7: Schematic of the ATLAS trigger system [36].
total event data) are reconstructed within each RoI using the full detector granularity,
including the response of the ID tracking systems. The additional information and
accuracy allows for tighter and more sophisticated selections, such as track-cluster
matching and requirements on shower shape information. The nominal output rate of
the L2 trigger is approximately 5 kHz, however in 2012 an output rate of approximately
6.5 kHz was achieved.
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Event Filter Trigger
The Event Filter (EF) trigger performs the final decision of whether or not the event
will be written to permanent storage. Each event is fully reconstructed, using the full
detector response, on some 1800 computing nodes. This stage of reconstruction uses
more sophisticated selection requirements and energy calibrations, which are almost
identical to those used in oﬄine event reconstruction (Section 3.4) for physics analyses.
The output rate in which events are written to storage is about 400 Hz.
The events written to data also include boolean flags indicating which triggers fired
in each particular event. An oﬄine analysis can then filter events based on these flags
to find only events of interest to the particular analysis. The specific triggers used in
this analysis will be mentioned in Section 4.3.1 however the general naming scheme of
EF triggers will be described here for reference. EF trigger names begin with the prefix
EF_, followed by the type of object the trigger matches against, for example e, mu, or
tau. Next is the number representing the pT threshold for the object. If the object has
any additional quality criteria imposed, these are mention next. The T flag, if present,
indicates that the pT threshold of the corresponding L1 trigger item is higher than those
without the T flag. The vh flag, if present, indicates that a veto on energy in the HCAL
at L1 greater than 1 GeV is imposed. The i flag, if present, indicates that an isolation
requirement is imposed which requires the sum of the pT of additional tracks in a cone
of ∆R < 0.2 around the lepton to be less than a set fraction of the lepton pT. This
threshold is 10% for electrons and 12% for muons. Lastly the trigger name is ended with
the identification requirement imposed on the object to reject fakes, these values can be
loose, medium, or tight. For some trigger items the identification requirements have
changed over time, in these cases the identification threshold is suffixed with a number
representing the version of the identification requirement used. Some triggers require
multiple objects to be present in an event, these can be denoted in two different ways:
by repeating all of the previous information again for the second object, or by prefixing
the object type with the number of objects required, for example 2mu. The EFFS tag, if
present, indicates that the full scan algorithm was used to find the trigger objects.
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3.3 Event Simulation
Monte-Carlo (MC) simulation of the proton-proton interactions and outgoing propagation
of particles through the detector is used extensively in ATLAS physics analyses. This
procedure allows an analyser to investigate the features of the expected signal and
background in order to develop and compare analysis strategies. Event simulation
consists of two stages: MC event generation, and detector simulation. Event generation
uses the MC method to generate proton-proton collisions which includes the production
and decay of all outgoing particles, such as hadronised partons. These generated events
are then passed though detector simulation where the propagation of outgoing particles
through the detector is recorded by the detector systems. After this, the simulated events
are passed though event reconstruction (Section 3.4) in the same manner that is done for
real collision data.
3.3.1 Event Generation
Event generation is itself a multi-stage process. The first stage is the hard event which
generates the hard partonic interaction, calculated by sampling the relevant matrix
element of the process and weighted by the Parton Distribution Function (PDF) of
the input partons. In addition, the underlying event simulates the interactions of the
partons not actively involved in the hard event. The output partons of the hard event
are passed to the parton shower stage which models additional radiation. The final
stage hadronises all output partons to produce the set of final state particles of the
proton-proton interaction.
Due to the large number of protons in each bunch (Table 3.1), each bunch crossing
produces many proton-proton interactions. Figure 3.8 shows the distribution of the
number of proton-proton interactions per bunch crossing in 2011 and 2012 data. In 2012,
for example, the mean number of interactions per bunch crossing was 20.7. In many
cases these interactions contain no hard collision, but only soft inelastic collisions. These
are called pileup collisions as they can contribute additional final state particles to an
event with a hard collision. These pileup collisions are added to the simulation such that
the distribution matches that which is observed in data.
A variety of MC generators exist, some provide a full proton-proton collision while
others provide only specific parts of the complete MC generation procedure. The MC
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Figure 3.8: The luminosity-weighted distribution of the mean number of interactions per
bunch crossing for the 2011 and 2012 data [37].
programs used in this analysis are: Pythia [43], Herwig [44], Jimmy [45], Powheg [46],
Alpgen [47], MC@NLO [48], and AcerMC [49].
3.3.2 Detector Simulation
The final state particles from generated events are passed through detector simulation [50]
to model their interactions with the material and magnetic field of the ATLAS detector.
Geant4 [51] is the standard detector simulator program used by the ATLAS collaboration.
The Geant4 program contains a geometric description of the complete ATLAS detector,
with each sub-detector system represented by material volumes. The event generation
output particles are propagated through these detector volumes to simulate the many
different material interactions which provide the simulated detector response in each
of these volumes. The output of the detector simulation stage is a file containing the
location and magnitude of all measured interactions, which is in the same format as the
actual detector output. These output files are passed though the same full reconstruction
algorithm that is applied to actual recorded data.
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3.4 Event Reconstruction
The detector output data, either real (Section 3.2.5) or simulated (Section 3.3.2), of a
collision event is a digitised record of the signals from the sensitive detector systems.
Oﬄine event reconstruction is the process of converting these records into quantities useful
for a physics analysis. The reconstruction and identification of the final state particles
produced in a collision event is determined by their interactions with the different detector
volumes, shown in Figure 3.9. Particle reconstruction is the procedure of finding and
building particle candidates from the recorded detector information. Each reconstructed
particle candidate is described by a number of calibrated quantities which measure its
properties. Particle identification is the procedure of using these measured properties to
distinguish real particles against backgrounds which may mimic their signature. This
section outlines the procedure used to reconstruct and identify the final state particles
used in this analysis.
3.4.1 Electron Reconstruction
Electrons are charged particles which leave tracks in the ID and deposit energy in
the ECAL. Reconstruction and identification of electrons is challenging due to the
large backgrounds from misidentified hadronic jets, secondary electrons from photon
conversions, and electrons from hadron decays. The following procedure has been
employed to provide good discrimination against these backgrounds [52].
The reconstruction procedure begins by finding deposits of energy larger than 2.5 GeV
in the ECAL within a region of size ∆η ×∆φ = 0.025× 0.025 using a sliding window
algorithm [42]. Tracks reconstructed in the ID are extrapolated to the ECAL. If the
extrapolated track is sufficiently close2 to the barycentre of the energy cluster, an electron
candidate is formed. If there are multiple tracks matched to a single cluster, those
with hits in the PD are preferred and the track which is closest in ∆R is chosen. The
four-vector of the electron candidate is constructed from the η and φ parameters of the
matched track at the interaction point and the energy of the cluster.
These electron candidates have further selection requirements imposed to reject
the cases where the detector signatures were not caused by a real electron. Electron
2∆η < 0.05, ∆φ < 0.1 if the track is bending away from the cluster, ∆φ < 0.05 if the track is bending
toward the cluster.
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Figure 3.9: Cross-section view of the ATLAS detector illustrating how different particles
interact with the detector volumes [36].
identification is the process of discriminating real electrons from hadronic jets using cuts
on variables constructed from the track and cluster information. Three identification
working points are defined: loose++, medium++, and tight++, which place increasingly
tighter cuts on these variables to achieve larger background rejection rates, at the cost of
decreased signal efficiency.
3.4.2 Muon Reconstruction
Muons are charged particles which leave a track in the MS. The reconstruction of muon
candidates begins by separately reconstructing tracks in both the MS and ID [53]. Tracks
reconstructed in the MS are extrapolated toward the interaction point where a matching
track in the ID is searched for. When an ID track is found, the track is refit using
the parameters of both the ID and MS to form the combined muon. This combination
The ATLAS Experiment at the Large Hadron Collider 50
provides good rejection against muons from decays of in-flight hadronic jets and muons
from secondary interactions.
Additional quality criteria are applied to the ID track as follows. At least one hit
in the PD is required, if the track passes through a region with dead pixels these are
also counted as expected hits. At least five hits in the SCT are required, if the track
passes through a region with dead SCT sensors these are also counted as expected hits.
At least one hit in the b-layer is required if the track passes through a region where a hit
is expected. In some cases a track passes through a functional part of the sensor but
no hit is recorded, these are referred to as holes. A maximum of three holes are allowed
in the PD and SCT combined. The TRT quality criteria imposed depend on the |η|
region. In the region 0.1 < |η| < 0.9 there must be at least six hits (including outliers),
and the number of outlier hits must be less than 90% of the total number of hits. In
the remaining |η| region there is no requirement on the number of hits, however if the
number of hits is six or more, then the number of outlier hits must be less than 90% of
the total number of hits.
3.4.3 Jet Reconstruction
Jets are a collimated spray of hadrons which come from the hadronisation of outgoing
partons. Jets are composed of a variety of hadrons such as protons, neutrons, and pions.
The charged hadrons will leave tracks in the ID. Jets produce a complex response in the
calorimeters, most hadrons will produce showers in the HCAL, however some hadrons,
such as the neutral pion, will decay into a pair of photons which produce closely spaced
clusters in the ECAL.
Jets are reconstructed using the anti-kT topological clustering algorithm [54]. This
algorithm groups neighbouring calorimeter cells which recorded significant energy deposits
into a single cluster per particle. Electromagnetic and hadronic showers produce different
responses in the detector, photons and electrons tend to produce a single cluster whereas
hadronic jets tend to produce a number of fragmented clusters. The energy of the jet is
measured as sum of the energies of the individual calorimeter cells in the cluster, the
direction is the energy-weighted average of the directions of the cells. Jet reconstruction
is performed over the entire range, |η| < 4.9, of the calorimeter. For jets reconstructed in
the range |η| < 2.5, tracks reconstructed in the ID are associated to a jet cluster if they
lie within a radius of ∆R < 0.4 of the cluster barycentre.
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It is important to know whether a jet originates from a hard collision or from pileup
collisions. The Primary Vertex (PV) is the interaction point which produced the largest
amount of transverse activity of all interactions in that event. For any given jet, a
quantity known as the Jet Vertex Fraction (JVF) is calculated as
JVF =
∑
jet tracks from PV
ptrackT∑
all jet tracks
ptrackT
(3.5)
If a jet has no associated tracks, it is the convention to set JVF = −1. Jets with a larger
JVF are deemed more likely to have originated from partons produced in the primary
interaction.
Jet reconstruction is particularly sensitive to the effects of pileup due to the fact that
the area of a reconstructed jet can often overlap with particles from pileup interactions.
This can degrade the jet energy resolution and shift the jet energy scale. The pileup
correction to the jet calibration [55] is a subtraction technique which uses an estimate for
the amount of pileup contained in each jet. This is based on the assumption that pileup
can be treated as a uniform, diffuse background, adding signal to jets. The jet area is
a measure of the susceptibility of a jet to pileup, and is measured per jet. The diffuse
background is characterised by measuring the pileup energy density in the calorimeter
per event. The pileup energy density times jet area gives the amount of pileup inside the
jet which allows for a correction to the reconstructed four-momentum of the jet.
It is useful to discriminate jets containing b-quarks from those containing light quarks.
This is possible due to the relatively long lifetime of B-hadrons which results in a flight
time long enough for its decay products to be identified as originating from a secondary
vertex or from a large displacement from the PV. This displacement is quantified by two
impact parameters, which are the distance of a tracks closest approach to the PV, d0 is
the impact parameter in the transverse plane, z0 is the impact parameter along the beam
axis. In the range |η| < 2.5, the MV1 algorithm [56] is used to tag b-jets. The algorithm
combines the information of the PV, secondary vertex, and impact parameters into a
single discriminant using a neural network. The working point used in this analysis has
a b-tagging efficiency of 70% for b-jets with pT > 15 GeV. This corresponds to a light
quark jet misidentification efficiency of approximately 0.1%.
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Decay Type Decay Mode Branching Fraction [%]
leptonic
τ± → e±νeντ 17.8
τ± → µ±νµντ 17.4
1-prong hadronic
τ± → pi±ντ 10.9
τ± → pi±pi0ντ 25.5
τ± → pi±pi0pi0ντ 9.3
τ± → pi±pi0pi0pi0ντ 1.0
3-prong hadronic
τ± → pi±pi∓pi±ντ 9.3
τ± → pi±pi∓pi±pi0ντ 4.6
Table 3.2: The dominant tau decay modes and their branching fractions [7].
3.4.4 Hadronic Tau Reconstruction
Tau leptons are the heaviest of the charged leptons and are the only lepton with
enough mass to be able to decay into hadrons. Tau leptons have a mean lifetime of
(290.3± 0.5)× 10−15 s [7]. A relativistic tau will have a mean decay length of 87.03 µm,
which means that taus will decay inside the beam pipe, very close to the interaction point
in which they were produced. The ATLAS detector will not directly detect the tau lepton
itself, only the tau decay products can be detected. The origin of the decay products is,
for the most part, indistinguishable from the interaction point which produced the tau.
For this reason, light leptons produced from tau decays are very difficult to distinguish
from those produced at the primary interaction point. The identification of tau leptons
at ATLAS therefore focuses on the hadronic tau decay modes.
The most common hadronic tau decay modes produce one charged pion, zero or more
neutral pions, and a tau neutrino, shown in Table 3.2. These decay modes are referred
to as 1-prong decay modes, since they produce one charged hadron which will leave a
track in the ID. A smaller fraction of the time, taus can decay to three charged pions,
zero or more neutral pions, and a tau neutrino, these are called 3-prong decay modes.
Hadronic tau reconstruction [57] begins by first reconstructing a jet, as previously
discussed. The origin of the hadronic tau is the tau vertex, which is chosen as the vertex
with the largest JVF calculated for the reconstructed jet. The four-vector is constructed
from the η and φ parameters of the barycentre of the reconstructed topological cluster
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relative to the tau vertex. The energy is calculated as the sum of the energy deposits in
the cells of the calorimeters which lie within a radius of ∆R < 0.2 around the cluster
barycentre.
Any reconstructed hadronic jet with ET > 10 GeV in the range |η| < 2.5 becomes a
reconstructed hadronic tau candidate. Tracks reconstructed in the ID are added to the
hadronic tau candidate if they have pT > 1 GeV and lie within a radius of ∆R < 0.2
around the cluster barycentre. In addition, the tracks must pass a set of quality criteria,
requiring at least two hits in the PD, and at least seven hits combined in the PD and SCT.
Lastly, the impact parameters of the track from the tau vertex must satisfy |d0| < 1.0 mm,
and |z0 sin θ| < 1.5 mm. The charge of the hadronic tau is reconstructed as the sum of
the charges of the associated tracks.
The main background to hadronic tau reconstruction is jets originating from parton
scattering or QCD radiation, both are produced far more frequently than taus. Hadronic
tau decays tend to produce a more collimated spray of hadrons compared to those
from QCD jets, as shown in Figure 3.10. In addition, hadronic taus tend to produce a
smaller number (usually one or three) of charged particle tracks in the ID. A variety of
variables are calculated, based on the tracks and clusters, which are combined into a
Boosted Decision Tree (BDT) which is trained using simulated tau decays as the signal
and QCD jets from data as the background. Hadronic tau identification used in this
analysis discriminates hadronic tau decays from QCD jets using requirements on the BDT
score. Three identification working points are defined: loose, medium, and tight, which
correspond to signal selection efficiencies of 70%, 60%, and 40% for 1-prong candidates,
and 65%, 55%, and 35% for 3-prong candidates. The background rejection rates for these
working points depend on the kinematics of the candidates considered. Generally they
are around 10-40 for the loose working point, ranging up to 500 for the tight working
point.
Electrons are the second largest background to hadronic tau reconstruction, especially
for 1-prong candidates. A BDT is trained on simulated tau decays as the signal and
simulated electrons as the background. The variables used in this BDT describe the
transition radiation surrounding the tau candidate recorded in the TRT. An electron veto
is constructed from requirements on the BDT score. Three progressively tighter working
points are defined: loose, medium, and tight, which correspond to signal selection
efficiencies of 95%, 85%, and 75% respectively.
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(a) 3-prong hadronic tau decay (b) QCD jet
Figure 3.10: Cartoon diagrams showing the different signatures of (a) a hadronic tau decay,
and (b) a QCD jet.
Although it is quite rare, muons may sometimes be misidentified as a hadronic tau
decay and at the same time fail to be reconstructed as a muon. There are three main
scenarios where this may occur. The muon may pass though an inefficient region of the
MS and not be detected. The muon may deposit an abnormally large amount of energy
in the calorimeters, altering its trajectory enough such that track reconstruction in the
MS fails. Finally, the muon may have had a small amount of energy and was stopped
by the calorimeters. In each of these scenarios, muons will leave a track in the ID and
may deposit a small amount of energy in the calorimeters, mimicking the signature of a
hadronic tau decay. To discriminate against these scenarios, a muon veto is constructed
from variables based on the relative amounts of energy deposited in the ECAL and
HCAL, as well as the momentum of the track in the ID. Requirements are placed on
these variables to define a single working point which is more than 96% efficient while
reducing the amount of muon fakes by about 40%.
3.4.5 EmissT Reconstruction
Missing transverse energy quantifies the momentum imbalance in the transverse plane
and is a sign that particles have left the detector without leaving a response. The
calculation of EmissT uses all fully reconstructed and energy calibrated photons, electrons,
muons, hadronic taus, and jets, discussed in the previous sections. In addition, a soft
term is included which is composed of topological clusters and tracks not associated to
any high-level reconstructed objects. EmissT is calculated as the negative vector sum of
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the transverse energy contributions from each of these terms [58], given by
~EmissT = −( ~EγT + ~EeT + ~EµT + ~EτhT + ~EjetsT + ~EsoftT ) (3.6)
Again, the magnitude of this vector EmissT = | ~EmissT | is the quantity which generally gets
used for analysis requirements. In some cases it is useful to know the direction of EmissT
in the transverse plane, this is calculated as φmiss = arctan(Emissy , E
miss
x ). The typical
resolution on EmissT can be described by the relation σ = k
√∑
ET where
∑
ET is the
scalar sum of the transverse energies of all the reconstructed objects and k is a parameter
determined to be about 0.5 GeV1/2 [58].
Chapter 4
Analysis Strategy
As described in Section 2.2, the main production modes of the Higgs boson at the LHC
are the ggF, VBF, and V H processes. Although the cross-section of the V H processes
are an order of magnitude smaller than that of the ggF and VBF processes, the presence
of additional leptons from the decays of the associated vector boson allows for analysis
selections which can increase the signal-to-background ratio significantly. This chapter
describes the strategy used to select V H(→ ττ) signal events, as well as the main
backgrounds which can mimic the signal topology.
The strategy used in this analysis is similar to other Higgs searches. Firstly, the
minimal set of particle reconstruction requirements is established which matches the
expected signal events, this is called event selection. After this, events are categorised
according to their final state event topologies in order to perform a separate dedicated
analysis for each signal channel, this is called event categorisation. Both of these steps
are outlined in Section 4.3.
In each signal channel the nature of the signal features and expected background
processes is investigated. A background model is developed in Chapter 5 and its
performance is studied in the W (→ `ν)H(→ τ`τh) channel in Section 6.2. The features of
the signal which discriminate signal from background are identified and used to construct
further event selection requirements.
To discriminate the signal events from background events further, a mass variable is
developed in Section 6.1 which exploits the distinct properties of the signal topology. To
identify or exclude the presence of the signal, a series of statistical tests are performed in
Section 6.7.
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4.1 Data
The data used in this analysis was collected by the ATLAS detector in 2012. Proton-
proton collisions were recorded at a centre-of-mass energy
√
s = 8 TeV. The data
collection process is divided into many luminosity blocks which last for roughly 2 minutes
with a fixed set of running conditions. For a given luminosity block to be considered
good for physics, all detector subsystems must be running optimally during this time. A
list of good luminosity blocks is stored in the Good Run List (GRL) maintained by the
experiment. All data used in this analysis is required to be included in the GRL and
corresponds to a total integrated luminosity of 20.3 fb−1 as shown in Figure 3.2b.
4.2 Blinding Strategy
It is common practice in analyses searching for new physics phenomena to remain blinded
until the point where the analysis strategy, background models, control regions, and
systematics are all deemed to be well understood and free of bias. This decision is
made, following a peer-review system, by an internal committee within the ATLAS
collaboration whose members are composed of experts not actively participating in the
analysis. This unblinding approval must be granted before analysers are allowed to
look at experimental data in regions where the signal is expected to be significant. It
is however a requirement that analysers must validate background models, and this is
done in regions where the signal is not expected to be significant. The events which pass
the categorisation requirements described in Section 4.3 are deemed not signal sensitive
as the expected background will be large in this region. Within each signal category,
further requirements are made to isolate specific background processes to create control
regions, this is done in Section 5.7. These are constructed to be orthogonal to the signal
regions so are also unblinded in order to validate the background models.
4.3 Event Selection and Categorisation
Event Selection is the set of common base event requirements used by all of the different
signal channels. Events which pass these requirements are then separated into different
categories which match each of the V H signal topologies. A further dedicated analy-
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Trigger Name Trigger Threshold [GeV] Oﬄine Threshold [GeV]
EF_e24vhi_medium1 pT(e) > 24 pT(e) > 26
EF_e60_medium1 pT(e) > 60 pT(e) > 60
EF_mu24i_tight pT(µ) > 24 pT(µ) > 26
EF_mu36_tight pT(µ) > 36 pT(µ) > 38
EF_mu18_tight_mu8_EFFS pT(µ1) > 18 pT(µ2) > 8 pT(µ1) > 20 pT(µ2) > 10
EF_2mu13 pT(µ1) > 13 pT(µ2) > 13 pT(µ1) > 15 pT(µ2) > 15
EF_e12Tvh_medium1_mu8 pT(e) > 12 pT(µ) > 8 pT(e) > 14 pT(µ) > 10
EF_e12Tvh_medium1_mu6_topo_medium pT(e) > 12 pT(µ) > 6 pT(e) > 14 pT(µ) > 8
EF_e24vh_medium1_e7_medium1 pT(e1) > 24 pT(e2) > 7 pT(µ) > 26 pT(µ) > 9
EF_2e12Tvh_loose1 pT(e1) > 12 pT(e2) > 12 pT(e1) > 14 pT(e2) > 14
Table 4.1: All triggers used in the various channels, along with the corresponding trigger
and oﬄine pT thresholds on the reconstructed objects. The EF trigger naming
convention is described in Section 3.2.5.
sis is performed in each channel which refines these selection requirements to further
discriminate against backgrounds, this will be described in Chapter 6.
4.3.1 Trigger Requirements
The first step of event selection is to choose which triggers will be used to collect the data
used in the analysis. Since all V H events contain at least one light lepton, the triggers
used in this analysis are all based on the requirement of one or more light leptons. The
list of un-prescaled light lepton triggers available is shown in Table 4.1. Each trigger
has a pT requirement on the triggered lepton(s). Triggers generally have a pT region
where they fire with maximum efficiency, this is generally a few GeV above the trigger
threshold. This region is also where the trigger performance is most well understood and
modelled correctly by MC. For these reasons, if a trigger fires, an additional requirement
on the pT of the corresponding reconstructed particles is made to ensure that events are
collected in this region.
Each V H channel contains a different set of final state light leptons, therefore not
all triggers are applicable to every channel. Table 4.2 shows which triggers are used in
each channel. Only one trigger is assigned to each event, triggers higher in the list are
preferred over those below. Each trigger is tested for each event in the order listed, if
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Trigger Name
W (→ `ν)H(→ τ`τh) W (→ `ν)H(→ τhτh)
Z(→ ``)H(→ τ`τh) Z(→ ``)H(→ τhτh)
EF_mu24i_tight or EF_mu36_tight ◦ ◦
EF_e24vhi_medium1 or EF_e60_medium1 ◦ ◦
EF_mu18_tight_mu8_EFFS ◦
EF_2mu13 ◦
EF_e12Tvh_medium1_mu8 ◦
EF_e12Tvh_medium1_mu6_topo_medium ◦
EF_e24vh_medium1_e7_medium1 ◦
EF_2e12Tvh_loose1 ◦
Table 4.2: A summary of which triggers are used in each channel. Only one trigger is associated
to any event, with the triggers higher on this list preferred over those below. The
EF trigger naming convention is described in Section 3.2.5.
a trigger fires and the corresponding reconstructed particles satisfy the the thresholds
shown in Table 4.1 the event is kept, otherwise it is no longer considered for analysis.
4.3.2 Particle Reconstruction Requirements
For the most part, the particle reconstruction requirements used in this analysis are
chosen to be consistent with other ATLAS Higgs boson searches. These requirements are
described here, they build upon the existing requirements described in Section 3.4.
Electrons
Electron candidates are required to be identified as loose++, have pT > 10 GeV, and be in
the region |η| < 2.47. Electron candidates falling in the crack region, 1.37 < |η| < 1.52, are
ignored as there is insufficient calorimeter information. Furthermore, selected candidates
are required to have |z0| < 10 mm and to pass additional quality criteria which require no
recorded cluster problems. Lastly, tracking and calorimeter isolation criteria are applied.
Track isolation requires the sum of the pT of additional tracks in a cone of ∆R < 0.4
around the electron to be less than 20% of the electron pT. Calorimeter isolation requires
the sum of energies of additional calorimeter clusters in a cone of ∆R < 0.2 around the
electron to be less than 20% of the electron pT.
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Muons
Muon candidates must be reconstructed from the combination of tracks in the ID and
MS, have pT > 6 GeV, be in the region |η| < 2.5, and have |z0| < 10 mm. Lastly, tracking
and calorimeter isolation criteria are applied. Track isolation requires the sum of the pT
of additional tracks in a cone of ∆R < 0.4 around the muon to be less than 8% of the
muon pT. Calorimeter isolation requires the sum of energies of additional calorimeter
clusters in a cone of ∆R < 0.2 around the muon to be less than 8% of the muon pT.
Hadronic Taus
Hadronically decaying tau candidates are reconstructed from clusters in the ECAL
and HCAL as described in Section 3.4.4. Tau candidates are are required to have:
pT > 20 GeV, charge equal to ±1, and either 1 or 3 tracks in a cone of radius ∆R < 0.2.
Tau candidates must pass medium criteria of the BDT identification algorithm, which
corresponds to approximately 55-60% signal efficiency. The highest pT track of 1-prong
tau candidates is required to be in the range |η| < 2.47, for 3-prong tau candidates the
required range is |η| < 2.5. An electron veto is applied, which requires all 1-prong tau
candidates to pass the loose criteria of the BDT electron veto algorithm.
Jets
While this analysis does not require the presence of jets they are used to suppress
backgrounds in some channels, in particular, the presence of b-tagged jets is a useful
discriminator against the tt¯ background. Jets are required to have pT > 30 GeV and be
in the range |η| < 4.5. To suppress contributions from pileup, jets in the range |η| < 2.4
are required to have |JVF| > 0.5.
4.3.3 Overlap Removal
If different particles are reconstructed which overlap with each other geometrically (within
∆R < 0.2) only one is considered for further analysis. Overlap resolution is handled
by an order of priority: muons are considered over electrons which are considered over
hadronic taus which are considered over jets. This procedure ensures that any particle in
an event cannot be reconstructed as two separate particles in the final state of that event.
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4.3.4 Event Categorisation
After all event and particle reconstruction requirements, events are classified into different
categories to match the signal channels described in Section 2.3.1. Since each signal
category has a distinct number of final state light leptons, N`, and hadronic taus, Nτh ,
the categorisation process is based on these numbers. Some category definitions have
further requirements in addition to number of final state particles. The categorisation
process is as follows:
• N` = 4, Nτh = 0: The event is classified as Z(→ ``)H(→ τ`τ`) if two of the light
leptons are the same flavour and opposite charge.
• N` = 3, Nτh = 1: The event is classified as Z(→ ``)H(→ τ`τh) if two of the light
leptons are the same flavour and opposite charge.
• N` = 2, Nτh = 2: The event is classified as Z(→ ``)H(→ τhτh) if the light lepton
pair are the same flavour and opposite charge.
• N` = 3, Nτh = 0: The event is classified as W (→ `ν)H(→ τ`τ`) if two of the light
leptons are opposite charge.
• N` = 2, Nτh = 1: The event is classified as W (→ `ν)H(→ τ`τh) if at least one of
the light leptons is opposite charge to the tau.
• N` = 1, Nτh = 2: The event is classified as W (→ `ν)H(→ τhτh).
Any event which does not match any of these criteria is not considered any further.
4.3.5 Lepton Association
In signal channels which contain multiple light leptons, an important requirement is the
ability to designate a lepton as originating from either the decay of a W/Z boson or from
the decay of a tau from a Higgs boson. The process of associating light leptons to either
the W/Z or the H boson is the following:
• In the Z(→ ``)H(→ τ`τ`) channel: The pair of same flavour and opposite charge
light leptons which has an invariant mass closest to the Z mass is assigned to the
Z. The remaining two leptons are assigned to the H.
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• In the Z(→ ``)H(→ τ`τh) channel: If the event contains an opposite sign, same
flavour pair of light leptons as well as another light lepton of different flavour, the
pair is assigned to the Z and the other lepton to the H. If the event contains three
light leptons of the same flavour, the pair whose invariant mass is closest to the Z
mass is assigned to the Z, the other to the H.
• In the W (→ `ν)H(→ τ`τh) channel: If the event contains two light leptons of
opposite charge, the lepton whose charge is opposite to the hadronic tau charge is
assigned to the H, the other lepton is assigned to the W . If both leptons have the
same charge (which must be opposite to the hadronic tau charge), the highest pT
lepton is assigned to the W , the lower pT lepton to the H. This assumption is correct
approximately 75% of the time as the lepton from the W originates higher up in
the decay chain where the W decay can impart the lepton with a large momentum.
The lepton on the Higgs side of the decay originates further down the decay chain
where large amounts of momentum are taken away by neutrinos from the tau decay.
• In the W (→ `ν)H(→ τ`τ`) channel: Two of the light leptons in this channel will
have the same charge, the higher pT lepton is assigned to the W , the lower pT lepton
and the remaining lepton are both assigned to the H.
4.4 Background Contributions
The main backgrounds which mimic the V H signal topology are events containing a
mixture of real, fake, and non-prompt reconstructed particles. Hadronic taus considered
in the fake background originate primarily from jets which are suitably tau-like to pass
tau identification. Electrons considered in the fake background originate from multiple
sources. Jets may be misidentified as electrons. Photons passing through material can
pair create real non-prompt electrons and positrons, either may pass object selection.
Jets may contain real electrons from non-prompt decays of light mesons or heavy flavour
hadrons. From here onward, the reducible fake background collectively refers to all three
of these fake and non-prompt sources. The irreducible real electron background originate
from prompt decays of taus, or W or Z bosons.
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4.4.1 W+Jets
This process contributes to the background in cases where the W decays leptonically
and additional partons produce jets which mimic the signature of electrons or hadronic
taus. The branching fraction of the decay W → `ν is approximately 11% [7] for each
of the lepton flavours. In these cases the final state contains only one real lepton and
two fake leptons. Figure 4.1 shows two examples of events which could contribute to the
background. The neutrino from the W decay will produce large EmissT , which is also an
expected feature of the WH signal. The probability of misidentifying two jets as leptons
is low, this process is not expected to contribute significantly to the total background
but is included for completeness.
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Figure 4.1: Example Feynman diagrams of the W+jets background.
4.4.2 Z/γ∗+Jets
Similar to the W+jets processes, the Z/γ∗+jets processes contribute to the background
in cases where the Z/γ∗ decays leptonically and is produced with additional photons
or jets capable of being reconstructed as electrons or hadronic taus. This process is
expected to be a large contributor to the background as it produces two real leptons,
an additional lepton can be misidentified from one of the additional photons or jets. In
practice however, events where the Z/γ∗ decays to a light lepton pair can be largely
removed by requiring the two leptons to have the same charge. In a small fraction of
events, one of the leptons may have its charge misidentified, in these cases it is possible
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to remove these events by requiring the invariant mass of the two light leptons be away
from the Z mass. Events where the Z/γ∗ decays to a tau pair are expected to contribute
to the background, especially in cases where the two taus decay differently. For example,
events where one tau decays to an electron and the other to a muon, and an additional
jet can mimic a hadronic tau. Alternatively, one tau can decay hadronically, the other
leptonically, and an additional electron is present in the event. In cases where the Z
decays to light leptons, the event is expected to have low EmissT , this can be used to
separate it from signal, however when the Z decays to taus EmissT is expected due to
the neutrinos from tau decays. Figure 4.2 shows two examples of events which could
contribute to the background.
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Figure 4.2: Example Feynman diagrams of the Z+jets background.
4.4.3 tt¯+Jets
Physics processes containing top quarks produce a high multiplicity of final state particles.
Top quarks decay dominantly to a W boson and a b quark [7]. The large mass of the top
quark allows W to be produced on-shell, providing a source of high momentum leptons.
Additional leptons can be produced from decays of b quarks, any jet in the event can
mimic a hadronic tau decay. tt¯ events with leptonic W decays will contain neutrinos
which can produce large EmissT as expected in the WH signal. For these reasons, there is
a large number of ways the tt¯ background can resemble the V H signal. The dominant tt¯
backgrounds to the V H analysis are shown in Figure 4.3.
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Figure 4.3: Feynman diagrams of the dominant tt¯ production processes at the LHC [59].
4.4.4 t+Jets
Single top events usually produce at least one real lepton and two or more jets, which
may originate from b quarks. This process is expected to contribute to the background in
cases where one or more of the b jets decay leptonically, producing non-prompt leptons.
Theses events can then mimic the signal if additional photons or jets are reconstructed
as electrons or taus. Since the dominant top quark decay channel contains a W boson,
which may decay leptonically, large EmissT can be expected in single top events. The
dominant single top backgrounds to the V H analysis are shown in Figure 4.4.
W ∗
t
W
q
b
q
ν`
`
b
(a) single top t-channel
W ∗ t
W
q¯
q
b
ν`
`
b
(b) single top s-channel
W
b∗
t
W
b
g
ν`
`
ν`
`
b
(c) single top Wt-channel
Figure 4.4: Example Feynman diagrams of the single top background.
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4.4.5 WW
The WW process is expected to be a contributor to the background in cases where both
W ’s decay leptonically and additional photons or jets in the event are reconstructed as
electrons or taus. The dominant WW backgrounds to the V H analysis are shown in
Figure 4.5.
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Figure 4.5: Example Feynman diagrams of the WW background.
4.4.6 WZ
The WZ process is the main irreducible background to the WH signal. WZ events can
contain the same final state particles as WH events. In most cases, WZ events mimic
WH events when the W decays to light leptons and the Z decays to a tau pair. The
dominant WZ backgrounds to the V H analysis are shown in Figure 4.6.
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Figure 4.6: Example Feynman diagrams of the WZ background.
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4.4.7 ZZ
The ZZ process is the main irreducible background to the ZH signal. ZZ events can
contain the same final state particles as ZH events. In most cases, ZZ events mimic ZH
events when one Z decays to light leptons and the other Z decays to a tau pair. The
ZZ process is also an irreducible background to the WH signal in cases where one of
the final state particles does not pass selection criteria. For example, when one Z decays
to light leptons and the other Z decays to a tau pair, this event can mimic either the
W (→ `ν)H(→ τ`τh) signal if one of the taus is lost, or the W (→ `ν)H(→ τhτh) signal if
one of the light leptons is lost. The dominant ZZ backgrounds to the V H analysis are
shown in Figure 4.7.
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Figure 4.7: Example Feynman diagrams of the ZZ background.
4.4.8 H →WW (∗)
Events containing Higgs decays to W bosons can be an irreducible background in the
cases where the W bosons decay leptonically and the Higgs boson is produced via the
V H production mode which also may produce up to two additional leptons from the
leptonic decay of the associated vector boson. These events may contain up to four light
leptons of any flavour, allowing for the possibility to mimic any of the V H(→ ττ) signal
processes. Since the H → WW (∗) process has already been observed at ATLAS and CMS
with a signal strength consistent with the SM prediction, it is treated as a background for
the purposes of this analysis. Figure 4.8 shows the dominant H → WW (∗) backgrounds
to the V H analysis.
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Figure 4.8: Example Feynman diagrams of the H →WW (∗) background.
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Figure 4.9: Example Feynman diagrams of the H → ZZ(∗) background.
4.4.9 H → ZZ(∗)
Events containing Higgs decays to Z bosons can also be an irreducible background in the
cases where both the Z bosons decay leptonically, producing four leptons. In addition,
cases where one Z boson decays leptonically and the other decays hadronically may also
mimic the V H(→ ττ) signal if the Higgs boson is produced via the V H production mode
and the associated vector boson decays leptonically. This process is also treated as a
background for the purposes of this analysis. Figure 4.9 shows the dominant H → ZZ(∗)
backgrounds to the V H analysis.
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4.4.10 Background Cross-sections
The relative magnitudes of the background cross-sections is shown in Figure 4.10. Also
shown are the cross-sections of the different Higgs boson production modes including
the V H signal. The cross-sections shown here are the total values, inclusive of all decay
modes. In most cases, only the leptonic decay modes of the different processes contribute
to the backgrounds in this analysis, however most of the backgrounds have cross-sections
many orders of magnitude larger than the V H signal even after the leptonic branching
fractions are accounted for.
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Figure 4.10: Summary of several Standard Model total production cross-section measure-
ments, corrected for leptonic branching fractions, compared to the corresponding
theoretical expectations. All theoretical expectations were calculated at Next-to-
Leading Order or higher. The integrated luminosity used for each measurement
is indicated close to the data point.
Chapter 5
Background Estimation
The backgrounds to the V H signal originate from the many different processes described
in Section 4.4. Each of these processes is expected to mimic the signal in different ways.
Some processes, such as WZ and ZZ, can match the final state signal topology exactly
whereas others, such as tt¯ and Z → ττ , are similar to the signal and can look signal-like
when extra fake or non-prompt leptons are present in an event. Due to the signal’s large
number of final state particles, three for WH and four for ZH, estimating all of these
backgrounds simultaneously is challenging using any one single method. It was determined
early in the analysis that a pure MC-based background estimation method could not
sufficiently describe all the backgrounds which contain fake and non-prompt leptons. For
this reason, a hybrid method was developed for this analysis where the contributions of
fake and non-prompt leptons are estimated from data and the contributions from real
prompt leptons are estimated from MC. This is called the Fake Factor method and will
be described in the following sections. It is however still useful to use a pure MC-based
estimation method for additional background studies.
5.1 Monte-Carlo Background Estimation
MC simulated samples are used in this analysis to determine the expected background
processes in each channel, as well as to study the features of the signal and background in
order to determine the optimal signal selection requirements. These events are weighted
by the cross-section of the given process to produce the number of events expected in
20.3 fb−1 of data. In a pure MC-based background estimate, the properties of all final
state reconstructed particles, real or fake, are determined from MC simulated samples.
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5.1.1 Simulated Samples
The V H(→ ττ) signal MC samples used in this analysis are generated with Pythia
using Leading Order (LO) QCD and electroweak contributions. The events are weighted
to the cross-sections calculated with the more complete Next-to-Leading Order (NLO)
electroweak and Next-to-Next-to-Leading Order (NNLO) QCD theoretical contributions
using Hawk [60]. A separate sample is produced for each hypothesised Higgs mass value
between 100 GeV and 150 GeV in 5 GeV increments.
Other Higgs production and decay channels with a similar final state to the V H(→ ττ)
signal may contribute to this analysis. These include the decay channels: H → ττ (ggF
and VBF), H → ZZ(∗)→ 4`, H → ZZ(∗)→ ``qq, H → ZZ(∗)→ ``νν, H → WW (∗)→
`ν`ν, and H → WW (∗)→ `νqq. The ggF and VBF production modes of these decay
channels are generated with Powheg+Pythia, while the V H production modes are
generated with Pythia. Each of these processes are treated as backgrounds and the
samples are generated at the 125 GeV Higgs mass point.
The t-channel single top process is generated with AcerMC+Pythia. The s-
channel and Wt-channel single top processes, as well as the tt¯ processes are generated
with MC@NLO+Jimmy. MC@NLO calculates the hard process with the full NLO
corrections, up to order α2S, which gives a better description of top quark production
observables. The WW , WZ, and ZZ processes are generated with Powheg+Pythia.
The W+Jets and Z+Jets processes are generated with Alpgen+Pythia. The Alpgen
generator employs the MLM matching scheme [61] to match up to five jets from the LO
matrix-element with those from the parton shower to avoid double counting events with
similar configurations.
After the event generation stage, the Tauola [62] and Photos [63] software packages
are used to simulate the tau lepton decay and any additional photon radiation in this
decay. As described in Section 3.3.2, all MC events are passed through Geant4 [51]
to perform a complete ATLAS detector simulation before being passed to the event
reconstruction stage.
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5.2 Fake Factor Background Estimation
Backgrounds resulting from fakes, for example where a jet fakes a hadronic tau or an
electron produced from a photon conversion fakes a prompt electron from a W/Z/τ/H
decay, are the dominant backgrounds in all channels in the analysis. A data-driven
estimation technique called the Fake Factor (FF) method has therefore been developed to
model these cases. The FF method is a data driven extrapolation method for estimating
the background contribution containing fake or non-prompt leptons. Events taken from
a region adjacent to the signal region but enriched in objects which fail an identification
criteria (see Section 5.3) are scaled by an extrapolation factor, called the fake factor.
By means of this fake factor scaling, these events now represent the background events
consisting of fake or non-prompt leptons that are predicted to appear in the signal region.
The fake rates (and therefore the fake factors) are measured in a FF measurement
region, distinct from, but as close as possible to the signal region. Since the fake rates
are sensitive to the underlying physics of the event, it is best to measure the fake factors
in a region that will best represent the physics, e.g. kinematics and composition of fakes,
that will be found in the signal region. Measurements of the fake rates for electrons and
hadronic taus are detailed in the subsections to follow.
The FF method, in various forms, has been used previously in analyses involving
hadronic tau decays, for example in the H → ττ search in the VBF and ggF production
modes [6]. The implementation of the method in these analyses has typically only been
concerned with background events containing one tau being faked by a misidentified jet.
Since the WH and ZH channels have a larger number of final state objects, the methods
used by existing analysis are not directly applicable here. For this reason, a more general
form of the FF method has been developed for this analysis. The general principle of the
data-driven extrapolation is carried over, however it is performed at the more general
per-object level rather than at the per-event level as has been done previously.
The rest of this discussion is dedicated to the derivation of the general fake background
equation used in the analysis. Equations are worked out for the examples of signal regions
containing one and two objects. However, it will be clear how to extrapolate to the
n-object equation, and this will be stated after the derivation. The term objects is general,
and can refer to an electron, muon, or hadronic tau.
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Figure 5.1: Flow diagram showing the MC (a) and FF (b) background estimation methods.
5.2.1 Method Derivation
In a purely MC-based background estimation method, MC for all processes with a final
state similar to the signal process are considered. Figure 5.1a shows the flow diagram for
objects considered in a purely MC-based background estimation. These processes can
contain both true prompt objects (often called the irreducible background) and fake or
non-prompt objects (the reducible background). True prompt objects, denoted T , have
an efficiency, , of passing selection criteria. Fake and non-prompt objects, denoted F ,
may also pass selection criteria with an efficiency, r, called the fake rate.
Objects which pass selection criteria, denoted S, are then subject to further analysis
requirements designed to extract the signal process. The number of selected objects (NS)
is simply the sum of the selected fake or non-prompt objects (NSF ) and the selected true
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prompt objects (NST ).
NS = NSF +NST (5.1)
= rNF + NT (5.2)
In this method, objects which fail selection criteria, called antiselected, denoted A, are
no longer considered in the analysis. The region containing these antiselected objects
is called the fake enriched region since it is composed mostly of fake and non-prompt
backgrounds.
The FF method is designed to reduce the dependence on the MC modelling of the fake
and non-prompt background by estimating these contributions from data. Figure 5.1b
shows the flow diagram for objects in a FF background estimate. As in the MC method,
the true prompt component of the background is estimated from MC, however the fake
and non-prompt component is estimated from data. Objects in the fake enriched region
which have failed selection criteria are extrapolated by the fake factor, f .
f =
r
1− r (5.3)
This extrapolation represents the number of fake or non-prompt objects expected to be
selected. The total expected number of selected objects is the sum of three terms: the
fake and non-prompt estimate from the fake factor extrapolation, a correction to the
extrapolation to remove true prompt objects which may enter the fake enriched region,
and the true prompt estimate taken from MC.
NS = fN
data
A − f(1− )NMCT + NMCT (5.4)
= fNdataA − fNMCAT +NMCST (5.5)
In this method it is useful to distinguish objects which pass selection criteria from those
which are extrapolated into the selected region. Objects which enter the signal region
because they pass selection criteria are denoted S, as has been done up until this point.
Objects which enter the signal region as a result of the fake factor extrapolation are
denoted S¯:
NA
apply FF−−−−−→ NS¯ = fNA (5.6)
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The FF estimate of the number of selected objects is then:
NS = N
data
S¯ −NMCS¯T +NMCST (5.7)
This expression represents the concept of the FF model, in the next sections the complete
expression will be derived, starting with the simplest example case.
5.2.2 One Object Case
The simplest example is the case requiring exactly one selected object. In this section
the one object case will be derived in its general form with the aid of an example analysis
for context. Consider an analysis of the W → τhν process, which has exactly one visible
final state object, the τh. This analysis aims to find W → τhν events by constructing
event selection criteria to select only events with exactly one τh, and no other additional
objects. Example backgrounds to this analysis may include W → eν events in the case
where the electron is misidentified as a hadronic tau, or multi-jet events in the case where
exactly one jet is misidentified as a hadronic tau.
In the general case of this example the aim is to estimate the background contribution
where exactly one selected fake or non-prompt object appears in the final state. Back-
ground events may contain any number of fake or non-prompt objects, denoted Fi, which
may either pass (SFi ) or fail (A
F
i ) selection criteria. The list of all possible combinations
of selecting objects is:
F1 → SF1 or AF1 (5.8)
F1F2 → SF1 SF2 or SF1 AF2 or AF1 SF2 or AF1 AF2 (5.9)
F1F2F3 → SF1 SF2 SF3 or SF1 SF2 AF3 or SF1 AF2 SF3 or AF1 SF2 SF3 (5.10)
or SF1 A
F
2 A
F
3 or A
F
1 S
F
2 A
F
3 or A
F
1 A
F
2 S
F
3 or A
F
1 A
F
2 A
F
3 (5.11)
...→ ... (5.12)
Returning to the specific W → τhν example analysis, F1 may represent the electron from
the W → eν background which may be misidentified as a hadronic tau, and become SF1 .
F1F2 and F1F2F3 may represent di- and tri-jet events respectively, any of these jets may
be misidentified as a hadronic tau, leading to many possible combinations of selecting
these objects.
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Events containing exactly one selected object fall into the signal region in this example,
the probability of obtaining each combination is denoted by the weight in front of each
term on the right hand side of the following:
NSF1 = r1NF1 (5.13)
NSF1 AF2 = r1(1− r2)NF1F2 (5.14)
NAF1 SF2 = (1− r1)r2NF1F2 (5.15)
NSF1 AF2 AF3 = r1(1− r2)(1− r3)NF1F2F3 (5.16)
NAF1 SF2 AF3 = (1− r1)r2(1− r3)NF1F2F3 (5.17)
NAF1 AF2 SF3 = (1− r1)(1− r2)r3NF1F2F3 (5.18)
... = ... (5.19)
The total contribution of fake and non-prompt backgrounds to this example signal region
is the sum of all of these terms. In order to estimate these contributions, the terms: NF1 ,
NF1F2 , NF1F2F3 , ... need to be determined. This is done by noting that these terms also
show up in events entering the fake enriched region:
NAF1 = (1− r1)NF1 (5.20)
NAF1 AF2 = (1− r1)(1− r2)NF1F2 (5.21)
NAF1 AF2 AF3 = (1− r1)(1− r2)(1− r3)NF1F2F3 (5.22)
... = ... (5.23)
By inverting the above expressions and using equation (5.3), the estimate of background
events entering into the signal region is the sum of the following terms:
NS¯1 = f1NA1 (5.24)
NS¯1A2 = f1NA1A2 (5.25)
NA1S¯2 = f2NA1A2 (5.26)
NS¯1A2A3 = f1NA1A2A3 (5.27)
NA1S¯2A3 = f2NA1A2A3 (5.28)
NA1A2S¯3 = f3NA1A2A3 (5.29)
... = ... (5.30)
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Input Event Output Event(s)
A1 S¯1
A1A2 S¯1, S¯2
A1A2A3 S¯1, S¯2, S¯3
... ...
Table 5.1: Input events in data and MC which fall into the fake enriched region are duplicated
one or more times to extrapolate each combination of applying the fake factor.
Output objects are then subject to further analysis requirements which treat the
object in the same way as selected objects. The weight assigned to each event
is the fake factor. In this scenario the signal region requires exactly one selected
object.
Again returning to the W → τhν example analysis, these equations describe how to
estimate the contributions from different backgrounds. The electron in the W → eν
background may sometimes be misidentified as a hadronic tau, but in most cases it
will fail tau identification. The expression NS¯1 = f1NA1 describes how to estimate
this misidentified electron contribution (NS¯1) from events where the electron fails tau
identification (NA1) using the e→ τh fake factor f1. Likewise the terms involving two
or three antiselected objects can be used to estimate the multi-jet background where
exactly one of the jets is misidentified as a hadronic tau.
In practice, this infinite sum is evaluated by duplicating events in the fake enriched
region multiple times, once for each combination of the fake factor application. This
summation provides the expected yield of events containing fake objects based on
observables (NA1 , NA1A2 , NA1A2A3 , ...) instead of on knowledge about the types and
rates of processes which contain fakes (NF1 , NF1F2 , NF1F2F3 , ...). After application of the
fake factor, any objects which fail selection criteria and have not been extrapolated into
the signal region are no longer considered in the analysis. Table 5.1 shows the ways in
which events from the fake enriched region are duplicated. This process is applied to
data and MC events in the fake enriched region in order to produce the first two terms,
respectively, on the right hand side of equation (5.7).
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5.2.3 Two Object Case
The next simplest example is the case requiring exactly two selected objects. This
example is slightly more complex than the one object case since there is a possibility of
events containing combinations of true prompt and fake or non-prompt selected objects
entering into the signal region. The list of all possible combinations of selecting objects
is:
T1F2 → ST1 SF2 or ST1 AF2 or AT1 SF2 or AT1AF2 (5.31)
T1F2F3 → ST1 SF2 AF3 or ST1 AF2 SF3 or ST1 AF2 AF3 or ST1 SF2 SF3 (5.32)
or AT1 S
F
2 A
F
3 or A
T
1A
F
2 S
F
3 or A
T
1A
F
2 A
F
3 or A
T
1 S
F
2 S
F
3 (5.33)
...→ ... (5.34)
F1F2 → SF1 SF2 or AF1 AF2 or SF1 AF2 or AF1 SF2 (5.35)
F1F2F3 → SF1 SF2 SF3 or SF1 SF2 AF3 or SF1 AF2 SF3 or AF1 SF2 SF3 (5.36)
or SF1 A
F
2 A
F
3 or A
F
1 S
F
2 A
F
3 or A
F
1 A
F
2 S
F
3 or A
F
1 A
F
2 A
F
3 (5.37)
...→ ... (5.38)
Consider an example analysis which aims to study the H → τeτh process, which
requires exactly two final state objects, one electron and one hadronic tau. In this
example, the T1F2 term may represent the W (→ eν)+jets background where the electron
(T1) is real and an extra jet (F2) is misidentified as a hadronic tau. The term F1F2 may
represent the di-jet background where one jet (F1) is misidentified as an electron, and
the other jet (F2) is misidentified as a hadronic tau.
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Events containing exactly two selected objects fall into the signal region in this
example:
NST1 SF2 = 1r2NT1F2 (5.39)
NST1 SF2 AF3 = 1r2(1− r3)NT1F2F3 (5.40)
NST1 AF2 SF3 = 1(1− r2)r3NT1F2F3 (5.41)
NAT1 SF2 SF3 = (1− 1)r2r3NT1F2F3 (5.42)
... = ... (5.43)
NSF1 SF2 = r1r2NF1F2 (5.44)
NSF1 SF2 AF3 = r1r2(1− r3)NF1F2F3 (5.45)
NSF1 AF2 SF3 = r1(1− r2)r3NF1F2F3 (5.46)
NAF1 SF2 SF3 = (1− r1)r2r3NF1F2F3 (5.47)
... = ... (5.48)
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The terms on the right hand side of these equations can be determined by inverting the
equations for the terms entering the fake enriched region:
NST1 AF2 = 1(1− r2)NT1F2 (5.49)
NAT1 SF2 = (1− 1)r2NT1F2 (5.50)
NAT1 AF2 = (1− 1)(1− r2)NT1F2 (5.51)
NST1 AF2 AF3 = 1(1− r2)(1− r3)NT1F2F3 (5.52)
NAT1 SF2 AF3 = (1− 1)r2(1− r3)NT1F2F3 (5.53)
NAT1 AF2 SF3 = (1− 1)(1− r2)r3NT1F2F3 (5.54)
NAT1 AF2 AF3 = (1− 1)(1− r2)(1− r3)NT1F2F3 (5.55)
... = ... (5.56)
NSF1 AF2 = r1(1− r2)NF1F2 (5.57)
NAF1 SF2 = (1− r1)r2NF1F2 (5.58)
NAF1 AF2 = (1− r1)(1− r2)NF1F2 (5.59)
NSF1 AF2 AF3 = r1(1− r2)(1− r3)NF1F2F3 (5.60)
NAF1 SF2 AF3 = (1− r1)r2(1− r3)NF1F2F3 (5.61)
NAF1 AF2 SF3 = (1− r1)(1− r2)r3NF1F2F3 (5.62)
NAF1 AF2 AF3 = (1− r1)(1− r2)(1− r3)NF1F2F3 (5.63)
... = ... (5.64)
The extra complexity of the two object case can be seen here, there are multiple ways
in which an event can enter the fake enriched region with the same number of selected
objects. Up until this point, indices have been used on objects to assist in mapping
initial to final states, however since objects in an event are inherently unordered when
evaluating total yields (NT1F2 = NF1T2), indices will be dropped for the remainder of the
derivation. The solutions to the equations requiring two selected objects can be found
by using the expressions for events entering the fake enriched region. This is done by
grouping terms with the same number of objects, for example, the contribution from
processes containing exactly two objects is:
N two objectsSS = NSTSF +NSFSF (5.65)
= rNTF + rrNFF (5.66)
Background Estimation 81
The contributions to the fake enriched region from processes containing exactly two
objects are:
N two objectsSA = NSTAF +NATSF +NSFAF +NAFSF (5.67)
= (1− r)NTF + (1− )rNTF + r(1− r)NFF + (1− r)rNFF (5.68)
and:
N two objectsAA = NATAF +NAFAF (5.69)
= (1− )(1− r)NTF + (1− r)(1− r)NFF (5.70)
Inverting equation (5.68) gives:
(1− r)NTF = NSA − (1− )rNTF − r(1− r)NFF − (1− r)rNFF (5.71)
Multiplying both sides by f gives:
rNTF = fNSA − f(1− )rNTF − fr(1− r)NFF − f(1− r)rNFF (5.72)
= fNSA − f(1− )rNTF − rrNFF − rrNFF (5.73)
This gives the expression for the first term in equation (5.66), giving:
N two objectsSS = rNTF + rrNFF (5.74)
= fNSA − f(1− )rNTF − rrNFF (5.75)
Inverting equation (5.70) gives:
(1− r)(1− r)NFF = NAA − (1− )(1− r)NTF (5.76)
Multiplying both sides by f 2 gives:
rrNFF = ffNAA − ff(1− )(1− r)NTF (5.77)
= ffNAA − f(1− )rNTF (5.78)
Putting this result back into equation (5.75) gives the final expression for two objects:
N two objectsSS = fNSA − ffNAA (5.79)
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Input Event Output Event(s)
S1A2 +S1S¯2
S1A2A3 +S1S¯2, +S1S¯3
... ...
A1A2 −S¯1S¯2
A1A2A3 −S¯1S¯2, −S¯1S¯3, −S¯2S¯3
... ...
Table 5.2: Input events in data and MC which fall into the fake enriched region are duplicated
one or more times to extrapolate each combination of applying the fake factor.
Output objects are then subject to further analysis requirements which treat the
object in the same way as selected objects. The weight assigned to each event is
the fake factor. In this scenario the signal region requires exactly two selected
objects.
This expresses the contribution of the fake or non-prompt background to the two object
signal region as the application of the fake factor to each antiselected object in the event.
The sign of the term is positive when one fake factor is applied and negative when two
fake factors are applied. The expressions for the contributions from terms containing
exactly three objects (NT1F2F3 and NF1F2F3) are determined using the same procedure,
the only difference being that there are then multiple ways to apply fake factors to
events with three or more objects. Table 5.2 shows the ways in which events from the
fake enriched region are duplicated, indices have been restored to show the different
combinations of applying the fake factor.
5.2.4 Three and Four Object Cases
The V H signal region requires three (WH) or four (ZH) objects in the final state. The
expression for the fake and non-prompt contribution to these signal regions is an extension
of the previous results. The general form of the expression is to apply the fake factor to
each available combination of antiselected objects in the fake enriched region. The sign
of each term is positive if the number of fake factor applications is odd, and negative if
it’s even. The contribution of fake and non-prompt objects to the WH and ZH signal
regions are the sum of the output events in Table 5.3 and Table 5.4 respectively.
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Input Event Output Event(s)
S1S2A3 +S1S2S¯3
S1S2A3A4 +S1S2S¯3, +S1S2S¯4
S1S2A3A4A5 +S1S2S¯3, +S1S2S¯4, +S1S2S¯5
... ...
S1A2A3 −S1S¯2S¯3
S1A2A3A4 −S1S¯2S¯3, −S1S¯2S¯4, −S1S¯3S¯4
... ...
A1A2A3 +S¯1S¯2S¯3
A1A2A3A4 +S¯1S¯2S¯3, +S¯1S¯2S¯4, +S¯1S¯3S¯4, +S¯2S¯3S¯4
... ...
Table 5.3: Input events in data and MC which fall into the fake enriched region are duplicated
one or more times to extrapolate each combination of applying the fake factor.
Output objects are then subject to further analysis requirements which treat the
object in the same way as selected objects. The weight assigned to each event is
the fake factor. In this scenario the signal region requires exactly three selected
objects, as is the case for the WH signal.
5.3 Fake and Non-Prompt Candidate Requirements
The requirements imposed on antiselected objects must be orthogonal to those for selected
objects, however the antiselected objects must still appear similar to selected objects in
order for the fake factor extrapolation to meaningfully represent the fake and non-prompt
background.
5.3.1 Electrons
Antiselected electrons are required to satisfy all criteria in Section 4.3.2 with the exception
that they are required to fail loose++ identification (see Section 3.4.1). This definition
is used in Section 5.4 and is found to adequately allow for the fake factor extrapolation
to estimate the fake and non-prompt electron background.
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Input Event Output Event(s)
S1S2S3A4 +S1S2S3S¯4
S1S2S3A4A5 +S1S2S3S¯4, +S1S2S3S¯5
... ...
S1S2A3A4 −S1S2S¯3S¯4
S1S2A3A4A5 −S1S2S¯3S¯4, −S1S2S¯3S¯5, −S1S2S¯4S¯5
... ...
S1A2A3A4 +S1S¯2S¯3S¯4
S1A2A3A4A5 +S1S¯2S¯3S¯4, +S1S¯2S¯3S¯5, +S1S¯2S¯4S¯5
... ...
A1A2A3A4 −S¯1S¯2S¯3S¯4
... ...
Table 5.4: Input events in data and MC which fall into the fake enriched region are duplicated
one or more times to extrapolate each combination of applying the fake factor.
Output objects are then subject to further analysis requirements which treat the
object in the same way as selected objects. The weight assigned to each event is
the fake factor. In this scenario the signal region requires exactly four selected
objects, as is the case for the ZH signal.
5.3.2 Hadronic Taus
Antiselected taus are required to satisfy all criteria in Section 4.3.2 with the exception
that they are required to fail medium BDT identification. Antiselected taus must also
pass BDT identification with a BDT score of at least 70% of the loose identification
threshold. This definition is used in Section 5.5 where it is found to adequately describe
the fake tau background expected in the V H signal regions.
5.3.3 Overlap Removal
The procedure described in Section 4.3.3 is extended to handle antiselected candidates.
The order of priority becomes: selected muons, selected electrons, selected hadronic taus,
antiselected hadronic taus, antiselected electrons.
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Figure 5.2: Example Feynman diagrams of the Z → µµ process containing additional objects
which may fake electron identification or produce non-prompt electrons.
5.4 Electron Fake Factor Measurement
Electrons considered in the fake background originate from multiple sources. Jets may
be misidentified as electrons. Photons passing through material can pair create real
non-prompt electrons and positrons, either may pass object selection. Jets may contain
real electrons from non-prompt decays of light mesons or heavy flavour hadrons. From
here onward, the reducible fake background collectively refers to all three of these fake
and non-prompt sources.
Measurement of the electron fake factor is performed in a process with similar
kinematics and fake and non-prompt electron composition to the V H signal region. This
is a requirement as it is known that fake factor measurements are strongly dependent on
the kinematics and composition, for example photon conversions occur more frequently
at high η as they pass through more material. The remainder of this chapter will be as
follows: first the fake factor measurement region will be defined, followed by the separate
fake factor measurements performed for the WH and ZH channels.
5.4.1 Measurement Region
The electron fake factor is measured in a Z → µµ enriched region. This process was
chosen as it can occur with additional jets (Figure 5.2a) or photons (Figure 5.2b). These
additional objects form a similar composition to the expected background of fake and
non-prompt electrons in the V H signal regions.
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Figure 5.3: Composition of electrons in the Z(→ µµ)H(→ τeτh) channel. The grey cross-
hatched region gives the statistical error on the sum of the backgrounds.
The events are required to be triggered by either the EF_mu24i_tight or EF_mu36_tight
trigger, contain exactly two opposite sign muons, and contain no b-tagged jets. The
events are required to contain exactly one probe electron which passes all electron object
and quality criteria with the exception that no identification requirement is imposed.
Probe electrons which pass tight++ identification are referred to as selected electrons,
those which fail loose++ identification are referred to as antiselected electrons.
Two separate fake factor measurements are performed, targeted at the WH and ZH
categories as they contain a significantly different composition of fake electrons, these
measurements will be outlined in the following sections.
5.4.2 Measurement for the ZH Channel
The MC estimate of the electron composition in the ZH signal region, shown in Fig-
ure 5.3a, contains roughly equal portions of jet fakes and photon conversions. The
sideband, shown in Figure 5.3b, contains significant contributions from both sources but
is dominated by jet fakes. Electron identification strongly suppresses jet fakes. Photon
conversions produce real non-prompt electrons which more closely match the signature
of real prompt electrons. The suppression of photon conversions is less strong than for
fake jets, leading to a higher fake factor. This compositional dependence is accounted for
by performing the fake factor measurement in a subset of the Z → µµ enriched region
which most closely matches the expected composition in the ZH categories. This is
achieved by requiring a tight cut on the di-muon mass: |Mµµ −MZ | < 10 GeV, shown
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Figure 5.4: The mass window used for the ZH category fake factor measurement. The error
bars on the data (filled black circles) are statistical, whilst the grey cross-hatched
region gives the statistical error on the sum of the backgrounds.
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Figure 5.5: Composition of electrons in the Z → µµ measurement region with the requirement
that |Mµµ −MZ | < 10 GeV. The grey cross-hatched region gives the statistical
error on the sum of the backgrounds.
in Figure 5.4. This requirement ensures that the Z → µµ decay produces a minimal
amount of final state radiation, which would increase the non-prompt photon contribution.
After this requirement, the composition of selected and antiselected electrons is shown in
Figure 5.5a and Figure 5.5b respectively.
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Figure 5.6: Measured fake factor for the ZH category in the two separate projections of the
measurement. The error bars on the data (filled black circles) are statistical.
The fake factor measured in the Z → µµ enriched region is defined as:
f(pT, η) =
Ndataselected(pT, η)−Nprompt MCselected (pT, η)
Ndataantiselected(pT, η)−Nprompt MCantiselected (pT, η)
(5.80)
The fake factor is measured in the 2D phase-space of electron pT and η since these are
the variables which the fake factor is most strongly dependent on. Seven η bins and three
pT bins are chosen for the measurement as this best describes the observed dependence
given the available statistics. Figure 5.6b shows the measured fake factor projected onto
the η axis, there are two evenly spaced bins in each end cap region (1.52 < |η| < 2.5) and
three evenly spaced bins in the barrel region (|η| < 1.37). As mentioned in Section 4.3.2,
electron candidates falling in the crack region, 1.37 < |η| < 1.52, are ignored as there
is insufficient calorimeter information. Figure 5.6a shows pT dependence, measured in
three bins chosen to give a roughly consistent statistical error. Figure 5.7 and Table 5.5
show the measured fake factor for the ZH category as a function of both pT and η.
5.4.3 Closure Test for the ZH Channel Measurement
To determine how well the chosen FF binning is capable of modelling the fake electrons,
a closure test is performed whereby the fake factor is applied back to the Z → µµ
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Figure 5.7: Measured fake factor for the ZH category.
η vs. pT [GeV] 10 < pT < 15 15 < pT < 20 pT > 20
−2.5 < η < −2.01 0.124± 0.032 0.073± 0.043 0.089± 0.043
−2.01 < η < −1.52 0.042± 0.014 0.025± 0.025 0.018± 0.025
−1.37 < η < −0.46 0.036± 0.010 0.059± 0.021 0.020± 0.017
−0.46 < η < 0.46 0.045± 0.012 0.064± 0.025 0.006± 0.017
0.46 < η < 1.37 0.027± 0.009 0.034± 0.019 0.002± 0.016
1.52 < η < 2.01 0.036± 0.014 0.051± 0.030 −0.003± 0.022
2.01 < η < 2.5 0.080± 0.024 0.066± 0.040 0.117± 0.048
Table 5.5: Measured fake factor for the ZH category. Uncertainties shown are due to statistics.
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Figure 5.8: ZH category measurement closure test. The error bars on the data (filled black
circles) are statistical, whilst the grey cross-hatched region gives the statistical
error on the sum of the backgrounds.
measurement region. The result of this closure test is compared with the original MC
estimate in the measurement signal region. Figure 5.8 shows this comparison for the
electron pT, the MC significantly underestimates the fake component at low pT whereas
the FF based estimate more closely describes data through the whole range. Figure 5.9
shows the same comparison for the electron η.
5.4.4 Measurement for the WH Channel
The composition of selected electrons in the WH categories, shown in Figure 5.10a, is
dominated by non-prompt photon conversions from initial/final state radiation. The
composition of antiselected electrons in the WH categories, shown in Figure 5.10b,
contains both non-prompt photon conversion and jet fakes. This composition is
accounted for in the fake factor measurement by selecting a subset of the Z → µµ
enriched region which is enriched with electrons from photon conversions. This subset
is obtained by allowing a wide range for the di-muon invariant mass, chosen to be
|Mµµ − MZ | < 30 GeV, shown in Figure 5.11. This increased mass window range
contains a larger amount of final state photon conversion than the ZH category mass
range. Approximately 15% of Z → µµ decays contain a final state radiation photon
with energy greater than 1 GeV [63]. The low di-muon mass range, between 60 and
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Figure 5.9: ZH category measurement closure test. The error bars on the data (filled black
circles) are statistical, whilst the grey cross-hatched region gives the statistical
error on the sum of the backgrounds.
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Figure 5.10: Composition of electrons in the W (→ µν)H(→ τeτh) channel. The grey cross-
hatched region gives the statistical error on the sum of the backgrounds.
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Figure 5.11: The mass window used for the WH category fake factor measurement. The error
bars on the data (filled black circles) are statistical, whilst the grey cross-hatched
region gives the statistical error on the sum of the backgrounds.
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Figure 5.12: Composition of electrons in the Z → µµ measurement region with the require-
ment that |Mµµ −MZ | < 30 GeV. The grey cross-hatched region gives the
statistical error on the sum of the backgrounds.
80 GeV, isolates these events where the final state radiation photon converts into a
non-prompt electron. Since there is a pT > 10 GeV requirement on the electron, these
events are isolated to the region Mµµ < MZ − 10 GeV. The composition of electrons in
this di-muon mass range, shown in Figure 5.12, provides a better representation of the
expected composition in the WH category.
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Figure 5.13: Measured fake factor for the WH category in the two separate projections of
the measurement. The error bars on the data (filled black circles) are statistical.
η vs. pT [GeV] 10 < pT < 15 15 < pT < 20 pT > 20
−2.5 < η < −2.01 0.171± 0.032 0.128± 0.040 0.105± 0.038
−2.01 < η < −1.52 0.062± 0.013 0.058± 0.020 0.046± 0.021
−1.37 < η < −0.46 0.055± 0.010 0.049± 0.013 0.037± 0.015
−0.46 < η < 0.46 0.056± 0.010 0.070± 0.017 0.008± 0.015
0.46 < η < 1.37 0.047± 0.008 0.055± 0.015 0.017± 0.013
1.52 < η < 2.01 0.071± 0.014 0.082± 0.021 0.017± 0.018
2.01 < η < 2.5 0.156± 0.027 0.136± 0.039 0.129± 0.039
Table 5.6: Measured fake factor for the WH category. Uncertainties shown are due to
statistics.
The WH fake factor measurement uses the same binning as the ZH fake factor
measurement. Figure 5.13 shows the two projections of the measurement, Figure 5.14
and Table 5.6 show the measured fake factor for the WH category as a function of both
pT and η.
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Figure 5.14: Measured fake factor for the WH category.
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Figure 5.15: WH category measurement closure test. The error bars on the data (filled black
circles) are statistical, whilst the grey cross-hatched region gives the statistical
error on the sum of the backgrounds.
5.4.5 Closure Test for the WH Channel Measurement
As was done for the ZH category measurement, a closure test is performed by applying
the measured WH category fake factor back to the Z → µµ measurement region in
the range |Mµµ −MZ | < 30 GeV. The results of this test, shown in Figure 5.15 and
Figure 5.16, show that the fake factor estimate more accurately describes the data than
the MC estimate.
5.5 Tau Fake Factor Measurement
Taus considered in the fake background originate primarily from misidentified hadronic
jets. The tau fake factors are measured using a similar method to that for electrons. The
events are required to be triggered by either the EF_mu24i_tight or EF_mu36_tight
trigger, contain exactly two opposite-sign muons, and contain no b-tagged jets. The
di-muon invariant mass is required to be in a window around the Z mass: |Mµµ−MZ | <
20 GeV. The events are required to contain exactly one probe tau which passes all object
and quality criteria with the exception that no identification requirement is imposed.
Probe taus which pass medium identification are referred to as selected taus, those
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Figure 5.16: WH category measurement closure test. The error bars on the data (filled black
circles) are statistical, whilst the grey cross-hatched region gives the statistical
error on the sum of the backgrounds.
which fail medium but have an identification score above 70% of the loose identification
threshold are referred to as antiselected taus. The fake rate is given by the ratio of the
number of selected taus to the total number of selected and antiselected taus.
This lower bound of 70% of the loose threshold is imposed to ensure the composition
of antiselected taus matches the expected fake background. Hadronic tau candidates with
an identification score below 70% of the loose threshold have been found to appear too
different in composition to the expected fake background. This requirement ensures the
quark-initiated vs. gluon-initiated jet ratio more closely matches the V H signal region.
Figure 5.17 shows the composition of fake taus as a function of the BDT identification
score as found in Z → µµ MC events in the tau fake factor measurement region. The
yellow, orange, red, and purple lines show the 70% of loose, loose, medium, and tight
identification thresholds respectively. The lower bound of 70% of the loose threshold
removes a large portion of gluon-initiated jets and brings the measurement in line with
the mostly quark-initiated jet composition expected in the V H signal region.
The calculation of EmissT is sensitive to the presence, and composition, of jets in an
event. The WH category generally has larger EmissT than the ZH category due neutrino
from the W decay. The rate of jets faking taus is expected to be higher for 1-prong
taus. For these reasons, the fake rates are measured separately for the WH and ZH
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Figure 5.17: The composition of 1-prong fake tau candidates as a function of the BDT
identification score as found in Z → µµ MC events in the tau fake factor
measurement region. The thresholds for the identification working points are
shown by the vertical lines, from left to right they are: 70% of loose (yellow),
loose (orange), medium (red), and tight (purple).
categories and for both 1- and 3-prong tau candidates. The measurement for the WH
category requires events to satisfy EmissT > 20 GeV. No such requirement is imposed
for the ZH category measurement. Each measurement is performed in bins of pT and
|η|. The fake rates were found to be symmetrical in η within statistical error, for this
reason the measurement is performed in bins of |η| rather than η to increase statistics in
each bin. The measured fake rates are shown in: Table 5.7 for 1-prong taus in the WH
category, Table 5.8 for 3-prong taus in the WH category, Table 5.9 for 1-prong taus in
the ZH category, and Table 5.10 for 3-prong taus in the ZH category. The fake factors
are computed from these fake rates using equation (5.3).
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pT [GeV] vs. η |η| < 0.8 0.8 < |η| < 1.37 1.37 < |η| < 2.5
20 < pT < 25 0.075± 0.002 0.079± 0.003 0.096± 0.003
25 < pT < 30 0.077± 0.003 0.080± 0.005 0.088± 0.005
30 < pT < 35 0.067± 0.004 0.068± 0.006 0.073± 0.005
35 < pT < 40 0.076± 0.006 0.069± 0.007 0.076± 0.007
40 < pT < 60 0.064± 0.004 0.064± 0.005 0.061± 0.005
pT > 60 0.062± 0.007 0.060± 0.009 0.076± 0.010
Table 5.7: Fake rate of 1-prong τh for the WH category. Uncertainties shown are due to
statistics.
pT [GeV] vs. η |η| < 0.8 0.8 < |η| < 1.37 1.37 < |η| < 2.5
20 < pT < 25 0.029± 0.001 0.036± 0.002 0.030± 0.002
25 < pT < 30 0.021± 0.001 0.023± 0.002 0.018± 0.002
30 < pT < 35 0.017± 0.001 0.015± 0.002 0.015± 0.002
35 < pT < 40 0.013± 0.001 0.017± 0.002 0.014± 0.002
40 < pT < 60 0.011± 0.001 0.009± 0.001 0.010± 0.001
pT > 60 0.006± 0.001 0.006± 0.002 0.009± 0.002
Table 5.8: Fake rate of 3-prong τh for the WH category. Uncertainties shown as due to
statistics.
pT [GeV] vs. η |η| < 0.8 0.8 < |η| < 1.37 1.37 < |η| < 2.5
20 < pT < 25 0.085± 0.002 0.090± 0.002 0.102± 0.002
25 < pT < 30 0.082± 0.002 0.082± 0.003 0.094± 0.003
30 < pT < 35 0.076± 0.003 0.075± 0.004 0.079± 0.004
35 < pT < 40 0.076± 0.004 0.072± 0.005 0.077± 0.005
40 < pT < 60 0.070± 0.003 0.067± 0.004 0.067± 0.003
pT > 60 0.069± 0.005 0.073± 0.007 0.077± 0.007
Table 5.9: Fake rate of 1-prong τh for the ZH category. Uncertainties shown are due to
statistics.
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pT [GeV] vs. η |η| < 0.8 0.8 < |η| < 1.37 1.37 < |η| < 2.5
20 < pT < 25 0.031± 0.001 0.037± 0.001 0.032± 0.001
25 < pT < 30 0.022± 0.001 0.022± 0.001 0.019± 0.001
30 < pT < 35 0.017± 0.001 0.017± 0.001 0.017± 0.001
35 < pT < 40 0.013± 0.001 0.016± 0.001 0.014± 0.001
40 < pT < 60 0.011± 0.001 0.010± 0.001 0.011± 0.001
pT > 60 0.007± 0.001 0.006± 0.001 0.007± 0.001
Table 5.10: Fake rate of 3-prong τh for the ZH category. Uncertainties shown are due to
statistics.
5.6 Fake Factor Method for the V H(→ ττ )
Channels
In the W (→ `ν)H(→ τ`τh) channel, fake hadronic taus contribute significantly to the
background, as do fake and non-prompt electrons to a smaller but still significant extent.
Fake and non-prompt muons are expected to exist but are however difficult to include in
the FF method as antiselected muons, defined by inverting muon identification, do not
adequately represent the expected background, making the fake factor extrapolation for
muons unreliable and difficult to validate. For this reason, the FF background estimate
used in the W (→ `ν)H(→ τ`τh) channel estimates fake and non-prompt electrons and
hadronic taus from data, and uses MC for the background of fake and non-prompt muons.
In the remaining channels it was found that using a FF method with only fake taus
adequately describes the backgrounds. This was checked by comparing the expected
background distributions of the main kinematic variables with the two background
models: fake electron and fake tau, and fake tau only. Due to the small component
of fake electrons in these channels, no significant difference was observed between the
two models. Since the use of the electron fake factor carries with it a large systematic
uncertainty, and the fake and non-prompt electron background is expected to be small
compared to the fake tau background in these channels, the remaining channels estimate
fake hadronic taus from data, and use MC for the background of fake and non-prompt
electrons and muons. As such, the electron fake factor measurement for the ZH channels
is not used for the final results in this analysis. It was however used throughout the
development of the FF method to test the performance of the method with many fake
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objects. It was also used to determine that the fake and non-prompt electron background
in these channels is small and adequately modelled by MC, this provided confidence in
the tau-only background estimate.
5.7 Method Validation in the W (→ `ν)H(→ τ`τh)
Channel
The FF method is validated in each of the analysis channels by comparing the data to
the background prediction in many different regions constructed to test the method’s
performance under different background compositions. The loosened signal region
validation is a superset of the final signal selection, while the tt¯ and Z → ττ validation
regions are orthogonal to the final signal region designed to test different background
compositions.
5.7.1 Loosened Signal Selection Validation Region
The loosened signal selection validation region is constructed to contain a composition of
fake and non-prompt leptons similar to that in final tighter signal region, described in
Section 6.2. This region contains many, but not all, of the requirements for the final signal
region and remains loose enough to allow the inclusion of a large amount of background
events in order to compare the data and prediction with large statistics.
The loosened signal selection validation region contains all events categorised as
W (→ `ν)H(→ τ`τh) from Section 4.3 with the additional requirements as follows. The
two light leptons in the event are required to be of different flavour, that is, one electron
and one muon. Electrons are required to be identified as tight++. Isolation criteria are
imposed on both light leptons. Track isolation requires the sum of the pT of additional
tracks in a cone of ∆R < 0.4 around the lepton to be less than 8% of the lepton pT.
Calorimeter isolation requires the sum of energies of additional calorimeter clusters in a
cone of ∆R < 0.2 around the lepton to be less than 8% of the lepton pT. The sum of the
electric charges of the electron, muon, and hadronic tau must equal ±1. Hadronic taus
are required to have pT > 25 GeV. Figure 5.18 shows the main kinematic variables of
the W (→ `ν)H(→ τ`τh) channel in the loosened signal selection validation region.
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Figure 5.18: The main kinematic variables in the loosened signal selection validation region of
the W (→ `ν)H(→ τ`τh) category: (a) the transverse momentum of the lepton
assigned to the W , (b) the transverse momentum of the lepton assigned to the
H, (c) the transverse energy of the hadronic tau assigned to the H, (d) the
missing transverse energy. The error bars on the data (filled black circles) are
statistical, whilst the grey cross-hatched region gives the statistical error on the
sum of the backgrounds.
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5.7.2 tt¯ Validation Region
The tt¯ validation region is constructed to select fully leptonic tt¯ events with an additional
jet being misidentified as a hadronic tau.
The requirements of the tt¯ validation are the same as the loosened signal selection
region with two additional requirements. The electron and muon must have opposite
electric charge. The event is required to have at least one b-tagged jet with pT > 30 GeV.
Figure 5.19 shows the main kinematic variables of the W (→ `ν)H(→ τ`τh) channel in
the tt¯ validation region.
5.7.3 Z → ττ Validation Region
The Z → ττ validation region is constructed to select Z → τeτµ events with an additional
jet being misidentified as a hadronic tau.
The requirements of the Z → ττ validation are the same as the loosened signal
selection region with three additional requirements. The electron and muon must have
opposite electric charge. Events containing b-tagged jets with pT > 30 GeV are vetoed
to reduce the background of tt¯ events. To select events where the electron and muon
come from tau decays from a Z boson decay, the collinear mass (see Section 6.1.1) of the
electron and muon is required to be within 30 GeV of the Z mass, that is between 60 GeV
and 120 GeV. Figure 5.20 shows the main kinematic variables of the W (→ `ν)H(→ τ`τh)
channel in the Z → ττ validation region.
5.7.4 Summary of Validation Regions
The three validation regions demonstrate the FF method’s performance under different
compositions of background processes and types of fake an non-prompt leptons. Each of
the validation regions shows good agreement between between data and expectation for
the main kinematic variables which are used to define the signal-sensitive regions in the
next chapter.
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Figure 5.19: The main kinematic variables in the tt¯ validation region of the W (→ `ν)H(→
τ`τh) category: (a) the transverse momentum of the lepton assigned to the W ,
(b) the transverse momentum of the lepton assigned to the H, (c) the transverse
energy of the hadronic tau assigned to the H, (d) the missing transverse energy.
The error bars on the data (filled black circles) are statistical, whilst the grey
cross-hatched region gives the statistical error on the sum of the backgrounds.
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Figure 5.20: The main kinematic variables in the Z → ττ validation region of the W (→
`ν)H(→ τ`τh) category: (a) the transverse momentum of the lepton assigned
to the W , (b) the transverse momentum of the lepton assigned to the H, (c)
the transverse energy of the hadronic tau assigned to the H, (d) the missing
transverse energy. The error bars on the data (filled black circles) are statistical,
whilst the grey cross-hatched region gives the statistical error on the sum of the
backgrounds.
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5.8 Summary of the Background Estimation
Method
A general form of the FF method has been developed for this analysis where the data-
driven extrapolation from the fake-enriched region occurs at the per-object level. The
method’s ability to handle different types of fake objects, such as electrons and hadronic
taus, simultaneously makes it especially suited to the V H(→ ττ) analysis which has
many different final state particles. In addition, the measurements of the electron and
tau fake factors have demonstrated to be robust against the different compositions of
fake and non-prompt lepton backgrounds. The method as described here is used in the
following chapter to estimate the expected background of fake and non-prompt leptons
in the signal-sensitive regions used to extract the final results of the search.
Chapter 6
Analysis of the V H(→ ττ )
Channels
Each of the V H channels has a unique final state topology. The event selection and
categorisation process described in Section 4.3 separates events to match the final state of
each of these channels. After this procedure, each channel contains different compositions
of background processes. For these reasons, each channel requires further, individually
optimised, selection criteria to reduce the backgrounds and isolate the signal events.
These final event selection requirements define the signal-enriched region for each channel.
In each channel a fit is performed on a kinematic variable which discriminates the signal
from background events.
The following section describes the process of reconstructing mass-sensitive variables
to be used in the fitting procedure. Following this, in Sections 6.2 to 6.5, the final event
selection criteria for each channel are defined. The systematic uncertainties which affect
the mass distributions are described in Section 6.6. In Section 6.7, the fitting procedure
is described, along with the statistical tests used to produce the final results which are
presented in Section 6.8.
6.1 Mass Reconstruction
The final result is extracted using fits to distributions of variables, reconstructed from
the visible decay products of the tau pair, which are sensitive to the Higgs boson mass.
The mass is reconstructed using one of two methods, depending on the signal category.
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In the ZH category, the Higgs boson mass is calculated using the Missing Mass
Calculator (MMC) method [64]. This method assumes that the observed EmissT is due
solely to the neutrinos from tau decays. This calculation requires solving an under-
constrained system of equations for the unknown components of the momentum carried
by the neutrinos. A probabilistic approach is used to determine the most likely solutions
for the neutrinos’ momenta by performing a scan over the unknown variables. Each scan
point is weighted by its probability based on the observed EmissT and visible tau decay
products. The MMC estimate of the di-tau mass is the most probable value of the scan
points. The algorithm provides a solution for approximately 99% of H → ττ events [6].
In the WH category, the presence of the additional neutrino from the W decay makes
mass reconstruction techniques such as MMC or collinear mass unreliable. Variables
such as the visible mass of the Higgs decay products can be used, however they don’t
include complete knowledge of the event topology which may provide an increase in
discriminating power. A set of techniques to constrain mass variables built from known
topologies was proposed in reference [65]. In particular, the so-called late-projected
transverse mass (M2T) was chosen. In this analysis the M2T variable is constructed
to incorporate two features of the WH event topology. The collinear mass estimation
method is used to incorporate the Higgs decay products and the W mass is used to
incorporate the W decay products. The remainder of this section will be structured as
follows: first the collinear mass will be outlined, followed by the kinematics of W decays.
Lastly the construction of the M2T variable will be described.
6.1.1 The Collinear Approximation
The collinear approximation was first proposed to reconstruct the ττ invariant mass
from decays of Higgs bosons produced in association with an energetic jet [66]. This
approximation relies on two assumptions. Firstly, it assumes that the neutrinos from tau
decays are approximately collinear with the visible tau decay products. This assumption
improves with large tau momentum, as is typically the case for H → ττ decays since
mτ  mH . In detector coordinates this implies φν ≈ φvis and θν ≈ θvis. This assumption
allows the neutrino three-momentum, ~pν , to be expressed in terms of the three-momentum
of the visible decay products, ~pvis, as
~pν =
(
1
x
− 1
)
~pvis (6.1)
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where x is the fraction, in the range (0, 1), of the momentum of the tau taken by the
visible decay products, given by
x =
|~pvis|
|~pvis|+ |~pν | (6.2)
The second assumption is that the missing momentum of the event is due solely to the
neutrinos from the tau decays. With this assumption, the transverse components of
missing momentum in an event with two tau decays is given by
pmissx = p
ν1
x + p
ν2
x (6.3)
=
(
1
x1
− 1
)
pvis1x +
(
1
x2
− 1
)
pvis2x (6.4)
pmissy = p
ν1
y + p
ν2
y (6.5)
=
(
1
x1
− 1
)
pvis1y +
(
1
x2
− 1
)
pvis2y (6.6)
These two equations can solve this system entirely, yielding solutions for the two unknowns,
x1 and x2. With these solutions the tau four-vector, Pτ , can be reconstructed from the
four-vectors of the visible, Pvis, and invisible, Pν , decay products as
Pτ = Pvis + Pν (6.7)
= (Evis, ~pvis) + (Eν , ~pν) (6.8)
= (Evis + Eν , ~pvis + ~pν) (6.9)
=
(
Evis + |~pν |, ~pvis +
(
1
x
− 1
)
~pvis
)
(6.10)
=
(
Evis +
(
1
x
− 1
)
|~pvis|, 1
x
~pvis
)
(6.11)
Using one final approximation that the tau is massless (i.e. Eτ = |~pτ |), which is reasonable
since mτ  mH , gives
Pτ =
(
1
x
Evis,
1
x
~pvis
)
(6.12)
=
1
x
Pvis (6.13)
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The collinear mass of the tau pair can then be calculated as
M2ττ = (Pτ1)µ(Pτ2)
µ (6.14)
=
(
1
x1
Pvis1
)
µ
(
1
x2
Pvis2
)µ
(6.15)
=
M2vis
x1x2
(6.16)
where Mvis is the invariant mass of the visible tau decay products.
6.1.2 W Decay Kinematics
Consider the decay of a W boson into a lepton, `, and neutrino, ν. If the four-vector of
the lepton can be fully reconstructed, this gives four known quantities
px,` (6.17)
py,` (6.18)
pz,` (6.19)
E` =
√
|~p`|2 +m2` (6.20)
where ~p` = (px,`, py,`, pz,`) is the three-momentum of the lepton. Additionally, if the
transverse momentum of the neutrino can be reconstructed from EmissT , this gives two
more quantities
px,ν (6.21)
py,ν (6.22)
The only unknown variable of this system is the longitudinal momentum of the neutrino,
pz,ν . The invariant mass of the two-particle system is
M2`ν = (P` + Pν)µ(P` + Pν)
µ (6.23)
= (E` + Eν)
2 − |~p` + ~pν |2 (6.24)
Analysis of the V H(→ ττ ) Channels 110
where P` and Pν are the four-vectors of the lepton and neutrino respectively. Assuming
the W is produced on-shell, the mass of this system is mW , giving
m2W = (E` + Eν)
2 − |~p` + ~pν |2 (6.25)
= (E` + Eν)
2 − (px,` + px,ν)2 − (py,` + py,ν)2 − (pz,` + pz,ν)2 (6.26)
Expanding out all the terms gives
m2W = E
2
` + E
2
ν + 2E`Eν (6.27)
− p2x,` − p2x,ν − 2px,`px,ν (6.28)
− p2y,` − p2y,ν − 2py,`py,ν (6.29)
− p2z,` − p2z,ν − 2pz,`pz,ν (6.30)
Noting that m2` = E
2
` − p2x,` − p2y,` − p2z,` and m2ν = E2ν − p2x,ν − p2y,ν − p2z,ν gives:
m2W = m
2
` +m
2
ν + 2E`Eν − 2px,`px,ν − 2py,`py,ν − 2pz,`pz,ν (6.31)
Assuming massless neutrinos, mν = 0, implying Eν =
√
p2x,ν + p
2
y,ν + p
2
z,ν , gives:
m2W = m
2
` + 2E`
√
p2x,ν + p
2
y,ν + p
2
z,ν − 2px,`px,ν − 2py,`py,ν − 2pz,`pz,ν (6.32)
Solving this quadratic for pz,ν gives the two solutions
pz,ν =
pz,`
(
m2W−m2`
2
− px,`px,ν − py,`py,ν
)
E2` − p2z,`
±
E`
√(
m2W−m2`
2
− px,`px,ν − py,`py,ν
)2
− (p2x,ν + p2y,ν)(E2` − p2z,`)
E2` − p2z,`
(6.33)
Two real solutions exist provided:(
m2W −m2`
2
− px,`px,ν − py,`py,ν
)2
− (p2x,ν + p2y,ν)(E2` − p2z,`) ≥ 0 (6.34)
which is the case for W bosons produced on-shell. For the case of off-shell W bosons, i.e.,
m2W → m2W + δm2, the solutions can become imaginary. Thus, if no real solutions exist,
the W boson can be assumed to be off-shell by an amount δm2, the value of δm2 which
gives an invariant mass closest to the W pole mass is found by making the substitution
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m2W → m2W + δm2 into equation (6.34), giving
m2W → m2W + δm2 = 2
√
(p2x,ν + p
2
y,ν)(E
2
` − p2z,`) + 2(px,`px,ν + py,`py,ν) +m2` (6.35)
The solution for pz,ν in the case where the W boson is produced minimally off-shell
(smallest |δm2|) is then found by substituting this result into equation (6.33), giving
pz,ν = pz,`
√
p2x,ν + p
2
y,ν
E2` − p2z,`
(6.36)
6.1.3 M2T
The M2T variable [65] is constructed to provide an event-by-event lower bound on the
transverse mass of the heaviest parent particle, the Higgs, in this topology. The M2T
distribution is bounded from above (within detector resolution) by the invariant mass of
the Higgs.
The principle of the procedure is that of a minimisation over the allowed phase-space
of possible momenta of all invisible particles in the event. Before introducing the final
constructed variable, the notation of the transverse projections used and the process of
particle partitioning must be discussed. Throughout this section, the index i is used
to label individual final state particles, while a is used for parent particles and the
corresponding collections of final state particles. The three-momentum of the ith visible
(invisible) final state particle is denoted ~pi (~qi). Each final state particle is assigned to a
parent in the topology, the set of parent particles (denoted P) in the WH category is:
P = {W,H} (6.37)
Within each parent partition, particles are further partitioned into the set of visible (Va)
or invisible (Ia) particles originating from the ath parent. The partitioning of the children
from a leptonic W decay is simple:
VW = {`} (6.38)
IW = {ν`} (6.39)
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Partitioning of the visible children from the Higgs decay depends on the WH sub-channel:
VH =

{`, `} W (→ `ν)H(→ τ`τ`)
{`, τh} W (→ `ν)H(→ τ`τh)
{τh, τh} W (→ `ν)H(→ τhτh)
(6.40)
Partitioning of the invisible children from the Higgs decay uses the collinear approximation
to reduce the phase-space minimised over. In this approximation, each tau decay is
considered to have only one final state neutrino. For the hadronic decays (τ → τhντ ) this
is already true, for the leptonic decays (τ → `ν`ντ ) the collinear approximation treats the
sum of both neutrino momenta as belonging to only one neutrino, thus the partitioning
of the invisible children from the Higgs decay is always:
IH = {ντ , ντ} (6.41)
After the final state particles are partitioned, the transverse projection of each partition
is determined. The 2 dimensional transverse momentum vector of the set of visible
particles from the ath parent is given by:
~paT =
∑
i∈Va
~piT (6.42)
Likewise for the set of invisible particles:
~qaT =
∑
i∈Ia
~qiT (6.43)
The time-like component of the transverse projection (the transverse energy) of the set
of visible particles from the ath parent is given by:
eaT =
√√√√(∑
i∈Va
Ei
)2
−
(∑
i∈Va
piz
)2
(6.44)
Likewise for the set of invisible particles:
e˜aT =
√√√√(∑
i∈Ia
Ei
)2
−
(∑
i∈Ia
piz
)2
(6.45)
Analysis of the V H(→ ττ ) Channels 113
These definitions allow for the construction of the 1+2 dimensional transverse energy-
momentum vectors of the visible (pαaT) and invisible (q
α
aT) components of the a
th parent
particle, given by:
pαaT = (eaT, ~paT) (6.46)
and:
qαaT = (e˜aT, ~qaT) (6.47)
where α is the index of the 1+2 dimensional Minkowski space-time components {0, 1, 2}.
The late-projected transverse mass of the ath parent particle is given by:
MaT =
√
gαβ(pαaT + q
α
aT)(p
β
aT + q
β
aT) (6.48)
where gαβ = diag(1, −1, −1) is the 1+2 dimensional metric. The final step is to consider
the largest parent mass (maxa [MaT]) and minimise this value over all possible values of
the invisible particles’ momenta, expressed as:
M2T = min∑
~qiT=~p
miss
T
[
max
a
[MaT]
]
(6.49)
In the general case, the only constraint on the phase-space is that the sum of the
transverse momenta of all invisible particles (
∑
~qiT) equals the observed missing transverse
momentum (~pmissT ) of the event, however, the authors of reference [65] intend implementers
to add any additional reliable information which will constrain the phase-space. In the
WH event topology, the additional constraint which is imposed is that the invariant
mass of the lepton and neutrino (M`ν) assigned to the W be equal to (on-shell), or as
close as possible to (minimally off-shell), the mass of the W (mW ).
The full phase-space of the minimisation in the general case would be 12 dimensional
in the W (→ `ν)H(→ τ`τh) channel (3 momentum components of 4 neutrinos) and
9 dimensional in the W (→ `ν)H(→ τhτh) channel (3 momentum components of 3
neutrinos). The W mass constraint reduces the dimensionality of the minimisation
by one as the neutrino pz can be expressed in terms of other variables as outlined in
Section 6.1.2. The collinear approximation is used to reduce the number of neutrinos
considered in the W (→ `ν)H(→ τ`τh) channel. This approximation reduces the six
unknowns of the momenta of the two neutrinos from tau decays into two variables: x1
and x2, as outlined in Section 6.1.1, thus reducing the dimensionality of the minimisation
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Figure 6.1: M2T after event categorisation cuts in the WH channels. The 125 GeV signal
mass point, the WZ background, and the fake background are each separately
normalised to unit area.
by four. The requirement stated above that
∑
~qiT = ~p
miss
T reduces the dimensionality of
the minimisation by two. The final minimisation then becomes a two dimensional scan
in the x1 − x2 phase space.
Figure 6.1 shows the M2T distribution after WH event categorisation requirements.
The 125 GeV signal mass points is shown as well as the main irreducible background,
WZ, and the main reducible background, fakes. Each of these are normalised separately
to unit area to compare shape differences. The variable discriminates signal from the
fake and non-prompt lepton background due to the fact that these background events
usually do not contain a real W boson decay. This causes the distribution of the fake
background to have a long tail compared to the localised peak of the signal distribution.
6.2 The W (→ `ν)H(→ τ`τh) Channel
After events are categorised as W (→ `ν)H(→ τ`τh) candidates (see Section 4.3.4) further
requirements are imposed to increase the signal-to-background ratio. The two light
leptons in the event are required to be of different flavour, that is, one electron and one
muon. Electrons are required to be identified as tight++. To reduce the background
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contributions of non-prompt leptons, isolation criteria are imposed on both light leptons.
Track isolation requires the sum of the pT of additional tracks in a cone of ∆R < 0.4
around the lepton to be less than 8% of the lepton pT. Calorimeter isolation requires
the sum of energies of additional calorimeter clusters in a cone of ∆R < 0.2 around the
lepton to be less than 8% of the lepton pT. To reduce the background contributions
from Z → ττ and tt¯ events, the electron and muon are required to have the same sign
electric charge. To reduce the background of jets being misidentified as hadronic taus,
they are required to have pT > 25 GeV and to have opposite electric charge to both
light leptons. Events containing b-tagged jets with pT > 30 GeV are vetoed to further
reduce the background of tt¯ events. To further reduce the multi-jet and Z/γ∗+jets
events, the scalar sum of the pT of the electron, muon, and hadronic tau must be greater
than 80 GeV. To further reduce the background of jets being misidentified as hadronic
taus, the angle between the hadronic tau and the lepton associated to the Higgs boson
is required to satisfy ∆R(τh, `) < 3.2. Figure 6.2 shows the M2T distribution in the
W (→ `ν)H(→ τ`τh) channel after these selection criteria are imposed.
6.3 The W (→ `ν)H(→ τhτh) Channel
In addition to the W (→ `ν)H(→ τhτh) categorisation requirements described in Sec-
tion 4.3, further criteria are imposed to define the signal-sensitive region. Electrons are
required to be identified as tight++. The two hadronic tau candidates are required to
have opposite charge. Events containing b-tagged jets with pT > 30 GeV are vetoed
to further reduce the background of tt¯ events. The scalar sum of the pT of the lepton
and two hadronic tau candidates must be greater than 100 GeV in order to reduce
the background from multi-jet events. The transverse mass1 of the light lepton and
~EmissT must be greater than 20 GeV. To further reduce the background of jets being
misidentified as hadronic taus, the angle between the two hadronic taus is required
to satisfy 0.8 < ∆R(τ 1h , τ
2
h) < 2.8. Figure 6.3 shows the M2T distribution in the
W (→ `ν)H(→ τhτh) channel after these selection criteria are imposed.
1The transverse mass is defined as mT =
√
2p`TE
miss
T (1− cos ∆φ) where ∆φ is the azimuthal angular
separation between the lepton and direction of EmissT .
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Figure 6.2: M2T mass distribution in the signal-sensitive region of the W (→ `ν)H(→ τ`τh)
channel. The error bars on the data (filled black circles) are statistical, whilst the
grey cross-hatched region gives the total error (statistical and systematic) on the
sum of the backgrounds.
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Figure 6.3: M2T mass distribution in the signal-sensitive region of the W (→ `ν)H(→ τhτh)
channel. The error bars on the data (filled black circles) are statistical, whilst the
grey cross-hatched region gives the total error (statistical and systematic) on the
sum of the backgrounds.
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6.4 The Z(→ ``)H(→ τ`τh) Channel
In addition to the Z(→ ``)H(→ τ`τh) categorisation requirements described in Section 4.3,
further criteria are imposed to define the signal-sensitive region. The two light leptons
associated to the Z are required to have an invariant mass between 80 GeV and 100 GeV.
The remaining light lepton is required to have opposite electric charge to the hadronic
tau. The scalar sum of the pT of the light lepton and hadronic tau associated to the
Higgs boson must be greater than 60 GeV. Figure 6.4 shows the MMMC distribution in
the Z(→ ``)H(→ τ`τh) channel after these selection criteria are imposed.
6.5 The Z(→ ``)H(→ τhτh) Channel
In addition to the Z(→ ``)H(→ τhτh) categorisation requirements described in Section 4.3,
further criteria are imposed to define the signal-sensitive region. The two light leptons
associated to the Z boson are required to be the same flavour, have opposite electric
charge, and have an invariant mass between 60 GeV and 120 GeV. The two hadronic
taus are required to have opposite electric charge and the scalar sum of their pT must be
greater than 88 GeV. Figure 6.5 shows the MMMC distribution in the Z(→ ``)H(→ τhτh)
channel after these selection criteria are imposed.
6.6 Systematic Uncertainties
The main source of uncertainty in each of the analysis channels is due statistical limitations.
However this analysis is affected by a number of systematic uncertainties, both theoretical
and experimental. This section describes all sources of systematic uncertainty which
affect the analysis.
Each of these systematic uncertainties will be accounted for in the final results. This is
done through the use of nuisance parameters which account for the additional variation in
the model due to the uncertainty. Each systematic is represented as a nuisance parameter
in the likelihood fit which is described fully in Section 6.7. The name of each nuisance
parameter is specified in the discussion of each systematic below as a reference to be
used when the final fit is later performed.
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Figure 6.4: MMMC mass distribution in the signal-sensitive region of the Z(→ ``)H(→ τ`τh)
channel. The error bars on the data (filled black circles) are statistical, whilst the
grey cross-hatched region gives the total error (statistical and systematic) on the
sum of the backgrounds.
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Figure 6.5: MMMC mass distribution in the signal-sensitive region of the Z(→ ``)H(→ τhτh)
channel. The error bars on the data (filled black circles) are statistical, whilst the
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sum of the backgrounds.
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6.6.1 H → ττ Branching Fraction Uncertainty
There is an uncertainty on the theoretical calculation of the Higgs decay branching
fractions. These uncertainties are provided by the Higgs cross-section working group [20].
They are attributed primarily to missing higher-order electroweak and QCD corrections
used in the calculation of the partial widths of the different decay modes. Table 6.1
shows the uncertainties for each Higgs mass point used in this analysis. The nuisance
parameter for this uncertainty is named ATLAS_BR_tautau and is included in the fit for
all signal H → ττ MC samples.
Higgs Mass [GeV] Variation [%]
100 +6.87−6.73
105 +6.79−6.65
110 +6.64−6.51
115 +6.42−6.31
120 +6.13−6.01
125 +5.71−5.67
130 +5.26−5.22
135 +4.75−4.75
140 +4.26−4.26
145 +3.80−3.81
150 +3.37−3.43
Table 6.1: The theoretical uncertainty on the H → ττ branching fraction for each Higgs mass
hypothesis used in this analysis.
6.6.2 QCD Scale Uncertainties
The QCD scale uncertainties on the signal production cross-sections are provided by the
Higgs cross-section working group [20]. These account for missing higher-order QCD
corrections and are estimated by varying the factorisation and renormalisation scales up
and down by a factor of two around the nominal value. The values of these uncertainties
are shown in Table 6.2 for each signal production process. Scale uncertainties are larger
for the ZH production mode due to the one-loop-induced gg → ZH contribution to the
Analysis of the V H(→ ττ ) Channels 122
cross-section. This uncertainty also applies to background processes estimated from MC.
For the WW , WZ, and ZZ processes this uncertainty is 5% and is included in the fit
with the nuisance parameter QCDscale_VV. This uncertainty is considered negligible for
other background processes estimated from MC due to their small contributions in the
signal region.
Process WH ZH VBF ggF
Nuisance Parameter QCDscale_WH QCDscale_ZH QCDscale_qqH QCDscale_ggH
Higgs Mass [GeV] Variation [%] Variation [%] Variation [%] Variation [%]
100 ±1.0 ±2.4 ±0.2 +7.9−8.4
105 ±1.0 ±2.5 +0.3−0.2 +7.8−8.3
110 ±1.0 ±2.7 ±0.2 +7.6−8.2
115 ±1.0 ±2.8 ±0.2 +7.4−8.1
120 ±1.0 ±3.0 ±0.2 +7.3−7.9
125 ±1.0 ±3.1 ±0.2 +7.2−7.8
130 ±1.0 ±3.3 ±0.2 +7.1−7.7
135 ±1.0 ±3.5 ±0.2 +7.0−7.7
140 ±1.0 ±3.6 ±0.2 +6.9−7.6
145 ±1.0 ±3.8 +0.3−0.1 +6.8−7.5
150 ±1.0 ±3.9 +0.3−0.2 +6.7−7.4
Table 6.2: QCD scale uncertainties on the signal production cross-sections for each Higgs
mass hypothesis used in this analysis.
In addition to the overall uncertainty on the cross-section, the effect of the QCD scale
uncertainty on the signal acceptance is also evaluated. MC samples for the V H(→ ττ)
signal processes were generated with the factorisation and renormalisation scales varied
up and down by a factor of two. These truth level MC samples were passed through event
selection criteria which emulate the full analysis requirements. The largest change in the
signal acceptance across all channels is 1%. This uncertainty is included in the fit for all
V H(→ ττ) signal processes with the nuisance parameter QCDscale_VH_ACCEPTANCE.
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6.6.3 PDF Uncertainties
The PDF uncertainties on the signal production cross-sections are provided by the
Higgs cross-section working group [20]. PDF uncertainties are obtained by comparing
the cross-sections obtained from the MCFM [67] generator with different PDF sets:
CT10 [68], NNPDF2.3 [69], and MSTW2008 [70]. CT10 is used as the nominal set,
the differences between the nominal set and the variation sets is combined in quadrature
to give the uncertainty on the inclusive cross-section. Table 6.3 shows the measured
uncertainty for the signal processes and the main irreducible background processes.
Process Nuisance Parameter Variation [%]
WW/WZ/ZZ pdf_qq ±4
WH/ZH/VBF pdf_Higgs_qq ±3
ggF pdf_Higgs_gg +8−7
Table 6.3: PDF uncertainties on the production cross-sections of the signal and the main
irreducible background processes.
In addition to the overall uncertainty on the cross-section, the effect of the PDF
uncertainty on the signal acceptance is also evaluated. MC samples for the V H(→
ττ) signal processes were generated with the PDF sets: CT10, NNPDF2.3, and
MSTW2008. These truth level MC samples were passed through event selection criteria
which emulate the full analysis requirements. The largest change in the signal acceptance
between different PDF sets is 1%. This uncertainty is included in the fit for all V H(→ ττ)
signal processes with the nuisance parameter pdf_VH_ACCEPTANCE.
6.6.4 Underlying Event Uncertainties
Uncertainties in the soft QCD interactions in the underlying event result in uncertainties
on the reconstruction observables such as the Higgs boson pT. This can translate
into an uncertainty on the signal selection acceptance. To estimate this uncertainty,
signal samples were generated with Powheg and showered with both Pythia and
Herwig/Jimmy. These events are passed through emulated selection requirements on
the truth level particles for each signal category. The difference in signal acceptance
between the Pythia and Jimmy samples due to the different underlying event modelling
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is taken as the overall uncertainty on the underlying event. The results are shown in
Table 6.4 and are given the nuisance parameter name ATLAS_VH_UE.
Process Variation [%]
W (→ `ν)H(→ τ`τh) ±2.4
W (→ `ν)H(→ τhτh) ±1.0
Z(→ ``)H(→ τ`τh) ±4.1
Z(→ ``)H(→ τhτh) ±2.1
Table 6.4: Uncertainties on the signal acceptance due to the underlying event model for each
signal category.
6.6.5 Electroweak Correction Uncertainty
The signal MC samples were generated with LO QCD and LO electroweak Pythia.
The cross-sections of the signal processes are computed with NNLO QCD and NLO
electroweak using Hawk [60]. These higher-order corrections to the cross-sections are
primarily dependent on the Higgs pT and are accounted for by weighting the signal MC
events accordingly. This weighting procedure has an associated uncertainty of 2% which
is applied to both V H processes in the fit using the nuisance parameter ATLAS_VH_EWK.
6.6.6 Luminosity Measurement Uncertainty
The bulk of the sample composition in the signal region comes from the data-driven fake
factor method, but there is some small contribution estimated from the simulation. In
order to account for the systematic uncertainty on the integrated luminosity, the analysis
is performed with the simulation prediction shifted up and down by 2.8%. This shift is
derived using the method described in [71] using beam-separation scans. The nuisance
parameter name for this systematic is ATLAS_LUMI_2012 which enters the fit for all MC
samples.
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6.6.7 Pileup Uncertainty
The LHC running conditions change over the duration of data collection as the beam
parameters are being improved. The distribution of the number of collisions per bunch
crossing, shown in Figure 3.8, is therefore only known at the time of data collection.
MC samples are usually generated before experiment operation and are generated with
pileup configurations which attempt to match the expected distribution. After data
has been collected, the MC is weighted to match the observed running conditions. The
uncertainty on this procedure typically about 1% and is treated as a nuisance parameter
called ATLAS_PU_RESCALE_2012 which enters the fit for all MC samples.
6.6.8 Electron Reconstruction Uncertainties
There are three sources of electron reconstruction uncertainty: selection efficiency, energy
scale, and energy resolution. The selection efficiency uncertainty is the combination of
the uncertainties on electron identification, isolation requirements, and trigger selection.
These three efficiency uncertainties each separately have a small effect on the overall
normalisation, for this reason they are treated as correlated and combined into one
nuisance parameter called ATLAS_EL_EFF_2012 which is typically less than 2%. The
electron energy scale calibration has an associated uncertainty which is typically 1-3%,
called ATLAS_EL_SCALE_2012. In addition, there is also an uncertainty on the energy
resolution which is about 1-4%, called ATLAS_EL_RES_2012. These nuisance parameters
enter the fit for all MC samples with simulated electrons. All of these electron uncertainty
measurements are provided by the ATLAS electron performance group [72].
6.6.9 Muon Reconstruction Uncertainties
Similar to electrons, muon reconstruction has uncertainties on selection efficiency and
momentum scale. The selection efficiency uncertainty is the combination of the uncer-
tainties on muon identification, isolation requirements, and trigger selection. These three
efficiency uncertainties are treated as correlated and combined into one nuisance parame-
ter called ATLAS_MU_EFF_2012 which is typically about 1%. The muon momentum scale
calibration has an associated uncertainty which is typically less than 1%, the nuisance
parameter is called ATLAS_MU_SCALE_2012. These nuisance parameters enter the fit for
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all MC samples with simulated muons. All of these muon uncertainty measurements are
provided by the ATLAS muon performance group [53].
6.6.10 Tau Reconstruction Uncertainties
Hadronic tau reconstruction has multiple sources of uncertainty. The uncertainty on the
energy scale calibration for true taus is 2-4% and is treated as the nuisance parameter
ATLAS_TES_TRUE_2012. The efficiency of hadronic tau identification has been measured
in data and provided as two separate components. The systematic uncertainty on
the efficiency is treated as the nuisance parameter ATLAS_TAU_ID_2012. There is an
associated statistical uncertainty on the measurement of the efficiency uncertainty which
is treated as the nuisance parameter ATLAS_TAU_ID_STAT_2012. The total uncertainty
on the tau identification efficiency is 2.5% for 1-prong taus and 4% for 3-prong taus.
These nuisance parameters enter the fit for all MC samples with simulated hadronic taus.
All of these hadronic tau uncertainty measurements are provided by the ATLAS tau
performance group [73].
6.6.11 b-tagging Uncertainties
The efficiency of b-tagging jets has an uncertainty which depends on the type of jet. Jets
initiated by b-quarks and c-quarks have different efficiency uncertainties which are given
the nuisance parameter names ATLAS_BTag_BEFF and ATLAS_BTag_CEFF respectively.
These nuisance parameters enter the fit for all MC samples with jets that pass the b-jet
veto in the WH channels. These efficiency uncertainties have been measured in data
using tt¯ events to be about 2%, and are provided by the ATLAS b-tagging performance
group [74].
6.6.12 Fake and Non-Prompt Background Estimation
Uncertainties
The total systematic uncertainty on the fake background estimation is separated into
terms for each type of fake lepton. The systematic uncertainties on the fake factor
for each type of fake lepton are evaluated and treated as uncorrelated with all other
uncertainties. The total systematic uncertainty on the fake background estimate is
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evaluated by performing the analysis with the fake factors for each fake lepton type
shifted up and down by their respective uncertainties.
Fake and Non-Prompt Electrons
For the fake electron background, the systematic uncertainty on the electron fake factor
is further separated into two terms. The first takes into account the error on the
measurement of the electron fake factor, this is taken to be the statistical uncertainty on
the fake factor in each bin of the measurement. The nuisance parameter name for this
systematic is ATLAS_EL_FF_STATISTICAL. The second takes into account the uncertainty
of the expected composition of the fake electrons in the signal region. The measurement
of the electron fake factor was separated into two measurements, targeting the expected
composition of fakes electrons in the WH and ZH signal regions. In the ZH channels,
the expected composition of fake electrons is roughly equal parts jet fakes and photon
conversions (Figure 5.3a). The WH channels contain a larger contribution from photon
conversions (Figure 5.10a). This difference in composition required two measurements
of the electron fake factor, one targeted to each channel. The uncertainty on the fake
factor due to compositional changes in the fake background is taken to be the difference
in these two measured fake factors. This uncertainty is evaluated by performing the
two fake factor measurements again without binning in pT or η. These measurements
are performed un-binned to remove statistical fluctuations already accounted for in the
measurement uncertainty term. The difference in these two measurements is due to
compositional changes and was measured to be 0.22, this corresponds to a 38% and 61%
relative uncertainty on the electron fake factor for the WH and ZH channels respectively.
The nuisance parameter name for this systematic is ATLAS_EL_FF_COMPOSITION.
Fake Hadronic Taus
For the fake tau background, the systematic uncertainty on the tau fake factor is further
separated into two terms. The first takes into account the error on the measurement
of the tau fake factor, this is taken to be the statistical uncertainty on the fake factor
in each bin of the measurement. The nuisance parameter name for this systematic is
ATLAS_TAU_FF_STAT. The second takes into account the uncertainty of the expected
composition of jets faking taus in the signal region. Quark-initiated jets pass tau
reconstruction at a different rate than gluon initiated jets. The FF measurement was
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repeated with different requirements on EmissT , this produced a different composition of
jets faking tau reconstruction as observed in MC. The difference in the measured FF is
due to composition, the variation from the nominal is treated as the uncertainty, shown
in Table 6.5. The nuisance parameter name for this systematic is ATLAS_TAU_FF_MODEL.
Tau Prongs Down [%] Up [%]
One +6.7 -13.4
Three -14.1 +28.2
Table 6.5: Systematic uncertainties on the tau FF due to the variation in the composition of
quark- vs. gluon-initiated jets passing tau identification. The variations apply to
the measured fake rates for 1-prong (Tables 5.7 and 5.9) and 3-prong (Tables 5.8
and 5.10) taus.
6.7 Statistical Tests
The results of this search are derived by testing the level of agreement of the observed data
with two exclusive hypotheses. The scenario where the Higgs boson does not decay to taus
is called the background-only hypothesis H0. The signal-plus-background hypothesis Hµ
describes the scenario where the Higgs boson decays to taus with the frequency predicted
by the SM. The signal strength parameter µ = σ
σSM
accommodates deviations from
the SM prediction, this allows for the testing of the signal-plus-background hypothesis
without assuming the signal frequency. These hypotheses will be tested by answering
two questions:
1. Assuming Hµ represents reality: What is the largest signal strength that can exist
given the observed data?
2. Assuming H0 represents reality: What is the probability that an excess of observed
events comes from background fluctuations?
This section reviews the statistical approach adopted by ATLAS as outlined in full in
reference [75]. Firstly, the construction of the fitting procedure in general is described,
followed by the specific techniques used to answer the previous two questions.
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6.7.1 The Profile Likelihood Ratio
Given a histogram of any particular kinematic variable, the prediction for the number of
expected events in the i-th bin is given by
pi(µ) = bi + µsi (6.50)
where bi and si are the respective background and signal predictions. This expression
yields the background-only hypothesis for the case where µ = 0, and the nominal signal-
plus-background hypothesis for the case where µ = 1. This prediction is compared to
the observed number of events in data di, the level of agreement Li is measured with a
Poisson probability given by
Li =
pdii
di!
e−pi (6.51)
The overall agreement across all N bins of the distribution is tested with a likelihood
function defined as the product of the Poisson probabilities for each bin, given by
L =
N∏
i
Li (6.52)
This expression is a somewhat simplified measure of goodness of fit. In reality, information
regarding systematic uncertainties must be included in the fit model. This is done
though the use of nuisance parameters, which allow the model to handle how any given
uncertainty affects the predictions of bi or si. The set of nuisance parameters which affect
the prediction pi is referred to as θ, the expression for the prediction is now
pi(µ, θ) = bi(θ) + µsi(θ) (6.53)
The likelihood function in equation (6.52) can now be written out explicitly as
L(µ, θ) =
N∏
i
(bi(θ) + µsi(θ))
di
di!
e−(bi(θ)+µsi(θ)) (6.54)
The values of µ and θ which maximise L are µˆ and θˆ respectively.
(µˆ, θˆ) = arg max
µ, θ
L(µ, θ) (6.55)
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Therefore, L(µˆ, θˆ) represents the best possible fit and is known as the unconditional
maximum likelihood. µˆ represents the best fit value of the signal strength and is called
the observed signal strength. For any given value of µ, the set of nuisance parameters
which maximise L is θ˜.
θ˜ = arg max
θ
L(µ, θ) (6.56)
Therefore, L(µ, θ˜) represents the best possible fit for the given value of µ, this is called
the conditional maximum likelihood. The profile likelihood ratio λ(µ) is constructed from
the ratio of these two maximum likelihoods, given by
λ(µ) =
L(µ, θ˜)
L(µˆ, θˆ)
(6.57)
By construction this value occupies the range 0 ≤ λ ≤ 1, with values close to 1 indicating
good agreement between data and the hypothesised value of µ.
Statistical hypothesis testing requires the construction of a test statistic. A test
statistic is a number which quantifies the level of agreement between data and a given
hypothesis. For convenience, it is desirable for the test statistic to take larger values
for increasing level of incompatibility between data and the given hypothesis. A test
statistic tµ can be constructed from the likelihood ratio as
tµ = −2 lnλ(µ) (6.58)
This construction will be used to provide answers to the two questions posed in the
previous section.
6.7.2 Exclusion Limit
To answer question 1, the upper limit is placed on the signal strength given the observed
data. The test statistic qµ is constructed as
qµ =
−2 lnλ(µ) if µˆ ≤ µ0 if µˆ > µ (6.59)
This test statistic is constructed from two related statistical tests. The test statistic
qµ = tµ is used in the region µˆ ≤ µ where the observed signal strength is smaller than
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the hypothesised signal strength, which is considered to be incompatible with Hµ. The
region µˆ > µ where the observed signal strength is larger than expected is not taken to
represent incompatibility with Hµ, therefore qµ = 0 in this region. The probability that
a value at least as large as as µˆ is observed, assuming Hµ, is given by a p-value
pµ =
∫ ∞
qµˆ
f(qµ|µ)dqµ (6.60)
Here f(qµ|µ) is the probability density function of qµ assuming Hµ. An upper limit on
the signal strength can be placed by finding the largest value of µ excluded by data at a
given confidence level. It is common practice to determine the upper limit at the 95%
confidence level, this is done by finding the value of µ for which pµ = 0.05. This can be
interpreted as there being only a 5% chance of missing a signal this large, and a smaller
chance of missing a larger signal.
6.7.3 Statistical Significance
To answer question 2, the test statistic q0 is constructed as
q0 =
−2 lnλ(0) if µˆ ≥ 00 if µˆ < 0 (6.61)
The test statistic tµ is used in the region µˆ ≥ 0 where any positive observed signal
strength is considered incompatible with H0. The region µˆ < 0 may be seen as evidence
against H0. However, in searches where the signal can only be seen as a positive excess
in data, an observed signal strength in this region does not show that the data contain
signal events, but rather points to a systematic error in the background modelling. For
this reason, a downward fluctuation in µˆ is considered consistent with observing no signal,
thus setting q0 = 0. The probability that the observed signal strength takes a value this
large, assuming H0, is given by
p0 =
∫ ∞
qµˆ
f(q0|0)dq0 (6.62)
Here f(q0|0) is the probability density function of q0 assuming H0. The interpretation
of p0 is the probability of background fluctuations being large enough to produce the
observed signal strength. It is convenient to convert this p-value to an equivalent statistical
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significance, Z, given by
Z = Φ−1(1− p) (6.63)
Here Φ−1 is the quantile of the the standard Gaussian. The significance is the number of
standard deviations (σ) µˆ is from µ = 0, which represents the statistical significance of a
signal-like excess above the background.
6.7.4 Expected Limits and Significances
To evaluate the sensitivity of either the exclusion limit or statistical significance, it is not
sufficient to look at the observed values of a given data set, but rather to look at the
expected sensitivity. When optimising an analysis, the expected sensitivity gives a good
metric for comparison. The expected sensitivity is also important for blinded analyses
which are unable to look at data until the analysis is finalised, this includes validation of
the fitting model and statistical tests. The expected limits and significances can be found
by substituting a pseudo data set in place of the real observed data in equation (6.51).
This pseudo data is called Asimov data [75]. The Asimov data is constructed from the
signal and background predictions in each bin, given by
dAi (µ) = bi + µsi (6.64)
This expression is independent of the set of nuisance parameters as it is constructed from
the nominal values of the predictions. This expression is a function of the hypothesised
signal strength, however when constructing the expected limits and significances only two
values of µ are used, specifically µ = 0 and µ = 1 respectively. To calculate the expected
limit, the data di in equation (6.51) is substituted with d
A
i (0). This sets the data to look
like the background-only expectation which means the profile likelihood ratio is now
dominantly dependent on how well the set of nuisance parameters can be constrained
in the fit. This gives the nominal value of the most tightly constrained exclusion limit
which can be obtained with the given background model. To calculate the expected
significance, the data di in equation (6.51) is substituted with d
A
i (1). This sets the data
to look like the nominal signal-plus-background expectation. The expected significance is
then interpreted as how large a nominal signal excess is above the background compared
to the size of the systematic uncertainties obtained from the constrained values of the
nuisance parameters in the fit.
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Overall Overall + Shape
ATLAS_LUMI_2012 ATLAS_BTag_BEFF
pdf_qq ATLAS_BTag_CEFF
QCDscale_VV ATLAS_EL_RES_2012
ATLAS_BR_tautau ATLAS_EL_SCALE_2012
pdf_Higgs_qq ATLAS_EL_EFF_2012
pdf_Higgs_gg ATLAS_MU_SCALE_2012
QCDscale_ggH ATLAS_MU_EFF_2012
QCDscale_qqH ATLAS_TES_TRUE_2012
QCDscale_WH ATLAS_TAU_ID_2012
QCDscale_ZH ATLAS_TAU_ID_STAT_2012
ATLAS_EL_FF_COMPOSITION ATLAS_PU_RESCALE_2012
ATLAS_TAU_FF_MODEL ATLAS_EL_FF_STATISTICAL
pdf_VH_ACCEPTANCE ATLAS_TAU_FF_STAT
QCDscale_VH_ACCEPTANCE ATLAS_VH_UE
ATLAS_VH_EWK
Table 6.6: Summary of all systematic uncertainties considered in this analysis. The left
column lists systematics which affect the overall normalisation of a process. The
right column lists systematics which affect both the shape and normalisation of
a process. The meaning of the various systematic uncertainties is discussed in
Section 6.6.
6.7.5 Nuisance Parameter Pruning
Some systematics described in the previous section only affect the overall normalisation
of a process. Other systematics can affect the shape of a distribution as well as the
overall normalisation. Table 6.6 lists all the systematic uncertainties considered in this
analysis.
All systematics which enter the fit must first pass through multiple stages of pruning.
This procedure filters the full list of systematics to remove any which are expected to
have a negligible affect on any given process. After the pruning is performed, the fit is
performed on the subset of systematics which are expected to have an observable impact.
This is done to ensure fit stability as well as to remove any statistical fluctuations in
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distributions which may bias the fit. For each signal and background process, each
nuisance parameter is separately tested.
Firstly, shape systematics must pass a χ2 test. In this test, each of the ±1σ variations
and nominal shape are separately normalised to unit area. If the shapes of either of the
±1σ variations differs from the nominal shape with χ2 < 0.95, the nuisance parameter
is included in the fit as is. If the shape systematic fails this test, the yields of the ±1σ
variations are converted to overall uncertainties which are applied to the nominal shape
in the fit. This is done to remove the possibility of a nuisance parameter having shape
variations which are due to statistical fluctuations.
Secondly, for background processes only, a nuisance parameter will be pruned if the
difference between the +1σ and −1σ yield in all bins of the distribution is less than 10%
of the total background statistical error of that bin.
Lastly, overall systematics with ±1σ variations that differ from the nominal by less
than 0.5% are pruned. The only exception to this last step is the treatment of theory
systematics, these are always kept in the fit even if they have a small overall effect.
6.7.6 The Fit Model
The fit is performed on the distributions of the sensitive mass variable for each channel:
M2T in the WH channels, and MMMC in the ZH channels. These distributions are shown
in Figure 6.2 for the W (→ `ν)H(→ τ`τh) channel, Figure 6.3 for the W (→ `ν)H(→
τhτh) channel, Figure 6.4 for the Z(→ ``)H(→ τ`τh) channel, and Figure 6.5 for the
Z(→ ``)H(→ τhτh) channel. The nominal distribution for each signal and background
is included in the fit. For the purpose of fitting, all four Higgs production modes (ggF,
VBF, WH, and ZH) of H → ττ are classified as signal, all other processes are classified
as backgrounds. To assist the stability of the fit, all the small background contributions
(such as tt¯, Z → ττ , H → WW (∗), and H → ZZ(∗)) are grouped into one background
called others.
Overall systematics are included in the fit by specifying the size of the variation that
would apply to the nominal shape. Shape systematics are included in the fit by specifying
a separate histogram for each of the ±1σ shapes. The different nuisance parameters
provided to the fit are assumed to be fully uncorrelated.
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The event yields and their uncertainties for each signal and background process
which enters the fit are shown for each channel: W (→ `ν)H(→ τ`τh) in Table 6.7, W (→
`ν)H(→ τhτh) in Table 6.8, Z(→ ``)H(→ τ`τh) in Table 6.9, and Z(→ ``)H(→ τhτh) in
Table 6.10. Uncertainties which are not shown for any given nuisance parameter either
do not apply to the given process or have failed the pruning process and so are considered
negligible.
The fit allows each nuisance parameter, as well as the statistical uncertainties of each
bin of the distributions, to vary independently to maximise the likelihood and find the
best fit value of the signal strength µˆ.
The implementation of these statistical tools is provided by packages integrated into
ROOT [76]. The implementation of the likelihood function is provided by RooStats [77],
and the fitting procedure to maximise the likelihood is provided by RooFit [78].
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H → ττ Signals Backgrounds
ggF VBF WH ZH WZ ZZ Others Fakes
NOMINAL 0.023 0.0046 1.75 0.184 11.76 1.779 5.7 13.1
STATISTICAL ±0.013 ±0.0018 ±0.045 ±0.011 ±0.34 ±0.073 ±1.4 ±1.3
ATLAS_TAU_FF_STAT +1.5−1.4
QCDscale_VV +0.59−0.59
+0.089
−0.089
ATLAS_LUMI_2012 +0.00064−0.00064
+0.00013
−0.00013
+0.049
−0.049
+0.0051
−0.0051
+0.33
−0.33
+0.05
−0.05
+0.16
−0.16
ATLAS_TAU_ID_2012 +0.00067−0.00067
+0.00012
−0.00012
+0.047
−0.047
+0.005
−0.005
+0.31
−0.31
+0.048
−0.048
+0.14
−0.14
pdf_qq +0.47−0.47
+0.071
−0.071
ATLAS_BTag_CEFF −0.00083+0.00085
−0.00017
+0.00017
−0.044
+0.045
−0.005
+0.005
−0.27
+0.28
−0.043
+0.043
−0.15
+0.15
ATLAS_EL_EFF_2012 +0.00044−0.00044
+0.00008
−0.00008
+0.033
−0.033
+0.0037
−0.0037
+0.24
−0.24
+0.036
−0.036
+0.097
−0.097
ATLAS_TES_TRUE_2012 +0.0064−0.0064
+0.00054
−0.00054
+0.024
−0.031
+0.0027
−0.0047
+0.25
−0.24
+0.047
−0.052
ATLAS_TAU_ID_STAT_2012 +0.00043−0.00043
+0.00007
−0.00007
+0.028
−0.028
+0.003
−0.003
+0.19
−0.19
+0.028
−0.028
+0.08
−0.08
ATLAS_TAU_FF_MODEL −0.38+0.19
ATLAS_MU_EFF_2012 +0.00033−0.00033
+0.00007
−0.00007
+0.024
−0.024
+0.0024
−0.0024
+0.14
−0.14
+0.021
−0.021
+0.055
−0.055
ATLAS_BR_tautau +0.0013−0.0013
+0.00026
−0.00026
+0.1
−0.1
+0.01
−0.01
ATLAS_EL_FF_STATISTICAL +0.1−0.1
ATLAS_BTag_BEFF −0.00075+0.00075
−0.12
+0.12
ATLAS_PU_RESCALE_2012 −0.00014+0.00037
+0.00009
−0.00009
−0.0013
+0.0007
+0.09
−0.11
pdf_Higgs_qq +0.00014−0.00014
+0.053
−0.053
+0.0055
−0.0055
+0.0082
−0.0082
ATLAS_VH_UE +0.042−0.042
+0.0072
−0.0072
ATLAS_VH_EWK +0.035−0.035
+0.0037
−0.0037
ATLAS_EL_SCALE_2012 +0.0024+0.0024
−0.043
−0.053
+0.22
+0.13
QCDscale_WH +0.018−0.018
+0.0021
−0.0021
QCDscale_ggH +0.0016−0.0018
+0.002
−0.002
QCDscale_ZH +0.0057−0.0057
+0.0019
−0.0019
QCDscale_qqH +0.00001−0.00001
+0.00001
−0.00001
Table 6.7: Yields and their uncertainties in the W (→ `ν)H(→ τ`τh) signal region. The signal
yields are shown for a Higgs mass of 125 GeV. The nuisance parameters are ordered
by decreasing size of the post-fit impact on µˆ.
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H → ττ Signals Backgrounds
ggF VBF WH ZH Diboson Fakes
NOMINAL 0.0085 0.0108 1.668 0.1494 7.4 28.1
STATISTICAL ±0.0085 ±0.0024 ±0.042 ±0.0095 ±1.2 ±2.4
ATLAS_TAU_FF_STAT +0.6−1.6
ATLAS_TAU_ID_2012 +0.00021−0.00021
+0.00043
−0.00042
+0.092
−0.089
+0.0081
−0.0079
+0.4
−0.4
ATLAS_TES_TRUE_2012 +0.0013−0.0013
+0.1
−0.1
+0.015
−0.011
+1.2
−0.1
ATLAS_BTag_CEFF −0.00018+0.00018
−0.00035
+0.00036
−0.065
+0.066
−0.0062
+0.0063
−0.28
+0.29
ATLAS_TAU_ID_STAT_2012 +0.00011−0.00011
+0.00027
−0.00027
+0.055
−0.054
+0.0049
−0.0048
+0.24
−0.23
ATLAS_TAU_FF_MODEL −0.16+0.05
ATLAS_LUMI_2012 +0.00024−0.00024
+0.0003
−0.0003
+0.047
−0.047
+0.0042
−0.0042
+0.21
−0.21
ATLAS_BR_tautau +0.00048−0.00048
+0.00062
−0.00061
+0.095
−0.095
+0.0085
−0.0085
ATLAS_MU_SCALE_2012 +0.00041−0.00041
pdf_Higgs_gg +0.00068−0.00059
QCDscale_ggH +0.00061−0.00066
QCDscale_ZH +0.0046−0.0046
ATLAS_VH_EWK +0.033−0.033
+0.003
−0.003
ATLAS_EL_EFF_2012 +0.00015−0.00015
+0.013
−0.013
+0.0013
−0.0013
+0.038
−0.038
ATLAS_PU_RESCALE_2012 +0.00019−0.00005
−0.00012
+0.00011
QCDscale_qqH +0.00002−0.00002
QCDscale_WH +0.017−0.017
pdf_Higgs_qq +0.00032−0.00032
+0.05
−0.05
+0.0045
−0.0045
ATLAS_VH_UE +0.017−0.017
+0.0035
−0.0035
QCDscale_VV +0.37−0.37
ATLAS_MU_EFF_2012 +0.00015−0.00015
+0.019
−0.019
+0.0014
−0.0014
+0.11
−0.11
pdf_qq +0.3−0.3
ATLAS_EL_RES_2012 −0.00032−0.00012
+0.12
+0.12
ATLAS_EL_SCALE_2012 −0.00071−0.00071
−0.0015
−0.0009
+0.46
+0.46
Table 6.8: Yields and their uncertainties in the W (→ `ν)H(→ τhτh) signal region. The signal
yields are shown for a Higgs mass of 125 GeV. The nuisance parameters are ordered
by decreasing size of the post-fit impact on µˆ.
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H → ττ Signals Backgrounds
VBF WH ZH ZZ Others Fakes
NOMINAL 0.00054 0.0008 1.143 7.28 0.198 17.1
STATISTICAL ±0.00054 ±0.00046 ±0.027 ±0.16 ±0.013 ±1.5
ATLAS_TAU_FF_STAT +1.3−1.2
ATLAS_TES_TRUE_2012 +0.02−0.03
+0.36
−0.28
+0.005
−0.005
ATLAS_TAU_FF_MODEL −0.56+0.28
QCDscale_VV +0.36−0.36
pdf_qq +0.29−0.29
ATLAS_LUMI_2012 +0.00002−0.00002
+0.00002
−0.00002
+0.032
−0.032
+0.2
−0.2
+0.0056
−0.0056
ATLAS_TAU_ID_2012 +0.00002−0.00002
+0.032
−0.032
+0.19
−0.19
+0.0055
−0.0055
ATLAS_EL_EFF_2012 +0.00003−0.00003
+0.00002
−0.00002
+0.024
−0.023
+0.16
−0.16
+0.0038
−0.0038
ATLAS_TAU_ID_STAT_2012 +0.00001−0.00001
+0.02
−0.02
+0.12
−0.12
+0.0033
−0.0033
ATLAS_BR_tautau +0.00003−0.00003
+0.00005
−0.00005
+0.065
−0.065
ATLAS_MU_EFF_2012 +0.00001−0.00001
+0.012
−0.012
+0.069
−0.069
+0.0022
−0.0022
ATLAS_VH_UE +0.045−0.045
QCDscale_ZH +0.035−0.035
pdf_Higgs_qq +0.00002−0.00002
+0.00002
−0.00002
+0.034
−0.034
ATLAS_VH_EWK +0.00002−0.00002
+0.023
−0.023
ATLAS_EL_SCALE_2012 +0.011+0.004
+0.06
−0.06
QCDscale_qqH +0.0000011−0.0000011
QCDscale_WH +0.000008−0.000008
ATLAS_PU_RESCALE_2012 +0.0000077−0.0000077
+0.00002
−0.00002
+0.0021
−0.0022
ATLAS_EL_RES_2012 −0.0024+0.0001
ATLAS_MU_SCALE_2012 −0.0023−0.0029
Table 6.9: Yields and their uncertainties in the Z(→ ``)H(→ τ`τh) signal region. The signal
yields are shown for a Higgs mass of 125 GeV. The nuisance parameters are ordered
by decreasing size of the post-fit impact on µˆ.
Analysis of the V H(→ ττ ) Channels 139
H → ττ Signal Backgrounds
ZH ZZ Others Fakes
NOMINAL 0.64 2.09 0.0123 4.7
STATISTICAL ±0.02 ±0.089 ±0.0031 ±1.2
ATLAS_TES_TRUE_2012 +0.03−0.03
+0.2
−0.2
−0.024
+0.018
ATLAS_TAU_ID_2012 +0.036−0.035
+0.11
−0.11
+0.00074
−0.00072
ATLAS_BR_tautau +0.036−0.036
ATLAS_TAU_ID_STAT_2012 +0.022−0.021
+0.067
−0.066
+0.00046
−0.00045
ATLAS_LUMI_2012 +0.018−0.018
+0.059
−0.059
+0.00035
−0.00035
QCDscale_ZH +0.02−0.02
pdf_Higgs_qq +0.019−0.019
ATLAS_TAU_FF_MODEL +0.28−0.14
ATLAS_TAU_FF_STAT −0.24+0.12
ATLAS_VH_UE +0.014−0.014
ATLAS_VH_EWK +0.013−0.013
ATLAS_PU_RESCALE_2012 +0.0026−0.0036
−0.00031
+0.00047
pdf_qq +0.084−0.084
QCDscale_WH
ATLAS_MU_SCALE_2012 −0.000081+0.00081
QCDscale_VV +0.1−0.1
ATLAS_MU_EFF_2012 +0.0048−0.0048
+0.014
−0.014
+0.00007
−0.00007
ATLAS_EL_RES_2012
ATLAS_EL_EFF_2012 +0.0077−0.0077
+0.027
−0.027
+0.00023
−0.00022
ATLAS_EL_SCALE_2012 +0.0074+0.0061
+0.012
+0.014
Table 6.10: Yields and their uncertainties in the Z(→ ``)H(→ τhτh) signal region. The signal
yields are shown for a Higgs mass of 125 GeV. The nuisance parameters are
ordered by decreasing size of the post-fit impact on µˆ.
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6.7.7 Fit Model Validation
A number of tests have been performed to test the stability of the likelihood fit and the
robustness of the background modelling. Some of these tests were performed before the
analysis was unblinded, the results of these tests provided grounds for confidence in the
method before the approval was given to unblind. These tests were also performed on
the unblinded data as a final check.
The reliability of the background modelling and understanding of the systematic
uncertainties can be tested by examining the post-fit values of the nuisance parameters.
It is common practice to compute the pull of a nuisance parameter to test the agreement
between the post-fit (θˆ) value and the pre-fit (central) value (θ0) compared to the size of
the uncertainty (∆θ).
pull =
θˆ − θ0
∆θ
(6.65)
One requirement of the test for good background and systematic modelling is for the
nuisance parameter pulls to be consistent with zero. Large outliers can indicate under-
estimation of the size of the systematic uncertainties as well as over- or under-estimation
of the expected background.
The second test checks the influence of each nuisance parameter on the fitted signal
strength. The fit is repeated for each nuisance parameter with its value fixed to its ±1σ
variations, the change in the fitted signal strength is the post-fit impact ∆µˆ.
The nuisance parameter pulls and their impact on the fitted signal strength are
shown for each channel: W (→ `ν)H(→ τ`τh) in Figure 6.6, W (→ `ν)H(→ τhτh) in
Figure 6.7, Z(→ ``)H(→ τ`τh) in Figure 6.8, Z(→ ``)H(→ τhτh) in Figure 6.9, as well
as the combination of all V H(→ ττ) channels in Figure 6.10.
A few nuisance parameters in some channels show asymmetric behaviour on the
post-fit impact on the fitted signal strength. It is important to understand the source
of this behaviour, especially for nuisance parameters which have a large impact. In
the W (→ `ν)H(→ τhτh) channel the highest ranked nuisance parameter, the statistical
uncertainty on the measured tau fake factor (ATLAS_TAU_FF_STAT), shows a larger impact
for the −1σ deviation than for the +1σ deviation. Likewise in the Z(→ ``)H(→ τ`τh)
channel, the quark- vs. gluon-initiated jet composition uncertainty on the measured
tau fake factor (ATLAS_TAU_FF_MODEL) has a larger impact for the +1σ deviation than
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Figure 6.6: Nuisance parameter check for the W (→ `ν)H(→ τ`τh) category. The black
marker shows the fitted value θˆ of each nuisance parameter which maximises the
likelihood ratio, to be compared to the nominal value θ0 relative to the width of
the ±1σ variations indicated by the error bars. The blue band shows the impact
of uncertainties on the fitted signal-strength parameter µˆ. These are the variations
of µˆ when fixing the corresponding individual nuisance parameter to its post-fit
value modified upwards (hatched) or downwards (open) by its post-fit uncertainty,
and repeating the fit. The nuisance parameters are ordered by decreasing size of
the post-fit impact on µˆ.
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Figure 6.7: Nuisance parameter check for the W (→ `ν)H(→ τhτh) category. The black
marker shows the fitted value θˆ of each nuisance parameter which maximises the
likelihood ratio, to be compared to the nominal value θ0 relative to the width of
the ±1σ variations indicated by the error bars. The blue band shows the impact
of uncertainties on the fitted signal-strength parameter µˆ. These are the variations
of µˆ when fixing the corresponding individual nuisance parameter to its post-fit
value modified upwards (hatched) or downwards (open) by its post-fit uncertainty,
and repeating the fit. The nuisance parameters are ordered by decreasing size of
the post-fit impact on µˆ.
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Figure 6.8: Nuisance parameter check for the Z(→ ``)H(→ τ`τh) category. The black marker
shows the fitted value θˆ of each nuisance parameter which maximises the likelihood
ratio, to be compared to the nominal value θ0 relative to the width of the ±1σ
variations indicated by the error bars. The blue band shows the impact of
uncertainties on the fitted signal-strength parameter µˆ. These are the variations
of µˆ when fixing the corresponding individual nuisance parameter to its post-fit
value modified upwards (hatched) or downwards (open) by its post-fit uncertainty,
and repeating the fit. The nuisance parameters are ordered by decreasing size of
the post-fit impact on µˆ.
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Figure 6.9: Nuisance parameter check for the Z(→ ``)H(→ τhτh) category. The black marker
shows the fitted value θˆ of each nuisance parameter which maximises the likelihood
ratio, to be compared to the nominal value θ0 relative to the width of the ±1σ
variations indicated by the error bars. The blue band shows the impact of
uncertainties on the fitted signal-strength parameter µˆ. These are the variations
of µˆ when fixing the corresponding individual nuisance parameter to its post-fit
value modified upwards (hatched) or downwards (open) by its post-fit uncertainty,
and repeating the fit. The nuisance parameters are ordered by decreasing size of
the post-fit impact on µˆ.
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Figure 6.10: Nuisance parameter check for the combination of all V H(→ ττ) analysis cate-
gories. The black marker shows the fitted value θˆ of each nuisance parameter
which maximises the likelihood ratio, to be compared to the nominal value θ0
relative to the width of the ±1σ variations indicated by the error bars. The blue
band shows the impact of uncertainties on the fitted signal-strength parameter µˆ.
These are the variations of µˆ when fixing the corresponding individual nuisance
parameter to its post-fit value modified upwards (hatched) or downwards (open)
by its post-fit uncertainty, and repeating the fit. The nuisance parameters are
ordered by decreasing size of the post-fit impact on µˆ.
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the −1σ deviation. In both of these cases the asymmetry is due to the construction
of the systematic uncertainty. The ATLAS_TAU_FF_MODEL nuisance parameter itself is
asymmetric, due to the change in composition of the quark- vs. gluon-initiated jet fakes,
shown in Table 6.5. The ATLAS_TAU_FF_STAT nuisance parameter itself is symmetric,
however in the τhτh channels the background is composed of a mixture of events with either
one or two fake hadronic taus. Background events with one fake tau will receive a weight
of fτ , events with two fake taus will receive a weight of −f 2τ . Due to the construction of
the FF model, the background event yield is then proportional to fτNA − f 2τNAA, this
will be asymmetric under the substitution fτ → fτ ± ∆fτ . The result of this is that
in both cases, the overall up/down event yields will be asymmetric compared to the
nominal. The sizes of the ±1σ deviations are asymmetric, which manifests in the post-fit
impact distributions for these nuisance parameters.
All nuisance parameters have pulls consistent with zero, indicating that the fit is
converging around the nominal value of each nuisance parameter in each channel. This
provides confidence in the fitting procedure and the background modelling.
6.8 Search Results
The results for each channel are produced from events selected with the optimised
reconstruction and categorisation procedure described in Section 4.3 with additional
requirements, optimised for each channel individually, as described in: Section 6.2 for the
W (→ `ν)H(→ τ`τh) channel, Section 6.3 for the W (→ `ν)H(→ τhτh) channel, Section 6.4
for the Z(→ ``)H(→ τ`τh) channel, and Section 6.5 for the Z(→ ``)H(→ τhτh) channel.
The backgrounds are estimated using the FF method described in Chapter 5, developed
for this analysis to adequately model the fake and non-prompt lepton backgrounds. The
fit is performed on the sensitive mass distributions (Section 6.1) for each channel. The
results of this analysis are presented in the form of an exclusion limit (Section 6.7.2) and
statistical significance (Section 6.7.3) for each channel separately, and for the combination
of all channels using the fitting procedure described in Section 6.7.6. The fit is performed
separately for signal MC samples with hypothesis Higgs mass values in the range between
100 GeV and 150 GeV in 5 GeV increments.
The results for the W (→ `ν)H(→ τ`τh) channel are shown in Figure 6.11. The
expected limit (Figure 6.11a) represents the 95% confidence level upper limit on the
signal cross-section (normalised to the SM prediction) in the absence of a signal. This can
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Figure 6.11: Expected and observed results in the W (→ `ν)H(→ τ`τh) category as a function
of the Higgs boson mass hypothesis. (a) shows the 95% confidence level upper
limits, normalised to the SM Higgs boson production cross-section. The green
and yellow bands represent the 1σ and 2σ ranges of the expectation in the
absence of a signal. (b) shows the signal significance.
be used as an indication of the sensitivity of the channel. Smaller expected limits indicate
higher sensitivity to the signal, with values below unity (the dashed red line) indicating a
level of sensitivity comparable to the SM prediction. The uncertainties on the expectation
represent the variation in the limit due to the statistical and systematic uncertainties on
the background modelling. The expected signal significance (Figure 6.11b) represents the
size of the nominal signal compared to the size of the total uncertainty on the background
modelling. Due to the good agreement between data and prediction in Figure 6.2, the
observed limit tracks the expected limit behaviour within 1σ across the full Higgs mass
range tested. At the 120 GeV mass point there is an upward spike in the limit. The
signal MC samples generated at this mass point contain a smaller number of events than
all other mass points in this channel. This causes the signal M2T mass distribution to
contain larger relative statistical uncertainties, resulting in lower sensitivity.
The results for the W (→ `ν)H(→ τhτh) channel are shown in Figure 6.12. In this
channel there is a fluctuation in the results at the 115 GeV Higgs mass point. This is
also due to reduced MC signal sample size generated at this mass point. No deviation
larger than 1σ is found between the observed and expected limits.
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Figure 6.12: Expected and observed results in the W (→ `ν)H(→ τhτh) category as a function
of the Higgs boson mass hypothesis. (a) shows the 95% confidence level upper
limits, normalised to the SM Higgs boson production cross-section. The green
and yellow bands represent the 1σ and 2σ ranges of the expectation in the
absence of a signal. (b) shows the signal significance.
The results for the Z(→ ``)H(→ τ`τh) channel are shown in Figure 6.13. Again, no
deviation larger than 1σ is found between the observed and expected limits.
The results for the Z(→ ``)H(→ τhτh) channel are shown in Figure 6.14. The spike
in the limit at the 115 GeV mass point is again due to the limited MC sample size used.
In general, the observed results are 1σ larger than expected, this is due to the excess
of observed events in the 100− 150 GeV bin in Figure 6.5 which is sensitive to signal
events in the full mass range.
The fit is performed on all channels simultaneously to produce the final combined
result of the analysis. The observed result tracks the +1σ expectation due to the observed
excess of events in signal sensitive bins of the mass distributions in some channels. In
general the sensitivity decreases at higher masses, this is due to the decrease in the
H → ττ branching fraction as shown in Figure 2.15. Since the Higgs boson has been
discovered in other channels, of particular interest is the result at the 125 GeV Higgs
mass point. The results of the exclusion limit at this mass point are shown in Figure 6.16
which also includes the breakdown of results for the different channels. The signal
significance results for each channel and the combination are shown in Table 6.11. The
fitted value of the signal strength parameter µˆ is also determined for each channel and
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Figure 6.13: Expected and observed results in the Z(→ ``)H(→ τ`τh) category as a function
of the Higgs boson mass hypothesis. (a) shows the 95% confidence level upper
limits, normalised to the SM Higgs boson production cross-section. The green
and yellow bands represent the 1σ and 2σ ranges of the expectation in the
absence of a signal. (b) shows the signal significance.
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Figure 6.14: Expected and observed results in the Z(→ ``)H(→ τhτh) category as a function
of the Higgs boson mass hypothesis. (a) shows the 95% confidence level upper
limits, normalised to the SM Higgs boson production cross-section. The green
and yellow bands represent the 1σ and 2σ ranges of the expectation in the
absence of a signal. (b) shows the signal significance.
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Figure 6.15: Expected and observed results for the combination of all analysis categories as
a function of the Higgs boson mass hypothesis. (a) shows the 95% confidence
level upper limits, normalised to the SM Higgs boson production cross-section.
The green and yellow bands represent the 1σ and 2σ ranges of the expectation
in the absence of a signal. (b) shows the signal significance.
for the combination of all channels, shown in Figure 6.17. The combined result of
µˆ = 2.3± 1.6 is consistent with the signal-plus-background hypothesis of µ = 1 within
1σ, and the background-only hypothesis of µ = 0 within 2σ. The W (→ `ν)H(→ τ`τh),
W (→ `ν)H(→ τhτh), and Z(→ ``)H(→ τ`τh) channels are each consistent with both
hypotheses within 1σ. The excess of events in the 100− 150 GeV bin in Figure 6.5 results
in a larger fitted signal strength in the Z(→ ``)H(→ τhτh) channel.
Due to the higher cross-section of the WH process compared to the ZH process,
the WH channels generally contain larger signal yields leading to higher sensitivities in
these channels. The ZH channels however are aided by the additional light lepton in the
events, these selection criteria increase the signal-to-background ratio to the point where
the sensitivities are comparable to the WH channels. Although the sensitivity of the
combined result does not reach a level comparable to the expected signal size, the results
are consistent with the SM prediction.
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Figure 6.16: Expected and observed 95% confidence level upper limit for each channel and
the combination for a Higgs mass hypothesis of 125 GeV. The green and yellow
bands represent the 1σ and 2σ ranges of the expectation in the absence of a
signal.
Channel Expected Significance Observed Significance
W (→ `ν)H(→ τ`τh) 0.36σ 0.44σ
W (→ `ν)H(→ τhτh) 0.32σ 0.58σ
Z(→ ``)H(→ τ`τh) 0.28σ 0.29σ
Z(→ ``)H(→ τhτh) 0.32σ 1.38σ
Combination 0.62σ 1.42σ
Table 6.11: Expected and observed signal significances for each channel and the combination
for a Higgs mass hypothesis of 125 GeV.
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Figure 6.17: Best fit value of the signal strength µˆ for each channel and the combination
with a Higgs mass hypothesis of 125 GeV. The solid red line represents the
background-only hypothesis. The dashed red line represents the nominal signal-
plus-background hypothesis predicted by the SM.
Chapter 7
Conclusions
Run 1 of the LHC has proved to be incredibly successful. Most notable is the discovery
of the Higgs boson, by the ATLAS and CMS experiments in 2012, which confirms the
existence of the Higgs mechanism. Subsequent analysis of the properties of the Higgs
boson have strengthened the confidence that this particle is indeed the SM Higgs boson.
Of interest still is Higgs boson decays to fermionic final states, in particular the H → ττ
decay mode provides one of the most promising opportunities to provide such evidence.
The analysis of the H → ττ decay channel in the VBF and ggF production modes
provides strong evidence for the existence of fermionic couplings, however additional
studies are needed in the other production modes to potentially increase sensitivity.
This thesis presents the first dedicated search, with the ATLAS detector, for the
associated production of the SM Higgs boson with a vector boson where the Higgs boson
decays to a pair of tau leptons. The analysis is performed on 20.3 fb−1 of proton-proton
collisions recorded in 2012 at
√
s = 8 TeV centre-of-mass energy. No significant excess
of events is observed. For a Higgs boson mass of mH = 125 GeV, the 95% confidence
level upper limit on the observed cross-section is 5.6 times the SM prediction. The
measured signal strength, normalized to the SM expectation, is µˆ = 2.3 ± 1.6. This
excess corresponds to a 1.4σ upward fluctuation of the background-only expectation but
is consistent with the SM expectation.
These results are made possible by the development of a data-driven background
estimation method. The FF method provides a robust background estimation across
all channels simultaneously. It provides a more reliable background estimate than pure
MC as it combines the MC estimate of the irreducible backgrounds with a data-driven
estimate of the fake and non-prompt backgrounds. This data-driven component is able
to account for the different types of fake and non-prompt reconstructed particles as the
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measurements of the fake rates are performed in regions suitably similar to the analysis
signal regions.
The LHC started Run 2 in 2015, colliding proton beams at an unprecedented
√
s =
13 GeV centre-of-mass energy and is expected to deliver hundreds of fb−1 of integrated
luminosity in the coming years. As the dominant uncertainty in each of the V H channels
is due to statistical limitations, the larger dataset expected in Run 2 will allow future
continuations of this search to potentially reach higher sensitivity. In addition, the
background estimation method presented here, which relies on a data-driven estimate of
the reducible backgrounds, may be particularly suited to Run 2 conditions due to its
flexibility in handling different compositions of fake and non-prompt lepton backgrounds.
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