We study entropic uncertainty relations by using stepwise linear functions and quadratic functions. Two kinds of improved uncertainty lower bounds are constructed: the state-independent one based on the lower bound of Shannon entropy and the tighter state-dependent one based on the majorization techniques. The analytical results for qubit and qutrit systems with two or three measurement settings are explicitly derived, with detailed examples showing that they outperform the existing bounds. The case with the presence of quantum memory is also investigated.
I. INTRODUCTION
At the heart of quantum theory, uncertainty principle reveals the intrinsic difference between classical physics and quantum physics: experimentalists' (in)ability to perform precise measurements on a quantum system is fundamentally limited in the quantum world. For example, the Heisenberg uncertainty principle [1] tells us that the more information one can gain about the momentum of a quantum particle implies less certainty about its position and vice versa. This principle gives rise to wide applications in quantum cryptographic tasks, as well as in detection of entanglement, Einstein-Podolsky-Rosen (EPR) steering, nonlocality and quantum metrology [2] [3] [4] [5] [6] [7] .
The uncertainty principle concerns the uncertainty of a quantum variable. In terms of different uncertainty measures, one can formulate different uncertainty relations. Pioneered by Kennard [8] (see also the work of Weyl [9] ), many physicists have employed variances to express uncertainty relations [10] [11] [12] [13] [14] [15] [16] . Another approach to describe the uncertainty is to use differential entropy. In 1975, Bia lynicki-Birula and Mycielski [17] obtained the first entropic formulation of uncertainty relation. Entropic uncertainty relations were later studied by means of shannon entropy for finite-dimensional quantum systems [18] : Consider a quantum state ρ belonging to an N -dimensional Hilbert space H N , and observables A 1 and A 2 , the eigenstates |a ) of A 1 (A 2 ) constitute an orthinormal basis in H N . According to Born's rule, the probability of measuring A 1 (A 2 ) on ρ with the j-th outcome is give by p j (ρ) = tr(ρ|a 
The lower bound has been improved by Maassen and Uffink [19] . They proved that, for any quantum state ρ, it holds H(A 1 ) + H(A 2 ) −2 log 2 c.
Later the bound was further improved [20] , and H 1 (c) = −P A log 2 P A − (1 − P A ) log 2 (1 − P A ) − P B log 2 P B − (1 − P B ) log 2 (1 − P B ), with P A = cos 2 α, P B = cos 2 (γ − α), c = cos γ, α is a numerical solution of the equation 0 = sin(2α) log 2 1 + cos(2α) 1 − cos(2α)
The uncertainty principle in the presence of quantum memory was later introduced by M. Berta et. al. [21] , in which the measured system is correlated with another quantum system. For any bipartite state ρ AB , Bob's uncertainty about Alice's measurement outcomes of observables A 1 and A 2 on Alice's system A is bounded, H(A 1 |B) + H(A 2 |B) −2 log 2 c + H(A|B), (4) where H(A|B) = H(ρ AB ) − H(ρ B ) is the conditional entropy, H(A 1 |B) stands for Bob's ignorance about the Alice measurement A 1 on system A, given that Bob can access to the quantum memory B [similarly for H(A 2 |B)].
However, in the context of the uncertainty principle, the measures of uncertainty should satisfy the following conditions [22] : first, the uncertainty cannot decrease under randomly chosen symmetry transformations; second, the uncertainty cannot decrease under classical processing channels (followed by recovery). Friedland et. al. [23] therefore defined a measure of uncertainty from any non-negative Schur-concave functions including entropic functions such as Shannon entropy and Rényi entropy, and formulated the so-called "universal uncertainty relations" [23] . Majorization technique was also used to construct such uncertainty relations [24] as in Ref. [23] . Meanwhile, many efforts have been made to improve the uncertainty relations [20, [25] [26] [27] [28] [29] [30] [31] [32] [33] .
In this paper we improve the lower bounds for entropic uncertainty relations by polynomial functions. Besides improving the uncertainty relations, we provide the insight that the mutually unbiased bases can be used to form a conservation law. The uncertainty relations with quantum memory are also investigated.
II. SETTING UP THE STAGE
Given two probability vectors x = {x 1 , x 2 , · · · , x N } and y = {y 1 , y 2 , · · · , y N }, arranged in descending order, the vector x is said to be majorized by y, x ≺ y, if
f (y) whenever x ≺ y. Both Shannon entropy and Rényi entropy are all Schur concave functions. It has been shown in Refs. [23, 24] that for two measurement probability distributions p = {p 1 (ρ), p 2 (ρ), · · · , p N (ρ)} and q = {q 1 (ρ), q 2 (ρ), · · · , q N (ρ)}, one has p ⊗ q ≺ ω, which implies 
For observable A i with eigenstates |a (i) j , we denote U (i) the matrix with the j − th column given by |a
Let S k be the maximal square of operator norms calculated for the rectangular matrices of size d × (k + 1), formed by k + 1 columns taken from the concatenation of all L matrices
, |a
)} where σ 2 1 is the square of operator norms, the maximum runs over all subsets (i 1 , j 1 ), (i 2 , j 2 ), ..., (i k+1 , j k+1 ) of cardinality k + 1 of set {1, 2, ..., L} × {1, 2, ..., d}. The following uncertainty relations hold:
The strong entropic uncertainty relations for multiple measurements are given in Ref. [29] : for any given d− dimensional mixed quantum state ρ and N measurements
where ω = (Ω 1 , Ω 2 − Ω 1 , · · · , 1 − Ω a ) with a being the smallest index such that Ω a+1 = 1, and Ω k = (
being the maximal eigenvalue of
The matrices U ij are defined by the subsets {|a
For any given qubit state ρ with spectral decomposition ρ = p|r r| + (1 − p)|r ⊥ r ⊥ |, and two measurements A 1 and A 2 , an improved bound was given in Ref. [32] ,
where P = 2p 2 − 2p + 1 is the purity of the state. The bound in Ref. [34] is
In this work, we give a tighter uncertainty relation by using the eigenvalues of quantum states and the transition from one measurement basis to the other one for mixed states. Also we give a tighter uncertainty relations based on the lower bound of Shannon entropy.
III. ENTROPIC UNCERTAINTY RELATION WITH STATE-INDEPENDENT BOUND
We now investigate entropic uncertainty relations with bounds given by polynomial functions. Let H s (x) = −x log 2 x − (1 − x) log 2 (1 − x) and H s (x, y) = −x log 2 x−y log 2 y −(1−x−y) log 2 (1−x−y). For H s (x) and stepwise linear function, we divide the interval 0 x 1 into n equal parts, in each part
1 (x) is determined by the two points (
Actually the difference between H s (x) and the stepwise linear function P
i n, decreases as the number of the equal parts n increases. Similarly, for H s (x, y) and stepwise linear function, we divide the region {0 x 1, 0 y 1 − x} into n 2 equal triangle region:
In each triangle region, the linear function P (i,j) 1 (x, y) is determined by three points, (
and (
and the stepwise linear function P (i,j) 1 (x, y) also decreases as n increases.
We have the following relations:
where
and
, and the coefficients a ij , a ′ ij , etc., are given by
It is also worth noticing that, when a quantum memory is in absentia, entropic uncertainty relations are entirely specified by the overlap matrix U defining the transition from one measurement basis to the another one,
. If we make the same unitary transformations to the two measurement bases simultaneously, i.e. |a for some basis transformation T , the uncertainty lower bound will not be changed.
Theorem I: For any pure state |ψ and observables given by the bases A k = {|a (k) j }, k = 1, 2, · · · , N , we have strengthened uncertainty lower bounds by the quadratic function,
or by the stepwise linear function,
where p
To show that (10) and (11) give better lower bounds of uncertainties, let us consider the following detailed cases.
Case I: First consider the most simple case: quibt states |ψ and two measurement A k = {|a
From (11) we have
where L i are given by following. Let θ * i be the extreme points of P
If
Figure 1 shows our bounds with respect to c: bound (12) by the quadratic function is represented by the solid line,and bound (13) by the stepwise linear function is represented by the medium size dotted line with n = 64. The bound (8) derived in Ref. [32] is plotted by the smallsize dotted line, which is almost identical to the bound (dot-dashed line) obtained in Ref. [26] . Meanwhile, the result (3) obtained in Ref. [20] is given by the big size dotted line for c * c 1, which is almost identical to the bound(thick solid line) using mathematica program, and the bound (7) appeared in Ref. [29] is denoted by dashed line, which is just a little less than the bound (8) . The optimal bound is given by the thick solid line. From Fig. 1 we see that our bound by the quadratic function is better than the bounds in Ref. [26] , the bound (7) and (8) for c < 0.79. Our bound by the stepwise linear function, with n = 64, is better than the bounds in Ref. [26] , the bound (7) and (8) for
It is a good approximation to the exact value of H(A 1 ) + H(A 2 ).
FIG. 1:
The solid line is for our bound by the quadratic function; the medium size dotted line for our bound by the stepwise linear function; the small size dotted line for the the bound (8), the dot-dashed line for the bound given in Ref. [26] ; the big size dotted line for (3), the dashed line for the bound given in (7) and the thick solid line for H(A 1 ) + H(A 2 ) using mathematica program.
Case II: Qubit state with three measurements A k given by {|a
and h = arg a
1 |a
. From (10) we obtain
with tan 2α * = sin 2 q cos 2 q sin 2g + sin 2 r cos 2 r sin 2h sin 2 q cos 2 q cos 2g + sin 2 r cos 2 r cos 2h
and sin 2θ
.
where 
1 (θ i−1 , α) and 
From (16), we have also the lower bound by stepwise linear function. Figure. 2 shows that our bound by quadratic function is better than (6) and (7) when θ ∈ (0.5, 1.0). Our bound by stepwise linear function is better than the bounds (6) and (7) (15) is represented by the solid line, and our bound (16) is plotted by the dotted line with n = 32. The bound (6) from Ref. [26] is shown by the dot-dashed line, and the lower bound in (7) is depicted by the dashed line. The thick solid line is the value of
Case III: Qutrit states with three measurements A k given by {|a
2 θ cos 2 φ, p 2 = sin 2 θ sin 2 φ and p 3 = cos 2 θ. Let q = {q 1 , q 2 , q 3 } and r = {r 1 , r 2 , r 3 }, with
3 |a
From (10) we get
where m j (j = 1, 2, 3, 4) are integers, while θ * , φ * , α * , β * are the stationary points of the function 2[3 −
From (11) we have the following uncertainty relation based on stepwise linear function,
Example 2: Consider qutrite states with three measurements A k (k = 1, 2, 3) given by the vectors [29] : |a
= {0, 0, 1} with φ = π 2 , respectively. A bound H s (ω 0 ), ω 0 = {Ω 1 , 1 − Ω 1 }, is obtained in Ref. [29] . Our bound based on quadratic function for this case is 4a(1 − a); see Fig. 3 for comparison.
IV. ENTROPIC UNCERTAINTY RELATION WITH STATE-DEPENDENT BOUND
In this section we illustrate our state-dependent bounds, showing how our results provide a better estimation for the sum of entropies. Consider an Ndimensional quantum state ρ with spectral decomposition ρ = (7) in Ref. [29] is represented by the dashed line, and the bound (6) in Ref. [26] is plotted by the dot-dashed line. The thick solid line stands for the value of
with the probabilities
respectively. The above results have been derived based on the fact that v i |a 
with the corresponding probabilities
where the probability vectors satisfy the direct-sum majorization uncertainty relation,
and ω i (i = 1, 2, · · · , d) are defined by
Let us consider the following detailed case.
Case IV: Consider qubit states with the spectral decomposition ρ = p|v +(1−p)|v ⊥ v ⊥ |, and two measurements A k given by |a
We have
where p i , q i , r i (i = 1, 2) and w i (i = 1, 2, · · · , 6) are listed in Appendix C.
In terms of the stepwise linear function, we have the following conclusion.
Theorem III: Given an arbitrary state ρ and measurements A k (k = 1, 2, · · · , N ) associated to vectors |a
where P 
As a particular case, from (23) we have the following entropic uncertainty relations.
Case V: For two measurement case, one has
1 and θ * i are given in Appendix D.
Example 3: Consider the qubit state with eigenvalues p, 1 − p and two measurements A k (k = 1, 2): |a
, j = 1, 2. We compare our result in this case with the existing bounds in Fig. 4 . From Fig. 4 we see that when p = 0.2, our bound (21) is better than the bound (9) in Ref. [34] and the bound (5) in Ref. [26] for 0.8 c 1, and is almost the same as the bound (8) in Ref. [32] . Our bound (24) for n = 32 is better than all the other bounds. From Fig. 5 we see that when p = 0.055, our bound (21) is better than the bound (9) in Ref. [34] and the bound (5) in Ref. [26] for 0.78 c 1,, and is almost the same as the bound (8) in Ref. [32] . Our bound (24) with n = 8 is better than all the other bounds. [32] is represented by the small size doted line, the bound (5) in Ref. [26] is represented by the thick dot-dashed line, the bound (9) in Ref. [34] is represented by the thick dashed line, and the thick solid line is for
Case VI: For the case of three measurements one gets (8) in Ref. [32] is represented by the small size dotted line, the bound (5) in Ref. [26] is represented by the thick dot-dashed line, the bound (9) in Ref. [34] is represented by the thick dashed line, and the thick solid line is for
otherwise,
1 (θ, α) and θ * , α * are given in Appendix A.
Example 4:
Consider qubit states with eigenvalues p, 1 − p, and three measurements A i (i = 1, 2, 3) given by |a (22) by majorization is represented by the solid line, and our bound (25) by the stepwise linear function with n = 16 is represented by the dotted line. The bound in Ref. [29] is represented by the dashed line, and the thick solid line is for unbiased bases, straightforward computation shows
Theorem IV: If the three measurements on a qubit state are given by the three mutually unbiased bases, we have
Proof: Assume that the qubit state has eigen-
are orthonomal basis. By choosing the first basis of the three mutually unbiased bases to be B 1 = {|v 1 , |v 2 }, one can directly prove (26) .
V. DISCUSSION AND CONCLUSION
We have presented improved uncertainty relations based on the Shannon entropy and the majorization techniques. Analytical formulas are derived for qubits subjected to two or three measurements, which outperform the previous results. Our results can be also generalized to other forms of uncertainty relation, such as the uncertainty relations of quantum coherence.
Moreover, our improved uncertainty relations can be generalized to the case with the presence of quantum memory. Let the entropic uncertainty relation without quantum memory be given by
where B ploy denotes our lower bounds by polynomial functions. Now consider bipartite quantum states ρ AB with the subsystem B as the quantum memory. Generally it is not true that
where, without confusion we still using the symbol H to denote the von Neummann (conditional) entropy. In order to generalize our bounds to the case with quantum memory, we first define the mutual information QM k with respect to the k-th measurement,
k QM k is a type of quantum correlation measure Q 2 [36] . We have the following entropic uncertainty relations in the presence of quantum memory,
The uncertainty principle has profound applications in many quantum information processing such as quantum cryptograph. The quantum cryptograph in the absence of quantum memory has the possibility for being an eavesdropper to utilizing the quantum correlations. Using uncertainty relations with the presence of quantum memory one can overcome such eavesdropping. Our lower bound B ploy + k QM k can be used in quantum key distribution directly. Besides improving the entropic uncertainty relations and extending our results to the case with quantum memory, our bound is also related to the information exclusion relations [35] .
Moreover, our method can be generalized to the case with Dirac fields: when we consider the bipartite system with Dirac fields, near the event horizon of a Schwarzschild black hole, the quantity k QM k provides a better bound than the previous bounds based on the mutual information. As reported in Ref. [37] , if the quantum memory moves away from the black hole, the difference between the total uncertainty and B ploy + k QM k remains a constant, independent on the properties of the black hole. We have
1 (θ) and R
1 (θ) are given by
+ 2 sin θ cos θ sin q cos q cos(g − α))
+ 2 sin θ cos θ sin r cos r cos(h − α))
and the extreme points of P The lower bound for stepwise linear function is given by
= min{P i,j , p 1 ∈ h i , p 2 ∈ u ij (p 1 ), a i,j , p 1 ∈ h i , p 2 ∈ u ij (p 1 ), a For qubit states with the spectral decomposition ρ = p|v + (1 − p)|v ⊥ v ⊥ |, and two measurements A k given by |a
