Abstract. Let M be a Riemannian n-manifold with n ≥ 3. For 1 ≤ k ≤ n, we say M has k-positive Ricci curvature if at every point of M the sum of any k eigenvalues of the Ricci curvature is strictly positive. In particular, one positive Ricci curvature is simply positive Ricci curvature and n-positive Ricci curvature is equivalent to positive scalar curvature.
Introduction
Let M be a Riemannian n-manifold with n ≥ 3. For 1 ≤ k ≤ n, we say M has k-positive Ricci curvature if at every point of M the sum of any k eigenvalues of the Ricci curvature is strictly positive. In particular, one positive Ricci curvature is simply positive Ricci curvature and n-positive Ricci curvature is equivalent to positive scalar curvature.
Let G be the fundamental group of the closed manifold M . We say that G is virtually trivial if some finite cover of M has trivial fundamental group. We say that G is virtually cyclic if G contains a cyclic subgroup of finite index, or equivalently, if some finite cover of M has cyclic fundamental group. We say that G is virtually free if G contains a free subgroup of finite index, or equivalently, if some finite cover of M has a fundamental group that is a free group.
In this paper we will prove:
Theorem 0.1. Let M be a closed Riemannian n-manifold, n ≥ 3, with 2-positive Ricci curvature. Then the fundamental group, π 1 (M ), of M is virtually free.
In the case n = 3, 2-positive Ricci curvature implies positive scalar curvature and the result follows from a bound on the fill radius of 3-manifolds with positive scalar curvature ( [G-L2] , [S-Y2] ). The case n = 2 is trivial.
Theorem 0.1 is the main result of this paper. However consider the case that M be a closed Riemannian n-manifold such that at every point of M the Ricci curvature has exactly one negative eigenvalue, i.e., at each point x ∈ M the eigenvalues of Ricci are: µ 1 (x) < 0 < µ 2 (x) ≤ µ 3 (x) ≤ · · · ≤ µ n (x).
(0.1)
Suppose there is a scalar α, 0 < α ≤ 1, independent of x ∈ M such that at every point x ∈ M :
Note that if α = 1 the conditions (0.1) and (0.2) imply that M has 2-positive Ricci curvature.
Definition 0.2. If M satisfies (0.1) and (0.2) for 0 < α ≤ 1 with α independent of x ∈ M , we say M has Ricci curvature which is strictly 2-positive for the weight α. When α = 1 we say M has strictly 2-positive Ricci curvature.
For 0 < α < 1, the condition of strictly 2-positive for the weight α is weaker than 2-positive Ricci curvature. Note however this condition requires that everywhere the Ricci curvature has exactly one negative eigenvalue.
Theorem 0.3. Suppose M is a closed n-Riemannian manifold, n ≥ 3, with Ricci curvature which is strictly 2-positive for the weight α. Then the fundamental group of M , π 1 (M ) is virtually free, in fact, it is either finite or virtually cyclic.
In Sections 2 and 3 we will study manifolds M satisfying (0.1) and assume that M is strictly 2-positive for the weight α, for some α, 0 < α ≤ 1. In Sections 4, 5 and ?? we will extend the techniques developed in the preceding sections to the study of manifolds M of 2-positive Ricci curvature.
The main technical tool of this paper is the study of a variational problem of the energy of a path subject to a finite number of integral constraints. To aid the reader we outline here what these variational problems are and how they are used.
We begin by studying closed manifolds M satisfying (0.1) and assume that M is strictly 2-positive for the weight α, for some α, 0 < α ≤ 1. Lifting the metric to any infinite coverM of M and, in particular, to the universal cover we study these conditions onM . In this case there is, at every point, exactly one negative eigenvalue and corresponding eigenvector of the Ricci curvature. This eigenvector determines a nowhere vanishing vector field, that we will denote E, onM and hence a foliation ofM . Since the metric is invariant under Deck transformations, so are both the vector field E and the foliation. Suppose there is a leaf L of the foliation that has two ends ( i.e., if p ∈ L is a point and B R (p) is the metric ball of radius R and center p then for any R > 0, outside B R (p), L has two components). Let T be a Deck transformation. Either T (L) and L coincide or they are disjoint. If they are disjoint, we will show that the distance between T (L) and L is bounded by a constant depending only on the Ricci curvature. It follows thatM has exactly two ends and therefore π 1 (M ) is virtually cyclic.
The key argument is to show that the distance between T (L) and L is bounded. We accomplish this by constructing a stable geodesic u : [a, b] →M beginning on L and ending on T (L) with the property that for all a ≤ t ≤ b the angle between u ′ (t) and E(u ′ (t)) is close to π/2. Close is measured relative to α such that γ satisfies for all t ∈ [a, b]:
Ric(u ′ (t)) > C(α) > 0, for some constant C(α). Then using the Bonnet-Myers Theorem we can conclude a uniform bound on the length of u and, consequently, on the distance between T (L) and L. To construct this stable geodesic we introduce a variational problem of the energy of a path subject to a finite number of integral constraints. These integral constraints are engineered to force the existence of a stable geodesic u with the angle between u ′ (t) and E(u ′ (t)) close to π/2. We begin by considering the space of piecewise C 1 paths {γ(t) : a ≤ t ≤ b} beginning on L and ending on T (L). Let {f i (t) : a ≤ t ≤ b, i = 1, . . . k} be a finite family of continuously differentiable functions. Set:
so that e is a unit vector pointing in the direction of the negative eigenvector of the Ricci curvature. Define k integral constraints on the paths γ by requiring:
b a f i (t) e(γ(t)), γ ′ (t) dt = 0, i = 1, . . . , k.
We minimize energy among paths in H 1 ([a, b] ,M ) beginning on L and ending on T (L) subject to these constraints. We show there is a minima, derive EulerLagrange equations and prove regularity of the minimizers. We also derive a second variation formula.
We consider in Section 3 a family of such constrained variational problems. Let F j = {f ij (t) : i = 1, . . . , k} and for each j = 1, 2, . . . consider the constraints: f ij (t) e(γ(t)), γ ′ (t) dt = 0, i = 1, . . . , k.
Let u j denote a minimizer of the constrained variational problem. Provided the sequences {f ij : j = 1, 2, . . . } and their derivatives converge uniformly to non-zero functions {f i } and {f ′ i } we show that a subsequence of minimizers converge to a path u that satisfies the Euler-Lagrange equations for the variational problem with integral constraints determined by {f i }. This can be applied to families of sequences f ij → 0 as j → ∞ provided the convergence is sufficiently regular (in a precise sense). Doing this we can conclude the u is a geodesic and, considering the second variation, we can derive that the geodesic is stable (has non-negative second variation).
To illustrate how we can use this program to produce minimizers of energy with the desired pointwise properties, consider a set of discrete points a < t 1 < t 2 < . . . t k < b. Set f i (t) to be a smoothing of the step function:
Here we assume 0 < δ < min{|t ℓ − t ℓ−1 |}. For such constraints it is easy to see that there are points τ i ∈ (t i − δ, t i + δ) such that the minimizer u 0 satisfies e(u 0 (τ i )), u ′ 0 (τ i ) = 0, for each i = 1, . . . , k.
Of course, the minimizer u 0 is not a geodesic. Next we choose a sequence σ j → 0 and set f ij (t) to be a smoothing of the step function:
We denote by u j the minimizer of energy subject to the constraints determined by the functions {f ij (t) : a ≤ t ≤ b, i = 1, . . . k}. The maps u j satisfy Euler-Lagrange equations and estimates on their derivatives. If the estimates are uniform for all j = 1, 2, . . . then we can take a limit as j → ∞ and show the the limit map is a geodesic. However getting uniform estimates involves some subtle considerations. In particular it is here that we formulate the idea of families of sequences f ij → 0 as j → ∞ having sufficiently regular convergence.
The final step of the program involves constructing specific families of constraint functions {f ij } that have sufficiently regular convergence to 0 to ensure uniform estimates on the minimizers u j . Then we conclude that the limit map u, as j → ∞, is a stable geodesic. These constraints also ensure that there are points a < τ 1 < τ 2 < · · · < τ k < b so that the limit map u satisfies:
For a geodesic u, the oscillation of the derivative u ′ is bounded. Hence given any η > 0, if k is sufficiently large, we can conclude that:
Since e is in the direction of the negative eigenvector we have that Ric(u ′ (t)) > 0 for all t ∈ [a, b]. Using the Bonnet-Myers Theorem, the distance between T (L) and L is bounded by a constant depending only on the Ricci curvature.
In Sections 4 and 5 we extend the preceding work to the case of 2-positive Ricci curvature. In this case,M can be divided into connected open regions with positive Ricci curvature and regions with a distinguished vector field (corresponding to the negative or zero eigenvalue of Ricci). We replace the leaves L, described above, by graphs whose vertices correspond to the open connected regions of positive Ricci curvature and whose edges are leaves of the foliation. We show that such graphs can be constructed that are maximal, in the sense that, if Γ is a maximal graph and T is a Deck transformation then either Γ and T (Γ) coincide or they are disjoint. We consider the space of piecewise C 1 paths {γ(t) : a ≤ t ≤ b} beginning on Γ and ending on T (Γ) and introduce a variational problem of the energy of a path subject to a finite number of integral constraints. The integral constraints are similar to those used previously, except that in regions of positive Ricci curvature, the constraint is null. The argument precedes, as in the previous case, to conclude that the distance between Γ and T (Γ) is bounded. From this we show that all points ofM lie within a fixed distance of the graph Γ. This implies thatM has either two or infinitely many ends. Therefore π 1 (M ) has no subgroups with exactly one end. Hence, using results from geometric group theory, π 1 (M ) is virtually free.
We are indebted to Rafe Mazzeo for insightful comments on a preliminary version of this paper.
Preliminaries
To motivate the results of this paper we recall the following theorem proved in [W] . We assume that (M, g ) is an n-dimensional Riemannian manifold with n ≥ 3. Recall that n-positive Ricci curvature is positive scalar curvature and one-positive Ricci curvature is positive Ricci curvature. The theorem is a direct generalization of a well-known result of and Schoen-Yau [S-Y1] on connect sum and surgeries of manifolds with positive scalar curvature. Theorem 1.1. Let M be a compact n-manifold with a metric of k-positive Ricci curvature, 2 ≤ k ≤ n. Then any manifold obtained from M by performing surgeries in codimension q with q ≥ max{n + 2 − k, 3} also has a metric of k-positive Ricci curvature. If M 1 and M 2 are compact n-manifolds with metrics of k-positive Ricci curvature, 2 ≤ k ≤ n, then their connect sum M 1 #M 2 also carries a metric with k-positive Ricci curvature. Corollary 1.2. Let M 1 , M 2 be compact n-manifolds each with a metric of 2-positive Ricci curvature. Then the connect sum M 1 #M 2 admits a metric of 2-positive Ricci curvature.
We can use these results to construct many interesting examples of manifolds with 2-positive Ricci curvature. Let N i , i = 1, . . . , k be closed (n − 1)-manifolds with positive Ricci curvature. Then for each i, N i × S 1 with the product metric has both non-negative Ricci curvature and 2-positive Ricci curvature. According to the Corollary the manifold
admits a metric with 2-positive Ricci curvature. Note that X does not admit a metric of non-negative Ricci curvature. If it admitted such a metric then its universal coverX would be a product Y × R s where s ≥ 1 and Y is compact (see [C-G] ). In particularX has one end, in the case, s > 1 and two ends, in the case, s = 1. However the fundamental group of X when k > 1 is virtually free on k generators and, therefore, the universal coverX has infinitely many ends. Thus Theorem 0.1 can be seen as a weak version of a decomposition result for closed manifolds with 2-positive Ricci curvature.
The proofs of both Theorem 0.1 and Theorem 0.3 rely on the notion of the number of ends of a group. There are various definitions of this notion. For our purposes the following definition will suffice: Definition 1.3. Given a group G we define the number of ends, e(G), of G to be the number of topological ends ofK, whereK → K is a regular covering of the finite simplicial complex K by the simplicial complexK and G is the group of covering transformations.
In particular, if G is the fundamental group of a closed manifold N then the number of ends of G is the number of ends of the universal coverÑ of N . It is not difficult to show that a group G can have 0,1,2 or infinitely many ends [E] . If the fundamental group of a closed manifold has 0 ends then the universal cover is compact and the group is virtually trivial. If the fundamental group of a closed manifold has 2 ends then it can be shown that the group is virtually cyclic. We will prove Theorem 0.3 by showing that a closed manifold with Ricci curvature which is strictly 2-positive for the weight α has universal cover with either 0 or 2 ends.
The key step in the proof of Theorem 0.1 is to show that no covering space of M has exactly one end. From this, in [R-W] Theorem 2.5, it is shown, using results from geometric group theory, that π 1 (M ) is virtually free.
2. Manifolds with Ricci curvature which is strictly 2-positive for the weight α Let (M, g) be a closed oriented Riemannian manifold with Ricci curvature which is strictly 2-positive for the weight α. In particular, at each point x ∈ M the Ricci curvature has exactly one negative eigenvalue. The eigenvector associated to the negative eigenvalue is well defined up to sign and therefore determines a nowhere vanishing line field on M . We choose an orientation for this line field, if possible. Otherwise, we lift the line field to a double cover of M on which the line field can be oriented. In the second case we replace M by the double cover. Hence, without loss of generality, we can assume that there is a well-defined eigenvector field E on M . Divide the vector field E by its length to determine a unit vector field on M that we denote by e(x) or simply by e :
Let π :M → M be any covering space and suppose thatM is not compact. Choose the pulled back metric π * g as the Riemannian metric onM . By abuse of notation denote the vector field satisfying π * e = e by e. Let G e denote the foliation onM determined by integrating e. Then the vector field e and the foliation G e are invariant under the Deck transformations. We will consider two cases: (1) There is some leaf (equivalently, some orbit of e) that we denote, L, such that a portion of L lies outside every compact set. If T is a Deck transformation then T (L) is also a leaf of the foliation. Therefore T (L) and L are either disjoint or coincide. Acting by the Deck transformations we conclude that there is such a leaf passing through every fundamental region. (2) Every leaf of the foliation G e lies in a compact set.
The main theorem of the next section, Section 3, will be:
) be a closed oriented Riemannian manifold with Ricci curvature which is strictly 2-positive for the weight α. Let (M , π * g) be a cover. If there is a leaf L, such that a portion of L lies outside every compact set thenM has exactly two ends. In particular the fundamental group of M is virtually cyclic.
We begin by considering Case (1). We remark that if for every Deck transformation T the leaves T (L) and L coincide, then L passes through every fundamental region. As a consequence for any point p ∈M we have:
We conclude thatM has exactly two ends. Therefore we will suppose that there is a Deck transformation T such that T (L) and L are disjoint. We will denote L by
Fix 
is a smooth function. We consider the following natural boundary condition on H 1M : Let L 0 and L 1 be leaves of the foliation onM described above. Suppose u(a) ∈ L 0 and u(b) = L 1 . Denote the space of maps in H 1M satisfying this boundary condition by
1 ) subject to a finite number of integral constraints. To define the integral constraints consider a finite family F of continuous real valued functions f 1 , . . . , f k on [a, b] . Set the constraints:
(2.1)
We will also assume that:
Note that the integrals are independent of oriented reparameterization. Introduce the admissible class of maps:
Proposition 2.2. Suppose that F is a finite family of continuous functions on [a, b] . There is a piecewise C 1 path u joining L 0 to L 1 such that:
In particular, A F ,L0,L1 = ∅.
Let H(x) be the codimension one distribution determined by the vectors orthogonal to e(x). Call a piecewise C 1 path γ(t) horizontal if γ ′ (t) ∈ H(γ(t)) for all but finitely many t. We will prove Proposition 2.2 by showing that there is a piecewise C 1 horizontal path γ(t) beginning on L 0 and ending on L 1 . Then clearly γ ∈ A F ,L0,L1 .
Proof. Let L be an orbit of e. Let U L be a tubular neighborhood of L that is foliated by orbits of e. In a fundamental region, using compactness, we can assume that there is a constant c(L) > 0 such that:
Since the orbits are invariant under the Deck transformations it follows that (2.4) holds onM . The space of orbits, S(R), that intersect a fixed fundamental region R is compact. For orbits in this compact set we can find a constant c > 0 such that:
Hence for orbits L ∈ S(R):
Since the Deck transformations act by isometries this holds for any orbit. Hence for any orbit L (2.5) holds.
Define a one-form ω onM by: 
Apply the previous observation to construct a piecewise C 1 horizontal path passing through
Successively repeat this n times to construct a piecewise C 1 horizontal path joining L 0 to L 1 . The result follows.
We will say that a point x ∈M is accessible to L if there is a piecewise C 1 horizontal path γ joining x to L. We proved Proposition 2.2 by showing that there is a point y ∈ L 1 that is accessible to L 0 .
Remark 2.3. The boundary conditions on H 1M were chosen to facilitate the proof that there are admissible maps satisfying the integral constraints. For example, let x, y ∈M . Suppose u(a) = x and u(b) = y. Denote the space of maps in H 1M satisfying this boundary condition by H 1M (x, y). Note that for this condition the corresponding admissible class of maps for the constraints (2.1) may be empty. For example, if the distribution H is integrable and x and y lie on different leaves. Therefore this condition is unsuitable.
Theorem 2.4. There exists u ∈ A F ,L0,L1 satisfying
Proof. Note that for F a family of continuous functions on [a, b] the space of maps u ∈ A F ,L0,L1 is non-empty. This is the result of Proposition 2.2. Choose a minimizing sequence {u k } ⊂ A F ,L0,L1 with
Since both L 0 and L 1 are non-compact the maps u k could leave every compact subset ofM . However there is a compact set K ⊂M such that for each u k there is a Deck transformation S k with the property that
Since the Deck transformations act by isometries we have:
Using this observation we can (by replacing the sequence {u k } with the sequence {S k (u k )}) assume that the minimizing sequence {u k } lies in a compact set K. Then we can extract a subsequence, that we will continue to denote by {u k } such that:
We must show that:
Since u k → u uniformly, without loss of generality, we can assume that the images of the u k lie in an open neighborhood U of the image of u. Moreover U can be identified with an open domain in R n . Under this identication we can identify the vectors in T x U with the vectors in T y U , for x, y ∈ U . We make these identifications in the following computation. Using that u k → u uniformly it follows that e(u k ) → e(u) uniformly. Observe that:
Therefore given ε > 0 there is an integer N 1 such that for j ≥ N 1 , b a f (t) (e(u j (t)) − e(u(t))), Du j (t) dt < ε.
(2.6) By weak convergence there is an integer N 2 such that for
Therefore, combining (2.6) and (2.7) we get
We apply this reasoning to the finite set f 1 , . . . , f k to conclude that J f [u] = 0 for all f ∈ F . The result follows.
Next we derive the Euler-Lagrange equations satisfied by the minimizer. A one-parameter family of maps U :
is a section of the bundle u * TM called a variational vector field. Note that a variational vector field is tangent to L 0 at t = a and tangent to L 1 at t = b. A variation U : [a, b] × (−ε, ε) →M is called admissible if for each s ∈ (−ε, ε) the map U (−, s) satisfies the integral constraints (2.1). A variational vector field tangent to an admissible variation is called an admissible vector field. To determine the conditions satisfied by an admissible vector field we assume that for all s ∈ (−ε, ε) the maps U (t, s) ∈ A F ,L0,L1 . Hence for each f ∈ F and for each s ∈ (−ε, ε):
Introduce the notation ξ(t) = ∂U(t,s) ∂s |s=0
and Du(t) = u ′ (t). Differentiate (2.8) with respect to s and evaluate at s = 0 to derive that an admissible variation satisfies:
where (De) * denotes the adjoint of De. The last equation (2.10) follows using (2.2). It follows that (2.10) holds for each f ∈ F . We have shown:
Proposition 2.5. If a variational vector field ξ is admissible then ξ satisfies (2.10) for each f ∈ F .
Conversely, Proposition 2.6. If a variational vector field ξ satisfies (2.10) for each f ∈ F then ξ is admissible.
and let ξ 0 be a variational vector field for u 0 such that for each f ∈ F :
Note that equivalently we can require that ξ(t, u) satisfies for each f ∈ F :
We further require that there are constants K, L > 0 such that for all u 1 , u 2 ∈ B 2r (u 0 ) we have:
and for all u ∈B 2r (u 0 ) we have:
Condition (2.11) implies that the map:
is a Lipschitz vector field on U. Apply the existence theory for ordinary differential equations on Banach spaces [L] to integrate this vector field. Then for each u ∈ B r (u 0 ) there is an ε > 0 and a unique map U u (t, −) : (−ε, ε) → U such that:
In particular, for u = u 0 we get a one-parameter family of maps U (t, s) satisfying:
By construction ξ(t, U (t, s)) satisfies (2.9). Hence
If we assume u 0 satisfies the integral constraints:
Then it follows that for all s ∈ (−ε, ε):
Therefore U (t, s) is an admissible variation that satisfies:
Hence ξ 0 is an admissible variation.
The following theorem is motivated by the study of variational problems with integral constraints in partial differential equations (see [Ev] ).
Then there exist real numbers λ i , i = 1, . . . , k, such that:
for all variational vector fields ξ.
Proof. Define linear functionals on the variational vector fields:
14)
By scaling we can assume that:
For any variational vector field ξ set:
There is no requirement that σ i be non-zero. Then,
satisfies (2.10) and hence by Proposition 2.6 is an admissible variational vector field. Then the Euler-Lagrange equation for E becomes:
Then the Euler-Lagrange equation can be written:
We leave the case where the functionals {F i : i = 1, . . . , k} are linearly dependent to the reader. The resulting Euler-Lagrange equation is a special case of (2.20).
We exploit the Euler-Lagrange equation to prove a regularity result:
and we have the estimate:
The constant C is independent of f i and the choice of w i for i = 1, . . . , k.
Proof. The Euler-Lagrange equation is an elliptic equation and
The equation is quasi-linear. The non-linearity occurs in the lower order term e(u(t)).
Moreover |e(u)| = 1. The standard regularity argument for second order linear elliptic equations works without difficulty. See for example [Ev] .
Proof. This follows from the Sobolev inequalities.
and r is an integer r ≥ 1. 22) where the constant C is independent of u and f i i = 1, . . . , k.
Proof. It follows from Theorem 2.8 that u ∈ H 2M . Let ξ be a variational vector field with compact support. Integrate the first term of (2.20) by parts to get:
There is no boundary term since ξ has compact support. Using Corollary 2.9 and that the support of ξ is arbitrary this implies that
. To prove the estimate, differentiate the equation:
and estimate the right hand side.
We will also need the second variation formula for the variation of energy subject to the integral constraints (2.1). If each map in the family U (t, s) satisfies the integral constraints (2.1) then the vector field
is admissible. Assuming
is admissible we have:
If the variation of u depends on two-parameters U (t, s 1 , s 2 ) and each map in the variation satisfies the integral constraints (2.1) we have:
Recall that ∂u ∂sj sj =0
for j = 1, 2 is given by
where ξ j is an arbitrary variational vector field, w i satisfy conditions (2.15) and (2.16) and the operators F i are given by (2.14). Set:
Theorem 2.11. The second variation of energy subject to the integral constraints (2.1) is given by:
where W 1 , W 2 are admissible vector fields.
We will say that a solution u of the Euler-Lagrange equations is stable if the quadratic form:
for all admissible vector fields W .
Pointwise conditions on a sequence of minimizers
In this section we begin by developing the theory of variational problems with integral constraints for sequences of constraints. We will then apply these results to sequences of the constraint functions f ∈ F chosen to impose pointwise conditions on the minimizers. Choosing sequences of constraint functions to impose pointwise conditions on the minimizers is not difficult. However we wish to have uniform estimates on the minimizers. This requires careful choice to the sequences of constraint functions.
Suppose that for each
Let u j be the minimizer of energy in H 1M (L 0 , L 1 ) subject to the integral constraints:
We can suppose that
and therefore that there is a subsequence of the sequence {u j }, that we continue to denote {u j }, and a map
Proposition 3.1. The map u 0 satisfies the integral constraints:
Proof. The proof is essentially the same as the proof of Theorem 2.4.
Define the linear functionals on ξ ∈ L 2 (u * 0 (TM )):
1 ) subject to the integral constraints:
Then there is a subsequence of the sequence {u j }, that we continue to denote {u j }, and there is a constant C > 0 that is independent of j such that:
for some α > 0.
Proof. The minimizer u j satisfies the estimate:
The right hand side can be bounded independent of j provided there is an upper bound on sup i (λ i ) j independent of j. Recall that for i = 1, . . . , k and each j:
where
Therefore an upper bound on (λ i ) j depends on the choice of (
, we can suppose that u j → u 0 uniformly. Consequently we can identify the bundles u * j (TM ) with u * 0 (TM). Using this identification we consider (F i ) j and (F i ) 0 as linear functionals on L 2 (u * 0 (TM )). We have, for each i:
as linear functionals. This follows from the uniform convergence (
. . , k and the weak convergence Du j ⇀ Du 0 . Choose H 1 sections (w i ) 0 of u * 0 (TM ) satisfying conditions (2.15) and (2.16) for the functionals (3.6) and such that:
For each j, regard these sections as sections of u * j (TM ). For each j by taking linear combinations of the set {(w i ) 0 } we can define sections (w i ) j of u * j (TM ) satisfying conditions (2.15) and (2.16) for the functionals (F i ) j , i = 1, . . . k. For j sufficiently large, there is a constant C 1 > 0 such that:
Also, for j sufficiently large:
This gives an upper bound on the (λ i ) j for each i = 1, . . . , k.
Corollary 3.3. There is a subsequence of the sequence {u j }, that we will continue to denote by {u j }, that converges to the map u 0 in C 1,β for 0 < β < α. The map u 0 satisfies the Euler-Lagrange equation:
Proof. Choosing a subsequence of {u j }, that we will continue to denote by {u j }, we can suppose u j → u 0 in C 1,β for some β > 0. This implies that we can identify the bundles u * j (TM ) with u * 0 (TM ) as C 1 bundles and therefore we can assume that:
The minimizers u j of Theorem 3.2 have non-negative second variation. In particular,
for all admissible vector fields W j along u j .
We wish to conclude that the map u 0 of Corollary 3.3 satisfies:
for all admissible vector fields W 0 along u 0 .
To do this we first prove:
Lemma 3.4. Suppose that W 0 is a C 1 section of u * 0 (TM ) that is an admissible vector field. Then there is a sequence {W j } such that each W j is a C 1 section of u * j (TM ) that is an admissible vector field for u j and such that
Proof. Suppose that W 0 is a C 1 section of u * 0 (TM ) that is an admissible vector field. Then using (2.19) we can write:
where ξ is a variational vector field and the (w i ) 0 are as in the proof of Corollary 3.3. Define the sections (w i ) j as in the proof of Theorem 3.2. Set η j = (F i ) j ((w i ) j ) for all i = 1, . . . , k. We will define the sequence {W j } of admissible variational vector field for u j using the formula:
Then as the proof of Corollary 3.3 we have:
The result follows.
To prove the next theorem we will modify the definition of admissible vector field along u to require that an admissible vector field vanish to first order at its endpoints. That is, we require that if W is an admissible vector field along u then:
(3.13)
Theorem 3.5. Suppose the same hypotheses as Theorem 3.2 but with the additional assumptions that (i) there is a constant C > 0, independent of j, and an β > 0 such that for all i = 1, . . . , k:
and (ii) the admissible vector fields satisfy (3.13). Then the map u 0 of Corollary 3.3 satisfies:
Proof. Let W 0 be an admissible vector field along u 0 . By Lemma 3.4 there is a sequence {W j } that converges in C 1 to W 0 where each W j is a C 1 admissible vector fields along u j . Thus, as j → ∞: 16) where V j = Du j and V 0 = Du 0 . The assumption on the f i allows us to conclude that sequence {u j } is uniformly bounded in C 2,β and hence that there is a subsequence that converges in C 2,γ for some 0 < γ < β. The assumption (3.13) implies that if W j is admissible for u j then:
∇ e W j (a) = 0, and ∇ e W j (b) = 0.
(3.17)
Similarly if W 0 is admissible for u 0 . It follows that if W j is an admissible vector field then
It follows from (3.15), (3.16), (3.19) and (3.20) that:
Next we consider a degenerate version of the previous case. We continue to suppose that for each i = 1, . . . , k there is a sequence {(f i ) j } of C 1 functions on [a, b]. However we suppose that there is an integer 1 ≤ ℓ ≤ k such that:
and for each i = ℓ + 1, . . . , k we suppose there are
In addition we will suppose that for each i = 1, . . . ℓ, there is a decreasing sequence {ε j } with ε j → 0 as j → ∞ such that:
As above, let u j be the minimizer of energy in H 1M (L 0 , L 1 ) subject to the integral constraints:
and therefore that there is a subsequence of the sequence {u j } that we continue to denote {u j } and a map
Proposition 3.6. The map u 0 satisfies the integral constraints:
Proof. Left to the reader.
Define the linear functionals on ξ ∈ L 2 (u * 0 (TM )) :
Theorem 3.7. Suppose that for each i = 1, . . . , k there is a sequence {(f i ) j } of C 1 functions on [a, b] and that there are C 1 functions (f i ) 0 , i = ℓ + 1, . . . , k not identically zero. Suppose that these functions satisfy conditions (3.21) to (3.26). Suppose that the linear functionals (3.30) and (3.31) on L 2 (u * 0 (TM ) are linearly independent. Let u j be the minimizer of energy in H 1M (L 0 , L 1 ) subject to the integral constraints:
Then there is a subsequence of the sequence {u j }, that we continue to denote {u j }, and there is a constant C > 0, that is independent of j, such that:
for some β > 0.
Proof. As in the proof of Theorem 3.2 we need to show that there is an upper bound on sup i (λ i ) j independent of j. This upper bound depends on the choice of the sections (w i ) j for each i = 1, . . . , k. We modify the linear functionals that we used in the proof of Theorem 3.2 as follows:
for ξ variational vector field. Then as linear functionals on L 2 sections we have:
We choose sections (w i ) 0 satisfying the conditions:
As in the proof of Theorem 3.2 for j sufficiently large we use (3.33) to determine the sections (w i ) j of u * j (TM ) such that:
Then set:
Therefore, for i = 1, . . . , ℓ
→ 0, as j → ∞.
Therefore the (λ i ) j remain bounded for all i = 1, . . . , k.
Corollary 3.8. There is a subsequence of the sequence {u j }, that we will continue to denote by {u j }, that converges to the map u 0 in C 1,β for 0 < γ < β. The map u 0 satisfies the Euler-Lagrange equation:
Proof. Same as the proof of Corollary 3.3
Theorem 3.9. Suppose the same hypotheses as Theorem 3.7 but with the addition assumptions that (i) there is a constant C > 0, independent of j, and an β > 0 such that for all i = 1, . . . , k:
and (ii) the admissible vector fields satisfy (3.13). Then the map u 0 of Corollary 3.8 satisfies:
Proof. Same as the proof of Theorem 3.5
We remark that Theorem 3.7, Corollary 3.8 and Theorem 3.9 hold in the case that ℓ = k. We get the following result.
Corollary 3.10. If the sequences {(f i ) j } and {(f ′ i ) j } converge uniformly to 0 and satisfy (3.23), (3.24) (3.25) and (3.26) and the linear functionals (3.30) are linearly independent then a subsequence of {u j } converges in C 1,β to u 0 , where u 0 is a geodesic with non-negative second variation. That is, u 0 is a stable geodesic.
Corollary 3.10 summarizes the conditions we must impose on the sequences of constraint functions to ensure that the estimates on the minimizers are uniform. These uniform estimates enable us to conclude that a subsequence of minimizers converge to a stable geodesic.
We use Corollary 3.10 to construct a stable geodesic that satisfies pointwise conditions. This construction is the main technical point of this paper. Note that we use Corollary 3.10 in the construction. This means that the sequences of integral constraints must be chosen carefully to: (i) satisfy the hypotheses of the Corollary and (ii) impose the pointwise constraints on the stable geodesic necessary to use the Bonnet-Myers Theorem.
Choose k distinct points ℓ 1 , . . . ℓ k ∈ (a, b) such that |ℓ j − ℓ i | > 0 Fix δ such that 0 < 2δ < min i =j {|ℓ j − ℓ i |} and define:
(3.36)
Thenf i is a piecewise C 2 function. Smooth the corners off i to construct a C 2 function f i . Choose a decreasing sequence {ε j } with ε j → 0. Set
Then the sequences {(f i ) j (t)} for each i = 1, . . . k satisfies the hypotheses of Corollary 3.10.
Theorem 3.11. Let u j be the minimizer of energy in Theorem 3.12. There is a subsequence of the minimizers {u j } of Theorem 3.11 that converges in C 1,β to a map
The map u 0 is a geodesic with non-negative second variation. For each i = 1, . . . k, there is a point
Proof. The result follows from Theorem 3.11 using that [ℓ i −δ, ℓ i +δ] is compact. Theorem 3.12 holds for fixed δ > 0. Note that our results do not allow conclusions as δ → 0 because as δ → 0 the hypotheses of Corollary 3.10 are not satisfied.
Let {ℓ i } be a countable dense subset of (a, b). Set F k = {ℓ 1 , . . . , ℓ k }. Then
We apply Theorem 3.12 for a sufficiently small δ k > 0 to each of the sets F k to construct a map that we will denote γ k . This map is a stable geodesic parameterized on [a, b] proportional to arclength that satisfies: For each i = 1, . . . , k, there is a point
where γ k is parameterized on [a, b] proportional to arclength. Theorem 3.13. Given η > 0 there is a stable geodesic γ k parameterized proportional to arclength such that for all t ∈ (a, b):
Proof. Since γ k is a geodesic there is a constant C > 0 independent of k such that:
Since γ k is parameterized proportional to arclength, if we denote the length of γ k by length(γ k ) we have:
Since length(γ k ) is bounded independent of k it follows that |γ ′′ k | is bounded independent of k. Therefore the oscillation of γ ′ k is bounded independent of k. The result follows.
Remark 3.14. Since our estimates are not uniform as δ → 0 we cannot extract a limit geodesic from the sequence of geodesics {γ k } as δ → 0. It is natural to ask if this is a consequence of how we derived our estimates. In fact it is not. It is not possible to derive uniform estimates as δ → 0 or, equivalently, as k → ∞.
Suppose that the distribution of (n − 1)-planes H is completely non-integrable. Suppose that as δ → 0 there is a subsequence {δ i } such that γ δi → γ 0 converges in C 1,β to a geodesic γ 0 . Then for a dense subset of (a, b) of points {t j } the geodesic γ 0 satisfies: e(γ 0 (t j )), γ ′ 0 (t j ) = 0, Therefore, γ 0 is horizontal, i.e., γ ′ (t) ∈ H(γ(t)) for all t ∈ [a, b]. Since γ 0 is a geodesic it is locally a minimizer of length and it is the unique such minimizer. But among horizontal paths it can be shown that, locally, there is a unique minimizer of length [M] . This minimizer satisfies a system of ordinary differential equations that are distinct from the geodesic equations. Therefore γ 0 satisfies two distinct systems of ordinary differential equations. These systems are, in general, not compatible. See [M] for details.
Theorem 3.15. SupposeM has Ricci curvature which is strictly 2-positive for the weight α. Then there is a constant
Proof. By Theorem 3.13 given any η > 0 there exists a stable geodesic γ joining L 0 and L 1 satisfying (3.38). From the curvature assumption by choosing η sufficiently small (depending on α) it follows that along γ there is a constant σ > 0 such that:
Then length(γ) < B by Bonnet-Myers.
Theorem 3.16. There is a constant A > 0 such that for any x ∈M :
Proof. Fix a fundamental region R. Denote the stable geodesic joining L 0 to L 1 by γ. Denote the initial point of γ by p = γ(a) and the fundamental region containing p by R 0 . Let S be the Deck transformation taking R 0 to R. Then S(γ) is a stable geodesic joining the point S(p) ∈ R to the orbit S(L 1 ). Hence,
If q ∈ R this implies that,
where D = diam (M ) . Since the choice of infinite orbit L 1 was arbitrary this implies that for any q ∈ R, dist(q, L) < B + D, where L is any infinite orbit inM . Since the choice of fundamental region R was arbitrary this implies that for any
Theorem 2.1 follows.
We now consider the possibility that: (2) Every leaf of the foliation G e lies in a compact set.
Theorem 3.17. Let (M, g) be a closed Riemannian manifold with Ricci curvature which is strictly 2-positive for the weight α. Let (M , π * g) be a cover. If every leaf of the foliation G e lies in a compact set thenM is compact. In particular the fundamental group of M is finite.
Proof. Let C be a leaf. Let T be a Deck transformation. Then T (C) is a leaf and either C and T (C) coincide or they are disjoint. If for all Deck transformations T the leaves C and T (C) coincide thenM is compact. Hence we will assume that C and T (C) are disjoint. Given a family of integral constraints F assume that the set of admissible maps A F ,C,T (C) is non-empty. Apply the constrained variational problem of the previous section to the space of maps u : [a, b] →M with u(a) ∈ C and u(b) ∈ T (C) for a sequence of integral constraints as described above. Given η > 0, we construct a stable geodesic γ : [a, b] →M parameterized proportional to arclength satisfying γ(a) ∈ C and γ(b) ∈ T (C) such that for all t ∈ (a, b):
By choosing η sufficiently small (depending on α) it follows that along γ there is a constant σ > 0 such that:
Then length(γ) < B by Bonnet-Myers. In particular, for all Deck transformations T : dist(C, T (C)) < B. As in the proof of Theorem 3.16 this implies that there is a constant A > 0 such that for any point x ∈M : dist(x, C) < A This implies thatM is compact. It remains to show that A F ,C,T (C) = ∅. By assumption the manifoldM is connected and foliated by the orbits of G e . Therefore the space of orbits is connected. The distribution H, whether integrable or not, is everywhere non-singular and orthogonal to the orbits. Therefore each orbit C has an open tubular neighborhood U C foliated by orbits in G e and such that each point of U C is accessible to C. Fix a fundamental region R 0 . For the orbits in R 0 we can suppose that the radius of U C is bounded below away from zero. Since the Deck transformations act transitively and as isometries the radius of U C is bounded below for all orbits. Choose a sequence of orbits C = C 0 , C 1 , . . . , C k = T (C) such that C i ⊂ U Ci−1 for i = 1, . . . , k. Then every point on T (C) is accessible to C and A F ,C,T (C) = ∅.
Remark 3.18. In the proof of Theorem 3.17 we are not claiming that in a Riemannian manifold with Ricci curvature which is strictly 2-positive for the weight α there exist leaves of G e as described. If they do exist the theorem holds. If they don't exist then Theorem 2.1 applies.
Theorem 2.1 and Theorem 3.17 together give Theorem 0.3.
Closed manifolds with two-positive Ricci curvature
In this and the next section we extend the techniques developed in Sections 2 and 3 to the case of a closed Riemannian n-manifold M of 2-positive Ricci curvature. The main new feature is the presence, on any coverM of M , of regions which we denote {V λ : λ ∈ Λ}, in which the vector field determined by the eigenvector of the smallest eigenvalue has singularities. These regions have positive Ricci curvature. In particular, this means that there may not be any infinite orbits. Roughly speaking, we handle this by introducing graphs whose vertices are the regions containing singularities of the vector field and whose edges are orbits between the singularities.
Without loss of generality we can assume that the metric is real analytic. We do this by perturbing the metric in the space of Riemannian metrics. Since the 2-positive Ricci curvature condition is open it is preserved in the perturbation. Consequently we can assume that the Ricci curvature, the eigenvalues and eigenvectors of Ricci, etc. are real analytic. This will be used in the construction of admissible paths. It plays no role in the variational theory.
Let (M, g ) be a closed Riemannian n-manifold of 2-positive Ricci curvature. For x ∈ M let µ 1 (x) ≤ µ 2 (x) be the two smallest eigenvalues of Ric(x). In the case that:
the eigenline field associated to µ 1 (x) is well defined for all x ∈ M . As in Section 2 we associate a well defined eigenvector to each x ∈ M by passing to a cover. In this case:
Theorem 4.1. Let (M, g) be a closed Riemannian n-manifold of 2-positive Ricci curvature. Suppose that the two smallest eigenvalues of Ric(x), satisfy (4.1) then the universal cover of M has either zero or two ends and the fundamental group is either virtually trivial or virtually cyclic.
Proof. The techniques of Sections 2 and 3 apply directly. There are regions of positive Ricci curvature (unlike in the previous case) but these, of course, do not interfere with the arguments.
We next consider the case in which there exists a points x ∈ M such that µ 1 (x) = µ 2 (x). The 2-positive Ricci curvature condition implies that:
for a constant β. Therefore we are considering the case where the first eigenvalue satisfies µ 1 ≥ β. Note that on the open set: {x ∈ M : µ 1 (x) < β} the eigenvector of µ 1 defines a line field. By Sard's Theorem µ 1 has regular values η 0 and η 1 with β/2 ≤ η 0 < η 1 < β such that every value η with η 0 < η < η 1 is also a regular value. Therefore µ 1 (η 1 ) by the disjoint sets {W s : s ∈ S}. We choose η 1 sufficiently close to η 0 to ensure that:
A collar neighborhood of the boundary of each V s is given by:
Proposition 4.2. There are only finitely many of the disjoint connected manifolds with boundary {V s : s ∈ S}.
Proof. This uses the compactness of M . The details are left to the reader.
There may be regions V t that are "surrounded" by another region V s , in the sense that, V t lies inside the region of M bounded by the outer boundary of V s . We say that V t is a subregion of V s and write:
Of course, V t is not a subset of V s . Note the V t may itself have one (or more) subregions, say, V u . We can write:
This continues though, since there are only finitely many of the {V s : s ∈ S}, it terminates in finitely many steps. We say that a region V is maximal if it is not a subregion of some other {V s : s ∈ S}. We denote the maximal regions {V λ : λ = 1, . . . , ℓ}. Each maximal region V λ has a corresponding W λ with:
The maximal pairs (V λ , W λ ) are of principal interest.
For each maximal region V λ we denote the region contained inside the outer boundary of V λ by V λ . Similarly, for each maximal region W λ we denote the region contained inside the outer boundary of W λ by W λ .
At each point p ∈ M \ ∪ s∈S W s the eigenvector associated with the smallest eigenvalue of Ric(p) defines a line field without singularities. After lifting to a cover, if necessary, we can assume that this line field is a vector field. Dividing the vector field by its length we get unit vector field Z. We smoothly extend the vector field Z into each W s to a vector field X and we require that X has a finite number of isolated non-degenerate singularities inW s and is otherwise nonsingular.
Denote the singularities by {p s,0 , . . . , p s,j }. We can suppose that the point p s,0 has the property:
We will say that the point p s,0 is the marked point associated with V s . It is possible that for some s ′ the vector field X can be extended across V s ′ without singularities. In this case we delete V s ′ from the collection {V s : s ∈ S} and use the extended vector field X. With this modification the regions V s correspond to the marked points of X. Note that if V s ′ is deleted (and X extended through V s ′ ) and V s ′ is a maximal region then this creates new maximal regions.
Define a smooth cut-off function φ such that for each s ∈ S we have 0 ≤ φ ≤ 1 on V s \ W s and:
Let π :M → M be a regular cover. Choose the pulled back metric π * g as the Riemannian metric onM . Denote the lifts of the vector fields X and Y byX andȲ , respectively. These vector fields are invariant under the Deck transformations. The manifoldM contains a countable collection of regions of positive Ricci curvature that are the connected components of {π −1 (V s ) : s ∈ S}. We denote these manifolds {V σ : σ ∈ Σ}. Each manifold with boundaryV σ has positive Ricci curvature bounded below by η 0 > β/2. Similarly, we will denote the connected components of {π −1 (W s ) : s ∈ S} by {W σ : σ ∈ Σ}. Clearly we have:W σ ⊂V σ . We will denote the lifts of {p s,i : i = 0, . . . , j} by {p σ,i : σ ∈ Σ, i = 0, . . . }. There may be countably many of these points inW σ or there may be only j + 1 such points. The Deck transformations act on the {V σ : σ ∈ Σ} and on the points {p σ,i : σ ∈ Σ, i = 0, . . . }.
The points {p σ,i : σ ∈ Σ, i = 0, . . . } are the singularities of the vector fieldX on M . As such they are important.
Recall that for each maximal region V λ we denote the region contained inside the outer boundary of V λ by V λ . We will denote the connected components of {π −1 (V λ ) : λ = 1, . . . , ℓ} by {V λ : λ ∈ Λ}. Similarly, we denote the connected components of {π −1 (W λ ) : λ = 1, . . . , ℓ} by {W λ : λ ∈ Λ}. Clearly we have:
The manifoldM \ ∪ λ∈ΛWλ is foliated by the orbits ofX. All singularities ofX are contained in the regionsW λ .
Theorem 4.3. Each maximal regionV λ is a compact manifold with boundary.
Proof. Choose two distinct points p, q ∈W λ . Let H 1M (p, q) denote the maps in u ∈ H 1 ([a, b],M ) with u(a) = p and u(b) = q. We consider the variational problem of minimizing E(u) for u ∈ H 1M (p, q) subject to a family of integral constraints. For a family F of continuous real valued functions f i , i = 1, . . . , k on [a, b] we define:
Note that we useȲ in the integral constraint. This vector field vanishes inW λ . Recall thatW λ has positive Ricci curvature so there is no need for a constraint on paths inW λ . We will also assume that:
We introduce the admissible class of maps:
where f satisfies (4.3). SinceW λ is connected and the constraints vanish inW λ we conclude that B F ,p,q = ∅. The boundary conditions for this variational problem differ from those used in previous sections. However, Theorem 2.4 continues to hold so there is a minimizer u of the constrained variational problem. The minimizer lies in B F ,p,q and satisfies the Euler-Lagrange equations:
for all variational vector fields ξ. Since the vector fieldȲ is smooth the regularity result Corollary 2.9 holds. Choose k distinct points ℓ 1 , . . . ℓ k ∈ (a, b). Fix δ such that 0 < 2δ < min i =j {|ℓ i − ℓ j |}. Let {ε j } be a sequence with ε j → 0. Define for each ε j the functions {f ij : i = 1, . . . , k} = F , as constructed in (3.36). Denote the minimizer with constraints I fij [u] = 0, i = 1, . . . , k by u j . Parameterize the interval [a, b] proportional to the arclength of u j . If a point u j (ℓ i ) lies outsideW λ then there is a point (
This follows using the integral constraint
This follows sinceV λ has positive Ricci curvature bounded below by β/2. From the C 1,α bounds on the u j there is a subsequence, that we continue to denote {u j }, that converges as ε j → 0 in C 1,τ , where τ < α, to a stable geodesic u 0 . Using (4.6), 2-positive Ricci curvature and (4.7) there is a point t i ∈ [ℓ i − δ, ℓ i + δ] such that:
We apply the previous argument to each of the sets F k to construct a a stable geodesic parmeterized proportional to arclength that we will denote γ k . This geodesic has the property that there is a point t i ∈ [ℓ i − δ k , ℓ i + δ k ], i = 1, . . . , k with:
As in the proof of Theorem 3.13 it follows that there is a stable geodesic γ satisfying
From Bonnet-Myers it follows that there there is a constant B > 0, depending only on β, such that: length(γ) < B.
We conclude thatW λ has bounded diameter. HenceV λ has bounded diameter. The result follows.
Corollary 4.4. Each regionV λ is a compact manifold with boundary.
Denote the manifold with boundaryM \ ∪ λ∈ΛWλ byN . ThenN is foliated by the orbits ofX. Define the (n − 1)-plane in T xN orthogonal toX(x) by H(x). Then H determines an (n − 1) distribution onN . As in the proof of Proposition 2.2 define the one-form ω onN by:
The one-form ω dividesN into an open manifold O = {x ∈N : dω(x) = 0} and a closed set C = {x ∈N : dω(x) = 0}. The distribution H in O is completely non-integrable. Hence by Chow's theorem (see, for example [H] ) in each connected component of O, any two points are connected by a horizontal C 1 path γ. Suppose thatN is connected. Using the assumption that the ω is real analytic if dω vanishes on an open set then it vanishes everywhere onN and hence H is an integrable distribution. Otherwise dω vanishes the real analytic set C and C can be partitioned into subsets of various codimension all without interiors.
The case in which the distribution H is integrable onN requires the following lemma:
Lemma 4.5. Suppose thatN =M \ ∪ λ∈ΛWλ is foliated by leaves of H. Then there is a constant C(β) > 0, depending only on β, such that the leaves of H have diameter uniformly bounded by the constant C(β). If two or more leaves are joined by some of the regions {W λ } then the union of the leaves and the connecting regions have diameter uniformly bounded by the constant C(β).
) with u(a) = p and u(b) = q. We consider the variational problem of minimizing E(u) for u ∈ H 1M (p, q) subject to a family of integral constraints: We introduce the admissible class of maps:
where f satisfies (4.3). Then by choosing a path in L joining p to q we have that B F ,p,q = ∅. The remainder of the proof follows the proof of Theorem 4.3. The result for two or more leaves that are joined by some of the regions {W λ } is similar. Here we use any path inW λ to connect the leaves through theW λ .
Closed manifolds with two-positive Ricci curvature, Graphs
We begin by studying some special cases in which there are orbits ofX without singularities.
5.1. Special Cases. The special cases we consider involve cases that can be handled with modification of the arguments used in Sections 2 and 3.
Suppose that there is an orbit ofX that does not lie in any compact set and does not have singularities. Denote such an orbit by L 0 . If T is a Deck transformation then T (L 0 ) = L 1 is also such an orbit. The orbits L 0 and L 1 are either disjoint or coincide. Suppose they are disjoint.
We consider the variational problem of minimizing E(u) for u ∈ H 1M (L 0 , L 1 ) subject to a family of integral constraints. For a family F of continuous real valued functions f i , i = 1, . . . , k on [a, b] we define:
Note that we useȲ in the integral constraint. This vector field vanishes inW λ . We will also assume that:
where f satisfies (5.2).
Proposition 5.1. Suppose that F is a finite family of continuous functions on [a, b] . There is a piecewise C 1 path u joining L 0 to L 1 such that:
In particular, B F ,L0,L1 = ∅.
We will prove this result using a different technique than that used to prove Proposition 2.2.
Proof. We seek to construct a piecewise C 1 admissible path inM joining L 0 and L 1 . InN a horizontal C 1 path is admissible. In the setsW λ any path inW λ is admissible. We observe that since eachW λ is compact, L 0 and L 1 can be joined by paths (not necessarily horizontal) inN . These connected regions ofN cannot be disconnected by theW λ since L 0 and L 1 do not pass through any of the sets W λ . Hence, we can assume thatN is connected. Therefore, onN either dω ≡ 0 or dω = 0, except on a set of measure zero. We consider each case.
First, suppose that, dω = 0, except on a set of measure zero. The set of measure zero consists of real analytic sets of codimension one or greater. Denote this set by C. If C does not separate L 0 and L 1 we can use Chow's Theorem to connect L 0 to L 1 with a C 1 horizontal path. If a component of C, denoted C 1 , separates L 0 and L 1 we use Chow's Theorem to connect L 0 to x 1 ∈ C 1 with a C 1 horizontal path. We then seek to connect x 1 to L 1 with a horizontal path. If another component C 2 of C separates x 1 and L 1 we connect x 1 to a point x 2 ∈ C 2 with a C 1 horizontal path. Continuing we construct a piecewise C 1 horizontal path connecting L 0 to L 1 . Second, suppose that, dω = 0. If there is a leaf of the foliation of H that passes through both L 0 and L 1 then a C 1 path in L beginning in L 0 and ending in L 1 is horizontal. More generally, suppose there is a sequence of leaves of the foliation of H connected by regionsW λ such that the initial leaf passes through L 0 and the final leaf passes through L 1 . Then a piecewise C 1 admissible path joining L 0 and L 1 can be constructed from horizontal paths in the leaves and arbitrary paths through theW λ . This construction fails if some family of leaves separate L 0 and L 1 . However by Lemma 4.5 there are no such families.
We have:
Proposition 5.2. Suppose that the orbits L 0 and L 1 are disjoint, do not lie in any compact set and do not contain any singularities ofX Then there is a constant B such that:
Proof. The proof of this result uses similar reasoning to Theorem 4.3 though we return to the boundary conditions of the variational problem used in previous sections.
As is shown in Theorem 2.4 there is a minimizer u of the constrained variational problem. The minimizer lies in B F ,L0,L1 and satisfies the Euler-Lagrange equations:
for all variational vector fields ξ. Since the vector fieldȲ is smooth the regularity result Corollary 2.9 holds. The proof proceeds as in Theorem 4.3. As in the proof of Theorem 3.13 it follows that there is a stable geodesic γ satisfying
From Bonnet-Myers it follows that there there is a constant B > 0 such that:
Theorem 5.3. There is a constant A > 0 such that for any x ∈M :
Proof. The proof is the same as the proof of Theorem 3.16
Corollary 5.4. Suppose there is an orbit L 0 ofX that does not lie in any compact set and that does not contain any of the singularities ofX. ThenM has two ends and the fundamental group of M is virtually cyclic.
Corollary 5.5. Suppose there is an orbit L ofX that does not lie in any compact set, that begins in one of the singularities ofX and that does not contain any of the other singularities ofX. ThenM has two ends and the fundamental group of M is virtually cyclic.
Proof. Suppose that L has initial point q 0 inW 0 . Denote the fundamental region containing q 0 by R 0 . Choose a sequence of points {q i ∈ L :
is an orbit ofX and is the unique orbit passing through T i (q i ). Using the compactness of R 0 there is a subsequence of the {T i (q i ) : i = 1, 2, . . . } that converges to q ∈ R 0 . The unique orbit passing through q goes to infinity in both directions and does not contain any of the singularities ofX. The result follows by Corollary 5.4.
As a consequence of Corollary 5.4 and Corollary 5.5 we can assume, with loss of generality, that any orbit ofX begins at a singularity ofX in someW λ and ends at another singularity ofX in someW η . These orbits will be the edges of the graphs constructed in the next subsection.
5.2. Construction of Graphs. There may not be any nonsingular infinite orbits ofX. In this case, we will construct graphs with edges orbits ofX. For simplicity we begin by making the construction in M using X.
The construction creates an (undirected) graph Γ by making the maximal regions {V λ : λ ∈ Λ} the vertices (equivalently, by making the regions {V λ : λ ∈ Λ} the vertices). If for λ = η there an an orbit of X that begins in the maximal region V λ (or in any subregion of V λ ) and ends in V η (or in any subregion of V η ) and otherwise is non-singular then we choose one such orbit. This orbit is the edge joining the vertices V λ and V η . If the sets V λ and V η are not joined by any such orbit of X then there is no edge joining the vertices. In particular, an orbit of X that passes through some V λ without singularities in V λ is not an edge for V λ .
We can give a more geometric version of the graph Γ by using the marked points {p 0,λ : λ ∈ Λ} as vertices. If there is an orbit beginning in V λ and ending in V η we choose one such orbit. This orbit passes through the regions W λ and W η . We choose a path P λ in W λ joining the orbit to the marked point p 0,λ and a path P η in W η joining the orbit to the marked point p 0,η . Adjoining the paths P λ and P η to the orbit determines the edge joining the vertices p 0,λ and p 0,η . We will continue to denote this graph by Γ.
We extend these constructions to create an (undirected) graphΓ associated to the pair (M ,X). As in the previous constructions, there are two choices for the vertices: (i) the regions {V λ : λ ∈ Λ} (equivalently, the regions {V λ : λ ∈ Λ} or (ii) the lifts of the marked points {p 0,λ, : λ ∈ Λ}. We will use the lifts of the marked points as follows: Recall thatV λ andW λ have been chosen to be the connected components of π −1 (V λ ) and π −1 (W λ ), respectively. There may be multiple lifts of p 0,λ in the regionW λ . We will choose one such lift and denote itp 0,λ . These are the vertices of the graph. The edges are constructed as follows: If there is an orbit ofX beginning in a singularity inV λ and ending in a singularity inV η with no other singularities choose one such orbit. Then the orbit passes through bothW λ andW η . LetP λ be a path inW λ joining the orbit top 0,λ . LetP η be a path inW η joining the orbit top 0,η . AdjoinP λ andP η to the orbit to construct a piecewise smooth path joining the verticesp 0,λ andp 0,η . This is an edge between the vertices. There is an ambiguity in the construction of these graphs because we make a choice of the orbit ofX between singularities and of paths in the {W λ : λ ∈Λ}. However, different choices yield equivalent graphs. Up to this ambiguity, the graphΓ is invariant under the Deck transformations.
Consider the pair (M ,X) . Choose a vertex p =p 0,λ . Denote the maximal connected graph containing the vertex p byΓ p . IfΓ p contains an infinite number of vertices we say thatΓ p is infinite. Otherwise we sayΓ p is finite. There are two cases: (1) for some vertex p the maximal connected graphΓ p is infinite or (2) for all vertices p the maximal connected graphΓ p is finite.
5.3. Infinite Graphs. Suppose thatῩ is a maximal connected infinite graph. Let T be a Deck transformation. Then T (Ῡ) is a maximal connected infinite graph. By maximality eitherῩ and T (Ῡ) are disjoint (have no vertices in common) or are identical. Therefore, there is a subset of the Deck transformations, denoted T , and a collection {T (Ῡ) : T ∈ T } of disjoint infinite maximal connected graphs such that every fundamental domain contents a vertex of one of these graphs.
Suppose S, T ∈ T . We consider the variational problem of minimizing E(u) for
subject to a family of integral constraints. For a family F of continuous real valued functions f i , i = 1, . . . , k on [a, b] we define:
where f satisfies (5.6).
Proposition 5.6. LetῩ be a maximal connected infinite graph. Let {T (Ῡ) : T ∈ T } be a family of disjoint maximal connected graphs. For S, T ∈ T we have:
Proof. The proof is the same as the proof of Proposition 5.1.
Theorem 5.7. LetῩ be a maximal connected infinite graph. Let {T (Ῡ) : T ∈ T } be a family of disjoint maximal connected infinite graphs. Then for S, T ∈ T there is a constant B, depending only on β, such that:
Proof. The maximal connected graphs S(Ῡ) and T (Ῡ) may contain finite branches. Such branches end in a marked point p 0,λ ∈W λ . Therefore the boundary conditions of the variational problem of minimizing E(u) for
subject to a family of integral constraints differ from those used in Proposition 5.2. However this introduces no real change. The boundary conditions are closed so that a sequence of maps {u j } that converges weakly in H 1M (S(Ῡ), T (Ῡ)) converges to a map u ∈ H 1M (S(Ῡ), T (Ῡ)). Note that if u is a minimizer of the constrained problem with u(a) ∈W λ (or u(b) ∈W η ) then since the constraints are zero inW λ andW η it follows that u is a classical stable geodesic in these neighborhoods.
The proof otherwise follows the arguments of Theorem 4.3.
Corollary 5.8. Under the same hypotheses as Theorem 5.7 there is a constant C > 0, depending only on β and the diameter of M , such that for every x ∈M :
Proof. Fix a fundamental region R. Denote the maximal graph S(Ῡ) byῩ 0 and the maximal graph T (Ῡ) byῩ 1 , for for S, T ∈ T . Denote the stable geodesic joininḡ Υ 0 toῩ 1 given by Theorem 5.7 by γ. Let the initial point of γ be q = γ(a) and let the fundamental region containing q be R 0 . Let Q be the Deck transformation taking R 0 to R. Then Q(γ) is a stable geodesic joining the point Q(q) ∈ R to the graph
where D = diam (M ) . Since the choice of maximal graphῩ 1 was arbitrary this implies that for any y ∈ R, dist(y,Ῡ) < B + D.
Since the choice of fundamental region R was arbitrary this implies that for any
From Corollary 5.8 it follows that all points x ∈M lie within distance C of an infinite graphῩ. The graph may have only one infinite branch with the other branches being finite. In this case,M has two ends. However, if the graph has two infinite branches then because of the action of the Deck transformations it has infinitely many infinite branches. A priori these branches could be connected at infinity. That is, outside any compact set, the branches are connected. This is, for example, true of the graph in R n with vertices the points with integer coordinates and edges the straight lines joining these points. In this case,M has one end. We will show that this does not occur.
Proposition 5.9. Suppose thatM contains the infinite graphῩ. Then eitherM has exactly two ends or
(1)Ῡ has infinitely many infinite branches.
(2) The distance between the branches grows exponentially.
(3)Ῡ is not connected at infinity.
Proof. IfῩ has only one infinite branch thenM has exactly two ends. Otherwise because of the action of the Deck transformations there are infinitely many infinite branches such that the distance between the branches grows exponentially. Assume thatῩ has infinitely many infinite branches. Denote the universal cover of M by M . Denote by Υ a maximal connected graph of M . After acting by a Deck transformation (if necessary) we can assume thatῩ is a subgraph of Υ. We will show that no two infinite branches ofῩ are connected at infinity.
Let p be a vertex ofῩ and consider the metric ball B R (p) of radius R and center p. Denote two disjoint infinite branches ofῩ beginning at p by B 1 and B 2 . Assume that B 1 and B 2 are connected at infinity, That is, for any R > 0 there is a vertex q 1 ∈ B 1 and a vertex q 2 ∈ B 2 and a branch ofῩ joining q 1 and q 2 that lies outside B R (p). The edges between p, q 1 and q 2 form a loop, σ, based at p. SinceῩ is a subgraph of Υ, σ is a loop based at p in Υ. For R sufficiently large Theorem 5.8 implies that σ is not contractible in M , contradicting the simple connectivity of the universal cover.
5.4. Finite Graphs. In this subsection we consider the case in which all maximal connected graphs are finite (i.e., have a finite number of vertices). We include in this category closed nonsingular orbits ofX (if they occur).
Theorem 5.10. If all the maximal connected graphs inM are finite thenM is compact, has two ends or has infinitely many ends.
Proof. If there are a finite number of graphs then, obviously,M is compact.
Suppose there are infinitely many finite graphs. Case 1: Suppose that inM \ ∪ λ∈ΛWλ , we have dω = 0, except on sets of measure zero. Then any two graphs can be connected by a piecewise C 1 horizontal path. It follows using the argument in the proof of Theorem 4.3 that there is a constant C(β), depending only on β, such that the two graphs are at most C(β) distance apart. Since the two graphs were arbitrary it follows thatM is compact with uniformly bounded diameter.
Case 2: Suppose that inM \ ∪ λ∈ΛWλ , we have dω = 0. ThenM \ ∪ λ∈ΛWλ is foliated by the distribution H. Fix a finite graph Γ 0 . If Γ 1 is another graph that can be connected to Γ 0 by leaves of the foliation and the regionsW λ then there is an admissible map beginning in Γ 0 and ending in Γ 1 . Using the argument in the proof of Theorem 4.3, there is a constant C(β), depending only on β, such that the two graphs are a bounded distance C(β) apart. Therefore Γ 0 , Γ 1 and any other graph that can be connected to Γ 0 by the leaves of H and the regionsW λ are contained in a bounded region R Γ , that has diameter bounded by C(β) in the direction of the leaves of the foliation. It follows thatM is a union of the regions {R Γ }. In particular,M is built from the "building blocks", R Γ . The R Γ are connected to each other only in the directions orthogonal to the leaves of the foliation.
If every region R Γ has exactly two adjacent regions thenM has two ends. If there is some region R Γ that has k adjacent regions for an integer k > 2, then, because of the action of the Deck transformations, there are infinitely many regions with k adjacent regions. HenceM is an infinite tree with infinitely many ends. If a region R Γ has either no or one adjacent region thenM is compact.
Case 3: It is possible that some of the regions {W λ : λ ∈ Λ} separateM into regions {M 1 ,M 2 , . . . } such that, for each i = 1, 2, . . . ,M i \ ∪ λ∈ΛWλ is connected. We apply one of Case 1 or Case 2 to each region. From Case 1 we get compact regions that we denote S i . It follows thatM is the union of these compact regions S i , the separating regionsW λ and the chains constructed from the regions R Γ . Noting that the Deck transformations are isometries and therefore preserve the structure of these three types of regions, what results is thatM has a tree structure similar to that constructed in Case 2. But, in this case, the tree is built of blocks of three different geometric structures, corresponding to: (i) dω = 0, (ii) dω ≡ 0 and (iii) ω is not defined everywhere.
Conclusions
In this section we give the proof of Theorem 0.1.
Recall the notion of fill radius ([G1], [G-L2], [S-Y2])
: Let (N, g) be an ndimensional Riemannian manifold without boundary. Let γ be a smooth simple closed curve in N which bounds a disk in N . Set N r (γ) = {x ∈ N : d(x, γ) ≤ r}. We define the fill radius of γ to be: fillradius(γ) = sup{r : γ does not bound a disc in N r (γ)} We say a Riemannian manifold (N, g) has its fill radius bounded by C if every smooth simple closed curve γ which bounds a disk in N satisfies, fillradius(γ) ≤ C.
We have from Corollary 5.5, Corollary 5.8 and Theorem 5.10: Theorem 6.1. Suppose that (M, g ) is a closed manifold of 2-positive Ricci curvature. LetM be any regular cover. Then there is a constant C 0 > 0 such that:
Theorem 0.1 follows from Theorem 6.1 (forM the universal cover) and the following theorem from [R-W]:
Theorem 6.2. Let M be a closed Riemannian n-manifold. Suppose that the universal cover π :M → M is given the Riemannian metricg such that π is a local isometry. If (M ,g) has bounded fill radius then the fundamental group of M is virtually free.
Considering the number of ends of subgroups of the fundamental group we have: Theorem 6.3. Suppose that (M, g ) is a closed manifold of 2-positive Ricci curvature. Let G be a subgroup of the fundamental group π 1 (M ) . Then G has zero, two or infinitely many ends. In particular, no subgroup of π 1 (M ) has exactly one end.
Proof. IfM does not have either zero or two ends then it contains a maximal connected infinite graph with inifinitely many infinite branches. The result follows from Proposition 5.9.
Theorem 0.1 follows from Theorem 6.3 using an argument in [R-W] .
Under a more restrictive condition on the fundamental group a better result is available.
Theorem 6.4. Let N be a closed Riemannian manifold of 2-positive Ricci curvature. Suppose that the fundamental group π 1 (N ) is torsion-free. Then π 1 (N ) is free of finite rank.
Proof. We use Grushko's Theorem (see [Ma] ) and the following theorem of Stallings [St] (also, [D-D] Chap. 4 Theorem 6.10): If G is a torsion-free, finitely generated group with infinitely many ends then G is a non-trivial free product. Applying Stallings' theorem to G = π 1 (N ), we have G ≃ G 1 * G 2 , where each G i is finitely generated (by Grushko's Theorem) and each G i has either two or infinitely many ends (by Theorem 6.3 and the assumption that π 1 (N ) is torsion-free). Then apply Stallings theorem to each G i with infinitely many ends and iterate. By Grushko's Theorem, this process terminates after finitely many steps resulting in G ≃ G 1 * · · · * G k , where each G i is finitely generated and has two ends. Since a torsion-free, finitely generated group with two ends is infinite cyclic, we conclude that G = π 1 (N ) is a free group of finite rank.
The proof is due to [R-W] .
