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Abstract
Hybrid pixel detectors (HPDs) have been shown to be highly effective for diffraction-based and time-resolved studies
in transmission electron microscopy, but their performance is limited by the fact that high-energy electrons scatter over
long distances in their thick Si sensors. An advantage of HPDs compared to monolithic active pixel sensors (MAPS)
is that their sensor does not need to be fabricated from Si. We have compared the performance of the Medipix3
HPD with a Si sensor and with a GaAs:Cr sensor using primary electrons in the energy range of 60 - 300keV. We
describe the measurement and calculation of the detectors’ modulation transfer function (MTF) and detective quantum
efficiency (DQE), which show that the performance of the GaAs:Cr device is markedly superior to that of the Si device
for high-energy electrons.
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1. Introduction
The development of direct electron detectors (DEDs)
over the past twenty years has opened up new experi-
mental possibilities in electron microscopy, leading to
significant advances in various fields [1, 2]. Key to
this success is increased sensitivity to incident electrons,
which facilitates electron counting, compared to indi-
rect scintillator-coupled detectors. This is invaluable
when electron dose to the sample is low (≤ 10 e/Å2)
and also highly advantageous when performing quanti-
tative analysis [3, 4, 5]. DEDs can be broadly divided
into two categories: hybrid pixel detectors (HPDs) and
monolithic active pixel sensors (MAPS). The latter have
had great impact, substantially improving the resolu-
tion limit of cryogenic electron microscopy (cryoEM)
at higher (≥ 200kV) accelerating voltages [6, 7].
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However, the former are more suitable for a wider
range of applications, particularly those requiring high
frame-rates, a linear response to high electron flux
and radiation hardness. HPDs consist of an applica-
tion specific integrated circuit (ASIC), which contains
the signal-processing and readout electronics, bump-
bonded to a thick (≥ 300 µm) sensor that protects the
ASIC from the incident electrons, making them highly
radiation resilient. On-pixel signal processing circuitry
makes them capable of high (typically kHz) frame-rates
and electron counting at MHz rates [8, 9]. This makes
them highly effective sensors for capturing fast (1ms)
dynamics in a conventional transmission electron mi-
croscope (TEM) [10], and they show the potential to
record processes at timescales of ≤ 1 µs [11, 12]. Their
ability to maintain a linear response even when sub-
jected to high (≥ 1000 e/pixel/s) electron flux means
they are suitable for use in a variety of diffraction-
based experiments [9]. They have been successfully
used for micro-electron diffraction (microED) in struc-
tural biology [13] and 4D scanning transmission elec-
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tron microscopy (4D-STEM), in both convergent and
nano beam electron diffraction modes [14, 15, 16] in
materials science. Beyond this, they have facilitated the
application of 4D-STEM to biological samples [17, 18]
and are promising for use in electron energy-loss spec-
troscopy [19].
Neither type of DED is capable of maximum perfor-
mance across the full range of incident electron ener-
gies available on current generation TEM instruments
(60 - 300keV). MAPS devices consist of a thin Si sen-
sor, ≤ 50 µm in thickness, and minimal on-pixel elec-
tronics, which means they have small, usually <15 µm
in pitch, pixels [20]. High-energy (≥ 200keV) electrons
are transmitted through their thin sensors with minimal
backscatter and there is little lateral spread in the signal
produced by the small amount of energy that they de-
posit in the sensor [21, 22]. These factors mean they of-
fer excellent imaging performance for high-energy elec-
trons, making them the detector of choice for high-
energy cryoEM. At lower (≤120keV) electron energies,
their performance deteriorates due to increased lateral
scatter in and backscatter from the sensor, making them
less suitable for low-energy cryoEM [23, 24] and stud-
ies of materials sensitive to sputtering damage [25, 26].
Furthermore, the simplicity of the on-pixel electronics
limits frame rates and, as they count electrons by iden-
tifying pixel clusters in sparsely populated frames, their
count rates. Current monolithic devices used in elec-
tron microscopy typically have sub-kHz frame rates, al-
though the recently developed 4D Camera has a maxi-
mum frame rate of of 87kHz [27]. This has the draw-
back of producing large volumes of empty data that
are computationally expensive to manage and process,
whereas newer HPDs are able to operate in a data-driven
mode whereby only those pixels that record a hit are
read out, reducing the size of the datasets that are pro-
duced [28]. The maximum electron fluence to which
monolithic device can be exposed is also limited by the
fragility of their on-pixel electronics [3, 29, 30].
HPDs, such as Medipix3 [31], have been shown to
match and even surpass the performance of an ideal
detector when used with low-energy electrons [32].
However, for sensors sufficiently thick to protect the
ASIC, high-energy electrons travel long distances and
are counted by multiple pixels, causing a degradation in
performance [13, 33]. The lateral scattering and pen-
etration depth of an incident electron is inversely pro-
portional to the average atomic number (Z) of the sen-
sor. Unlike monolithic devices, HPDs can have sensors
made of materials other than Si (Z = 14). HPDs with
high-Z sensors should be capable of improved imaging
performance for incident electrons across a wider range
of energies, as the spatial distribution of the signal pro-
duced by high-energy electrons would be more localised
[34]. This would increase the versatility of HPDs and,
combined with their advantages relative to MAPS de-
tectors, they would have the potential to be “universal”
detectors for transmission electron microscopy, suitable
for almost all applications at all accelerating voltages.
Increasing the Z of the sensor may also have a neg-
ative impact on performance, through decreased effi-
ciency due to increased backscatter [35]. In this arti-
cle, we investigate the extent to which the performance
of HPDs can be improved by using a high-Z, specif-
ically a GaAs:Cr (average Z = 32), sensor. We be-
gin by describing in detail procedures suitable for per-
forming measurements of the modulation transfer func-
tion (MTF) and detective quantum efficiency (DQE) of
HPDs, for the purpose of characterising their imaging
performance. We then compare the imaging perfor-
mance of 500 µm thick GaAs:Cr and Si sensors bonded
to Medipix3 ASICs for electrons at energies of 60 -
300keV. Finally, we offer a comparison of their perfor-
mance under uniform illumination and discuss some of
the challenges associated with the use of high-Z sensors
for imaging applications.
2. Detector Structure
The Medipix3RX ASIC (henceforth referred to as
Medipix3) consists of an array of 256 × 256 55 µm pitch
pixels [31]. The signal-processing circuitry present on
each pixel has an analogue front-end and a digital back-
end. In the analogue section, the charge induced in a
pixel due to an incident electron is amplified and con-
verted into a shaped voltage pulse. When the detector is
operating in single-pixel mode (SPM), this is registered
as a hit if it surpasses a user set threshold, and one of the
Linear Feedback Shift Registers in the digital back-end
is incremented. During readout of a frame, the register
acts as a shift register to readout the number of hits it has
recorded during data acquisition. Used with the Mer-
lin readout system [36], the detector is capable of frame
greater than 1 kHz depending on counter bit-depth, with
on-pixel count rates being determined by the ASIC set-
tings [8]. The digital back-end contains two registers
and up to two thresholds, TH0 and TH1 can be set. Al-
ternatively, a single threshold can be used, with the two
registers working in tandem such that while one is act-
ing as a counter the other is operating as a shift register,
permitting continuous acquisition of data with no dead
time.
The detector’s other main mode of operation, is a
charge summing mode (CSM), where neighbouring pix-
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els pool their individual signal-processing circuitry and
attempt to allocate incident electrons to a single pixel.
Each pixel compares the voltage pulse produced in its
analogue front end to TH0 but also sends copies of this
pulse to summing nodes that are effectively located at
its corners. At each node, the voltage pulses produced
by the four pixels that share a corner are summed. If the
summed voltage pulses surpass TH1, then the counter
of the pixel identified has having the largest share of the
deposited energy is incremented. The pixel which reg-
isters the most energy is identified as the pixel where
the voltage pulse drops below TH0 last, as the time the
voltage pulse is above TH0 is proportional to the energy
deposited on the pixel.
The vast majority of room temperature semiconduc-
tor sensor materials are binary or ternary compounds,
such as GaAs:Cr, CdTe and CdZnTe. The growth and
fabrication of sensors from these materials is challeng-
ing and the presence of crystal defects and impurities
can be common. These issues can lead to challenges
such as incomplete charge collection, polarisation due
to the build-up of trapped charge, high leakage currents,
electric field instabilities and limitations in the sensor
volumes that can be produced [37, 38, 39]. In recent
years, however, technologies for manufacturing high-Z
sensors that can operate at room temperature and for
bonding these to ASICs have matured. The GaAs:Cr
material that we have characterised represents a signif-
icant step forward compared to earlier forms of semi-
insulating GaAs that have been investigated for use in
imaging detectors [40, 41]. It has been used with a vari-
ety of ASICs, including the Medipix3 ASIC, for X-ray
imaging [42, 43, 44] and has been shown to be suffi-
ciently robust for high-flux X-ray imaging [45].
In the case of the GaAs:Cr device that we have char-
acterised, the sensor was bonded to the ASIC using a
cold-weld indium bump-bonding process [46], and had
a Ni front-side contact. Due to the electron mobility-
lifetime product of GaAs:Cr being better than the hole
mobility-lifetime product [43], the ASIC was set to col-
lect electrons, and an applied negative bias of 300V was
sufficient to to ensure complete collection of the elec-
trons without any being lost due to trapping [42]. The Si
detector consisted of high resistivity n-type Si with p+
on n implants that was bump-bonded using a standard
solder bump-bonding process with an Al frontside con-
tact. The Si sensor was operated with an applied pos-
itive bias of 110V, with the ASIC set to collect holes.
Both devices were cooled passively, and their typical
operational temperatures were approximately 28◦C.
3. Characterisation of Detector Performance
The performance of an imaging detector can be char-
acterised through the measurement of independent and
dependent parameters. Independent, directly measur-
able quantities include the MTF, which quantifies the
ability of a detector to transfer contrast in an image as
a function of spatial frequency, ω. This is the Fourier
space representation of a detector’s point spread func-
tion (PSF), which describes the detector’s average re-
sponse to an idealised input signal with the form of
a δ-function. The noise power spectrum (NPS) is an-
other independent parameter that measures how a de-
tector transfers the noise present in the image incident
upon it. Dependant on both of these quantities, the de-
tector’s DQE describes the extent to which that detector
reproduces the signal-to-noise ratio (SNR) of features
in the images it records as a function of their spatial fre-
quency.
For pixelated, digital detectors, it is necessary to dis-
tinguish between the presampling and digital forms of
these measures of detector performance. The presam-
pling versions describe the detector’s response without
the effects of discrete sampling by pixels. In HPDs, they
describe how noise and signal are affected by the inter-
actions of the primary electron with the sensor due to
the scatter of the primary electron itself, the production
of any secondary X-rays or electrons, and by the lat-
eral spread of signal-carriers produced by the primary
electron and any secondary radiation as they travel to
the pixel electrodes. The presampling forms also ac-
count for integration over the effective pixel area. In
an ideal detector that counts all incident electrons only
in the entry pixel, the effective pixel area is equivalent
to the physical pixel area. However, it can be smaller
than the physical pixel if electrons are not counted when
they enter the sensor in certain regions of a pixel (e.g.
the corner or edge) or greater than the physical pixel if
multiple pixels count an incident electron. The ratio of
the effective pixel area to the physical pixel area is the
detector’s fill factor.
The digital MTF, NPS and DQE are their respective
presampling form evaluated at the centre of each pixel
[47]. The finite size of the pixels means that aliasing
of the digital MTF and NPS is possible, due to under-
sampling, causing them to be overestimated at high ω
[48]. Various approaches have been used to determine
the MTF and DQE of imaging detectors for use in elec-
tron microscopy [33, 35, 49], in part because it is nec-
essary to treat different types of pixelated detectors in
different ways. In the interests of ensuring our results
can be readily compared with those characterising other
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imaging detector types, and with a view to clarifying
what constitutes best practice in performing these mea-
surements for HPDs in electron microscopy, we outline
our approach for calculating the MTF, NPS and DQE
and the justifications for it.
The presampling MTF can be measured directly if the
experimental method used oversamples the input signal
that approximates a δ-function incident on the detector.
We have used the well-established knife-edge method
[49], informed by the approaches other authors have
used when applying the technique to HPDs [13, 33]. In
our measurements, we used a thick Al knife-edge posi-
tioned directly in front of the detector to minimise both
geometric blurring and, as HPDs are sensitive to X-rays,
the quantity of detectable X-rays produced by interac-
tions of incident electrons with the edge. The knife-edge
was set at an angle relative to the pixel columns such
that the transition from the obscured portion of the pixel
columns to the illuminated could be oversampled. A
region of the knife-edge without defects 16 pixels wide
was identified, and for each column of pixels perpendic-
ular to the edge in this region, the knife-edge location
was identified with sub-pixel accuracy via interpolation
as the position at which the intensity is half the column’s
maximum value. Pixel values were then rearranged in
order of their distance from the position of the knife-
edge to give a single, oversampled edge-spread function
(ESF). The ESF can be differentiated directly to find the
detector’s line-spread function (LSF), which is equiv-
alent to the PSF in one dimension, or it can be fitted
with a function to minimise the effects of noise in the
measurement. We have found that a single error func-
tion, as defined in equation 1, provided a good fit to the
ESF. The MTF was then calculated as the modulus of
the Fourier transform of the LSF that is calculated from
differentiating ESF f it.
ESF f it(x) =
A
2
(
1 + erf
(
µ − x
σ
))
(1)
In equation 1, µ is the mean position of the function,
which is set to 0, σ is the width of the error function
and A is a normalisation factor. Some studies include
a term to correct for the effects of integrating over the
physical pixel area or apply a correction directly to the
MTF [49], but this has been shown to have a minimal
effect on the final MTF [35] and was found to yield no
significant improvement in the fit of our ESF.
It is not possible to oversample the noise profile of
the detector and identify the aliased contributions from
above the detector’s Nyquist frequency (ωN), which is
its maximum sampling frequency and equal to 1/(2 ×
pixel pitch). Consequently, the presampling NPS can-
not be recovered. A correction for aliasing has been pro-
posed for CCD cameras [49]. Undersampling and alias-
ing are inevitable for scintillator-coupled CCD cameras
as electrons can be registered by multiple pixels in spite
of the CCD pixel fill factor being < 1 [50], but this is
not true for all pixelated detectors. The effective pixel
area of HPDs can be larger than the physical pixel as in-
cident electrons can be counted by multiple pixels, and
they can therefore have an effective fill factor > 1. This
has the effect of an anti-aliasing filter [35]. When us-
ing a high threshold, such that each incident electron is
counted by at most one pixel, the NPS should be inde-
pendent of spatial frequency and it is not necessary to
account for aliasing. We have therefore not attempted
to apply any correction for aliasing when calculating the
NPS.
NPSdig(ωx, ωy) =
x0y0
NxNy
E
{
|FT(∆dnx,ny )|2
}
(2)
Equation 2 provides a practical definition of the dig-
ital NPS of an imaging detector used in our calcula-
tions [47]. Nx Ny are the number of pixels in the de-
tector’s x and y-axis respectively, while x0 and y0 are
the pixel pitch in x and y respectively. The value repre-
sented by ∆dnx,ny is the difference between the number
of counts registered by a pixel with coordinates (x, y)
given a mean dose per pixel n and the expectation value
of the number of counts recorded by the pixel. This was
measured by recording a series of flat field exposures,
calculating their mean image and subtracting this from
each frame in the series. The Fourier transform of each
image was then calculated, and these were averaged to
find the expectation value of the Fourier transform of
∆dnx,ny . The 1D digital NPS was then found by taking
the radial average.
DQEdig(ω) =
d2nMTF
2
pre(ω)
n NPSdig(ω)
(3)
The digital DQE is defined by equation 3, where dn
is the mean number of counts recorded per pixel and
n is the mean number of electrons per pixel in the flat
field images used to calculate the NPS. To find n, the
beam current I is measured and a series of images with a
frame time t are recorded, with the entirety of the beam
incident on the detector. The detector gain factor, g,
is calculated using equation 4, where dnm is the mean
number of counts recorded by the m-th pixel and N the
total number of pixels. The value of n for the flat field
exposures used to determine the NPS was then found
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by calculating dn for these images using the fact that
n = dn/g.
g =
∑m=N−1
m=0 dnm e
I t
(4)
A difficulty encountered in calculating the NPS in this
way is that the low-frequency NPS tends to be incor-
rectly estimated [35]. The standard solution to this is
to normalise the NPS by NPS(0) and calculate DQE(0)
separately, using this as a scaling factor. This is for-
malised in equation 5, where NNPS is the normalised
NPS. DQE(0) is calculated using equation 6, where NPP
is the noise-per-pixel, the corrected value of NPS(0). In
principal, NPS(0) should be the variance, σ2dn , of ∆dnx,ny .
However, as electrons scatter over multiple pixels, there
are correlations in the number of counts recorded by
each pixel and the variance is not an accurate measure-
ment of NPS(0). To find the NPP, the images of ∆dnx,ny
were binned by progressively larger factors, b and the
variance of the images, normalised by the square of the
binning factor was evaluated. As b increases, σ2dn/b
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reaches a plateau as the correlations between neighbour-
ing pixels are discounted, which is taken to be the NPP.
DQEdig(ω) = DQEdig(0)
MTF2pre(ω)
NNPSdig(ω)
(5)
DQE(0) =
d2n
n NPP
(6)
Measurements using electrons with energies in the
range of 60 - 200keV for both Si and GaAs:Cr detec-
tors were performed by mounting the detectors on an
FEI Tecnai T-20 TEM using the 35mm port above the
viewing screen. The beam current for these measure-
ments was recorded using a Faraday cup mounted at
the end of the chassis containing the detector, which
was connected to a Keithly 485 Picoammeter. To ac-
quire 300keV electron data, the GaAs:Cr detector was
mounted in the Gatan camera block on a FEI Titan 80 -
300 (S)TEM. For this set of measurements, the beam
current was calculated using the number of counts reg-
istered by a Gatan Ultrascan located in the same plane
as the Medipix3 device and the manufacturer-provided
conversion factor. When acquiring flat field, knife-edge
and gain images, 128 frames at each threshold were
recorded, with the frame time varied to maximise the
number of counts for a particular beam current without
saturating the on-pixel counters. It should be noted that
the DQE can be sensitive to electron flux and dose. If
the flux is too high then the detector is unable to count
all incident electrons, which causes a suppression of the
NPS at low spatial frequencies [7], but if the value of n
is too low then the NPS will be dominated by shot noise
in the incident number of electrons [22]. In our mea-
surements we have taken care to use beam currents that
were sufficiently low so as to minimise undercounting
of incident electrons while also ensuring that the value
of n is statistically significant.
The detector thresholds, TH0 and TH1 when operat-
ing in SPM and CSM respectively, were calibrated us-
ing fluorescence X-rays from a series of targets. This
provides an absolute energy calibration, as low-energy
photons typically deposit their energy in a single inter-
action, rather than scattering over multiple pixels as is
the case for high-energy electrons. Consequently, the
disparity between the maximum amount of energy de-
posited in a pixel by incident electrons and the initial en-
ergy of incident electrons is apparent. As the energy of
the incident electrons increases, the maximum amount
of energy deposited on a single pixel as a fraction of
the primary electron energy decreases, due to increased
scatter. This effect is more pronounced when in SPM,
as in CSM the energy deposited over 2 × 2 pixel blocks
by incident electrons is summed. A result of this is that
the maximum threshold at which it was possible to fit
the knife-edge data with equation 1 is lower than the
counting threshold that corresponds to the primary elec-
tron energy, substantially so for electrons with energies
≥ 120keV. For example, for the 300keV electron data
acquired with a GasAs:Cr device, the maximum amount
of energy deposited on a single pixel when the detec-
tor was working in SPM was 160keV, and the highest
threshold at which it was possible to fit equation 1 was
lower than this (131.3keV), due to insufficient counts
being recorded at thresholds close to 160keV.
4. MTF and DQE Measurements
Figures 1 and 2 show MTFs and DQEs obtained us-
ing the lowest threshold above both detectors’ noise lev-
els; a threshold equal to half the primary electron energy
and the highest threshold common to both devices at
which the knife-edge data could be fit with equation 1
for 60keV and 80keV electrons respectively. The MTFs
of the Si device in figure 1(a) are slightly superior to
those of the GaAs:Cr device in 1(c) for a given thresh-
old, with the greatest difference being 0.07 at ωN for the
intermediate threshold MTF. In figure 1(b), the Si DQEs
are significantly higher than their GaAs:Cr counterparts
in 1(d), with the largest difference being 0.34 between
the low threshold DQEs at low ω. Comparing the MTFs
of the Si detector for 80keV electrons in figure 2(a) with
those of the GaAs:Cr detector in 2(c), the performance
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of the latter is marginally better, with the greatest dif-
ference being that the low threshold GaAs:Cr MTF is
0.05 higher than the Si MTF at ωN . However, the DQEs
of the Si detector seen in figure 2(b) are again signifi-
cantly higher than those of the GaAs:Cr detector in 2(d),
with the greatest difference between the GaAs:Cr and Si
DQEs at low and intermediate thresholds being at least
0.26.
Figure 1: (a) MTF and (b) DQE measurements using selected thresh-
olds for a Si device operating in SPM for 60keV electrons; (c) MTF
and (d) DQE measurements for a GaAs:Cr detector under the same
conditions.
An ideal detector counts all incident electrons only in
the entry pixel, and such a detector would have a con-
stant NPS, unitary gain and, if it had square pixels, a
PSF with the form of a top-hat function, a constant NPS
and unitary gain. These factors give rise to an ideal MTF
that is a sinc function equal to 0.64 at ωN and, per equa-
tion 3, an ideal DQE that is the square of the ideal MTF,
with a value of 0.41 at ωN [51]. These are plotted in
figures 1 and 2 for comparison with the experimental
results. A notable feature of the DQE results for the Si
detector in figures 1(b) and 2(b) is that, when using a
low threshold, the detector is able to surpass the ideal
DQE of a pixelated detector. At 60keV, its best DQE
is at least 0.1 less than the theoretical maximum when
ω ≤ 0.1ωN , but it surpasses the theoretical maximum
at high ω, while at 80keV the low threshold DQE of
Si detector surpasses the ideal at intermediate values of
ω. This can be attributed to the fact that, while both the
MTF and NPS are suppressed at high spatial frequencies
when an electron is counted by multiple pixels, the NPS
Figure 2: MTF for (a) Si and (c) GaAs:Cr detectors operating in
SPM with selected counting thresholds for 80keV electrons; the cor-
responding DQE results for (b) a Si device and (d) a GaAs:Cr device.
is suppressed to a greater extent relative to the MTF,
inflating the DQE at high spatial frequencies so that it
exceeds the predicted DQE of an ideal detector [35].
In figure 3 MTF(ωN) as a function of threshold for
both detectors when operating in SPM and CSM for
60keV and 80keV electrons is plotted. For both detec-
tors in SPM, the value of MTF(ωN) increases approxi-
mately linearly with the counting threshold. This is con-
sistent with the expectation that the effective pixel area
decreases with increasing counting threshold [32, 33].
At low thresholds, the effective pixel size is larger than
the physical pixel pitch and a pixel can count an inci-
dent electron even if the electron is not incident on that
pixel, causing a reduction in the MTF. The higher the
counting threshold, the more energy an electron must
deposit in a pixel to be counted by that pixel, decreas-
ing the effective pixel size. Consequently, the value of
MTF(ωN) can exceed the theoretical maximum of 0.64
for an ideal detector at high thresholds, as the effective
pixel size can be smaller than the physical pixel pitch of
the detector.
The 60keV results for the two devices operating in
SPM in figure 3(a) confirm that the the Si device consis-
tently outperforms the GaAs:Cr device across all count-
ing thresholds, with there being an almost constant off-
set between the two curves. However, the difference is
small, with a maximum value of 0.08 when the GaAs:Cr
and Si detector thresholds are both 28.5keV. At 80keV,
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Figure 3: MTF(ωN ) for Si and GaAs:Cr devices as a function of
threshold for 60keV and 80keV electrons as a function of counting
threshold when operating in (a) SPM and (b) CSM.
the GaAs:Cr marginally outperforms the Si device at
low and high counting thresholds, with the MTF(ωN)
values of the two devices overlapping at intermediate
thresholds in figure 3(a). The maximum difference
in MTF(ωN) for 80keV electrons is also 0.08, when
the GaAs:Cr and Si device thresholds are 58.1keV and
57.5keV.
When operating in CSM, the performance of two de-
vices is very different, with MTF(ωN) being indepen-
dent of counting threshold in figure 3(b). This follows
from the fact that, when the devices are operating in
CSM, whether or not an electron is counted depends on
the sum of the charge induced in neighbouring pixels.
For low-energy electrons, which typically deposit all
their energy across one of the 2 × 2 pixel blocks that the
CSM algorithm operates across, this will be consistently
above threshold until the threshold is equal to the energy
of the incident electron. The extent to which MTF(ωN
deviates from the ideal value of 0.64 is indicative of how
successful the CSM algorithm is at identifying the pixel
of entry. When operating in CSM, MTF(ωN) for the
Si detector with 60keV electrons is similar to that of
an ideal detector, ranging between 0.61 and 0.64. The
response of the Si detector is poorer for 80keV elec-
trons, ranging between 0.53 and 0.56, but this is still
better than the performance of the GaAs:Cr device used
in CSM, for which MTF(ωN) fluctuates around 0.50 for
60keV electrons and around 0.55 for 80keV electrons.
Figure 4: DQE(0) as a function of threshold for Si and GaAs:Cr de-
tectors for 60keV and 80keV electrons in (a) SPM, (b) CSM.
Figure 5: Dependence of DQE(ωN ) on counting threshold for
GaAs:Cr and Si devices operating in (a) SPM and (b) CSM, for elec-
trons with energies of 60keV and 80keV.
The DQE(0) and DQE(ωN) results for the two detec-
tors in both modes of operation for 60keV and 80keV
electrons are shown in figures 4 and 5. These results
make apparent the difference in performance between
the two detectors when using electrons at these energies.
When the detectors operate in SPM, DQE(0) decreases
gradually with increasing threshold up to approximately
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half the primary electron energy, but at thresholds above
this, DQE(0) decreases rapidly as the counting thresh-
old is increased. DQE(ωN) follows a similar trend, al-
though the initial decrease with regard to threshold is
greater for the Si DQE(ωN). For both detectors oper-
ating in CSM, DQE(ωN) is approximately constant for
both 60keV and 80keV electrons, with minimal negative
dependence on threshold seen in figure 5(b). The CSM
DQE(0) in figure 4(b) exhibits a greater dependence on
threshold, decreasing as the threshold increases for both
devices and at both electron energies. In the case of the
GaAs:Cr device, it is possible to discern a similar trend
to that seen in the SPM results in figure 5(a).
The negative dependence of the DQE on counting
threshold seen in the SPM results arises from a simi-
lar reason as the positive dependence of MTF(ωN) on
counting threshold. As the effective pixel size decreases
with increasing threshold, so too does the likelihood of
electrons not being registered by the detector, reducing
the efficiency of the detector. In theory, the value of
DQE(0) should be constant for all counting thresholds
up to half the primary electron energy, as it is only when
the threshold is equal to half the primary electron energy
that the effective pixel size should be less than the physi-
cal pixel size, leading to electrons not being counted. In
practice, as the electrons scatter through the sensor de-
positing their energy in multiple pixels, some electrons
will not be registered at lower thresholds as they fail to
deposit enough energy in any single pixel to be counted.
The relative constancy of DQE(0) and DQE(ωN)
as a function of threshold for the CSM results can
be attributed to the same factors as the constancy of
MTF(ωN), namely that the signal recorded by neigh-
bouring pixels is summed together. Nevertheless, there
is still a gradual decrease in the value of DQE(0) with
increasing counting threshold. This is most probably
due to a small percentage of electrons that deposit their
energy over an extended number of pixels greater than
the 2 × 2 blocks of pixels that the CSM algorithm works
across being discounted, as no single block of pixels has
the full energy of the electron deposited in it.
At increasing electron energy, the benefits of the
GaAs:Cr sensor become apparent. Figure 6 shows the
MTFs and DQEs for the Si and GaAs:Cr devices in
SPM at 120keV using the lowest and highest thresh-
olds common to both detectors for which the knife-edge
could be fit and the threshold closest to half the primary
electron energy. Both the MTFs and the DQEs of the
GaAs:Cr device are superior to those of the Si detector.
At each threshold shown in figures 6(a) and (c) the MTF
of the GaAs:Cr device is at least 0.21 higher than the
MTF of the Si device at ωN . The DQE of the GaAs:Cr
Figure 6: (a) MTF and (b) DQE at selected thresholds for a Si device
operating in SPM for 120keV electrons; (c) MTF and (d) DQE for a
GaAs:Cr detector in SPM for 120keV electrons at selected thresholds.
device at ωN is 0.32 greater than the Si device for the
lowest threshold in figures 6(b) and (d), though this dif-
ference decreases to 0.14 and 0.06 for the intermediate
and high thresholds.
At 200keV the GaAs:Cr clearly outperforms the Si
detector in both MTF and DQE. Figure 7 shows the
MTFs and DQEs of the two detectors operating in SPM
for 200keV electrons using the lowest threshold above
the noise level of both detectors; the highest threshold
common to both devices at which the knife-edge data
could be fit and the threshold equal to half the highest
threshold used for both devices. The different choice in
thresholds shown in figure 7 compared to figures 1, 2
and 6 is due to the increased disparity between the max-
imum amount of energy deposited on a pixel and the
primary electron energy when using higher-energy elec-
trons discussed in section 3. The MTF of the GaAs:Cr
device is at least 0.25 greater than that of the Si detec-
tor at ωN for all thresholds shown in figures 7(a) and
(c). At the low and intermediate thresholds the GaAs:Cr
DQE is 0.52 and 0.21 higher than the Si DQE at ωN ,
while at the high threshold the difference in DQE is
marginal. Overall, the difference in performance be-
tween the GaAs:Cr and Si detectors is greater at 200keV
than it is at lower electron energies for which the perfor-
mance of the Si detector is comparable to or greater than
that of the GaAs:Cr detector.
In figures 6(d) and 7(d), the low threshold GaAs:Cr
DQE surpasses the DQE of an ideal detector at high ω.
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Figure 7: 200keV SPM (a) MTF and (b) DQE at selected thresholds
for a Si detector at selected thresholds and selected (c) MTF and (d)
DQE for a GaAs:Cr device under the same conditions.
Figure 8: (a) MTF and (b) DQE at selected thresholds for a GaAs:Cr
Medipix3 device operating in SPM for 300keV electrons.
This is similar to the behaviour of the Si detector operat-
ing in SPM with 60keV and 80keV electrons in figures
1(b) and 2(b) and is caused by the same factors. While
the extent to which the DQE of the Si detector for 60 and
80keV electrons surpasses the theoretical maximum is
marginal, the DQE of the GaAs:Cr detector for 200keV
electrons at high ω is significantly greater than that pre-
dicted for an ideal detector. The greatest extent to which
the low threshold DQE of the GaAs:Cr detector exceeds
the DQE of an ideal detector is by 0.19 at a spatial fre-
quency of 0.86ωN . At ωN , the low threshold DQE is
equal to 0.52, which agrees closely with the maximum
improvement in DQE that can be obtained due to the
NPS being suppressed to a greater extent than the MTF
[35].
However, the performance of the GaAs:Cr detector
deteriorates for 300keV electrons. The MTFs and DQEs
of the GaAs:Cr device for 300keV electrons using the
same thresholds used in figure 7 are shown figure 8.
These make apparent the degradation in performance of
the GaAs:Cr device, being comparable to the the MTFs
and DQEs of the Si device at 200keV in figures 7(a) and
(b).
Examination of the 200keV and 300keV MTF(ωN) as
a function of threshold in figure 9 confirms the similar-
ity in performance between the Si detector for 200keV
electrons and the GaAs:Cr detector for 300keV elec-
trons. It also confirms the superiority of the GaAs:Cr
detector MTF for 200keV electrons compared with the
Si detector for both modes of operation. In figure
9(a), the value of MTF(ωN) of the GaAs:Cr detector
for 300keV electrons is 0.04 at low thresholds. This is
slightly higher than the Si detector’s MTF(ωN) of 0.01
at low threshold for 200keV electrons. With increas-
ing threshold, the response of the Si detector at 200keV
surpasses the GaAs:Cr detector’s response to 300keV
electrons when they operate in SPM. The maximum
value of MTF(ωN) for the Si detector is 0.66 at a thresh-
old of 123.1keV, while that of the GaAs:Cr detector for
300keV electrons is 0.48 at a threshold of 130.4keV. Al-
though the Si detector in SPM is able to just outperform
an ideal detector when using a high threshold, MTF(ωN)
for the GaAs:Cr device for 200keV electrons is consis-
tently higher, with a minimum of 0.26 at a threshold
of 12.7keV and a maximum of 0.78 at a threshold of
117.4keV.
Similarly, when the devices operate in CSM,
MTF(ωN) for the GaAs:Cr at 200keV is consistently
better than MTF(ωN) for the GaAs:Cr detector at
300keV and for the Si detector at 200keV. In figure 9(b),
the low threshold value of MTF(ωN) for the Si detec-
tor for 200keV electrons is 0.01, while for the GaAs:Cr
detector for 300keV electrons MTF(ωN) is 0.03 at the
lowest threshold used. The low threshold MTF(ωN) for
the GaAs:Cr detector for 200keV electrons is 0.43, and
a difference between the detector’s response in SPM and
CSM is that MTF(ωN) decreases with increasing thresh-
old, reaching a minimum value of 0.35 at a threshold
of 175.1keV. For 200keV electrons with the Si detec-
tor operating in CSM, MTF(ωN) decreases to a mini-
mum of 0.00 at a threshold of 109.3kV before increas-
ing at thresholds above 130keV to a maximum of 0.06
at a threshold of 179.1keV. Likewise, MTF(ωN) for
the GaAs:Cr detector for 300keV electrons decreases
to a minimum of 0.01 at a threshold of 163.5keV be-
fore increasing to a maximum of 0.1 at a threshold of
279.7keV.
The various different trends in MTF(ωN) as a func-
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Figure 9: Dependence of MTF(ωN ) on counting threshold for a Si
detector for 200keV electrons and a GaAs:Cr detector for 200keV and
300keV electrons in (a) SPM and (b) CSM.
tion of threshold for the two devices for 200keV and
300keV electrons in figure 9 can all be attributed to the
same principles that describe the low-energy electron
MTF(ωN), DQE(0) and DQE(ωN) in figures 3 - 5. The
range of 200keV electrons is sufficiently reduced in the
GaAs:Cr detector so that the SPM MTF(ωN) increases
with increasing threshold, for the same factors that ex-
plain the low-energy SPM MTF(ωN) dependence on
threshold in figure 3(a). The dependence of MTF(ωN)
on threshold for 200keV electrons and 300keV electrons
for the Si and GaAs:Cr devices operating in SPM can
be explained by a combination of the increased ranges
of 200keV and 300keV electrons in Si and GaAs:Cr re-
spectively and the tendency of electrons to deposit more
energy towards the end of their trajectory in the sen-
sor rather than at the beginning [52, 53]. Increasing the
counting threshold does not initially improve the MTF
(which is also apparent in figures 7(a) and 8(a)), as us-
ing a high threshold is more likely to count the electron
in a pixel at the end of the electron’s trajectory rather
than the entry pixel. However, at very high thresholds,
work with the Eiger detector [13] suggests that the only
electrons counted are the small fraction of electrons that
deposit most of their energy close to their entry point,
causing an improvement in MTF.
Although 200keV electrons have a sufficiently re-
duced range in GaAs:Cr such that in SPM using a high
threshold successfully identifies the entry pixel of those
electrons that are counted, they are still able to deposit
their energy over multiple 2 × 2 pixel blocks. Con-
sequently, when the GaAs:Cr sensor operates in CSM,
multiple pixels register 200keV electrons when using a
low threshold. As the counting threshold increases, hits
associated with the pixel block that has the most energy
deposited on it continue to be counted, but this block
does not necessarily contain the entry pixel. Increasing
the counting threshold therefore suppresses hits asso-
ciated with the block containing the entry pixel, which
causes the decrease in MTF(ωN) with increasing thresh-
old seen in figure 9. This also explains the initial de-
crease seen in the 300keV GaAs:Cr CSM MTF(ωN) and
200keV Si CSM MTF(ωN). The increase in MTF(ωN)
at high threshold for both 300keV electrons and the
GaAs:Cr detector and 200keV electrons and the Si de-
tector in CSM occurs for the same factors as the im-
provement in their SPM counterparts at high threshold.
Figure 10: DQE(0) as a function of counting threshold for a Si device
with 200keV electrons and a GaAs:Cr device for 200keV and 300keV
electrons with the devices operating in (a) SPM (b) CSM.
In figure 10, the trends in DQE(0) as a function of
threshold for both devices are consistent with the in-
terpretation of the MTF(ωN) data above. Operating in
SPM, the 200keV DQE(0) for the Si and GaAs:Cr de-
tectors and the 300keV DQE(0) for the GaAs:Cr detec-
tor in figure 10(a) exhibit a similar trend as to that seen
for the low-energy SPM results in figure 4(a). The prin-
ciple difference between the results in figures 4(a) and
10(a) is that in the latter the threshold at which there
is a change in gradient in the dependence of DQE(0)
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Figure 11: DQE(ωN ) for a GaAs:Cr device for 200keV and 300keV
electrons and a Si device for 200keV electrons in (a) SPM and (b)
CSM as a function of threshold.
on threshold is approximately half the maximum en-
ergy deposited by the primary electron on a single pixel,
rather than approximately half the primary electron en-
ergy as in figure 4(a). For 200keV electrons, the Si de-
tector DQE(0) is 0.80 at a threshold of 12.4keV, while
the GaAs:Cr detector DQE(0) for 200keV electrons is
0.90 at a threshold of 12.7keV. At the same threshold
but for 300keV electrons, DQE(0) of the GaAs:Cr de-
tector is 0.80. The Si detector 200keV DQE(0) falls
to 0.01 at a threshold of 123.1keV, while the GaAs:Cr
detector DQE(0) has a minimum of 0.07 at a threshold
of 117.4keV for 200keV electrons and a minimum of
0.08 at a threshold of 131.3keV for 300keV electrons.
The difference seen in the rate at which DQE(0) de-
creases with increasing threshold for the two detectors
for 200keV electrons can be attributed to the spread of
the signal produced by 200keV electrons being greater
in the Si detector than it is in the GaAs:Cr detector. Con-
sequently, more electrons deposit enough energy on a
single pixel in the GaAs:Cr sensor to be counted for a
given threshold than they do in the Si detector. That the
high threshold value of DQE(0) for 300keV electrons
in the GaAs:Cr sensor is greater than the high threshold
DQE(0) for 200keV electrons in either device is due to
both the reduced spread in signal in the GaAs:Cr sen-
sor and the fact that the net energy that can be deposited
by a 300keV electron is greater than that deposited by a
200keV electron.
When the detectors operate in CSM, there is a no-
table difference between the dependence of DQE(0) on
threshold at high electron energies compared with at low
electron energies. For the CSM DQE(0) in figure 10(b),
there is a marked increase in the rate at which the value
of DQE(0) decreases at high thresholds relative to the
rate at which it decreases at low threshold. This is simi-
lar to the dependence of DQE(0) on threshold when the
detectors operate in SPM, rather than the gradual de-
crease with increasing threshold seen at 60 and 80keV
(figure 4(b)), where any change in gradient is slight and
difficult to discern. The difference between the low-
energy and high-energy trends can be explained by the
same factors that explain the dependence of MTF(ωN)
on threshold in figure 9(b). At low thresholds, the num-
ber of counts decreases gradually with respect to thresh-
old, as the incident electrons deposit their energy over
multiple CSM pixel blocks and, in each block, the re-
constructed charge needs to be above threshold for it to
be counted. Above a certain counting threshold, elec-
trons are only counted in a single pixel block and as
the counting threshold increases the greater the energy
deposited in that block must be for the electron to be
counted. This is analogous to the detector behaviour
in SPM, but with the added complication of how the
electron energy is deposited over blocks of neighbour-
ing pixels rather than in single pixels. The thresholds
at which the gradient of DQE(0) as a function of count-
ing threshold changes for 200keV electrons and the Si
detector and 300keV electrons and the GaAs:Cr detec-
tor are also the thresholds above which the correspond-
ing MTF(ωN) begin to rapidly increase with respect to
threshold, corroborating the interpretation of the high
threshold improvement in MTF in figure 9(b).
DQE(ωN) as a function of counting threshold for the
two detectors operating in SPM and CSM for high-
energy electrons is shown in figure 11. Consistent with
the results in figures 9 and 10, the 200keV DQE(ωN) of
the GaAs:Cr detector is significantly better the 300keV
DQE(ωN) of the GaAs:Cr detector and the Si detector
200keV DQE(ωN) in both modes of operation. In SPM,
the maximum GaAs:Cr DQE(ωN) for 200keV electrons
is 0.52 at a threshold of 12.7keV. This decreases with
threshold to a minimum value of 0.05 at a threshold of
116.5keV. The value of DQE(ωN) at 200keV for Si is
0.00 at low threshold, increasing to 0.01 at thresholds
greater than 106.9keV. The trend seen in the 300keV
GaAs:Cr SPM DQE(ωN) is noteworthy. At a thresh-
old of 12.7keV it is equal to 0.02 and with increas-
ing threshold decreases to a minimum of 0.00 at a
threshold of 79.4keV before increasing to 0.02 again at
131.3keV. This behaviour reflects the fact that increas-
ing the counting threshold initially does little to improve
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the MTF but does increase undercounting of incident
electrons, but at very high thresholds the improvement
in MTF at high ω outweights the adverse impact of un-
dercounting electrons on the DQE. The CSM DQE(ωN)
in figure 11(b) confirms the failure of the CSM algo-
rithm to enhance detector performance for high-energy
electrons in both sensors. At low thresholds, the CSM
DQE(ωN) of the GaAs:Cr detector is lower than the
low threshold SPM DQE(ωN), with a maximum value
of 0.11 at a threshold of 22.8keV. This decreases to
0.04 at a threshold of 179.4keV. The Si detector CSM
DQE(ωN) for 200keV electrons never exceeds 0.00 for
all thresholds, and this is also true of DQE(ωN) for the
GaAs:Cr detector in CSM for 300keV electrons.
5. The Influence of Defects on Sensor Performance
A difficulty in the fabrication of compound semicon-
ductors are the defects that develop as part of the growth
process [54, 55]. Figure 12 shows normalised flat field
exposures of Si and GaAs:Cr devices. The Si sensor
is homogeneous whereas the GaAs:Cr sensor displays a
high number of features that range from small bubble-
like structures to lines that extend across the full sen-
sor. Examples of some of the structures that can be
observed in the GaAs:Cr sensor are shown in figures
12(d) and (f). These features are indicative of defects in
the sensor which result in non-uniformities in the elec-
tric field across the sensor and consequently the pixel
matrix, causing distortions in both the shape and the
size of the pixels. Areas of increased intensity indicate
larger pixels, which count a disproportionate number of
electrons while darker regions indicate pixels that are
smaller and that have lost hits to neighbouring pixels.
An example of a cluster of pixels that are larger than ex-
pected and therefore overcount is seen in figure 12(e). It
should be noted that pixels that were identified as noisy
due to damage, failure in the manufacture process etc.
were masked prior to the image being acquired, so this
is not the cause of the bright pixels such as those seen
in figure 12(e). Histograms of the intensities in the nor-
malised flat field images in figure 12(c) clearly show the
broader range of intensities present in the GaAs:Cr flat
field image compared with flat field image recorded by a
Si device. The standard deviation of the range of inten-
sities present in the GaAs:Cr flat field image is almost
four times that of the flat field image recorded by the
Si sensor in spite of the latter having a greater number
of dead pixels. The variation in intensity in the Si flat
field image is due to the slight variation in the threshold
across the pixel matrix.
A standard procedure to correct for variation in inten-
sity across a pixelated detector due to e.g. variation in
the counting threshold across the pixel matrix is to ap-
ply a flat field, or gain, correction. In figures 13(a) and
(b), images of a standard calibration sample recorded by
a GaAs:Cr detector operating in SPM with and without
a flat field correction are shown. The effect of apply-
ing a flat field correction can be seen from the line pro-
files taken across the normalised images with and with-
out the correction in figure 13(d) as well as histograms
of the images in figure 13(c). Comparing the line pro-
files extracted from the corrected and uncorrected im-
ages there is an improvement in the contrast present in
the corrected image. In the case of the corrected im-
age, the periodicity of the cross grating is apparent and
can be readily measured as having a mean value of 43
pixels. This is not the case for the line profile extracted
from the uncorrected image, where the additional vari-
ation in intensity makes the period of the cross grating
difficult to discern. The mean value of both line profiles
is 1.0, but while the standard deviation of the corrected
image line profile is 0.09, that of the uncorrected im-
age line profile is 0.14, an increase of more than 50%.
This reflects the effectiveness in the flat field correction
at reducing noise due to the sensor defects. Similarly,
the range of intensities present in the corrected image is
reduced, with the standard deviation of the range of in-
tensities in the corrected image being less than half that
of the uncorrected image.
However, examination of two of the regions high-
lighted in figures 12(d) and (e), show that the distor-
tions present in the uncorrected image can still be seen
in the corrected image. Increasing the counting thresh-
old increased the visibility of the defects, which may
be due to a reduction in blurring due to the improved
detector PSF at higher counting thresholds. Overall, al-
though applying a flat field correction compensates for
the variation in intensity due to the pixel size no longer
being constant across the sensor, it does not correct for
the geometric distortions due to variations in shape of
the pixels caused by skewness of the sensor’s electric
field. Consequently, artefacts are introduced and fea-
tures in the images recorded by the GaAs:Cr device are
distorted.
6. Conclusions
Our results confirm that high-Z sensors improve the
performance of HPDs for high-energy electrons. When
operating in SPM and using a high threshold, the
GaAs:Cr Medipix3 device that we have characterised is
able to match and surpass the performance of an ideal
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Figure 12: Flat field images of (a) Si and (b) GaAs:Cr devices operating in SPM with 200keV electrons normalised to their respective mean values;
(c) histograms of the images in (a) and (b) with a note of the standard deviations of the intensity distributions; (d), (e), (f) show close-ups of regions
of the GaAs:Cr sensor indicated in (b), with various types of defects in the GaAs:Cr sensor indicated. The contrast in all images has been adjusted
such that the minimum and maximum intensities map to the limits of the x-axis in (c).
detector in terms of its MTF for electrons with ener-
gies in the range of 60 - 200keV. Using a high thresh-
old has a negative effect on the device DQE, however,
and by using a low threshold the GaAs:Cr SPM DQE
for 200keV electrons is able to significantly exceed that
of an ideal detector at high values of ω, with its per-
formance at ωN surpassing the theoretical limit by the
maximum extent possible. This compares favourably
with that the DQE of the Falcon 3 MAPS detector when
using 200keV electrons [22], though it should be noted
that ωN for the monolithic device is higher than that of
the Medipix3 due to its smaller pixels.
Although the GaAs:Cr device outperforms the Si de-
vice for high-energy electrons, for electron energies be-
low 120keV, its performance is poorer both in terms
of MTF and DQE than the Si detector. The lower
DQE can be attributed to increased backscatter, while
the poorer MTF may be due to the distortions in the
shape and size of the pixels dominating at low ener-
gies when the effective pixel size is very close to the
physical pixel size even when using a low threshold.
Nevertheless, the difference in performance between Si
and GaAs:Cr devices at low electron energies is mod-
est, particularly comparing their MTFs when operating
in SPM. Except for the most demanding of experimen-
tal conditions, there is likely to be minimal drawback
in using the GaAs:Cr in experiments where it is neces-
sary to use electrons with energies down to 60keV. Our
results also suggest that at lower energies there is the
potential for a serious degradation in performance. As
such, there is unlikely to be any advantage in the use of
high-Z sensors for scanning electron microscopy or for
use in TEM imaging using electrons with energies lower
than 60keV. However, it may be possible to improve the
efficiency of the GaAs:Cr device at low energies if the
frontside contact were made of a lower-Z material than
Ni, such as Al, but this would require advances in device
manufacture.
At the high-energy range considered in this work, the
performance of the GaAs:Cr shows a significant perfor-
mance loss for 300keV electrons. This motivates the
investigation of other sensor materials with even higher
values of Z, such as CdTe and CZT (average Z = 50),
though it is worth noting that using such materials will
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Figure 13: Low-magnification images of a carbon cross grating with Au shadowing recorded with the GaAs:Cr sensor operating in SPM using
300keV electrons (a) without a flat field correction applied and (b) with a correction applied, normalised by their respective mean value; (c)
histograms of the images seen in (a) and (b), with the standard deviations of the normalised intensity distributions noted; (d) plots of the line
profiles indicated by the region of interest marked in (a) and (b), the width of which is the integration width of the line profiles; (e) and (f) are
close-ups of the regions of interest highlighted in (b). As in figure 12, the minimum and maximum intensities in the images are also the x-axis
limits for the histograms seen in (c).
likely lead to further degradation in performance at low
electron energies. No single imaging detector will per-
form ideally across all the electron energies typically
used in transmission electron microscopy, but on the ba-
sis of our results, HPDs with GaAs:Cr sensors may offer
the best performance over the widest range of accelerat-
ing voltages presently used in TEM. Although the per-
formance of the GaAs:Cr sensor at 300keV is poor, it is
similar to that of the Si detector at 200keV, and we note
that Medipix3 devices with Si sensors, as well as simi-
lar HPDs with Si sensors are routinely used at 200keV
and 300keV in a number of applications [15, 18]. It is
therefore likely that GaAs:Cr sensors can be used with
300keV electrons, offering improved MTF and DQE
compared to a Si device used at 200keV and 300keV.
To summarise how HPDs with high-Z sensors can
be best utilised, it is helpful to discuss the optimal de-
tector settings. It has been argued that for counting
HPDs the optimum threshold is equal to half the pri-
mary electron energy so as to obtain the maximum en-
hancement of the MTF while negating the effects that
using a high threshold has on the DQE. However, we
argue that the choice of threshold should depend upon
the constraints imposed by individual experiments. In
situations where spatial resolution is of paramount im-
portance and where there are no dose constraints then a
high threshold that optimises the MTF can be used. For
example, a threshold of 101.7keV makes the GaAs:Cr
detector an ideal detector in terms of its MTF operating
in SPM for 200keV electrons, and the best MTF is ob-
tained when using a threshold of 117.4keV. The value
of MTF(ωN) for these thresholds are 2.5 and 3.1 times
that obtained with the lowest threshold (12.7keV) used.
However, many of the experiments that DEDs enable
are ones where dose is a constraint making detector ef-
ficiency key. In such cases the corresponding decrease
in DQE(ωN) to 19.7% and 9.3% of its maximum value
when these thresholds are used is likely to be unaccept-
able, particularly when information at high ω is impor-
tant.
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One class of experiments where high-Z sensors are
likely to be particularly useful are time-resolved exper-
iments. By reducing the lateral spread in the signal
produced by the primary electrons, the temporal res-
olution of HPDs should be also be improved at high
energies, as the scattering of incident electrons over
multiple pixels means they can be counted in multiple
frames when using short frames times [12]. Other ex-
perimental modes that would benefit from the use of
HPDs with high-Z sensors include 4D-STEM modes
that depend on precise measurement of the deflection of
disks in the diffraction pattern due to either transmitted
or Bragg-diffracted electrons. Precise measurements of
such deflections can be achieved by template-matching
[16, 56], and, in principal, this kind of analysis and the
automation thereof would benefit from an improved de-
tector PSF. An enhanced PSF would also be beneficial
for diffraction-based experiments where it is desirable
to maximise the scattering angle subtended by the de-
tector, and hence sampling of reciprocal space, by using
a short camera-length while still clearly distinguishing
between closely spaced diffraction spots or disks.
In addition to these experimental modalities, there is
scope for HPDs with high-Z sensors for applications re-
quiring high spatial resolution and large fields-of-view
if the entry point of incident electrons can be localised in
a way that does not have a detrimental effect on DQE,
particularly if this can be done to sub-pixel accuracy.
With the exception of the Si detector for 60keV elec-
trons, CSM fails to consistently identify the entry pixel
for both devices, though there are cases for which us-
ing CSM could be regarded as advantageous. For in-
stance, when using 200keV electrons, the low thresh-
old GaAs:Cr CSM MTF(ωN) is 0.43. The threshold at
which the SPM MTF(ωN) is equal to this is 62.7keV, at
which DQE(0) is 0.68 and DQE(ωN) is 0.18, while the
low threshold CSM DQE(0) and DQE(ωN) are 0.91 and
0.11. Using CSM is therefore able to provide a com-
parable MTF and high-frequency DQE while enhanc-
ing the low-frequency DQE compared with using SPM.
Nevertheless, our results confirm the need for more
sophisticated approaches to localise the entry point of
the electron tailored to electrons with energies typically
used in TEM. The ability of DEDs to distinguish be-
tween detector noise and incident electrons has enabled
the identification of the entry point of the electron to
sub-pixel accuracy with monolithic devices [22, 35],
and research into how to achieve superresolution with
other types of DEDs is an active field [52, 53]. Re-
cent work with a Timepix3 detector with Si sensor has
confirmed that it is possible to significantly enhance the
MTF of HPDs for 200keV and 300keV electrons by
identifying the entry pixel using a convolutional neural
network [57]. However, it is not clear whether reducing
the scatter of incident electrons in the sensor by using
high-Z sensors will facilitate localisation of the entry
point to sub-pixel accuracy, or if the loss of information
about the electron trajectory will make this task more
difficult.
Our work clarifies the advantages of a GaAs:Cr sen-
sor compared to traditional Si sensors and also high-
lights the effects of the distortions that defects in the
GaAs:Cr sensor introduce into the images recorded.
Similar defects have been observed in other high-Z sen-
sor materials, such as CdTe and CZT [58, 59, 60]. To
maximise the potential benefits of high-Z sensors these
defects must be addressed, either by correcting these by
post-processing or by further fabrication development.
Given the technical challenges improving the manufac-
ture high-Z semiconductors suitable for radiation detec-
tion present, the former is a more viable solution in the
short to mid-term.
Acknowledgements
The authors gratefully acknowledge funding from
the UK Science and Technology Facilities Council
through the Industrial Cooperative Awards in Science
& Technology (CASE) studentship “Next2 Detection
- Investigation of Hybrid Pixel Detectors for Future
Transmission Electron Microscopy Imaging” (grant no.
ST/P002471/1). The authors are grateful to Ms Nadia
Bassiri, Mr Michael Perreur-Lloyd and Mr David Doak
for their help developing hardware to mount detectors
on microscopes. X.M. thanks Deutsche Forschungsge-
meinschaft (DFG) for funding (grant no. MU 4276/1-
1). K.A.P. thanks Dr Anton Tyazhev and Ms Anasta-
sia Lozinskaya of Tomsk State University for helpful
discussions regarding the GaAs:Cr sensors. K.A.P. also
thanks Dr Gary W. Paterson for helpful discussions re-
garding the calculation of the detectors’ noise profiles.
The authors are grateful to Karlsruhe Nano Micro Fa-
cility (KNMF) for access to the FEI Titan 80 - 300
(S)TEM, and K.A.P and D.McG. acknowledge Quan-
tum Detectors Ltd. for funding travel to KNFC as part
of the Industrial CASE studentship that supports K.A.P.
The authors also thank Quantum Detectors Ltd. for the
loan of the Si Medipix3 device characterised as part this
work. This work has been carried out within the frame-
work of the Medipix3 collaboration.
15
References
[1] A. Merk, A. Bartesaghi, S. Banerjee, V. Falconieri, P. Rao, M. I.
Davis, R. Pragani, M. B. Boxer, L. A. Earl, J. L. S. Milne,
S. Subramaniam, Breaking Cryo-EM Resolution Barriers to Fa-
cilitate Drug Discovery, Cell 165 (2016) 1698–1707.
[2] Y. Jiang, Z. Chen, Y. Han, P. Deb, H. Gao, S. Xie, P. Purohit,
M. W. Tate, J. Park, S. M. Gruner, V. Elser, D. A. Muller, Elec-
tron ptychography of 2D materials to deep sub-ångstro¨m reso-
lution, Nature 559 (2018) 343–349.
[3] G. McMullan, A. T. Clark, R. Turchetta, A. R. Faruqi, Enhanced
imaging in low dose electron microscopy using electron count-
ing, Ultramicroscopy 109 (2009) 1411–1416.
[4] J. Song, C. S. Allen, S. Gao, C. Huang, H. Sawada, X. Pan,
J. Warner, P. Wang, A. I. Kirkland, Atomic Resolution Defo-
cused Electron Ptychography at Low Dose with a Fast, Direct
Electron Detector, Scientific Reports 9 (2019) 3919.
[5] Z. Chen, M. Weyland, C. Zheng, M. S. Fuhrer, A. J. D’Alfonso,
L. J. Allen, S. D. Findlay, Facilitating Quantitative Analysis of
Atomic Scale 4D STEM Datasets, Microscopy and Microanal-
ysis 22 (2016) 474–475.
[6] X. C. Bai, C. Yan, G. Yang, P. Lu, D. Ma, L. Sun, R. Zhou,
S. H. Scheres, Y. Shi, An atomic structure of human γ-secretase,
Nature 525 (2015) 212–217.
[7] X. Li, P. Mooney, S. Zheng, C. R. Booth, M. B. Braunfeld,
S. Gubbens, D. A. Agard, Y. Cheng, Electron counting and
beam-induced motion correction enable near-atomic-resolution
single-particle cryo-EM, Nature Methods 10 (2013) 584–590.
[8] E. Frojdh, R. Ballabriga, M. Campbell, M. Fiederle, E. Hamann,
T. Koenig, X. Llopart, D. de Paiva Magalhaes, M. Zuber, Count
rate linearity and spectral response of the Medipix3RX chip cou-
pled to a 300µm silicon sensor under high flux conditions, in:
Journal of Instrumentation, volume 9, IOP Publishing, 2014, pp.
C04028–C04028.
[9] M. W. Tate, P. Purohit, D. Chamberlain, K. X. Nguyen, R. Hov-
den, C. S. Chang, P. Deb, E. Turgut, J. T. Heron, D. G. Schlom,
D. C. Ralph, G. D. Fuchs, K. S. Shanks, H. T. Philipp, D. A.
Muller, S. M. Gruner, High Dynamic Range Pixel Array De-
tector for Scanning Transmission Electron Microscopy, Mi-
croscopy and Microanalysis 22 (2016) 237–249.
[10] A. I. Kirkland, C. S. Allen, E. Besley, C. Huang, J. Kim,
S. Skowron, J. Warner, Observing structural dynamics and
measuring chemical kinetics in low dimensional materials using
high speed imaging, Microscopy and Microanalysis 25 (2019)
16821683.
[11] R. Beacham, A. M. Raighne, D. Maneuski, V. O’Shea, S. McVi-
tie, D. McGrouther, Medipix2/Timepix detector for time re-
solved Transmission Electron Microscopy, Journal of Instru-
mentation 6 (2011) C12052–C12052.
[12] G. W. Paterson, R. J. Lamb, R. Ballabriga, D. Maneuski,
V. O’Shea, D. McGrouther, Sub-100 nanosecond temporally
resolved imaging with the Medipix3 direct electron detector, Ul-
tramicroscopy 210 (2020) 112917.
[13] G. Tinti, E. Frojdh, E. Van Genderen, T. Gruene, B. Schmitt,
D. A. Matthijs De Winter, B. M. Weckhuysen, J. P. Abrahams,
Electron crystallography with the EIGER detector, IUCrJ 5
(2018) 190–199.
[14] S. Fang, Y. Wen, C. S. Allen, C. Ophus, G. G. D. Han, A. I. Kirk-
land, E. Kaxiras, J. H. Warner, Atomic electrostatic maps of 1D
channels in 2D semiconductors using 4D scanning transmission
electron microscopy, Nature Communications 10 (2019) 1127.
[15] R. C. Temple, T. P. Almeida, J. R. Massey, K. Fallon, R. Lamb,
S. A. Morley, F. Maccherozzi, S. S. Dhesi, D. McGrouther,
S. McVitie, T. A. Moore, C. H. Marrows, Antiferromagnetic-
ferromagnetic phase domain development in nanopatterned
FeRh islands, Physical Review Materials 2 (2018) 104406.
[16] M. Krajnak, D. McGrouther, D. Maneuski, V. O’Shea, S. McVi-
tie, Pixelated detectors and improved efficiency for magnetic
imaging in STEM differential phase contrast, Ultramicroscopy
165 (2016) 42–50.
[17] R. Bu¨cker, P. Hogan-Lamarre, P. Mehrabi, E. C. Schulz, L. A.
Bultema, Y. Gevorkov, W. Brehm, O. Yefanov, D. Oberthu¨r,
G. H. Kassier, R. J. D. Miller, R. J. Dwayne Miller, Serial pro-
tein crystallography in an electron microscope, Nature Commu-
nications 11 (2020) 1–8.
[18] L. Zhou, J. Song, J. S. Kim, X. Pei, C. Huang, M. Boyce,
L. Mendonc¸a, D. Clare, A. Siebert, C. S. Allen, E. Liberti,
D. Stuart, X. Pan, P. D. Nellist, P. Zhang, A. I. Kirkland,
P. Wang, Low-dose phase retrieval of biological specimens us-
ing cryo-electron ptychography, Nature Communications 11
(2020) 1–9.
[19] B. Plotkin-Swing, G. J. Corbin, S. De Carlo, N. Dellby, C. Ho-
ermann, M. V. Hoffman, T. C. Lovejoy, C. E. Meyer, A. Mit-
telberger, R. Pantelic, L. Piazza, O. L. Krivanek, Hybrid pixel
direct detector for electron energy loss spectroscopy, Ultrami-
croscopy (2020) 113067.
[20] A. R. Faruqi, R. Henderson, M. Pryddetch, P. Allport, A. Evans,
Direct single electron detection with a CMOS detector for elec-
tron microscopy, in: Nuclear Instruments and Methods in
Physics Research, Section A: Accelerators, Spectrometers, De-
tectors and Associated Equipment, volume 546, pp. 170–175.
[21] G. McMullan, A. R. Faruqi, R. Henderson, N. Guerrini,
R. Turchetta, A. Jacobs, G. van Hoften, Experimental observa-
tion of the improvement in MTF from backthinning a CMOS di-
rect electron detector, Ultramicroscopy 109 (2009) 1144–1147.
[22] M. Kuijper, G. van Hoften, B. Janssen, R. Geurink, S. De Carlo,
M. Vos, G. van Duinen, B. van Haeringen, M. Storms, FEI’s di-
rect electron detector developments: Embarking on a revolution
in cryo-TEM, Journal of Structural Biology 192 (2015) 179–
187.
[23] M. J. Peet, R. Henderson, C. J. Russo, The energy dependence
of contrast and damage in electron cryomicroscopy of biological
molecules, Ultramicroscopy 203 (2019) 125–131.
[24] K. Naydenova, G. McMullan, M. J. Peet, Y. Lee, P. C. Edwards,
S. Chen, E. Leahy, S. Scotcher, R. Henderson, C. J. Russo, Cry-
oEM at 100keV: a demonstration and prospects, IUCrJ 6 (2019).
[25] R. F. Egerton, P. Li, M. Malac, Radiation damage in the TEM
and SEM, in: Micron, volume 35, Pergamon, 2004, pp. 399–
409.
[26] S. Cheng, A. Pofelski, P. Longo, R. D. Twesten, Y. Zhu, G. A.
Botton, The performance evaluation of direct detection elec-
tron energy-loss spectroscopy at 200 kV and 80 kV accelerating
voltages, Ultramicroscopy 212 (2020) 112942.
[27] J. Ciston, I. J. Johnson, B. R. Draney, P. Ercius, E. Fong,
A. Goldschmidt, J. M. Joseph, J. R. Lee, A. Mueller, C. Ophus,
A. Selvarajan, D. E. Skinner, T. Stezelberger, C. S. Tindall,
A. M. Minor, P. Denes, The 4D Camera: Very High Speed Elec-
tron Counting for 4D-STEM, Microscopy and Microanalysis 25
(2019) 1930–1931.
[28] T. Poikela, J. Plosila, T. Westerlund, M. Campbell, M. D. Gas-
pari, X. Llopart, V. Gromov, R. Kluit, M. van Beuzekom, F. Zap-
pon, V. Zivkovic, C. Brezina, K. Desch, Y. Fu, A. Kruth,
Timepix3: A 65K channel hybrid pixel readout chip with simul-
taneous ToA/ToT and sparse readout, Journal of Instrumentation
9 (2014) C05013–C05013.
[29] W. Gao, C. Addiego, H. Wang, X. Yan, Y. Hou, D. Ji, C. Heikes,
Y. Zhang, L. Li, H. Huyan, T. Blum, T. Aoki, Y. Nie, D. G.
Schlom, R. Wu, X. Pan, Real-space charge-density imaging
with sub-ångstro¨m resolution by four-dimensional electron mi-
16
croscopy, Nature 575 (2019) 480–484.
[30] M. Gallagher-Jones, C. Ophus, K. C. Bustillo, D. R. Boyer,
O. Panova, C. Glynn, C. T. Zee, J. Ciston, K. C. Mancia, A. M.
Minor, J. A. Rodriguez, Nanoscale mosaicity revealed in peptide
microcrystals by scanning electron nanodiffraction, Communi-
cations Biology 2 (2019) 1–8.
[31] R. Ballabriga, J. Alozy, G. Blaj, M. Campbell, M. Fiederle,
E. Frojdh, E. H. M. Heijne, X. Llopart, M. Pichotka, S. Procz,
L. Tlustos, W. Wong, The Medipix3RX: a high resolution, zero
dead-time pixel detector readout chip allowing spectroscopic
imaging, Journal of Instrumentation (2013).
[32] J. A. Mir, R. Clough, R. MacInnes, C. Gough, R. Plackett,
I. Shipsey, H. Sawada, I. MacLaren, R. Ballabriga, D. Maneuski,
V. O’Shea, D. McGrouther, A. I. Kirkland, Characterisation of
the Medipix3 detector for 60 and 80 keV electrons, Ultrami-
croscopy 182 (2017) 44–53.
[33] G. McMullan, D. M. Cattermole, S. Chen, R. Henderson,
X. Llopart, C. Summerfield, L. Tlustos, A. R. Faruqi, Electron
imaging with Medipix2 hybrid pixel detector, Ultramicroscopy
107 (2007) 401–413.
[34] G. McMullan, A. R. Faruqi, Electron microscope imaging of
single particles using the Medipix2 detector, Nuclear Instru-
ments and Methods in Physics Research, Section A: Accelera-
tors, Spectrometers, Detectors and Associated Equipment 591
(2008) 129–133.
[35] G. McMullan, S. Chen, R. Henderson, A. R. Faruqi, Detec-
tive quantum efficiency of electron area detectors in electron mi-
croscopy, Ultramicroscopy 109 (2009) 1126–1143.
[36] R. Plackett, I. Horswell, E. N. Gimenez, J. Marchal, D. Omar,
N. Tartoni, Merlin: a fast versatile readout system for Medipix3,
Journal of Instrumentation 8 (2013) C01038.
[37] A. V. Tyazhev, D. L. Budnitsky, O. B. Koretskay, V. A. Novikov,
L. S. Okaevich, A. I. Potapov, O. P. Tolbanov, A. P. Vorobiev,
GaAs radiation imaging detectors with an active layer thick-
ness up to 1 mm, in: Nuclear Instruments and Methods in
Physics Research, Section A: Accelerators, Spectrometers, De-
tectors and Associated Equipment, volume 509, North-Holland,
2003, pp. 34–39.
[38] L. Tlustos, M. Campbell, C. Fro¨jdh, P. Kostamo, S. Nenonen,
Characterisation of an epitaxial GaAs/Medipix2 detector us-
ing fluorescence photons, Nuclear Instruments and Methods in
Physics Research, Section A: Accelerators, Spectrometers, De-
tectors and Associated Equipment 591 (2008) 42–45.
[39] T. E. Schlesinger, J. E. Toney, H. Yoon, E. Y. Lee, B. A. Brunett,
L. Franks, R. B. James, Cadmium zinc telluride and its use
as a nuclear radiation detector material, Materials Science and
Engineering: R: Reports 32 (2001) 103–189.
[40] A. Tyazhev, D. Budnitsky, D. Mokeev, V. Novikov, A. Zarubin,
O. Tolbanov, G. Shelkov, E. Hamann, A. Fauler, M. Fiederle,
S. Procz, GaAs pixel detectors, International Journal of Mi-
crowave and Wireless Technologies 1576 (2013) mrss13–1576–
ww08–01.
[41] A. Tyazhev, V. Novikov, O. Tolbanov, A. Zarubin, M. Fiederle,
E. Hamann, Investigation of the current-voltage characteristics,
the electric field distribution and the charge collection efficiency
in x-ray sensors based on chromium compensated gallium ar-
senide, in: A. Burger, L. Franks, R. B. James, M. Fiederle
(Eds.), Hard X-Ray, Gamma-Ray, and Neutron Detector Physics
XVI, volume 9213, International Society for Optics and Photon-
ics, 2014, p. 92130G.
[42] E. Hamann, T. Koenig, M. Zuber, A. Cecilia, A. Tyazhev,
O. Tolbanov, S. Procz, A. Fauler, T. Baumbach, M. Fiederle,
Performance of a Medipix3RX Spectroscopic Pixel Detector
With a High Resistivity Gallium Arsenide Sensor, IEEE Trans-
actions on Medical Imaging 34 (2015) 707–715.
[43] M. C. Veale, S. J. Bell, D. D. Duarte, M. J. French, A. Schnei-
der, P. Seller, M. D. Wilson, A. D. Lozinskaya, V. A. Novikov,
O. P. Tolbanov, A. Tyazhev, A. N. Zarubin, Chromium compen-
sated gallium arsenide detectors for X-ray and γ-ray spectro-
scopic imaging, Nuclear Instruments and Methods in Physics
Research, Section A: Accelerators, Spectrometers, Detectors
and Associated Equipment 752 (2014) 6–14.
[44] J. Becker, M. W. Tate, K. S. Shanks, H. T. Philipp, J. T. Weiss,
P. Purohit, D. Chamberlain, S. M. Gruner, Characterization of
chromium compensated GaAs as an X-ray sensor material for
charge-integrating pixel array detectors, Journal of Instrumen-
tation 13 (2018) P01007–P01007.
[45] M. C. Veale, S. J. Bell, D. D. Duarte, M. J. French, M. Hart,
A. Schneider, P. Seller, M. D. Wilson, V. Kachkanov, A. D.
Lozinskaya, V. A. Novikov, O. P. Tolbanov, A. Tyazhev, A. N.
Zarubin, Investigating the suitability of GaAs:Cr material for
high flux X-ray imaging, Journal of Instrumentation 9 (2014)
C12047–C12047.
[46] A. Schneider, M. C. Veale, D. D. Duarte, S. J. Bell, M. D. Wil-
son, J. D. Lipp, P. Seller, Interconnect and bonding techniques
for pixelated x-ray and gamma-ray detectors (2015).
[47] I. A. Cunningham, Chapter 2: Applied linear-systems theory, in:
R. L. Van Metter, J. Beutel, H. L. Kundel (Eds.), Handbook of
Medical Imaging, Volume 1: Physics and Psychophysics, SPIE,
2000.
[48] C. E. Metz, K. Doi, Transfer function analysis of radiographic
imaging systems, Physics in Medicine and Biology 24 (1979)
1079–1106.
[49] R. R. Meyer, A. I. Kirkland, Characterisation of the signal
and noise transfer of CCD cameras for electron detection, Mi-
croscopy Research and Technique 49 (2000) 269–280.
[50] W. Zhao, J. A. Rowlands, Digital radiology using active matrix
readout of amorphous selenium: Theoretical analysis of detec-
tive quantum efficiency, Medical Physics 24 (1997) 1819–1833.
[51] R. S. Ruskin, Z. Yu, N. Grigorieff, Quantitative characteriza-
tion of electron detectors for transmission electron microscopy,
Journal of Structural Biology 184 (2013) 385–393.
[52] H. Ryll, M. Huth, R. Ritz, C. M. O’Leary, I. Griffiths, P. Nellist,
R. Sagawa, Y. Kondo, H. Soltau, L. Stru¨der, Measuring Single
Electrons What Does it Mean?, Microscopy and Microanalysis
25 (2019) 1654–1655.
[53] G. Correa, D. Muller, Machine learning for sub-pixel super-
resolution in direct electron detectors, Microscopy and Micro-
analysis (2020) 1–3.
[54] P. Rudolph, Dislocation cell structures in melt-grown semicon-
ductor compound crystals, Crystal Research and Technology 40
(2005) 7–20.
[55] C. Frank-Rotsch, U. Juda, F.-M. Kiessling, P. Rudolph, Dislo-
cation patterning during crystal growth of semiconductor com-
pounds (gaas), Materials Science and Technology 21 (2005)
1450–1454.
[56] S. E. Zeltmann, A. Mller, K. C. Bustillo, B. Savitzky, L. Hughes,
A. M. Minor, C. Ophus, Patterned probes for high precision 4d-
stem bragg measurements, Ultramicroscopy 209 (2020) 112890.
[57] J. P. van Schayck, E. van Genderen, E. Maddox, L. Roussel,
H. Boulanger, E. Fro¨jdh, J.-P. Abrahams, P. J. Peters, R. B. Rav-
elli, Sub-pixel electron detection using a convolutional neural
network, Ultramicroscopy (2020) 113091.
[58] D. Pennicard, S. Smoljanin, B. Struth, H. Hirsemann, A. Fauler,
M. Fiederle, O. Tolbanov, A. Zarubin, A. Tyazhev, G. Shelkov,
H. Graafsma, The LAMBDA photon-counting pixel detector
and high-Z sensor development, Journal of Instrumentation 9
(2014) C12026–C12026.
[59] D. Maneuski, V. Astromskas, E. Fro¨jdh, C. Fro¨jdh, E. N.
Gimenez, J. Marchal, V. O’Shea, G. Stewart, N. Tartoni, H. Wil-
17
helm, K. Wraight, R. M. Zain, Imaging and spectroscopic per-
formance studies of pixellated CdTe Timepix detector, Journal
of Instrumentation 7 (2012) C01038–C01038.
[60] M. C. Veale, P. Booker, S. Cross, M. D. Hart, L. Jowitt, J. Lipp,
A. Schneider, P. Seller, R. M. Wheater, M. D. Wilson, C. C. T.
Hansson, K. Iniewski, P. Marthandam, G. Prekas, Characteriza-
tion of the Uniformity of High-Flux CdZnTe Material, Sensors
20 (2020) 2747.
18
