A polynomial p (with real coefficients) in noncommutative variables is matrix convex provided
Introduction
Let x = {x 1 , . . . , x g } denote noncommuting indeterminates and let N (x) denote the set of polynomials in the indeterminates x. For example, p = x 1 x 3 2 + x 3 2 x 1 + x 3 x 1 x 2 + x 2 x 1 x 3 is a symmetric polynomial in N (x).
A symmetric polynomial p is matrix convex if for each positive integer n, each pair of tuples X = (X 1 , . . . , X g ) and Y = (Y 1 , . . . , Y g ) of symmetric n × n matrices, and each 0 ≤ t ≤ 1, p(tX
where for an n × n matrix A, the notation A ≥ 0 means A is positive semi-definite; i.e., A is symmetric and Ax, x ≥ 0 for all vectors x. Even in one-variable, convexity in the noncommutative setting differs from convexity in the commuting case because here Y need not commute with X. For example, to see p = x 4 is not matrix convex, let which is not positive semi-definite. On the other hand, to verify that x 2 is a matrix convex polynomial, observe that
Our main theorem, Theorem 3.1, says (in several contexts) that any noncommutative polynomial which is "matrix convex" on an "open set" has degree two or less.
Historical background for this result appears in Section 8.2. The paper begins with the formal setup and definitions including that of "open set", see Section 2. After stating Theorem 3.1 we prove the theorem for symmetric variables X in two special cases, first when the polynomial is matrix convex everywhere and second when the polynomial is "matrix convex on the polydisc," since these are both important special cases and their proofs illustrate the general approach. The everywhere positive case is taken up in section 4. Section 5 contains a key lemma and the proof of the main result in the case that the polynomial is "matrix convex on the polydisc." The proof of the general case for both symmetric and nonsymmetric variables is presented in section 6. As an aside we mention, in Section 6.3, alternative proofs which yield partial results. A refinement of the main result which connects the work with linear matrix inequalities (LMIs) is discussed in section 7. The paper concludes with a section, Section 8, which indicates engineering motivation.
Here is the idea of the proof. A noncommutative polynomial p has a calculus second directional derivative q which is also a polynomial with degree the same as that of p, unless p has degree less than or equal one in which case q = 0. Our working definition of matrix convex, as discussed in Section 2.4, corresponds to the second directional derivative q of p being a "matrix positive" polynomial. Earlier results [M01] [H02] , and [MPprept] say that "matrix positive" noncommutative polynomials are all sums of squares 1 . We compute that, if the degree of p exceeds two, then q has terms which preclude it from being a sum of squares. This settles the matrix convex everywhere case.
Convexity on an "open set" corresponds to positivity of the second derivative q on that set, but now q is not likely to be a sum of squares. In this case, we apply a type of noncommutative Positivstellensatz from [CHSYprept] . In the symmetric variable and "positive on the polydisc" case, the Positivstellensatz of [HMPprept] suffices.
Definitions
We shall now give formal definitions at appropriate levels of generality.
Noncommutative Polynomials
Of interest are two classes of noncommutative variables x = {x 1 , . . . , x g }. In the first the x j are symmetric and in the second they are free of relations. (So far in the Introduction we discussed only the symmetric situation.) In both cases, the definition of a convex polynomial requires g new noncommutative variables {h 1 , . . . , h g } either symmetric or free in correspondence with the nature of x. Now we give more details.
Let F(x) denote the free semi-group on the noncommutative generators x = {x 1 , . . . , x g }. In common language, F(x) is the semi-group of words in x 1 , · · · , x g . Note that the empty word ∅ is the identity in F(x).
Let N (x) denote the polynomials, over the field of real numbers R, in the noncommuting generators x = {x 1 , · · · , x g }. Thus N(x) is the free R-algebra on x. As a vector space, N (x) consists of real linear combinations of words w from F(x). Concretely, a p ∈ N (x) is an expression of the form
where the sum is finite and each p w ∈ R. The algebra N (x) has a natural involution T , which behaves in the following way. Given a word w = x j1 x j2 · · · x jn from F(x) viewed as an element of N (x), the involution applied to w is
In general, given p as in (2.1),
Define F(x) [h] and N (x)[h] by analogy with F(x) and N (x) as the free semi-group and free R-algebra in the 2g variables {x, [h] and N (x) [h] are the same as F(x) and N (x) with g replaced by 2g, in the sequel the variables x and h will play a somewhat different role. Often we will write N (resp. F)
Let F * (x) and N * (x) denote the free semi-group and free R-algebra on the 2g variables {x,
Here z j ∈ {x, x T }. The involution extends from F * (x) to N * (x) in the canonical way.
Finally, the notations F * (x) [h] and N * (x)[h] will denote the free semi-group and free R-algebra on the 4g generators
with involution defined by analogy with F * (x) and N * (x). Often we will write N * (resp.
is unavoidable. Elements of M J (N ) are naturally identified with noncommutative matrixvalued polynomials by writing p ∈ M J (N ) as
just as in (2.1), but now where p w ∈ M J (R). With this notation, the involution is given by
A matrix-valued noncommutative polynomial of degree one is a linear pencil. Explicitly, in the N (x) case, a linear pencil Λ has the form
where Λ j ∈ M n (R) for some n (or more generally, the Λ j are operators on a Hilbert space).
Substituting Matrices for Indeterminates
Often we shall be interested in evaluating a polynomial p in N (x) at a tuple of bounded symmetric operators X = (X 1 , . . . , X g ) on a common real Hilbert space H. Define X ∅ = I, the identity operator on H; given a word w ∈ F(x) different from the empty word,
and given p as in (2.1), define p(X) = p w X w . Note that the involution on N is compatible with the transpose operation on operators on real Hilbert space,
where p(X) T denotes the transpose of the operator p(X) (with respect to the native inner product). Often the Hilbert space is R n and so the operators X j are real symmetric n × n matrices and p (X) T is just the usual transpose of the n × n matrix p(X).
Let B(H) denote the bounded linear operators on H. A fixed tuple X = (X 1 , . . . , X g ) of symmetric elements of B(H) determines an algebra homomorphism N (x) −→ B(H) which preserves T by evaluation, p → p(X). This evaluation mapping extends to matrix polyno-
) with entries p j, , the matrix p(X) as the matrix with entries p j, (X). In other words, we apply the evaluation map entrywise. Note that M J (B(H)) is naturally identified with B(⊕ J H) and that, in the notation of (2.2),
where the coefficients are matrices. If X = (X 1 , . . . , X g ) and H = (H 1 , . . . , H g ) are tuples of symmetric operators on H, then the evaluation homomorphism defined by
In the N * (x) case evaluation is allowed at arbitrary tuples X = (X 1 , . . . , X g ) of operators on a common real Hilbert space H where now X 
Similarly, there exists a Hilbert space
Proof. Choose a Z ∈ G and let h, k ∈ K be given. Define, the old fashion polynomial on t ∈ R,
where Y is the tuple from Lemma 2.1 and (1 − t)Z + tY is the tuple
Since G is open and p(X) = 0 for X ∈ G, s(t) = 0 for small t. Since s is a polynomial, s = 0 and hence, substituting
Matrix Convexity and Positivity
Matrix positive polynomials are sums of squares.
Theorem 2.3 Given d, there exists a Hilbert space
Similarly, there exists a Hilbert space
Versions of this sum of squares (SoS) result can be found in [H02] , [M01] , and [MPprept] .
Matrix Convexity
Matrix convexity can be formulated in terms of the second derivative and positivity, just as in the case of a real variable. Given a polynomial p ∈ N (x),
is a polynomial in N (x) [h] . Define the Hessian q of p to be the part of r(x) [h] which is homogeneous of degree two in h. Alternatively, the Hessian is the second directional derivative of p,
If q = 0, that is if p has degree ≥ 2, then the degree of q equals the degree of p.
Theorem 2.4 ([HMer98]) A polynomial p ∈ N is matrix convex if and only if its Hessian q(x)[h] is matrix positive.
A polynomial p ∈ N * (x) is matrix convex if (1.1) holds for all tuples X and Y whether symmetric or not. The Hessian of p is again the homogeneous of degree two in h part of
Theorem 2.4 is true with N replaced by N * .
Positivity Domains
The case that P consists of symmetric polynomials is of primary interest, but we will have occasion to consider more general collections. Given a real Hilbert space H, let D P (H) denote the tuples X = (X 1 , . . . , X g ) such that each X j is an operator on H and p(X) ≥ 0 for each p ∈ P. In the N case each X j is, of course, assumed symmetric.
The positivity domain of P, denoted D P , is the collection of tuples X such that X ∈ D P (H) for some H. The fact that D P is not actually a set presents no logical difficulties and typically it may be assumed that the Hilbert spaces are separable and even finite dimensional.
Matrix Convexity on a Positivity Domain
is positive semi-definite for all tuples X = (X 1 , . . . , X g ) and H = (H 1 , . . . , H g ) of symmetric operators on a common Hilbert space such that X ∈ D P . The polynomial p ∈ N (x) is matrix convex on D P provided its Hessian is matrix positive on D P . When D P is all matrices, for example if P consists of the polynomial 1, then matrix convexity on D P is the same as matrix convexity.
Matrix convex on a positivity domain is defined in the N * case in the expected manner.
The Openness Condition
Definition 2.5 (Openness property) The positivity domain D P has the openness property provided that there is an integer n 0 with the property that when n > n 0 , the set of matrices 
Proof of Theorem 3.1 for Everywhere Convex Polynomials
We first treat the special case of Theorem 3.1 in which p ∈ N is matrix positive everywhere, since it is easy and serves as a guide to part of the proof for Theorem 3.1. 
we say p contains the word u or u appears in p if p u = 0.
Proof. Let q(x)[h]
denote the second directional derivative of p in direction h. It is a symmetric polynomial which is homogeneous of degree two in h. By Theorem 2.4 the polynomial p is matrix convex if and only if q is matrix positive. Thus, by Theorem 2.3, q is a sum of squares so that there exists an m and polynomials r j in x and h such that q has the form
where all but finitely many of the coefficients r j (w) ∈ R are 0.
We begin our analysis of the r j by showing that each r j has degree in h no greater than 1. For a polynomial r ∈ N (x) [h] , let deg h (r) denote the degree of r in h and deg x (r) denote the degree of r in x.
there exists j so that r j contains w and deg h (w) = d h } and let
The portion of q homogeneous of degree 2d h in h and 2d x in x is
w 2 can occur if and only if v 1 = v 2 and w 1 = w 2 , we see that Q = 0 and thus deg h (q) = 2d h . Since q has degree two in h, we obtain 2d h = 2, so d h = 1. Now we turn to bounding the total degree of q. The asymptotics of a matrix positive q dictate that it have even degree. Accordingly, denote the degree of q by 2N . Recall 2N is also the degree of p, since we may assume degree p ≥ 3, or the Corollary is proved. Thus the polynomial p contains a term of the form
The second derivative of t in the direction h contains a term of the form
and consequently q(x) [h] contains the term µ. Thus, at least one of the products r T j 0 r j0 must contain µ. Use now the finding in the previous paragraph that r j0 has degree at most one in h to conclude that r j0 must contain the term h 2 x 3 · · · x 2N and therefore the polynomial r j0 has (total) degree at least 2N − 1.
Next observe canceling the terms of largest (total) degree in r T j r j is impossible, so each r j is a polynomial of degree half of the degree of q or less. That is deg(r j ) ≤ N for each j, including r j0 . It follows that N ≤ 1.
Gram Representations
In this section we lay ground work for proving Theorem 3.1 and prove a special case which illustrates the general idea.
A Gram Representation for a Polynomial
The analog of the sum of squares representation (4.1) used in the proof of Corollary 4.1 required for the proof in the general case is a Gram representation for a polynomial q(x)[h] = q(x, h) which is homogeneous of degree two in h and matrix positive on a positivity domain. We discuss the case of symmetric variables. The case of non-symmetric variables is similar, but notationally more complicated.
Since q is homogeneous of degree two in h, it may be written as
where the border vector V (x)[h] is linear in h and has the form
the m j r are monomials in x, and the matrix M is symmetric and its entries are noncommutative polynomials in x. The following lemma says we may (and we will) take V to have the property for each fixed j all of the m j r (x) are distinct monomials. (That is, low degree is less than high degree and after that dictionary order breaks ties). Also we assume that each monomial is essential to representing q, that is, no proper subset of {m
} produces such a representation of q. In particular, no row (or column) of M is identically zero. Such a "Gram" representation always exists, which along with a surprising positivity property, is proved in [CHSYprept] . This will be recalled formally later, see Theorem 6.1 (Theorem 8.3 of [CHSYprept] ) stated near the end of the proof. See also [HMPprept] for a result which is more general in certain directions.
In the next subsection we prove a property of M special to the fact that it represents q, the Hessian of a polynomial.
The Degree of q vs Positivity of its Representer
The following key lemma is presented for symmetric as well as nonsymmetric variables, since this does not complicate notation. 
Lemma 5.2 Let p be a symmetric polynomial in either N (x) or N * (x). Suppose the Hessian q(x, h) of p (which is in either in N (x)[h] or N * (x)[h] depending upon p and is homogeneous of degree two in h) is represented by V T MV as in (5.1). If the degree of q in x and h together exceeds two, then there is an integer

Proof. First we treat p with general non-symmetric x and h.
Let N denote the degree 2 of p, then p must contain a term of one of the following forms The proof for the case with symmetric variables x, h, is a minor variation of the proof we just gave.
Proof of a Special Case
Theorem 3.1 for polynomials in N and special D P follows from Lemma 5.2 and either the main result of [HMPprept] or specialization of Theorem 8.3 of [CHSYprept] about rational functions to polynomials. The main value of presenting this case is that the proof is short, yet informative. 
Proof. The hypothesis on p implies that its Hessian q satisfies q(X)[H]
≥ 0 for all tuples X = (X 1 , . . . , X g ) of symmetric contractions and all tuples H = (H 1 , . . . , H g ) of symmetric operators (all on the same Hilbert space). As a special case of the main result of [HMPprept] , it follows that q has a representation q = V T MV as in (5.1) with M (X) ≥ 0 for all tuples X = (X 1 , . . . , X g ) of symmetric contractions. Lemma 5.2 implies q has degree at most two. Since deg(p) = deg(q), we conclude that the degree of p is at most two.
Note that this is Theorem 3.1 for polynomials in N except here we have a special type of set, a polydisk, which satisfies the openness condition. It is tempting to conclude that Theorem 3.1 follows immediately from this by scaling and translating the unit polydisk. However, in our noncommutative setting, translation is only permissible by a multiple of the identity.
The restriction to D P consisting of contractions is occasioned by use of [HMPprept] . However, as we soon see, the substitution of a key result from [CHSYprept] permits the extension of the result to any positivity domain which satisfies the openness condition.
Proof of Theorem 3.1
Our proof of Theorem 3.1 for matrix convex polynomials in either N or N * and general positivity domains D P requires Theorem 8.3 of [CHSYprept] which analyzes, very generally, positivity of the M in V T MV representations.
Background
Theorem 8.3 in [CHSYprept] actually was stated at a sufficient level of generality for the case at hand. The statement requires considerable notation which explains why we did not do this earlier. The first subsection follows the layout of [CHSYprept] and describes the general structure. The statement of Theorem 8.3 in [CHSYprept] is in the second subsection.
V (x)[h] for the General Case
In a slight change of notation, we now consider quadratic functions in the tuple of variables h, some of which are constrained to be symmetric and some not.
Define h as has each h j constrained to be symmetric. Let I denote the integers between −N and k except for 0. Thus, I is the index set for the h j which are the entries of h.
Any noncommutative symmetric quadratic q(x)[h] can be put in the form
where M q is a rational function in x which can be taken to be a polynomial in x in the case that q is a polynomial, and where the border V (x)[h] has the form
, and V sym (x)[h] defined as follows:
In order to illustrate the above definitions, we give a simple example of a quadratic function and its border vector representation. Let the quadratic function q(x) [h] be given [h] , the border vector has the following structure:
Allowing simple relabeling of variables increases the scope of such representations to include all cases.
Positive Quadratic Functions: Theorem 8.3 of [CHSYprept]
The main result Theorem 8.3 of [CHSYprept] for a noncommutative rational function q(x) [h] which is quadratic in h when specialized to polynomials gives the following theorem.
Theorem 6.1 (Theorem 8.3 of [CHSYprept] ) Assumptions: 
Consider a noncommutative polynomial q(x)[h] which is a quadratic in the variables h and a set of polynomials P and its positivity domain
D P . Write q(x)[h] in the form q(x)[h] = V (x)[h] T M (x)V (x)[h].b. M (X) ≥ 0 for all X in D P .
Proof for the General Case
. Now we finish the proof of Theorem 3.1. Choose a representation V T MV for q, the Hessian of p, where M is a matrix with entries which are polynomial in x. We wish to apply Theorem 6.1 so must check its hypotheses (i) and (ii). Hypothesis (i) follows immediately from the fact that Theorem 3.1 requires p to be matrix convex (hence q to be matrix positive) on an open positivity domain. Hypothesis (ii) follows immediately from the fact that a representing M exists and from Lemma 5.1 which says that such a representation V T MV can always be replaced by one with distinct monomials in the border V . Theorem 6.1 implies that M (X) ≥ 0 for all tuples X, either symmetric or general as the case may be. An application of Lemma 5.2 just as in the proof of Theorem 5.3 completes the proof.
Alternate Proofs
We make a few remarks about the possibility of alternate proofs.
First directly proving Theorem 3.1 for f (s) = s n where s is a single variable (g = 1) is easy and well known [A79] [RS79] . More generally, suppose that g = 1 and that p has degree n and is matrix convex everywhere. Then lim t→∞ 1 t n p(ts) = s n is matrix convex. Thus n = 0, 1, or 2. Note matrix convexity on an open set is not strong enough to accommodate this asymptotic argument, but, although we do not include it, it is possible to give elementary proofs for various open sets.
Next consider a polynomial p in g > 1 variables which is matrix convex everywhere. Make a linear change of (collapsing of) variables Ly = x, where L is any g × 1 matrix with real entries. Then k(y) := p(Ly) is a matrix convex polynomial in one variable and so has degree less than are equal to 2. However, the fact that each such k has degree at most two does not necessarily imply that p has degree two. For example, if p has the property that whenever all variables x i and x j commute then p = 0, then k = 0, since (Ly) i , (Ly) j commute. Thus any polynomial which has the form
where c j is the commutator of two polynomials has the "k = 0" property. Conversely, if p has the k = 0 property, then p has a representation as in (6.4). Thus there are many polynomials which the one variable result says nothing about.
Representing Quadratic Polynomials as LMI
The following corollary of Theorem 3.1 gives a little more detail. 
where Λ 0 , · · · , Λ N are linear in x and c 0 is a constant.
Proof. Convexity and Theorem 3.1 tell us that p has degree two or less. Set φ(x) := p(x) − c 0 − Λ 0 (x), where c 0 + Λ 0 (x) is the affine linear part of p. The polynomial φ is a homogeneous quadratic by construction. Thus the Hessian of φ in direction h, which is of course homogeneous quadratic, equals φ(h). Matrix convexity says that this Hessian is matrix positive, so φ is matrix positive. Every matrix positive noncommutative polynomial is is a sum of squares, see [H02] [M01] [MPprept] . Thus φ is a sum of squares,
Each of the Λ j have degree at most one in x, as φ has degree two in x and since it is impossible to cancel highest degree terms in this sum of squares representation for φ.
Remark:
If q is concave, so that p = −q is convex, and is represented as in Corollary 7.1, then the linear pencil
has the same negativity domain as q, where
This is because q is a Schur complement of −L and
Those familiar with linear matrix inequalities (LMIs) see immediately that L(x) ≤ 0 is an LMI. Thus Corollary 7.1 associates any matrix convex polynomial with an LMI. This and a variety of examples suggest to the authors that problems which correspond to concave or convex rational functions can be "converted" to equivalent LMI problems. Our speculation is bound up with the issue of convex positivity domains D P , an issue not addressed in this paper (since our focus has been on noncommutative polynomials). To prove something along the lines we suggest will require vast machinery beyond that constructed here.
History and Engineering Motivation
We begin with motivation for our convexity results and then turn to history.
Engineering Motivation
Motivation for this paper comes from engineering system theory. One of the main practical advances in the 1990's was methodology for converting many many linear systems problems directly to matrix inequalities. See for example, [SIG97] and [GN99] which give collections of fairly recent results along these line.
These methods are well behaved numerically (up to modest size matrices) provided the inequalities are convex in some sense. Further system problems where the statement of the problem does not explicitly mention system size (as is true with most classical textbook problems of control theory), typically convert to matrix inequalities where the variables are matrices. The key point is that statements which are made for these matrices must hold for matrices of any size. That is, all of the formulae in these problems scale automatically with system size (the system dimension is not explicitly mentioned). We informally call these dimensionless or scalable problems, see [H02m] . Dimensionless problems typically produce collections of noncommutative rational functions.
Thus a key issue is to analyze matrix convexity of collections of noncommutative rational functions. While this article treats only the special case of a single polynomial the result is so strong that one suspects that even at great levels of generality noncommutative convex situations are rare and very rigid. The author's impression (vastly incomplete, since there are thousands of engineering matrix inequality papers) of the systems literature is that whenever a dimensionless problem converts to a "convex problem", possibly by change of variables, it converts to an LMI. This is how convexity is acquired and proved in practice. The (vague) speculation in the remark in Section 7, that any matrix convex problem is "associated" with some LMI, implies that matrix convexity is not fundamentally less restrictive than are LMIs for dimensionless problems.
History
Matrix convex functions have been studied since the 1930's as in the very early papers by [K36] [BS55] and followed closely after the ground breaking work of Löwner [L34] . The focus of work until the 1990's, when engineering became an influence, was on functions of one (matrix) variable. Functions such as logs and fractional powers were studied and the closest result to the one for polynomials in this paper is Theorem 8.1 is due to Ando [A79] . Conversely Shorrock and Rizvi [RS79] show that for other values of r, the function f is neither convex or concave. We have not seen the early derivative consequence of this that a monic polynomial in one variable is matrix convex if and only if its degree is less than or equal to two.
More recent advances on matrix convexity are summarized in [LM00] which proves at considerable generality matrix convexity of Schur compliments. Also the special type of matrix convex structure, Linear Matrix Inequalities, recently popular with engineers, was discussed above.
