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NONCOMMUTATIVE CARTAN C˚-SUBALGEBRAS
BARTOSZ KOSMA KWAŚNIEWSKI AND RALF MEYER
Abstract. We characterise Exel’s noncommutative Cartan subalgebras in
several ways using uniqueness of conditional expectations, relative commutants,
or purely outer inverse semigroup actions. We describe in which sense the
crossed product decomposition for a noncommutative Cartan subalgebra is
unique. We relate the property of being a noncommutative Cartan subalgebra
to aperiodic inclusions and effectivity of dual groupoids.
1. Introduction
Many important C˚-algebras may be described as groupoid C˚-algebras of Haus-
dorff, étale, locally compact groupoids. Renault [26] defined a Cartan subalgebra
in a C˚-algebra B as a maximal abelian, regular C˚-subalgebra A Ď B with a
faithful conditional expectation E : B Ñ A. Assuming B to be separable, he proved
that B – C˚r pH,Σq for a topologically principal, second countable, Hausdorff, étale
twisted groupoid pH,Σq. In addition, the isomorphism B Ñ C˚r pH,Σq maps A
onto C0pH0q, and pH,Σq is unique up to isomorphism. As a result, a Cartan subal-
gebra allows to reconstruct an underlying dynamical system from a C˚-inclusion.
Kumjian’s earlier theory of C˚-diagonals in [19] covered only the reduced twisted
groupoid C˚-algebras of principal étale groupoids. The notion of a Cartan subalge-
bra has become ubiquitous in the study of C˚-algebras (see, for instance, [25] and
the sources cited there); in particular, it is crucial for the UCT problem [1,2] and
rigidity of dynamical systems [8].
The success of Renault’s theory led Exel [14] to generalise Renault’s definition
to the case when the subalgebra A Ď B need no longer be commutative. In Exel’s
definition of a noncommutative Cartan subalgebra, Renault’s requirement that A be
maximal Abelian in B is replaced by the requirement that all “virtual commutants”
of A in B be trivial. The main result of [14] says that every noncommutative Cartan
C˚-inclusion A Ď B into a separable C˚-algebra B is isomorphic to an inclusion
A Ď A ¸r S into a reduced crossed product A ¸r S for some action of a unital
inverse semigroup S on A by Hilbert A-bimodules. Actions of inverse semigroups by
Hilbert bimodules are equivalent to saturated Fell bundles over inverse semigroups
(see [7, 23]). And Fell bundless over inverse semigroups are slightly more general
than Fell bundles over étale groupoids (see [5, 7, 23]). Exel [14] did not identify the
inverse semigroup actions for which the inclusion A Ď A¸r S is Cartan, and he did
not study the uniqueness of such crossed product decompositions. Here we answer
these questions and push Exel’s theory much further.
Our first main result (Theorem 4.3) characterises noncommutative Cartan inclu-
sions in a number of different ways. We show that an inclusion A Ď A¸rS is Cartan
if and only if the action of the inverse semigroup S on A is “closed” and “purely
outer”. The notion of pure outerness is generalised from automorphisms to Hilbert
bimodules in [21]. In Renault’s setting, pure outerness corresponds to the effectivity
of the underlying groupoid. The condition that the action be closed corresponds to
Hausdorffness of the groupoid. We show that an inclusion A Ď B has only trivial
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virtual commutants if and only if, for each ideal I in A, the relative commutant
A1 XMpIBIq is contained in MpIq. And a regular C˚-inclusion A Ď B with a
faithful conditional expectation E : B Ñ A is Cartan if and only if, for each ideal I
in A, E|IBI is the only conditional expectation IBI Ñ I. When the primitive ideal
space of A is Hausdorff, it is enough to assume that the expectation E itself is
unique, without passing to ideals (see Proposition 7.1). Exel already shows that the
conditional expectation B Ñ A for a noncommutative Cartan subalgebra is unique.
This is a major step in his proof that B is isomorphic to a reduced inverse semigroup
crossed product. Our proof of the converse direction uses ideas of Zarikian [27].
In passing, we extend Exel’s theory, and thus also Renault’s characterisation,
to the non-separable case. This extension amounts to replacing frames in Hilbert
bimodules by certain special approximate units used in [3]. The separability as-
sumption in the previous works goes back to the prototype result by Feldman and
Moore [17] in the von Neumann algebraic setting. These results have recently been
extended to the non-separable case in [11] using inverse semigroup methods. In
Renault’s approach separability plays only a role in the construction of the dual
groupoid. Namely, Renault uses groupoids of germs, while we use transformation
groupoids. The two constructions coincide if and only if the transformation groupoid
is effective. And a second countable, Hausdorff, étale groupoid is effective if and
only if it is topologically principal.
If A is commutative, then an inverse semigroup action on A gives rise to a
groupoid, the dual groupoid pA ¸ S. And A ¸prq S is isomorphic to the (reduced)
section C˚-algebra of a Fell line bundle over pA. Similar results are still available if
the primitive ideal space qA of A is Hausdorff. Two extreme cases where this happens
are when A is simple or commutative. If qA is Hausdorff, then a noncommutative
Cartan inclusion A Ď B is isomorphic to the inclusion of A into the reduced section
C˚-algebra of a Fell bundle over an étale, Hausdorff groupoid with unit space qA
(Theorem 7.2). In particular, this result explains how Renault’s theory is a special
case of Exel’s theory. As in Renault’s theory, the groupoid and the Fell bundle are
unique up to isomorphism.
This leads to our second main result (Theorem 5.6), which settles the uniqueness
of the crossed product decomposition. This is more subtle than uniqueness of
the underlying twisted groupoid for commutative Cartan subalgebras because
many inverse semigroup actions on a space give the same transformation groupoid.
Therefore, for an arbitrary action of a unital inverse semigroup S on a C˚-algebra A,
we define a refined action that has the same crossed product and the same dual
groupoid pA¸S. Two inverse semigroup actions that model the same noncommutative
Cartan subalgebra have isomorphic refinements.
Our characterisations of noncommutative Cartan subalgebras have a number of
important consequences when combined with our previous work on aperiodic inclu-
sions in [21,23]. On the one hand, there are noncommutative Cartan C˚-subalgebras
that do not detect ideals in B. There is a counterexample where A is an AF-algebra
and B “ A¸α Z for an automorphism α of A. On the other hand, if A is prime or
contains an essential ideal of Type I, then every noncommutative Cartan inclusion
A Ď B is aperiodic in the sense of [23]. Then it follows that A detects ideals in B
and even supports positive elements in B`; these properties are crucial to study
the ideal structure and pure infiniteness of B. We prove elegant characterisations
of regular aperiodic C˚-inclusions A Ď B with a faithful conditional expectation,
either as crossed products by aperiodic, closed inverse semigroup actions on A, or as
regular inclusions A Ď B whose dual groupoids are effective and have closed space
of units (Theorems 6.3 and 6.7).
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This article is organised as follows. Section 2 recalls some general results on regular
inclusions and inverse semigroup actions and their crossed products. We also define
generalised Fourier coefficients for inverse semigroup crossed products, extending
a similar definition for Fell bundles over groups. In Section 3, we characterise
when a conditional expectation E : B Ñ A on an S-graded C˚-algebra induces the
canonical expectation on A¸S. This gives a sufficient condition, still rather shallow,
for an isomorphism A ¸r S – B. Section 4 introduces noncommutative Cartan
subalgebras and characterises them in different ways. The uniqueness of the inverse
semigroup action induced by a noncommutative Cartan subalgebra is formulated
in Section 5. This replaces the well known fact that Renault’s twisted groupoid
is uniquely determined up to isomorphism. Section 6 compares noncommutative
Cartan subalgebras with aperiodic inclusions. Section 7 specialises to the case
when qA is Hausdorff, with Sections 7.1 and 7.2 treating simple and commutative
Cartan subalgebras.
2. Preliminaries on inverse semigroup actions and crossed products
In this section, we briefly discuss some basic objects and facts needed later. See
[23, Sections 1 and 2] and the sources cited there for more details. The only new
tool introduced here are the generalised Fourier coefficients in Proposition 2.18.
2.1. Inverse semigroup actions and regular inclusions. Throughout this arti-
cle, S stands for a unital inverse semigroup with unit 1 P S. It is equipped with the
standard partial order, which is defined by t ď u for t, u P S if and only if t “ ut˚t.
Definition 2.1 ([22, Definition 6.15]). An S-graded C˚-algebra is a C˚-algebra B
with closed subspaces Bt Ď B for t P S such that řtPS Bt is dense in B, BtBu Ď Btu
and Bt˚ “ Bt˚ for all t, u P S, and Bt Ď Bu if t ď u in S. The grading is saturated if
Bt ¨Bu “ Btu for all t, u P S. We call A :“ B1 Ď B the unit fibre of the S-grading.
Remark 2.2. If the S-grading pBtqtPS is saturated, then the condition Bt Ď Bu if
t ď u in S follows from the other conditions.
An S-grading on a C˚-algebra B gives a family of Banach spaces pBtqtPS with
conjugate-linear isometries Bt „ÝÑ Bt˚ , x ÞÑ x˚, multiplication maps BtˆBu Ñ Bt¨u
for all t, u P S, and isometric embeddings Bt ãÑ Bu for all t, u P S with t ď u. This
is the data of a Fell bundle over S. It is a saturated Fell bundle if the multiplication
maps are surjective. The definition of a Fell bundle imposes a long list of conditions
on this data (see [14]). These conditions hold if and only if the data is realised
by some S-graded C˚-algebra, which may be taken saturated if the Fell bundle is
saturated. The definition of a Fell bundle simplifies in the saturated case. Namely,
saturated Fell bundles are equivalent to the following S-actions by Hilbert bimodules:
Definition 2.3 ([7]). An action of S on a C˚-algebra A (by Hilbert bimodules)
consists of Hilbert A-bimodules Et for t P S and Hilbert bimodule isomorphisms
µt,u : Et bA Eu „ÝÑ Etu for t, u P S, such that
(A1) for all t, u, v P S, the following diagram commutes (associativity):
pEt bA Euq bA Ev
Et bA pEu bA Evq
Etu bA Ev
Et bA Euv
Etuvass
µt,u bA IdEv
IdEt bA µu,v µt,uv
µtu,v
(A2) E1 is the identity Hilbert A,A-bimodule A;
(A3) µt,1 : Et bA A „ÝÑ Et and µ1,t : AbA Et „ÝÑ Et for t P S are the maps defined
by µ1,tpab ξq “ a ¨ ξ and µt,1pξ b aq “ ξ ¨ a for a P A, ξ P Et.
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Any S-action by Hilbert bimodules comes with canonical involutions Et˚ Ñ Et˚ ,
x ÞÑ x˚, and inclusion maps ju,t : Et Ñ Eu for t ď u that satisfy the conditions
required for a saturated Fell bundle in [14] (see [7, Theorem 4.8]). Thus S-actions
by Hilbert bimodules are equivalent to saturated Fell bundles over S.
Definition 2.4. Let A Ď B be a C˚-subalgebra. We call the elements of
NpA,Bq :“ tb P B : bAb˚ Ď A, b˚Ab Ď Au
normalisers of A in B (see [19]). We call the inclusion A Ď B regular if it is
non-degenerate and NpA,Bq generates B as a C˚-algebra (see [26]).
Proposition 2.5 ([21, Proposition 2.11], [22, Proposition 6.26]). The following are
equivalent for a C˚-inclusion A Ď B:
(1) A is a regular subalgebra of B;
(2) A is the unit fibre for some inverse semigroup grading on B;
(3) A is the unit fibre for some saturated inverse semigroup grading on B.
If these equivalent conditions hold, then
SpA,Bq :“ tM Ď NpA,Bq :M is a closed linear subspace, AM ĎM, MA ĎMu
with the operations M ¨N :“ span tmn :m PM, n P Nu and M˚ :“ tm˚ :m PMu
is an inverse semigroup. And the subspaces M P SpA,Bq form a saturated SpA,Bq-
grading on B. Let S be a unital inverse semigroup and pBtqtPS an S-grading on B
with A “ B1. Then Bt P SpA,Bq for all t P S. The map t ÞÑ Bt is a homomorphism
S Ñ SpA,Bq if and only if the S-grading on B is saturated.
Definition 2.6. Elements of SpA,Bq are called slices.
2.2. Full and reduced crossed products for inverse semigroup actions. Let
E “ `pEtqtPS , pµt,uqt,uPS˘ be an S-action on a C˚-algebra A. For any t P S, let
rpEtq and spEtq be the ideals in A generated by the left and right inner products of
vectors in Et, respectively. Thus Et is an rpEtq-spEtq-imprimitivity bimodule, and
spEtq “ spEt˚tq “ rpEt˚tq “ rpEt˚q. If v ď t, then the inclusion map jt,v restricts to a
Hilbert bimodule isomorphism Ev „ÝÑ rpEvq ¨Et “ Et ¨ spEvq. For t, u P S and v ď t, u,
this gives Hilbert bimodule isomorphisms ϑvu,t : Et ¨spEvq jt,vÐÝÝ– Ev
ju,vÝÝÑ– Eu ¨spEvq. Let
(2.1) It,u :“
ÿ
vďt,u
spEvq
be the closed ideal generated by spEvq for v ď t, u. This is contained in spEtqXspEuq,
and the inclusion may be strict. There is a unique Hilbert bimodule isomorphism
(2.2) ϑu,t : Et ¨ It,u „ÝÑ Eu ¨ It,u
that restricts to ϑvu,t on Et ¨ spEvq for all v ď t, u by [6, Lemma 2.4].
The algebraic crossed product A¸alg S is the quotient vector space of ÀtPS Et by
the linear span of ϑu,tpξqδu ´ ξδt for all t, u P S and ξ P Et ¨ It,u. It is a ˚-algebra
with multiplication and involution induced by the maps µt,u and the involutions
Et˚ Ñ Et˚ . There is a maximal C˚-norm on A¸alg S.
Definition 2.7. The (full) crossed product A¸ S of the action E is the maximal
C˚-completion of the ˚-algebra A¸alg S.
Remark 2.8. The Hilbert A-bimodules pEtqtPS embed naturally into A ¸ S, and
then they form a saturated S-grading of A ¸ S. In particular, A Ď A ¸ S is a
regular C˚-inclusion and the subspaces pEtqtPS form an inverse subsemigroup of
SpA,A ¸ Sq. For every S-graded C˚-algebra B with grading pEtqtPS , there is a
surjective ˚-homomorphism A¸ S Ñ B which is the identity map on the fibres of
the grading. This universal property determines A¸ S uniquely up to isomorphism.
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The reduced section C˚-algebra of a Fell bundle over S is defined first in [14]. An
equivalent definition appears in [6], where it is called the reduced crossed product
A ¸r S of the action E . Here we define A ¸r S in another equivalent way as a
quotient of A ¸ S, using the canonical weak conditional expectation introduced
in [6] and studied in [23]. A generalised expectation for a C˚-inclusion A Ď B a
consists of another C˚-inclusion A Ď A˜ and a completely positive, contractive map
E : B Ñ A˜ that restricts to the identity map on A. Then E must be an A-bimodule
map (see [23, Lemma 3.2]). If A˜ is the bidual von Neumann algebra A2, then E
is called a weak conditional expectation. We recall that a generalised expectation
E : B Ñ A˜ Ě A is faithful if Epb˚bq “ 0 for some b P B implies b “ 0. It is almost
faithful if Eppbcq˚bcq “ 0 for all c P B and some b P B implies b “ 0 (equivalently,
the largest closed two-sided ideal contained in kerE is zero, see [20, Proposition 2.2]
or [23, Proposition 3.5]). There are natural examples of almost faithful conditional
expectations that are not faithful (see [4, Example 4.6]). A generalised almost
faithful expectation E is faithful if and only if it symmetric, that is, Epb˚bq “ 0 is
equivalent to Epbb˚q “ 0 for all b P B (see [23, Corollary 3.7]).
Proposition 2.9. There is a canonical weak conditional expectation E : A¸S Ñ A2
defined through the formula
(2.3) Epξδtq “ s-lim
i
ϑ1,tpξ ¨ uiq
for ξ P Et and t P S, where puiq is an approximate unit for I1,t and s-lim denotes the
limit in the strict topology on MpI1,tq Ď A2. The largest ideal contained in kerE is
NE :“ tb P A¸ S :Epb˚bq “ 0u “ tb P A¸ S :Epbb˚q “ 0u,
and E factors through to a faithful weak conditional expectation pA¸ Sq{NE Ñ A2.
Proof. The first part follows from [6, Lemma 4.5] (see also [23, Proposition 3.15]).
The second part follows from [23, Proposition 3.15 and Theorem 3.20]. 
Definition 2.10. The reduced crossed product of the inverse semigroup action E is
the quotient A¸r S :“ pA¸ Sq{NE . So A¸r S is the unique quotient of A¸ S for
which the weak conditional expectation in (2.3) factors through to a faithful weak
conditional expectation Er : A¸r S Ñ A2.
Remark 2.11. The canonical maps from A¸algS to A¸S and to A¸rS are injective
by [6, Proposition 4.3]. Both A ¸ S and A ¸r S are naturally S-graded with the
same Fell bundle pEtqtPS over S.
Example 2.12 (Fell bundles over groupoids). Let A “ pAγqγPH be an upper-
semicontinuous Fell bundle over an étale groupoid H with locally compact and
Hausdorff unit space X. Let
BispHq :“ tU Ď H :U is open and s, r : U Ñ X are injectiveu
be the set of bisections of H. It is a unital inverse semigroup, with multiplication and
involution inherited from H and with the unit X. If U P BispHq, let AU be the space
of C0-sections of the restriction of pAγqγPH to U . The spaces AU for U P BispHq
form a Fell bundle over BispHq in a natural way (see [5,23]). In particular, they are
Hilbert bimodules over the C0pXq-algebra A :“ AX corresponding to the bundle of
C˚-algebras pAxqxPX . Let S Ď BispHq be a unital inverse subsemigroup S Ď BispHq
which is wide in the sense that
Ť
S “ H and U X V is a union of bisections in S for
all U, V P S. Then the full and reduced C˚-algebras for the Fell bundles pAU qUPS
and pAγqγPH are naturally isomorphic (see [5, Theorem 2.13], [7, Corollary 5.6]
and [6, Theorem 8.11]). The results in [6, 7] are formulated for saturated Fell
bundles, but they remain true for non-saturated ones, with the same proofs. Thus
if pAU qUPS is saturated, which is always the case when pAγqγPH is saturated, then
6 BARTOSZ KOSMA KWAŚNIEWSKI AND RALF MEYER
A ¸ S – C˚pH,Aq and A ¸r S – C˚r pH,Aq. If pAU qUPS is not saturated, we
extend it to a saturated Fell bundle over an inverse semigroup S˜ consisting of all
Hilbert bimodules of the form AUJ , where U P S and J is an ideal in A. Then
A¸ S˜ – C˚pH,Aq and A¸r S˜ – C˚r pH,Aq (see [23, Propositions 7.6 and 7.9]).
Fell line bundles over H correspond to “twists” of H. The resulting section
C˚-algebras are full and reduced twisted groupoid C˚-algebras.
2.3. Dual groupoids and closed actions. We briefly recall how inverse semigroup
actions are related to étale groupoids. Let ht : Xt Ñ Xt˚ for t P S be partial
homeomorphism forming an action of S on a topological space X. The arrows of the
transformation groupoid X¸S are equivalence classes of pairs pt, xq for x P Xt Ď X,
where two pairs pt, xq and pt1, x1q are equivalent if x “ x1 and there is v P S with v ď
t, t1 and x P Xv. The range and source maps r, s : X¸S Ñ X and the multiplication
are defined by rprt, xsq :“ htpxq, sprt, xsq :“ x, and rt, hupxqs ¨ ru, xs “ rt ¨u, xs. And
the topology on X ¸ S is such that rt, xs ÞÑ x is a homeomorphism from an open
subset of X¸S onto Xt for each t P S. Thus X¸S is an étale topological groupoid.
Every étale topological groupoid H arises in this way. Namely, if S Ď BispHq
is a unital and wide inverse subsemigroup, then H is naturally isomorphic to the
transformation groupoid X ¸ S of the associated action (see [13, Propositions 5.3
and 5.4] or [23, Proposition 2.2]).
Remark 2.13. The transformation groupoid described above differs, in general, from
the groupoid of germs considered in [26]. By [26, Proposition 3.2], a groupoid H is
isomorphic to the groupoid of germs of its bisections if and only if it is effective.
Let A be a C˚-algebra with an action E of a unital inverse semigroup S. LetpA and qA “ PrimpAq be the space of irreducible representations and the primitive
ideal space of A, respectively. Open subsets in pA and in qA are in natural bijection
with ideals in A. The action of S on A induces actions pE “ ppEtqtPS and qE “ pqEtqtPS
of S by partial homeomorphisms on pA and qA, respectively (see [7, Lemma 6.12],
[23, Section 2.3]). The homeomorphisms qEt : yspEqt „ÝÑ }rpEqt and pEt : yspEqt „ÝÑ yrpEqt
are given by Rieffel’s correspondence and induction of representations, respectively.
Definition 2.14 ([22,23]). We call pE and qE dual actions to the action E of S on A.
The transformation groupoids pA¸ S and qA¸ S are called dual groupoids of E .
Example 2.15. Let A be a commutative C˚-algebra. So A – C0pXq and pA – qA – X.
Consider an inverse semigroup action on A. The corresponding saturated Fell
bundles are studied in [5], where they are called semi-Abelian. As shown in [5],
they are equivalent to Fell line bundles over étale groupoids and to twisted étale
groupoids. The relevant groupoid is the dual groupoid of the action, H :“ X ¸ S.
There is a unique twist Σ over H with an isomorphism C˚pH,Σq – A¸ S, which
descends to an isomorphism C˚r pH,Σq – A¸r S (see also Example 2.12).
Definition 2.16. An inverse semigroup action E on a C˚-algebra A is called closed
if the weak conditional expectation E : A¸ S Ñ A2 given by (2.3) is A-valued, that
is, it is a genuine conditional expectation E : A¸ S Ñ A Ď A¸ S.
Proposition 2.17. Let E be an action of S on A. The following are equivalent:
(1) the action E is closed, that is, EpA¸ Sq Ď A;
(2) the subset of units qA is closed in the arrow space qA¸ S;
(3) the subset of units pA is closed in the arrow space pA¸ S;
(4) for each t P S, the ideal I1,t defined in (2.1) is complemented in spEtq.
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Let t P S and let IK1,t :“ ta P A : a ¨ I1,t “ 0u be the annihilator of I1,t. If (1)–(4)
hold, then E|Et is the projection onto the first summand in the decomposition
(2.4) Et “ Et ¨ I1,t ‘ Et ¨ IK1,t ϑ1,t‘IdÝÝÝÝÝÑ– I1,t ‘ Et ¨ I
K
1,t.
Proof. Combine [6, Theorem 6.5 and Proposition 6.3] and [23, Proposition 3.18]. 
2.4. Generalised Fourier coefficients for closed actions. Let G be a group
and let B be a C˚-algebra with a topological G-grading pBtqtPG. Besides the
conditional expectation E : B Ñ B1, there are projections Et : B Ñ Bt for all t P G,
with E “ E1 (see [15, Corollary 19.6]). We now define analogous maps for a closed
action of an inverse semigroup S by Hilbert bimodules. We cannot expect these to
be defined on all of A¸r S because this is impossible in very easy examples where
S “ t0, 1u, A “ B “ B1, and B0 is an ideal in A that is not complemented.
Proposition 2.18. Let S be a unital inverse semigroup and let pEt, µt,uqt,uPS be a
closed action of S on a C˚-algebra A by Hilbert bimodules. For each t P S there is a
unique contractive linear map
Et : rpEtq ¨ pA¸r Sq Et Ď rpEtq ¨ pA¸r Sq
that satisfies x˚Etpyq “ Epx˚yq for all x P Et, y P rpEtq ¨ pA¸r Sq. The map Et is
idempotent and A-bilinear. The projection E1 for the unit 1 P S is the canonical
conditional expectation E. Let x P A ¸r S. Then x “ 0 if and only if Etpaxq “ 0
for all t P S and all a P rpEtq.
Proof. The conditional expectation E defines an A-valued inner product xx | yy :“
Epx˚yq on A¸rS. Let `2pS,Aq denote the resulting Hilbert A-module completion of
A¸rS. If x P Et, y P rpEtq¨pA¸rSq, then xx |Etpyqy “ x˚Etpyq and xx | yy “ Epx˚yq.
So the formula defining Et says exactly that Et should be the orthogonal projection
onto Et in BprpEtq¨`2pS,Aqq, restricted to rpEtq¨pA¸rSq. To construct Et, it remains
to show that Et is complemented as a Hilbert A-submodule of rpEtq ¨ `2pS,Aq.
The Hilbert submodules rpEtq ¨ Eu for u P S are linearly dense in rpEtq ¨ pA¸r Sq.
The orthogonal decomposition Et˚u “ I1,t˚u ‘ Et˚u ¨ IK1,t˚u in (2.4) implies an
orthogonal decomposition
(2.5) rpEtq ¨ Eu “ Et ¨ Et˚ ¨ Eu “ Et ¨ Et˚u “ Et ¨ I1,t˚u ‘ Et ¨ Et˚u ¨ IK1,t˚u.
The summand Et ¨ I1,t˚u is contained in Et. In fact, it is equal to Et ¨ It,u “ EtXEu “
Et X prpEtqEuq, where the intersection is taken in A¸r S. We claim that the other
summand is orthogonal to Et. Indeed, if xt, yt P Et, zt˚u P Et˚u ¨ IK1,t˚u, then
xyt ¨ zt˚u |xty “ Epz˚t˚u ¨ yt˚ ¨ xtq “ Epzt˚uq˚ ¨ yt˚ xt “ 0
because E vanishes on Et˚u ¨IK1,t˚u by (2.3). So the orthogonal projection to Et exists
on rpEtq ¨ Eu and is the projection onto the first summand in the decomposition
in (2.5). Since the submodules rpEtq¨Eu for u P S are linearly dense in rpEtq¨`2pS,Aq,
it follows that Et is complemented in rpEtq ¨ `2pS,Aq.
The orthogonal projection to Et is contractive for the Hilbert A-module norm on
rpEtq ¨ `2pS,Aq, which is dominated by the C˚-norm on rpEtq ¨ pA¸r Sq. Hence Et
is contractive as asserted. It is idempotent and right A-linear by construction.
It is left A-linear because the submodules in question are all invariant under left
multiplication by A. The uniqueness of E1 and the A-linearity of E imply E1 “ E.
We show the last claim in the proposition. Let x P A¸r S satisfy Etpaxq “ 0 for
all t P S, a P rpEtq. Let y P Et. The Cohen–Hewitt Factorisation Theorem gives a P
rpEtq and y1 P Et with y “ ay1. We compute xx | yy “ xa˚x | y1y “ xEtpa˚xq | y1y “ 0.
Thus x is orthogonal to Et for all t P S. This implies that x is mapped to 0 in
`2pS,Aq because the linear span of Et for t P S is dense. Then Erpx˚xq “ xx |xy “ 0,
and this implies x “ 0 because Er is faithful. 
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3. When the conditional expectation preserves the grading
Before we tackle the main issues in Exel’s theory of noncommutative Cartan
subalgebras, we prove a more basic result. Let S be a unital inverse semigroup and
let B be a C˚-algebra with an S-grading pBtqtPS . Let A :“ B1 be its unit fibre
and view the grading as an action of S on A by Hilbert bimodules. The grading
gives a representation of this action, which induces a surjective ˚-homomorphism
pi : A ¸ S Ñ B. In addition, let E : B Ñ A be an almost faithful conditional
expectation. If E ˝ pi : A ¸ S Ñ A is equal to the canonical weak conditional
expectation on the crossed product, E0 : A ¸ S Ñ A2, then pi descends to a
˚-isomorphism A¸r S „ÝÑ B that intertwines the canonical conditional expectations.
And then E0 is A-valued, that is, the action has to be closed.
So we need conditions that are sufficient for E ˝ pi “ E0. We are going to
show that a conditional expectation on B satisfies E ˝ pi “ E0 if and only if the
S-grading is “wide” and E “preserves” it. This criterion will be used to characterise
noncommutative Cartan subalgebras.
In this article, we assume a genuine conditional expectation B Ñ A. In general,
however, an inverse semigroup crossed product only carries an A2-valued conditional
expectation. Other interesting targets for conditional expectations are the injective
hull or the local multiplier algebra of A (see [23]). We prove some technical lemmas
for generalised conditional expectations taking values in an arbitrary C˚-algebra A˜
containing A. This extra generality is not going to be used in this article. We
hope, however, that it will prove useful for future generalisations of the theory to
non-closed actions. The theory of “weak” Cartan subalgebras for non-Hausdorff
groupoids is far more difficult than the usual theory of Cartan subalgebras and only
in its infancy (see [10,16]).
Definition 3.1 (compare [14, Definition 13.7]). An S-grading pBtqtPS is wide if,
for all t P S, řvď1,tBv is dense in Bt XA.
Example 3.2. The tautological grading of B over the slice inverse semigroup SpA,Bq
is always wide. All gradings by groups are wide.
Definition 3.3. A conditional expectation E : B Ñ A on a C˚-algebra B with an
S-grading pBtqtPS preserves the grading if EpBtq Ď Bt for all t P S.
Lemma 3.4. Let A be a C˚-algebra and τ PMpAq a multiplier of A. If τ commutes
with A, it commutes with all of MpAq.
Proof. Let m PMpAq and x P A. Then pτ ¨mq ¨ x “ τpmxq “ pmxqτ “ pm ¨ τq ¨ x.
This implies τ ¨m “ m ¨ τ . 
Lemma 3.5. Let A˜ Ě A Ď B be C˚-inclusions and let E : B Ñ A˜ be a generalised
expectation. LetM P SpA,Bq be a slice and let spMq “M˚M Ď A be its source ideal.
Then A˜M :“ spMq ¨ A˜ ¨ spMq is a hereditary C˚-subalgebra in A˜. There is a unique
positive element τ PMpA˜M q with ‖τ‖ ď 1 and τ ¨m˚n “ Epm˚qEpnq “ m˚n ¨ τ
for all m,n PM . And τ commutes with A or, briefly, τ PMpA˜M q XA1.
Proof. For a genuine conditional expectation B Ñ A on a separable C˚-algebra, this
is [14, Lemma 11.5] for the slice M˚. We need a different proof. The construction
in [3, Remark 1.9] gives an approximate unit pµλq in M˚M of the form µλ “řnλ
i“1m˚λ,imλ,i for some nλ P N and mλ,1, . . . ,mλ,nλ PM . Let
τλ :“
nλÿ
i“1
Epmλ,iq˚Epmλ,iq.
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The 2-positivity of E implies Epmq˚Epmq ď Epm˚mq for all m P B (see [9, Corol-
lary 2.8]). Hence
0 ď τλ “
ÿ
Epm˚λ,iqEpmλ,iq ď
ÿ
Epm˚λ,imλ,iq “ µλ ď 1.
Let m,n P M . Then m˚n,mλ,im˚ P A. As in the proof of [14, Lemma 11.5], the
A-linearity of E implies
τλm
˚n “
ÿ
Epm˚λ,iqEpmλ,iqm˚n “
ÿ
Epm˚λ,iqEpmλ,im˚nq
“
ÿ
Epm˚λ,imλ,im˚qEpnq “ Epµλm˚qEpnq.
The adjoint of this relation is m˚nτλ “ Epm˚qEpnµλq. Thus limλ τλ ¨m˚n ¨ x “
Epm˚qEpnq ¨ x and limλ x ¨ m˚n ¨ τλ “ x ¨ Epm˚qEpnq in the norm topology for
all x P A˜M . Since the net pτλq is bounded and the embedding M˚M ãÑ A˜M is
non-degenerate, it follows that pτλq converges strictly towards some τ PMpA˜M q,
which satisfies τm˚n “ Epm˚qEpnq “ m˚nτ for all m,n PM . This determines the
multiplier τ uniquely because M˚M ¨ A˜M ¨M˚M is dense in A˜M . The formula
above shows that τ commutes with M˚M . Then it commutes with all multipliers
of M˚M by Lemma 3.4. Since the map AÑMpA˜M q factors through MpM˚Mq,
it follows that τ commutes with A. 
Lemma 3.6. Let E : B Ñ A be a conditional expectation, and let M P SpA,Bq be
such that EpMq Ď M . Then EpMq “ M X A, and this is a complemented ideal
in M˚M .
Proof. The inclusion EpMq Ď M implies EpMq Ď M X A. Since M X A Ď EpMq
always holds, this implies EpMq “ M X A. Clearly, M X A is an ideal in M˚M .
Let τ PMpM˚Mq be as in Lemma 3.5 and let n,m PM . Then
τ2m˚n “ τEpm˚qEpnq “ E2pm˚qE2pnq “ Epm˚qEpnq “ τm˚n.
Thus τ is a projection, and τM˚M “ EpMq˚EpMq “ M X A. Hence M X A is
complemented in M˚M . 
Proposition 3.7. Let B be a C˚-algebra with a saturated S-grading pBtqtPS with
unit fibre A :“ B1 and a conditional expectation E : B Ñ A. Let pi : A¸ S Ñ B be
the canonical epimorphism and let E0 : A¸S Ñ A2 be the canonical weak conditional
expectation. The following are equivalent:
(1) the S-grading is wide and E preserves it;
(2) the S-grading is wide, Bt “ pBt X Aq ‘ Bt ¨ pBt X AqK and E|Bt is the
projection onto the first summand for each t P S;
(3) E ˝ pi “ E0, and so pBtqtPS is a closed action.
Therefore, pi descends to an isomorphism A¸r S – B and pBtqtPS is a closed action
if and only if the S-grading is wide and B admits an almost faithful conditional
expectation E that preserves the grading. Then E must be faithful.
Proof. Assume first that E ˝ pi “ E0. Then E0pA¸ Sq Ď A, that is, the S-action
on A is closed. And kerpi Ď kerE0. Since kerpΛ: A ¸ S Ñ A ¸r Sq is the largest
two-sided ideal contained in kerE0, it follows that kerpi Ď ker Λ. Thus there is a
surjective homomorphism B  A¸r S such that the composition
A¸alg S ãÑ A¸ S  B  A¸r S
coincides with Λ, and B  A¸r S is invertible if and only if E is almost faithful
(see [23, Lemma 3.10]). If E is almost faithful, it is faithful because the isomorphism
B – A¸r S identifies it with Er, which is faithful by Proposition 2.9.
The composite map A¸alg S Ñ A¸r S is injective by [6, Proposition 4.3]. Hence
so is the map A¸algS Ñ B. If t, u P S, then the intersection of Bt and Bu in A¸algS
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is the closed linear span of Bv for v ď t, u. Therefore, the S-grading on B is wide.
So the ideal I1,t “ řvď1,tBv coincides with Bt X A. Since the action pBtqtPS is
closed, the last part of Proposition 2.17 implies that Bt “ pBtXAq‘Bt ¨ pBtXAqK
and E0|Bt is the projection onto the first summand. Since E ˝ pi “ E0 and pi is
the identity map on Bt the same holds for E|Bt . This shows the last part of the
assertion and that (3) implies (2).
It is trivial that (2) implies (1). We show that (1) implies (3). Thus assume that
the S-grading is wide and that the conditional expectation E : B Ñ A preserves
it. Let t P S. Then the ideal I1,t is equal to Bt XA. Since Bt P SpA,Bq is a slice,
Lemma 3.6 implies EpBtq “ BtXA and that the ideal I1,t “ EpBtq is complemented
in spBtq “ Bt˚ Bt. Therefore, the action pBtqtPS is closed by Proposition 2.17. The
map E is the identity on Bt ¨ I1,t “ Bt XA “ I1,t “ EpBtq. It vanishes on Bt ¨ IK1,t
because
EpBtIK1,tq “ EpBtIK1,tqpBt XAq “ EpBtIK1,tpBt XAqq “ EpBtIK1,tI1,tq “ 0.
So E ˝ pi “ E0 by the last part of Proposition 2.17. 
Proposition 3.7 generalises [12, Theorem 3.3] in the case of group gradings.
Corollary 3.8. Let A Ď B be a C˚-inclusion. There are an inverse semigroup S,
a closed S-action on A, and an isomorphism B – A¸r S if and only if A is the unit
fibre of an inverse semigroup grading on B that is preserved by an almost faithful
conditional expectation E : B Ñ A.
Proof. Compared to Proposition 3.7, only the assumption that the grading is
wide and saturated is missing. We remedy this by refining the grading. Let
S˜ :“ tBtJ : t P S, J P IpAqu. This is an inverse subsemigroup of SpA,Bq. So B is
S˜-graded in a tautological way. If t, u P S˜, then Bt X Bu “ Bt ¨ J for some ideal
J P IpAq because any Hilbert subbimodule of Bt has this form. So Bt X Bu P S˜
and the S˜-grading on B is wide. It is saturated because S˜ Ď SpA,Bq. It is still
preserved by E because EpBt ¨ Jq “ EpBtq ¨ J Ď Bt ¨ J Ď Bt. Now Proposition 3.7
finishes the proof. 
Corollary 3.9. Let A be the unit fibre of an inverse semigroup grading pBtqtPS
on B. At most one conditional expectation E : B Ñ A preserves this grading.
Proof. Let S˜ :“ tBtJ : t P S, J P IpAqu be the wide saturated grading of B as in
the proof of Corollary 3.8. Let pi : A¸ S˜ Ñ B be the canonical epimorphism and
let E0 : A¸ S˜ Ñ A be the canonical conditional expectation. Then E ˝ pi “ E0 by
Proposition 3.7, and this determines E because pi is surjective. 
Example 3.10. An S-action need not be closed if there is a conditional expectation
P : A ¸ S Ñ A that does not preserve the canonical S-grading of A ¸ S. By [5,
Proposition 5.3], there is a non-Hausdorff étale groupoid H with a compact Haudorff
object space X and a faithful conditional expectation from B :“ C˚r pHq onto
A :“ CpXq. Let S be the inverse semigroup of bisections of H and let S act on
CpXq in the canonical way. Then C˚r pHq – CpXq¸rS. This S-action on CpXq is not
closed, although there is a faithful conditional expectation E : CpXq ¸r S Ñ CpXq.
4. Exel’s noncommutative Cartan subalgebras
Noncommutative Cartan subalgebras were introduced in [14], as a generalisation
of the (commutative) Cartan subalgebras studied by Renault [26]. Note that Exel
considers a subalgebra B Ď A, so the roles of A and B are exchanged in [14]. And
Exel assumes throughout that B is separable.
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Definition 4.1. A virtual commutant of A in B is an A-bimodule map J Ñ B
defined on an ideal J P IpAq. An inclusion A Ď B is a noncommutative Cartan
subalgebra if it is regular, any virtual commutant has range in A, and there is an
almost faithful conditional expectation E : B Ñ A.
These notions are those in [14, Definition 9.2] and [14, Definition 12.1] modified
as in the footnote, replacing a faithful by an almost faithful conditional expectation.
Definition 4.2 ([21]). A Hilbert A-bimodule H over a C˚-algebra A is purely outer
if there is no non-zero ideal J P IpAq with H ¨ J – J as a Hilbert bimodule. An
action E of an inverse semigroup on a C˚-algebra A is purely outer if the Hilbert
A-bimodules Et ¨ IK1,t are purely outer for all t P S, where IK1,t “ ta P A : a ¨ I1,t “ 0u.
Theorem 4.3. Let A Ď B be a regular C˚-subalgebra with an almost faithful
conditional expectation E : B Ñ A. The following conditions are equivalent:
(1) there is at most one conditional expectation IBI Ñ I for all I P IpAq;
(2) there is a unique almost faithful conditional expectation IBI Ñ I for all
I P IpAq, namely, the restriction of E;
(3) any virtual commutant in B has range in A, that is, A Ď B is a noncom-
mutative Cartan subalgebra;
(4) I 1 XMpIBIq “ ZMpIq for all I P IpAq;
(5) if a slice M Ď B is isomorphic to an ideal I in A as a Hilbert A-bimodule,
then already M “ I as a subset of B;
(6) if a slice M Ď B satisfies M bA M – M as a Hilbert A-bimodule, then
M ¨M “M ;
(7) for any unital inverse semigroup S and any saturated, wide grading pBtqtPS
on B with unit fibre A, the action pBtqtPS of S on A is closed and purely
outer, and the canonical ˚-homomorphism pi : A ¸ S Ñ B descends to an
isomorphism A¸r S „ÝÑ B;
(8) there are a unital inverse semigroup S, a closed and purely outer action of S
on A, and an isomorphism A¸r S „ÝÑ B mapping A identically to itself.
In particular, if the above equivalent conditions hold, then E : B Ñ A is the only
conditional expectation onto A, and it is faithful, not just almost faithful.
Condition (8) without “purely outer” is the conclusion of the main theorem
in [14]. So the equivalence of (3) and (8) contains the main result of [14] and,
together with (7), characterises precisely to which inverse semigroup actions Exel’s
theory applies. Conditions (5) and (6) are slightly different ways of saying that the
canonical action of SpA,Bq on A is purely outer. This gives a candidate for the
inverse semigroup action in (8). Conditions (1) and (2) concern the uniqueness of
conditional expectations studied by Zarikian [27] – but for all inclusions I Ď IBI
for I P IpAq and not just for the inclusion A Ď B. Condition (4) is equivalent to
I 1 XMpIBIq ĎMpIq by Lemma 3.4. If A is simple, this says that any multiplier
of B that commutes with A is already a scalar multiple of 1. If A is commutative,
then it is equivalent to A being maximal Abelian in B (compare Corollary 7.6).
The proof of the theorem requires some preparation. Our first goal is Proposi-
tion 4.5, which says that (3)–(6) in Theorem 4.3 are equivalent for any non-degenerate
C˚-inclusion, without assuming regularity or a conditional expectation.
Lemma 4.4. Let A Ď B be a non-degenerate inclusion and I P IpAq. If τ P
MpIBIq X I 1, then the map I Ñ B, x ÞÑ τ ¨ x, is a virtual commutant. Conversely,
any virtual commutant ϕ : I Ñ B is of this form for a unique τ P MpIBIq X I 1.
And ϕpIq Ď I if and only if τ P ZMpIq.
Proof. If τ PMpIBIq X I 1, then I Ñ B, x ÞÑ τ ¨ x “ x ¨ τ , is a virtual commutant
by direct computation. Conversely, let ϕ : I Ñ B be a virtual commutant. Then
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ϕpIq Ď IBI because ϕ is I-bilinear. Represent B faithfully in BpHq for a Hilbert
space H. There is τ P BpHq with ϕpxq “ τ ¨x “ x¨τ for all x P I by [14, Theorem 9.5].
And τpIq Ď IBI by [14, Proposition 9.3]. Hence τ ¨IBI “ ϕpIqBI Ď IBIBI Ď IBI
and IBI ¨ τ “ IBϕpIq Ď IBIBI Ď IBI. So τ PMpIBIq, and ϕ has the asserted
form. Let τ1, τ2 PMpIBIq satisfy τ1 ¨ x “ τ2 ¨ x for all x P I. Then τ1 ¨ xy “ τ2 ¨ xy
for all x P I, y P BI, so that τ1 “ τ2 as multipliers of IBI. Thus τ P MpIBIq
above is unique. Clearly, τ P ZMpIq if and only if ϕpIq Ď I. This is equivalent to
ϕpIq Ď A because ϕ is A-bilinear and I2 “ I. 
Proposition 4.5. Let A Ď B be a non-degenerate inclusion and I P IpAq. The
following are equivalent:
(1) any virtual commutant ϕ : I Ñ B has range in A;
(2) MpIBIq X I 1 “ ZMpIq;
(3) if a slice M Ď B is isomorphic to I as a Hilbert A-bimodule, then M “ I;
(4) if a slice M Ď B satisfies M˚M “ I and M bA M – M as a Hilbert
A-bimodule, then already M ¨M “M .
Proof. Lemma 4.4 shows that (1) and (2) are equivalent. If M Ď B is a slice as
in (3), then the isomorphism I – M is a virtual commutant. So (1) implies (3).
We are going to show that not (2) implies not (3). This will complete the proof
that (1)–(3) are equivalent. A unital C˚-algebra is spanned by its unitary elements.
Therefore, MpIBIqX I 1 ‰ ZMpIq if and only if there is a unitary τ PMpIBIqX I 1
with τ R ZMpIq. Then pτxq˚pτyq “ x˚y and pτxqpτyq˚ “ pxτqpyτq˚ “ xy˚ for
all x, y P I, and a ¨ pτxq “ axτ “ τpaxq and pτxq ¨ a “ τpxaq for all x P I, a P A.
So τ ¨ I Ď B is a slice that is isomorphic to I as a Hilbert A-bimodule, but not
contained in A.
We prove (3) ðñ (4). A slice M contained in A is a closed A-bimodule, that
is, a closed two-sided ideal in A. The slices form an inverse semigroup (compare
Proposition 2.5). If a slice M satisfies M ¨M “M , then M ¨M ¨M “M implies
M “ M˚. Hence M “ M ¨M “ M ¨M˚ Ď A. So a slice M is contained in A if
and only if M ¨M “ M . A Hilbert A-bimodule M satisfies M bAM – M if and
only if M – I for some ideal I P IpAq (see [7, Proposition 4.6]). Therefore, the two
conditions whose equivalence is required in (3) are equivalent to the two conditions
whose equivalence is required in (4). 
Now we turn to preparatory results about conditional expectations.
Lemma 4.6. Let A˜ Ě A Ď B be non-degenerate C˚-inclusions and let E : B Ñ A˜
be a generalised expectation. Then E is non-degenerate, and it extends uniquely
to a strictly continuous generalised expectation E¯ : MpBq ÑMpA˜q for the induced
inclusion MpAq ĎMpBq. If one of the maps E and E¯ is faithful, symmetric, or
almost faithful, then so is the other.
Proof. The non-degeneracy of the inclusions of A means that an approximate unit
for A is also one for A˜ and B. Since E|A is the identity, it maps an approximate unit
for B to one for A˜. This is the notion of non-degeneracy used in [24, Corollary 5.7]
to extend E to MpBq. More precisely, it is shown in [24] that the extension E¯ is
strictly continuous on the unit ball. Using the Cohen–Hewitt Factorisation Theorem
in this argument allows to prove strict continuity everywhere.
Suppose that E¯ is almost faithful. Let a P B be such that Eppabq˚abq “ 0 for all
b P B and let m PMpBq. Let pµλq be an approximate unit for A. We compute
Eppamq˚amq “ limµλEppamq˚amqµλ “ limEppapmµλqq˚apmµλqq “ 0.
This implies a “ 0. Therefore, E is almost faithful. Conversely, assume E to be
almost faithful. Let m P MpBq satisfy E¯ppmnq˚mnq “ 0 for all n P MpBq. If
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a, b P A, then E`ppmaqbq˚ppmaqbq˘ “ E¯`pmpabqq˚pmpabqq˘ “ 0. Thus m ¨ a “ 0
because E is almost faithful. This implies m “ 0. Hence E is almost faithful.
Clearly, E is symmetric if E¯ is. Conversely, assume E to be symmetric. Let pµλq
be an approximate unit for B. Then pµλmq for m P MpBq converges strictly
to m. Assume E¯pm˚mq “ 0. Then Eppµλmq˚µλmq “ 0 because Epm˚µ2λmq ď
E¯pm˚mq “ 0. Hence Epµλmm˚µλq “ 0 because E is symmetric. Since E¯ is strictly
continuous, this implies E¯pmm˚q “ s-limEpµλpmm˚qµλq “ 0. Thus E¯ is symmetric.
A conditional expectation is faithful if and only if it is almost faithful and symmetric
(see [23, Corollary 3.7]). Hence E is faithful if and only if E¯ is. 
Lemma 4.7 (compare [27, Proposition 3.1]). Let A˜ Ě A Ď B be non-degenerate
C˚-inclusions and let E : B Ñ A˜ be a generalised expectation. Assume that E is a
unique generalised expectation B Ñ A˜, or that E is a unique faithful or a unique
almost faithful generalised expectation B Ñ A˜. Let E¯ : MpBq Ñ MpA˜q be the
unique extension of E. Then A1 XMpBq is contained in the multiplicative domain
of E¯ and E¯ restricts to a ˚-homomorphism A1 XMpBq Ñ A1 XMpA˜q.
Proof. Let x P A1 XMpBq satisfy x˚ “ x and ‖x‖ ă 1. Then ∥∥E¯pxq∥∥ ă 1. So we
may define a completely positive map Ex : MpBq ÑMpA˜q by
Exptq :“ p1´ E¯pxqq´1{2 ¨ E¯pp1´ xq1{2tp1´ xq1{2q ¨ p1´ E¯pxqq´1{2.
Let a P A. Then ax “ xa and hence aE¯pxq “ E¯paxq “ E¯pxaq “ E¯pxqa, and the
same holds for p1 ´ xq˘1{2 instead of x. This implies Expaq “ a. Then it follows
that Ex is contractive and a generalised expectation. It maps B to A˜ and is strictly
continuous as well. So Ex is the unique strictly continuous extension of its restriction
Ex|B : B Ñ A˜ (see Lemma 4.6). Since p1´ xq1{2 is invertible, Ex is faithful if E¯ is,
and Ex is almost faithful if E¯ is. Thus E “ Ex|B by the uniqueness assumption in
the lemma. This implies E¯ “ Ex and then E¯pxq “ Expxq. So
E¯pxq ´ E¯pxq2 “ p1´ E¯pxqq1{2E¯pxqp1´ E¯pxqq1{2
“ p1´ E¯pxqq1{2Expxqp1´ E¯pxqq1{2 “ E¯pp1´ xq1{2xp1´ xq1{2q “ E¯px´ x2q.
This is equivalent to E¯px˚qE¯pxq “ E¯px˚xq. Hence x is in the multiplicative domain
of E¯ (see [9, Theorem 3.1]). It follows that the multiplicative domain contains all
self-adjoint elements of A1 XMpBq. Thus E¯ is multiplicative on A1 XMpBq. Being
A-bilinear, it must map A1 XMpBq into A1 XMpA˜q. 
Proposition 4.8. Let A Ď B be non-degenerate and assume E : B Ñ A Ď B is a
unique (almost) faithful conditional expectation. Then A1 XMpBq “ ZpMpAqq.
Proof. Extend E to multipliers as in Lemma 4.6. Lemma 3.4 implies ZpMpAqq “
A1XMpAq Ď A1XMpBq. And E¯ restricts to a ˚-homomorphism e : A1XMpBq Ñ
ZpMpAqq by Lemma 4.7. We claim that e is injective when E¯ is almost faithful.
Otherwise, there is a P A1 XMpBq with a ě 0, a ‰ 0 and epaq “ E¯paq “ 0. Then
E¯pb˚abq “ 0 for all b P B because a “ a˚ is in the multiplicative domain of E¯.
Since E¯ is almost faithful, this implies a1{2 “ 0 and then a “ 0. So e is injective.
Since e2 “ e, it follows that e is invertible. Hence ZpMpA˜qq “ A1 XMpBq. 
Lemma 4.9. Let P : B Ñ A be a conditional expectation and let M Ď B be a
slice. Let τ P MpM˚Mq be as in Lemma 3.5. Then there is a unique isometric
virtual commutant ϕ that maps the closure of P pMq into M and that satisfies
ϕpP pmqq “ m ¨ τ1{2 for all m PM .
Proof. Up to a change in conventions, this is [14, Proposition 11.14]. The proof
in [14] is literally the same. The closure of P pMq is a closed ideal. Lemma 3.5
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gives τ PMpM˚Mq with P pmq˚P pnq “ τ1{2m˚nτ1{2 for all m,n PM . So the map
P pmq Ñ m ¨ τ1{2 is isometric. Then it extends to the closure. The extension is
A-bilinear because τ commutes with M˚M and hence with all multipliers of M˚M
by Lemma 3.4. The values of ϕ belong to M because M ¨MpM˚Mq ĎM . 
Lemma 4.10. Let P : B Ñ A be a conditional expectation. If any virtual commutant
in B has range in A, then P preserves slices, that is, P pMq Ď M for any slice
M Ď B.
Proof. The proof follows [14]. Lemma 3.5 provides a central, positive multiplier
τ PMpM˚Mq with ‖τ‖ ď 1 and τm˚n “ P pm˚qP pnq “ m˚nτ for all n,m P M .
Let I be the closure of P pMq. Lemma 4.9 gives an isometric virtual commutant
ϕ : I Ñ B with ϕpP pmqq :“ m ¨ τ1{2 for all m P M . By assumption, M ¨ τ1{2 Ď I.
The ideal I is contained in M˚M “ spMq because an approximate unit for spMq
is also one for I. Hence τ restricts to a multiplier of I. So I ¨ τ1{2 Ď I. Then
M ¨ τ Ď I ¨ τ1{2 Ď I Ď A. So τM˚M “ pMτq˚M Ď AM “M . Then P pmq˚P pnq “
P pm˚qP pnq “ τm˚n P M for all m,n P M . Since I is the closure of P pMq and a
closed two-sided ideal, this implies I “ I˚I ĎM . That is, P pMq ĎM . 
Lemma 4.11. Let H be a Hilbert A-bimodule over a C˚-algebra A and let J P IpAq
be an ideal. The following conditions are equivalent and imply that J is H-invariant:
(1) some subbimodule of JHJ is isomorphic to the trivial Hilbert A-bimodule J ;
(2) JHJ – J as Hilbert A-bimodules;
(3) HJ – J as Hilbert A-bimodules.
Proof. By the Rieffel correspondence, closed subbimodules in JHJ are naturally in
bijection with ideals in rpHqXJ and with ideals in spHqXJ . So the only subbimodule
that can be isomorphic to J is JHJ itself, and this requires J Ď spHq X rpHq. Thus
(1) and (2) are equivalent. If HJ – J , then JHJ “ J2 “ J as well. Hence
(3) implies (2). Conversely, if JHJ – J , then J is a closed subbimodule of the
Hilbert bimodule HJ . There is no room for it to be a proper subbimodule because
spHJq Ď J . So HJ “ JHJ – J . Similarly, JHJ – J implies JH “ JHJ , which is
the same as HJ . Thus J is H-invariant. 
Proof of Theorem 4.3. It is clear that (1) implies (2). Proposition 4.8 applied to
the non-degenerate inclusions I Ñ IBI for I P IpAq shows that (2) implies (4).
Conditions (3)–(6) are equivalent by Proposition 4.5.
Next we prove that (3) implies (1). Then the conditions (1)–(6) are equivalent.
Let I P IpAq and let P : IBI Ñ I be any conditional expectation. The inclusion
I Ď IBI is regular as well, and (3) and Lemma 4.10 imply that P preserves slices.
Thus there is at most one conditional expectation IBI Ñ I by Corollary 3.9.
Now assume the equivalent conditions (1)–(6). Let pBtqtPS be any wide, saturated
S-grading on B. If a Hilbert subbimodule of Bt ¨ IK1,t is isomorphic as an A-bimodule
to an ideal in A, then it is already contained in A by (5). Then it is contained in
Bt XA “ I1,t, which is orthogonal to Bt ¨ IK1,t. Therefore, the action on A defined
by the S-grading on B is purely outer. Lemma 4.10 already shows that the given
conditional expectation E : B Ñ A preserves all slices and hence also the grading
pBtqtPS . Then Proposition 3.7 implies that the canonical surjection A ¸ S  B
descends to a ˚-isomorphism A ¸r S „ÝÑ B. Thus (1)–(6) imply (7). It is trivial
that (7) implies (8).
The proof of the theorem will be finished by showing that (8) implies (3). So
let S be a unital inverse semigroup and let E be a closed and purely outer S-action
on A such that A¸r S „ÝÑ B. We may identify B with A¸r S and assume that the
chosen conditional expectation E is the canonical one on A¸r S. Let ϕ : I Ñ A¸r S
be a virtual commutant. We must show that ϕpIq Ď A. Let EK “ Id´ E be the
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projection to kerE Ď B. The claim ϕpIq Ď A is equivalent to EK ˝ ϕ “ 0. Since
EK ˝ ϕ is a virtual commutant as well, it suffices to prove ϕ “ 0 for any virtual
commutant ϕ : I Ñ kerE Ď B.
Let t P S. We will use the orthogonal projections Et : rpBtq ¨ pA¸r Sq Ñ Bt for
t P S defined in Proposition 2.18; here rpBtq “ BtBt˚ . The map
ϕt :“ Et ˝ ϕ|rpBtqXI : rpBtq X I Ñ Bt Ď A¸r S
is a virtual commutant as well. Assume that ϕt ‰ 0 for some t P S. Let J :“ rpBtqXI.
Lemma 4.4 provides τt P MpJBJq X J 1 with ϕtpxq “ τt ¨ x for all x P J . Now
τt ¨ J “ ϕtpJq Ď Bt implies τt˚ τt ¨ J “ J ¨ τt˚ τt ¨ J Ď Bt˚ Bt Ď A. Thus τt˚ τt PMpJq.
Since τt commutes with J , the multiplier τt˚ τt is central by Lemma 3.4. It is positive
and non-zero because ϕt ‰ 0 by assumption. So there is ε with 0 ă ε ă ‖τt˚ τt‖.
Let K :“ pτt˚ τt ´ εq` ¨ J . This is a two-sided ideal because τt˚ τt is central, and it
is non-zero because pτt˚ τt ´ εq` ‰ 0. When we restrict τt˚ τt to a central multiplier
of K, it becomes strictly positive, hence invertible. So the formula
ϕKt pxq :“ ϕtppτt˚ τtq´1{2xq “ τt ¨ pτt˚ τtq´1{2x
well defines a virtual commutant ϕKt : K Ñ Bt Ď A¸r S. It preserves the K-valued
inner products: ϕKt pxq˚ϕKt pyq “ x˚y, for x, y P K. In particular, ϕKt is isometric.
The range of ϕ is contained in kerE, Et is A-linear and kerEXBt “ BtIK1,t by (2.4).
Then it follows that the range of ϕt and therefore also of ϕKt is contained in BtIK1,t.
Thus ϕKt pKq is a Hilbert subbimodule of BtIK1,t ¨K which is isomorphic to K. This
is equivalent to BtIK1,t ¨K – K by Lemma 4.11. So Bt ¨ IK1,t is not purely outer, a
contradiction. This contradiction shows that the virtual commutants ϕt are zero for
all t P S. Equivalently, Et
`
rpBtqϕpIq
˘ “ Et`ϕpI X rpBtqq˘ “ 0 for all t P S. Then
ϕpIq “ 0 follows by the last part of Proposition 2.18. 
5. Uniqueness of the crossed product decomposition
An important feature of Renault’s theory of Cartan subalgebras is that the twisted
groupoid obtained from the Cartan subalgebra A Ď B is unique up to isomorphism.
So any automorphism β P AutpBq with βpAq “ A lifts to an automorphism of
the underlying twisted groupoid. In this article, étale groupoids are replaced by
inverse semigroup actions. These are no longer unique up to isomorphism because
an étale groupoid H may be written as H – X ¸ S for any wide, unital inverse
subsemigroup S of BispHq, but only the action of BispHq on X is canonically defined
through the groupoid H. We are going to define a “refinement” for general inverse
semigroup actions on C˚-algebras, using either of the dual groupoids qA¸S or pA¸S.
Their inverse semigroups of bisections coincide:
Lemma 5.1. Let E be an inverse semigroup action of S on A. The map κ : pA¸S ÑqA¸S, rt, rpiss ÞÑ rt, kerpis, is a continuous open epimorphism of groupoids. It induces
a lattice isomorphism between open sets Op pA¸ Sq – Op qA¸ Sq and an isomorphism
of inverse semigroups Bisp pA¸ Sq – Bisp qA¸ Sq.
Proof. It readily follows from the definitions that κ is a groupoid epimorphism.
Let t P S and let J P IpAq be contained in the source ideal spEtq “ xEt | Ety. Then
Ut qJ :“ !rt, ps : p P qJ) is a bisection of qA ¸ S and Wt pJ :“ !rt, rpiss : rpis P pJ) is a
bisection of pA¸ S. Such bisections form bases for the topology of qA¸ S and pA¸ S,
respectively. Moreover, κ´1pUt qJq “ Wt pJ . This implies that κ is continuous open
and induces an isomorphism Op pA¸ Sq – Op qA¸ Sq. To see that this isomorphism
restricts to Bisp pA¸ Sq – Bisp qA¸ Sq we describe the corresponding bisections more
explicitly.
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Any bisection u Ď qA¸ S is a union of bisections of the form Ut qJ for some t P S,
J Ď spEtq. Consider such a union u :“ ŤiPI Uti qJi. It is a bisection if and only if both
r and s are injective on u. Recall that rti, ps “ rtj , ps for p P qJiX qJj holds if and only
if there is v P S with v ď ti, tj and p P ~spEvq “ spUvq. And this is further equivalent
to p P qIti,tj with Iti,tj as in (2.1). Thus s is injective if and only if JiXJj Ď Iti,tj for
all i, j P I. The injectivity of r means that for all i, j P J and p P qEtip qJiq X qEtj p qJjq,
there is v P S with v ď ti, tj and p P ~rpEvq “ rpUtq. We prefer to rewrite the
injectivity of r on u through the injectivity of s on u´1 :“ tγ´1 P qA ¸ S : γ P uu.
As a result, a subset u of qA ¸ S is a bisection if and only if both u and u´1 are
of the form
Ť
iPI Uti qJi for a set I and ti P S, Ji P IpAq, Ji Ď spEtiq, such that
Ji X Jj Ď Iti,tj for all i, j P I.
Similar arguments show that a subset w of pA¸S is a bisection if and only if both w
and w´1 are of the form
Ť
iPIWti pJi for a set I and ti P S, Ji P IpAq, Ji Ď spEtiq, such
that Ji X Jj Ď Iti,tj for all i, j P I. Since κp
Ť
iPIWti pJiq “ ŤiPI Uti qJi, we conclude
that κ induces a bijection Bisp pA ¸ Sq – Bisp qA ¸ Sq. It preserves the semigroup
product because κ is a groupoid homomorphism. Since we shall need this later, we
describe the multiplication in Bisp pA¸ Sq and Bisp qA¸ Sq more explicitly. For each
t P S, the Rieffel correspondence gives a lattice isomorphism qEt : IpspEtqq Ñ IprpEtqq
that restricts to the homeomorphism qEt : ~spEtq Ñ ~rpEtq which corresponds to the
bisection Ut :“
!
rt, ps : p P ~spEtq). In particular, for any ideals J, J 1 in A the open
set U´1t p qJq qJ 1 is the primitive ideal space of qE´1t pJqJ 1. Hence for any two open sets
u “ Ťi Uti qJi and u1 “ Ťj Usj qJ 1j we get
(5.1) uu1 “
ď
i,j
Uti
qJiUsj qJ 1j “ď
i,j
UtisjU
´1
sj p qJiq qJ 1j “ď
i,j
Utisj
}Ji,j ,
where Ji,j :“ qE´1sj pJiqJ 1j for all i, j. Similarly, for w “ ŤiWti pJi and w1 “ ŤjWsj pJ 1j
we get ww1 “ Ťi,jWtisjyJi,j . This implies κpww1q “ κpwqκpw1q. 
Proposition 5.2. Let A be a C˚-algebra, let S be a unital inverse semigroup, and
let E “ pEt, µt,uqt,uPS be an S-action on A. Equip qA with the dual action and
form the transformation groupoid qA ¸ S. Consider the unital inverse semigroup
S˜ :“ Bisp qA¸ Sq – Bisp pA¸ Sq.
(1) There is an S˜-action E˜ on A such that the S-action E factors through E˜ via
the inverse semigroup homomorphism S Q t ÞÑ Ut :“
!
rt, ps : p P ~spEtq) P S˜
and such that spE˜uq “ ŞpPspuq p for all u P S˜; here spE˜uq “ spuq if we
identify open sets in qA with ideals in IpAq. And any two such S˜-actions are
isomorphic through a unique isomorphism.
(2) The dual groupoids pA¸S˜ and qA¸S˜ for the action E˜ are naturally isomorphic
to the corresponding dual groupoids pA¸ S and qA¸ S for the action E.
(3) There is a canonical isomorphism A¸E S – A¸E˜ S˜, and this isomorphism
descends to an isomorphism A¸r,E S – A¸r,E˜ S˜.
Proof. Let B be an exotic crossed product, that is, a C˚-algebra between A ¸ S
and A¸r S. View Eti for i P I as a slice for the inclusion A ãÑ B. Let u P S˜. The
description of elements in S˜ in the proof of Lemma 5.1 shows that u “ ŤiPI Uti qJi
for some ti P S, Ji P IpAq, Ji Ď spEtiq with Ji X Jj Ď Iti,tj for all i, j P I. We claim
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that
(5.2) E˜u :“
ÿ
iPI
Eti ¨ Ji Ď B
is a slice. As a closed linear span of closed A-subbimodules, it is again a closed
A-subbimodule. We must show that E˜u¨E˜u˚ Ď A and E˜u˚ ¨E˜u Ď A. Since JiXJj Ď Iti,tj
for all i, j P I, the Hilbert bimodules Eti ¨ Iti,tj and Etj ¨ Iti,tj are mapped to the
same subspace in B. Hence
Eti ¨ Ji ¨ pEtj ¨ Jjq˚ “ Eti ¨ pJi X Jjq ¨ Et˚j Ď Eti ¨ Iti,tj ¨ Et˚j Ď EtjEt˚j Ď A.
This implies E˜u ¨ E˜u˚ Ď A. The other condition E˜u˚ ¨ E˜u Ď A follows from the same
argument applied to u´1, which has the same structure as u.
Hence (5.2) defines a map S˜ Q u ÞÑ E˜u P SpA,Bq. This map preserves the invo-
lution because if u “ ŤiPI Uti qJi then u´1 “ ŤiPI qJiUt˚i “ ŤiPI Ut˚i PrimpqEtipJqq,
where qEt : IpspEtqq Ñ IprpEtqq is the Rieffel isomorphism, and therefore
E˜u˚ “
ÿ
i
JiEt˚
i
“
ÿ
i
Et˚
i
qEtipJq “ E˜u´1 .
This map is a semigroup homomorphism because if u1 “ Ťj Usj qJ 1j is another element
in S˜, in a canonical form, then (5.1) implies
E˜uE˜u1 “
ÿ
i,j
EtiJiEsjKj “
ÿ
i,j
Etisj qEsj pJiqJj ; “ E˜uu1 .
The multiplication in B restricts to maps µt,u : E˜t bA E˜u „ÝÑ E˜tu. By construction,
E˜Ut “ Et for all t P S. Thus the action E factors through an action E˜ of S˜ with the
required properties.
Now let pE˜ 1u, µ1t,uqt,uPS˜ be any action of S˜ through which the given action E
factors; this means that E˜ 1Ut “ Et and µ1Ut,Uu “ µt,u for all t, u P S. In addition,
we assume that spE˜ 1uq “ spuq for all u P S˜ (we identify the lattice of open subsets
in qA with IpAq). Any action of S˜ comes with canonical inclusion maps E˜ 1t ãÑ E˜ 1u
for t, u P S˜ with t ď u. Write u P S˜ as u “ ŤiPI Uti qJi. Then Uti ě Uti qJi ď u
for all i P I. The inclusion E˜ 1Uti |Ji ãÑ E˜
1
Uti
“ Eti is an isomorphism onto Eti ¨ Ji.
So the inclusion maps above yield canonical inclusion maps Eti ¨ Ji ãÑ E˜ 1u for all
i P I. The resulting map ÀiPI Eti ¨ Ji Ñ E˜ 1u has dense range because its image is
an A-subbimodule V such that xV |V y is dense in xE˜ 1u | E˜ 1uy “ spuq. The Hilbert
A-bimodule E˜u is isomorphic to the Hausdorff completion of
À
iPI Eti ¨ Ji for the
semi-norm given by the inner product xpxiq | pyiqy “ ři,jPI xi˚ yj . The norm in E˜ 1u
is given by the same formula. Hence the map
À
iPI Eti ¨ Ji Ñ E˜ 1u descends to an
isomorphism E˜u „ÝÑ E˜ 1u. These isomorphisms for u P S˜ are clearly compatible with
the multiplication maps and thus define an isomorphism of S˜-actions. Since any
isomorphism of S˜-actions is compatible with the inclusion maps for t ď u in S˜, this
is the only isomorphism of S˜-actions that is the identity map on E˜Ut “ Et for all
t P S. This proves (1).
The dual S˜-action of E˜ on qA turns out to be the standard action of bisections
of qA ¸ S on qA. So qA ¸ S˜ – qA ¸ S follows from [23, Proposition 2.2], applied
to Bisp qA ¸ Sq itself. The above argument with S˜ replaced by Bisp pA ¸ Sq showspA¸ S˜ – pA¸ S. This proves (2).
We prove (3). The homomorphism S˜ Q u ÞÑ E˜u P SpA,A¸ Sq given by (5.2) is a
representation of E˜ in A¸ S and thus induces an epimorphism Φ˜ : A¸ S˜ Ñ A¸ S.
As E˜ factors through E we also have a representation of E in A¸ S˜ which induces
a homomorphism Φ: A ¸ S Ñ A ¸ S˜ with Φ˜ ˝ Φ|Et “ IdEt for t P S. The images
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of Et for t P S are linearly dense both in A ¸ S and A ¸ S˜ because any Eu for
u P S˜ is the closed linear span of Et for t P S with t ď u. The maps Φ and Φ˜
restrict to the identity maps between the images of Et in A¸S and A¸ S˜. Hence Φ
and Φ˜ are isomorphisms inverse to each other. And the canonical weak conditional
expectation on A¸ S˜ is determined by its restrictions to the slices E˜Ut “ Et for t P S.
These restrictions are given by the same formula as the canonical weak conditional
expectation on A¸ S (see Proposition 2.17). So the isomorphism A¸ S˜ – A¸ S
intertwines the weak conditional expectations. Then it descends to an isomorphism
A¸r S˜ – A¸r S. This proves the statement (3). 
Definition 5.3. Let A be a C˚-algebra, let S be a unital inverse semigroup, and
let E be an S-action on A. The essentially unique action of E˜ on A described in
Proposition 5.2 is called the refinement of E . The action E is called fine if the
canonical map S Ñ Bisp pA¸ Sq is an isomorphism.
The following example shows that for a general inverse semigroup action E , the
inverse semigroup SpA,Bq may be much larger than S˜. Then the crossed product
A¸r SpA,Bq and the dual groupoids pA¸SpA,Bq and qA¸SpA,Bq are much larger
than the corresponding objects for S or S˜.
Example 5.4. Let S “ Z\ t0u be obtained by adding a zero element to the group Z
and let S act trivially on C. This action is fine because qC ¸ S is isomorphic to
the group Z and S is its inverse semigroup of bisections. In contrast, a slice for
C Ď C˚pZq is either 0 or of the form u ¨ C for a unitary in C˚pZq, which is unique
up to multiplication with a scalar λ P C with |λ| “ 1. So in this example, S˜
is much smaller than SpC,C˚pZqq. And C ¸ S˜ “ C˚pZq is remarkable because
C¸ SpC,C˚pZqq is not even separable.
Definition 5.5. Let Ej “ pEj,tqtPSj for j “ 1, 2 be actions of unital inverse semi-
groups Sj on C˚-algebras Aj . An isomorphism between these actions is given by iso-
morphisms ϕ : A1 „ÝÑ A2, ψ : S1 „ÝÑ S2, and ϕt : E1,t „ÝÑ E2,ψptq for t P S1, such that
the isomorphisms ϕt intertwine the multiplication isomorphisms Ej,tbA2 Ej,u Ñ Ej,tu
for j “ 1, 2 and t, u P Sj .
Theorem 5.6. Let E be a closed and purely outer action of a unital inverse semi-
group S on a C˚-algebra A. Let B :“ A¸r S. The refined action E˜ is canonically
isomorphic to the tautological action of SpA,Bq on A. And
A¸r SpA,Bq – B, pA¸ SpA,Bq – pA¸ S, qA¸ SpA,Bq – qA¸ S.
Proof. The proof of Proposition 5.2 shows that we may treat E˜u for u P S˜ as elements
of SpA,Bq and that the map ψ : S˜ Ñ SpA,Bq, u ÞÑ E˜u, is a homomorphism. Hence
the assertion follows once we show that ψ is an isomorphism (the second part then
follows from Proposition 5.2). So let X P SpA,Bq. It suffices to prove that there is
a unique t P S˜ with X “ E˜t, where E˜t is defined in (5.2). Let
T “ tUt qJ : J P IpAq, Et ¨ J Ď Xu Ď S˜.
We claim that the union
Ť
T is a bisection of qA ¸ S. Let Ut qJ, Uw qK P T . The
products pEtJq˚ ¨ pEwKq and pEtJq ¨ pEwKq˚ in B are contained in A because
X˚X Ď A and XX˚ Ď A. Since pEtJq ¨ pEwKq˚ “ EtpJ X KqEw˚ Ď Etw˚ we
get EtpJ X KqEw˚ Ď Etw˚ X A “ Itw˚,1. This implies that any p P ­rpEwq withqEw˚ppq P qJ X qK already belongs to qItw˚,1. And this is equivalent to J XK Ď It,w
and then to s being injective on Ut qJ YUw qK Ď pA¸S. Similarly, pEtJq ¨ pEwKq˚ Ď A
is equivalent to r being injective on Ut qJ Y Uw qK Ď pA¸ S. This implies that ŤT is
a bisection of pA¸ S.
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LetX1 :“ E˜ŤT . This is the closed linear span in B of E˜t for t P T . By construction,
X1 Ď X. We have described S˜ above through unions of bisections of the form Ut qJ
for J P IpspEtqq, t P S. As a consequence, ŤT is the maximal element u in S˜ with
the property that E˜u Ď X. Since any u P S˜ with u ă ŤT satisfies spuq Ĺ spŤT q,
it follows that E˜u ‰ X for u ‰ ŤT . So the proof (injectivity and surjectivity of ψ)
is finished when we show that X1 “ X. Assume the contrary. Then spX1q Ĺ spXq.
So there is p P ~spXqz­spX1q. Then there is x P X with px˚xqp ‰ 0 in A{p. Let
ε :“ ‖x˚x‖p{2 ą 0. There is y P A ¸alg S with ‖x‖ ¨ ‖x ´ y‖ ă ε. Let E : B Ñ A
be the canonical conditional expectation. Then Epx˚xq “ x˚x since X is a slice.
Then Epx˚yqp ‰ 0 in A{p because ‖Epx˚yq ´ x˚x‖p “ ‖Epx˚yq ´ Epx˚xq‖p ă ε.
Write y “ řtPF yt for a finite subset F Ď S and yt P Et for t P F . There must
be t P F with Epx˚ytqp ‰ 0 in A{p. We have x˚yt P X˚Et, and X˚Et is a slice
because it is a product of slices. The inclusion A Ď B is a noncommutative Cartan
subalgebra by Theorem 4.3. Lemma 4.10 shows that E maps the slice X˚Et into
itself. Then Proposition 3.7 implies that X˚Et “ J ‘ Y with J “ X˚Et X A and
Y Ď kerE. Since Epx˚ytqp ‰ 0, it follows that p P qJ . Now J Ď X˚Et implies that
X ¨ J “ Et ¨ J as slices in B. So Et ¨ J Ď X1. Then p P ­spX1q, which contradicts our
assumption. 
Corollary 5.7. Let A Ď B be a noncommutative Cartan subalgebra and let
pA,Sj , Ejq for j “ 1, 2 be two inverse semigroup actions for which there is an
isomorphism A ¸r Sj – B mapping A Ď A ¸r Sj onto A Ď B. Then E˜1 – E˜2,qA¸ S1 – qA¸ S2 and pA¸ S1 – pA¸ S2.
Proof. The two actions are closed and purely outer by Theorem 4.3. By Theorem 5.6,
they have isomorphic refinements and isomorphic dual groupoids. 
The following example shows that the uniqueness result in Corollary 5.7 fails for
actions that are not purely outer.
Example 5.8. The groups Z{2ˆ Z{2 and Z{4 are not isomorphic, but their group
C˚-algebras are isomorphic to the algebra of functions on the discrete set with four
points. The inclusion of the unit does not add extra information. So there are
two essentially different ways to realise the unital inclusion C Ď C4 as the unital
inclusion C Ď C˚r pHq for a discrete group H. The resulting dual groupoids are the
two groups Z{2ˆ Z{2 and Z{4.
6. Aperiodic inclusions versus Cartan C˚-subalgebras
Let A Ď B be a C˚-inclusion. We say that A detects ideals in B if J XA “ 0 for
an ideal J in B implies J “ 0. Theorem 4.3 implies that a general non-commutative
Cartan C˚-subalgebra A Ď B does not detect ideals in B. Indeed, there are coun-
terexamples where B “ A¸α Z is the crossed product by a single automorphism α
on a separable C˚-algebra. Examples of purely outer automorphisms α where the
inclusion A ãÑ A¸α Z does not detect ideals are described in [21, Examples 2.14
and 2.21]. For such automorphisms, A is a Cartan subalgebra of A ¸α Z, but A
does not detect ideals in A¸α Z (see [21, Theorem 9.12]). This means that there
is a non-trivial quotient pA ¸α Zq{J into which A embeds. This quotient cannot
admit an A-valued conditional expectation because then the conditional expectation
A ¸α Z Ñ A would not be unique, in contradiction to Theorem 4.3. This is why
the lack of “uniqueness” for such counterexamples is not seen in Exel’s theory of
noncommutative Cartan subalgebras.
In this section we discuss conditions under which a noncommutative Cartan
C˚-subalgebra A Ď B does detect ideals, and thus is a good tool to study the
20 BARTOSZ KOSMA KWAŚNIEWSKI AND RALF MEYER
structure of B. To this end, we compare Cartan inclusions to aperiodic inclusion,
which are studied in [23]. If the C˚-inclusion A Ď B is aperiodic and E : B Ñ A is
a faithful conditional expectation, then A detects ideals in B and, even more, A
supports B in the sense that for every b P B`zt0u there is a P A`zt0u with a À b
(see [23, Theorem 1.1]). Here À denotes the Cuntz preorder on the set B` of positive
elements in B. We combine our results with some of the results in [23].
Definition 6.1 ([21, 23]). Let X be a normed A-bimodule. An element x P X
satisfies Kishimoto’s condition if for each non-zero hereditary subalgebra D Ď A
and ε ą 0 there is a P D` with ‖a‖ “ 1 and ‖axa‖ ă ε. We call X aperiodic if all
elements x P X satisfy Kishimoto’s condition. A C˚-inclusion A Ď B is aperiodic
if the Banach A-bimodule B{A is aperiodic. An inverse semigroup action E is
aperiodic if the Hilbert A-bimodules Et ¨ IK1,t with IK1,t “ ta P A : a ¨ I1,t “ 0u are
aperiodic for all t P S.
Proposition 6.2. Let A Ď B be a C˚-inclusion with a conditional expectation
E : B Ñ A. The inclusion A Ď B is aperiodic if and only if the A-bimodule kerE
is aperiodic. In this case, E is the only conditional expectation B Ñ A, and E|IBI
is the only conditional expectation IBI Ñ I for all I P IpAq.
Proof. SinceB “ kerE‘A, there is an contractiveA-bimodule isomorphism kerE Ñ
B{A with bounded inverse. This implies that kerE is aperiodic if and only if B{A
is aperiodic. Now let P : B Ñ A Ď B be a conditional expectation. Assume kerE
to be aperiodic, and let x P kerE. Then P pxq˚x P kerE and a :“ P pP pxq˚xq “
P pxq˚P pxq ě 0 because P is A-bilinear. Since P is a bounded bimodule map, a
inherits Kishimoto’s condition from P pxq˚x P kerE. By [23, Lemma 5.10], 0 is the
only positive element of A that satisfies Kishimoto’s condition. So a “ 0 and then
P pxq “ 0. Both P and E are idempotent maps on B with the same image A. We
have shown that kerE Ď kerP , and this implies P “ E. So E is the only conditional
expectation B Ñ A. If I P IpAq, then the inclusion I Ď IBI inherits aperiodicity
from A Ď B by [23, Proposition 5.15]. Therefore, the conditional expectation E|IBI
is unique as well. 
Theorem 6.3. Let A Ď B be a C˚-inclusion and consider the following conditions:
(1) A Ď B is regular and aperiodic, and there is an almost faithful conditional
expectation E : B Ñ A;
(2) B – A¸r S for a closed and aperiodic action E of an inverse semigroup S
on A, with an isomorphism that restricts to the canonical embedding on A;
(3) A Ď B is a noncommutative Cartan subalgebra.
Then (1)ô(2)ñ(3), and all conditions (1)–(3) are equivalent if A is prime or
contains an essential ideal of Type I.
Assume the equivalent conditions (1) and (2). Then A detects ideals in B and A
supports B. And B is simple if and only if E is minimal, that is, there are no
non-trivial ideals in A that are Et-invariant for all t P S. If B is simple, then it is
purely infinite if and only if all elements of A`zt0u are infinite in B.
Proof. By [23, Theorem 6.14], (2) implies (3) and the converse holds when A is
prime or contains an essential ideal of Type I. (2) implies (1) by [23, Proposition
6.3]. Now assume (1). The last part of Proposition 6.2 verifies (1) in Theorem 4.3.
Hence A Ď B is a noncommutative Cartan subalgebra, and B – A¸r S for a closed
action E of an inverse semigroup S on A. Under this isomorphism E : B Ñ A is the
canonical conditional expectation. Hence E is aperiodic by [23, Proposition 6.3].
Thus (1) and (2) are equivalent. The last part of the assertion follows from
[23, Theorems 6.5, 6.6 and Corollary 6.7]. 
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Corollary 6.4. Let A Ď B be a noncommutative Cartan subalgebra such that A
is either prime or contains an essential ideal of Type I. Then A supports B and
thus A detects ideals in B.
Theorem 6.3 indicates that regular aperiodic inclusions A Ď B with a faithful
conditional expectation E : B Ñ A form an important subclass of noncommutative
Cartan inclusions. The example mentioned in the beginning of this section shows
that this subclass is strictly smaller (unless A is prime or contains an essential
ideal of Type I). The condition of pure outerness of the action suffices to recover
the dynamics from the inclusion A Ď A¸r S in an essentially unique way, but not
to relate the ideal structure or the Cuntz semigroups of A and A ¸r S. So some
applications will only work for aperiodic noncommutative Cartan inclusions.
Aperiodic noncommutative Cartan inclusions can often be characterised by the
topological freeness (effectivity) of the dual groupoid:
Definition 6.5. An étale groupoid H, possibly with non-Hausdorff unit space X,
is effective if any open bisection U Ď H with r|U “ s|U is contained in X.
Remark 6.6. In [23, Definition 2.19], an étale groupoid H is called topologically free
if there is no non-empty open bisection U Ď HzX with r|U “ s|U . Topological
freeness is weaker than effectivity in general, but the two notions coincide if X is
closed in H.
Theorem 6.7. Let A Ď B be a C˚-inclusion with a faithul conditional expectation.
Assume that A contains an essential ideal which is separable or of Type I. The
conditions (1) and (2) in Theorem 6.3 are equivalent to each of the following:
(1) B – A¸r S, by an A-preserving isomorphism, for a closed action E of an
inverse semigroup S on A whose dual groupoid pA¸ S is effective;
(2) A Ď B is regular and the dual groupoid pA¸ SpA,Bq is effective and has a
closed space of units;
(3) there is a saturated, wide grading pBtqtPS on B with unit fibre A, whose
dual groupoid pA¸ S is effective and has a closed space of units.
If these conditions hold, then the dual groupoids pA¸ SpA,Bq and pA¸ S above are
canonically isomorphic to each other.
Proof. By [23, Theorem 6.14], the conditions in Theorem 6.3 are equivalent to (1)
in the present assertion. In particular, they imply that A Ď B is a noncommutative
Cartan algebra. Together with Theorem 4.3.(7) and Corollary 5.7, it follows that
the dual groupoid in (2) is canonically isomorphic to the dual groupoid for the
action E . These groupoids have closed space of units by Proposition 2.17. Thus (1)
implies (2). Condition (2) obviously implies (3).
Assume (3) and let E be the action coming from the grading pBtqtPS . By definition,pA¸S is the dual groupoid for the action E . Hence this action is closed and aperiodic
(see Proposition 2.17 and [23, Theorem 6.14]). Thus the canonical conditional
expectation E0 : A¸S Ñ A is the unique conditional expectation from A¸S onto A
by Proposition 6.2. This implies that the canonical epimorphism pi : A ¸ S Ñ B
intertwines E0 and E : B Ñ A. Then Proposition 3.7 shows that pi descends to an
isomorphism B – A¸r S as in (1). 
7. Cartan C˚-subalgebras with Hausdorff primitive ideal space
In this section, we assume that A is a C˚-algebra with Hausdorff primitive ideal
space X :“ PrimpAq “ qA. We are going to show that a regular inclusion with a
conditional expectation is Cartan if and only if the conditional expectation is unique,
and we shall rewrite the crossed product description in Theorem 4.3 through a Fell
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bundle over a Hausdorff groupoid. We also consider the two extreme cases where A
is either simple or commutative.
The Dauns–Hofmann isomorphism CbpXq – ZpMpAqq shows that A is a C0pXq-
algebra in such a way that pfaqpxq “ fpxqapxq P Apxq :“ A{px for all x P X,
f P C0pXq and a P A. An ideal I in A corresponds to an open subset qI Ď qA “ X.
Proposition 7.1. Let A Ď B be a non-degenerate C˚-inclusion where qA is Haus-
dorff. If there is a unique conditional expectation E : B Ñ A, then there is a unique
conditional expectation IBI Ñ I for each I P IpAq. A similar implication holds for
unique (almost) faithful conditional expectations.
Proof. Suppose that there are an ideal I P IpAq and a conditional expectation
P : IBI Ñ I that differs from the restriction of E. Then there is b0 P IBI with
P pb0q ‰ Epb0q. Then there is x P qI Ď qA with P pb0qpxq ‰ Epb0qpxq. Pick a function
f P C0pqIq with fpxq ‰ 0 and 0 ď f ď 1. If b P B “ ABA, then f ¨ b ¨ f P IBI, so
that P pfbfq is defined. We define
E˜ : B Ñ A, b ÞÑ P pfbfq ` p1´ f2q ¨ Epbq.
Since P and E are completely positive, 0 ď f ď 1, and f P C0pqIq Ď C0pXq Ď
ZpMpAqq, the map E˜ is positive and E˜paq “ faf ` p1´ f2qa “ a for all a P A. It
follows that }E˜} “ 1 and so E˜ is a conditional expectation B Ñ A. And
E˜pb0qpxq ´ Epb0qpxq “ f2pxqP pb0qpxq ´ f2pxqEpb0qpxq ‰ 0
by construction. So the conditional expectation E is not unique. If, in addition, E
and P are (almost) faithful, then so is E˜. 
Theorem 7.2. Let A Ď B be a regular C˚-subalgebra with an almost faithful
conditional expectation E : B Ñ A. Assume qA to be Hausdorff. The conditions
in Theorem 4.3, which characterise Cartan subalgebras in the sense of Exel, are
equivalent to the following conditions:
(1) there is no other conditional expectation B Ñ A besides E;
(2) there is no other almost faithful conditional expectation B Ñ A besides E.
If these conditions hold, then there is a continuous Fell bundle A “ pAγqγPH
over a Hausdorff, étale, locally compact groupoid H with unit space qA such that
B – C˚r pH,Aq with an isomorphism restricting to the canonical isomorphism A –
C0p qA,Aq. This Fell bundle is unique up to isomorphism, and H is isomorphic to
the dual groupoid qA ¸ S for any saturated, wide grading pBtqtPS on B with unit
fibre A.
Proof. Conditions (1) and (2) in Theorem 4.3 are equivalent to (1) and (2) in this
theorem by Proposition 7.1. Assume these conditions. By Theorem 4.3 for any
saturated, wide grading pBtqtPS on B with unit fibre A, the action pBtqtPS of S
on A is closed and purely outer, and there is a canonical isomorphism A¸r S – B.
Theorem 5.6 shows that the dual groupoid qA¸ S is canonically isomorphic to the
dual groupoid H “ qA ¸ SpA,Bq, and BispHq – SpA,Bq as inverse semigroups.
Hence [7, Theorem 6.1] applied to the tautological SpA,Bq-grading on B gives both
existence and uniqueness of the desired Fell bundle A “ pAγqγPH . The Fell bundle
is a continuous field of Banach spaces because A is a continuous field of C˚-algebras
over qA (see [23, Remark 7.17]). 
7.1. Simple Cartan subalgebras. Assume A to be simple. The assumptions in
Theorem 4.3 involving ideals become empty for I “ t0u, so that only the case
I “ A remains. Any non-zero slice M Ď B satisfies M˚M “ A “ MM˚. Hence
SpA,Bqzt0u is a group, and any grading on B by an inverse semigroup S with unit
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fibre A may be simplified to a saturated grading by a group by taking the image
of S in SpA,Bq and discarding 0. Pure outerness simplifies to outerness:
Definition 7.3 ([21]). A Hilbert A-bimodule H is outer if it is not isomorphic to A
as a Hilbert bimodule. A saturated Fell bundle pBtqtPG over a group G with unit
fibre A is outer if, for each t P Gzt1u, the Hilbert A-bimodule Bt is outer.
Corollary 7.4. Let A Ď B be a regular C˚-subalgebra with an almost faithful
conditional expectation E : B Ñ A. Let A be simple. The following are equivalent:
(1) A Ď B is a noncommutative Cartan subalgebra;
(2) A Ď B is an aperiodic inclusion;
(3) there is at most one conditional expectation B Ñ A;
(4) E : B Ñ A is the only almost faithful conditional expectation onto A;
(5) A1 XMpBq “ C ¨ 1;
(6) any A-bimodule map ϕ : AÑ B has range in A;
(7) if a slice M Ď B is isomorphic to A, then M “ A;
(8) for any saturated group grading pBtqtPG of B with unit fibre A, the Fell bun-
dle B “ pBtqtPG is outer and saturated, and the canonical ˚-homomorphism
pi : C˚pBq Ñ B descends to an isomorphism C˚r pBq „ÝÑ B;
(9) there are a discrete group G, a saturated outer Fell bundle B “ pBtqtPG
over G, and a ˚-isomorphism C˚r pBq „ÝÑ B.
If the above conditions hold then B is simple and the group G and the Fell bundle
in (9) are unique up to isomorphism.
Proof. Each of the conditions in the assertion, except (2), is equivalent to one of
the conditions in Theorem 4.3. Theorem 6.3 implies that (1) and (2) are equivalent
because simple algebras are prime. The last part of the assertion follows from
Theorem 6.3 as well as Corollary 5.7 or Theorem 7.2. 
Remark 7.5. The above corollary implies that, for any purely outer action of a
discrete group G on a simple C˚-algebra A, the inclusion A Ď A¸r G remembers
the group and the crossed product A ¸r G is simple (simplicity is a classical
result of Kishimoto [18]). Both claims fail without outerness assumption (see
Example 5.8). Outerness is only sufficent for simplicity. For instance, the inclusion
C Ď C ¸r Fn “ C˚r pFnq for the free group Fn on n ě 2 generators is not Cartan
although C˚r pFnq is simple.
When B :“ A ¸r G is an ordinary reduced crossed product by a group action
α : GÑ AutpAq and A is unital, then Zarikian showed in [27, Theorem 3.2] that (3)
and (4) in Corollary 7.4 are equivalent to each other and to α acting freely, that
is, if t P Gzt1u and d P A are such that da “ αtpaqd for all a P A, then d “ 0. The
case of a crossed product for an outer group action is special because each slice
is contained in a global slice defined on all of A. Hence we do not expect such
equivalences for inverse semigroup actions on non-simple C˚-algebras.
7.2. Commutative Cartan subalgebras. Now let A Ď B be a C˚-inclusion
where A is commutative. Renault defined (commutative) Cartan subalgebras as
regular C˚-inclusions A Ď B where A is a maximal Abelian subalgebra of B and
there is a faithful conditional expectation onto A (see [26, Definition 5.1]). He
shows that Cartan subalgebras A Ď B with separable B are equivalent to twists of
topologically principal, Hausdorff, étale, locally compact, second countable groupoids
(see [26, Theorems 5.2 and 5.9]). We now use Theorem 4.3 to extend Renault’s
characterisation to the non-separable case. Then topologically principal, second
countable groupoids are replaced by effective groupoids.
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Corollary 7.6. Let A Ď B be a regular C˚-subalgebra with an almost faithful
conditional expectation E : B Ñ A. Assume A to be commutative. The conditions in
Theorems 4.3 and 7.2, which characterise Cartan subalgebras in the sense of Exel,
are equivalent to the following conditions:
(1) the inclusion A Ď B is aperiodic;
(2) A is maximal Abelian in B;
(3) there is a twist Σ of an effective, Hausdorff, étale, locally compact groupoid H
such that B – C˚r pH,Σq with an isomorphism mapping A onto C0pH0q.
The twisted groupoid pH,Σq in (3) is unique up to isomorphism.
Proof. Condition (1) holds if and only if A Ď B is a Cartan inclusion by Theorem 6.3.
By Theorem 7.2, being Cartan implies existence of an (essentially) unique Fell bundle
A “ pAγqγPH over a Hausdorff, étale, locally compact groupoid H with unit space qA
such that B – C˚r pH,Aq with an isomorphism restricting to A – C0p qA,Aq. Since
A “ C0p qAq, this Fell bundle is necessarily a line bundle and Fell line bundles over
groupoids are equivalent to twisted groupoids. Since the inclusion A Ď B is aperiodic
this groupoid is effective by Theorem 6.7. Hence (1) implies (3). The converse
follows from Theorem 6.7. Thus (3) is equivalent to A Ď B being Cartan in the
sense of Exel.
Next we prove that (2) in the present theorem is equivalent to condition (4) in
Theorem 4.3, that is, to I 1 XMpIBIq “ ZMpIq for each I P IpAq. This condition
for I “ A implies that A is maximal abelian. Conversely, assume that there are an
ideal I P IpAq and τ P I 1 XMpIBIq with τ R ZMpIq “MpIq. Then there is f P I
with τf “ fτ R I. And τf P B. Since A is commutative, τf P A1: if a P A, then
a ¨ pfτq “ pafqτ “ τpafq “ pτfqa, that is, fτ “ τf commutes with A. Hence A is
not maximal Abelian in B. Thus all conditions in this theorem are equivalent to
those in Theorem 4.3. 
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