This paper presents a novel approach to human gait analysis with a sensor-based technique involving a wearable inertial measurement unit (IMU). The proposed system emphasizes the detection of certain abnormal gait patterns, including hemiplegic, tiptoe, and cross-threshold gait. First, we use the dynamic step conjugate gradient algorithm to calculate the attitude of the gait data, and we then use the gait feature information location algorithm to segment the attitude data. The segmented attitude data are used as input in the classification model. In this paper, we propose an algorithm based on a long short-term memory network and convolutional neural network (LCWSnet) for diagnosis and classification of abnormal gait patterns using the leg Euler angle information, and parameters related to features can be adjusted adaptively according to the feedback of objectives and optimization functions. We optimize the convergence layer of the LSTM-CNN model and improve the classification accuracy of abnormal gait. The experimental results demonstrate that the proposed LCWSnet-based technique is able to detect gait abnormality in the data. The proposed personalized gait classification approach is accurate and reliable and can be implemented for the abnormal gait.
I. INTRODUCTION
Gait is a clear biological feature model of human movement, as each subject has its own biological characteristics, and the deviation from normal gait patterns can be the indication of various diseases. Gait analysis can be traced back to the 1960s and is very popular in the context of neurological diseases, such as Parkinson's disease [1] , cerebral palsy [2] and rehabilitation training [3] . In addition, this research area does not only includes the medical field, but it also spreads to other fields in [4] .
Abnormal or sick gait deviates from the normal pattern in [5] . There can be many different reasons for this deviation, including most commonly different neurological diseases, hemiplegia, or age effects. The impact of various diseases on gait may be different, affecting various gait parameters.
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The fact that the gait of each person is unique makes the task of assessing the gait more challenging.
A standard gait analysis laboratory mainly uses a nonwearable system based on a multi-phase motion capture and force platform in [1] . Although the multi-phase motion capture system is very reliable, the price of the optical equipment is high and limited by site and environmental factors in [6] . As a result, these methods are not very popular in clinical applications or family settings. With the advent of the MEMS technology, the application of inertial sensors in wearable portable devices is becoming increasingly mature. The micro inertial measurement unit consisting of an accelerometer and a gyroscope and the human gait analysis system consisting of a magnetometer are small in size, have a low power consumption, and are inexpensive [1] , [6] , [7] , mobile and durable, which is becoming an important way to obtain human gait information. This sensor-based wearable method relies on inertial sensors placed in different parts of the human body, including the waist and the ankle, to record gait information [8] . Therefore, wearable inertial sensors have been used in various studies related to inertial analysis, such as abnormal and normal gait analysis [14] , fall detection [10] , patient rehabilitation and treatment [11] , and neurological system disease analysis [1] . The author provides a framework for data acquisition and signal processing to authenticate users according to their gait signatures.
Recent advances in deep learning have prompted researchers to leverage this new tool to tackle the problem of abnormal gait classification. Using inertia wearable equipment to collect human leg information and using a convolutional neural network (CNN) to analyze the data has become a research hotspot. This paper details a method for calculating the leg posture, the process of data preprocessing and the Euler angle is used to identify an abnormal gait. The contributions of this paper are as follows:
Based on existing attitude calculation algorithms, considering some characteristics of abnormal gait (sudden acceleration, non-uniformity in a single cycle, etc.), the dynamic step conjugate gradient algorithm is designed to calculate the attitude angle. The dynamic step conjugate gradient algorithm has adaptive characteristics, which can improve the performance for attitude calculation further than a fixed step algorithm.
A gait feature information localization algorithm is proposed. It solves the issue of the uncertainty in data interception only by using observations from large data sets. The variability of the data is large, greatly impacting the recognition of the abnormal gait. Therefore, in this study we will complete data interception by calculating the similarity between data segments. The data is segmented using the sliding window algorithm, and the similarity in the segmented gait data is estimated using the Pearson correlation coefficient (PC). The high similarity data is extracted for subsequent feature extraction.
Because of the periodicity of the gait data, the long shortterm memory (LSTM) can capture the time period of the gait signal very well, hence an LSTM-CNN depth network model is designed. By fusing LSTM and CNN neural networks, the structure is improved, and more complete spatial and temporal features of the gait data are obtained, improving the classification abilities.
Designing a weighted-spatial pyramid pooling (WhSPP), based on the benefits and drawbacks of the mean and max pooling and combining the idea of spatial pyramid pooling (SPP). This algorithm optimizes the pooling layer of the LSTM-CNN network, and improves the classification accuracy.
The remainder of the paper is organized as follows. Section II presents related work in the sentence classification field. Section III describes the structure of the deep model and the important components in detail. The experiments and the results of the data acquisition are described in detail in Section IV. Our experimental results for the abnormal gait classification are presented and analyzed in Section V. Finally, we conclude the study in Section VI.
II. RELATED WORK
Researchers have recently begun to extend deep learning methods to human gait recognition. [5] presents a method to automatically detect human gait anomalies. An improved covariance gait evaluation method and a K-NN classifier are used to distinguish between normal and abnormal gait models, and the results are compared on available pathological gait data sets. In [12] , the author extracts the best seven feature vectors for Parkinson's disease (PD), and then classifies them using a support vector machine (SVM) classifier based on the Gauss radial basis function kernel, which can effectively distinguish Parkinson's disease from other nervous system diseases. A new end-to-end method [8] based on in-depth learning is proposed. Using the gait information obtained from inertial sensors, the information fusion from multiple inertial sensors and the multi-task learning of multiple labels for each sample are studied, and better classification results are achieved. A low-cost intelligent wearable gait analysis system based on the inertial sensor is proposed in [9] . The gait parameters for abnormal gait patients and healthy individuals are compared and tested. In [13] , two sensors are used to simulate the IMU of a smartphone to obtain gait data. The roll, pitch, and yaw angles of the gait data after fusion are taken as research variables. The potential of the human gait in biometrics authentication is proved by the CNN gait recognition algorithm. Using multitask feature learning (MTFL) in [14] , the author classifies gait parameters related to mobility, balance, strength, and rhythm into two types of common neurological disorders, stroke and Parkinson's disease (PD). The evaluation shows that the proposed method can successfully distinguish between a stroke gait, PD gait and healthy gait. A method for detecting an abnormal gait is designed in [15] . The abnormal gait signals are collected by inertial sensors, and the features extracted from the signals are classified by SVM. The proposed method can be applied to the early detection of diseases. [20] provides a framework for the data acquisition and signal processing, which is used to authenticate users based on their gait signatures. A CNN is used as feature extractor. [21] established a data acquisition system to measure the kinematics data of the leg and foot switch and tagged the data to collect gait samples. A gait phase recognition algorithm based on an LSTM is proposed. We use phase label data to train it. It had a high accuracy in the test set. A pair of wearable shoes fused with range sensor arrays (WSFRSA) are developed for the gait analysis of normal and abnormal human walking in [24] . By simulating the abnormal gait behavior without the toe rotation, a fusion scheme was implemented to integrate gyroscope and distance sensor measurements to obtain foot posture estimation. The WSFRSA shows highly agreement results with the reference system and acceptable performance for detecting the abnormal gait without the toe rotation. A method to detect normal and abnormal gait phases using a single inertial measurement unit attached to the shank is proposed in [25] . The abnormal gait behavior was simulated to verify that the proposed method may provide human-understandable insights into the shank's angular velocity and acceleration to assist clinicians to evaluate the patients' gaits. In [26] presents a novel approach to human gait analysis using wearable Inertial Measurement Unit(IMU) sensor-based technique. The system simulates some abnormal gait patterns(hemiplegia and horseshoe gait), and a probabilistic framework, Hidden Markov Model(HMM) is applied to model bipedal human gait. The experimental results demonstrate that the proposed HMM-based technique is able to detect gait abnormality in gait data.
The combination of CNNs and LSTMs has also gradually gathered more attention in the research community. LSTM usually uses a circular structure to capture the context information to the greatest extent. CNNs perform well regarding feature extraction. Compared with the manual extraction of data features, the feature extraction of a CNN is more accurate. Then the pooling layer (the max pooling) is used to select key features for classification. By setting various convolution kernel parameters, the extracted data features are more comprehensive, which is conducive to target classification.
III. MAIN METHOD
In this chapter, we use the gait information location algorithm to process data, and propose a deep neural network composed of CNN and LSTM to classify abnormal gait signals. In addition, a WhSPP model is proposed to optimize the LSTM-CNN pooling layer and improve classification accuracy. The process of this algorithm is shown in the Fig. 1 .
A. DYNAMIC STEP CONJUGATE GRADIENT ALGORITHM
In this paper, the inertial sensor is used to collect gait data, and the attitude angle after gait data fusion is used to identify abnormal gait. The author [13] uses two sensors to simulate the IMU of a smartphone to obtain gait data. The rolling, pitching and deflection angles of the gait data after fusion are taken as variables. The potential of human gait in biometrics is demonstrated by using the CNN gait recognition algorithm. The random drift error of the gyroscope is large, and accelerometers and magnetometers are susceptible to high frequency noise interference [18] , [19] , which affects the measurement accuracy. By comparing the existing data fusion algorithms and combining the advantages of existing algorithms, in this study we use the conjugate gradient algorithm to fuse gait data. The algorithm is optimized to solve this problem.
The basic idea of the conjugate gradient method is to combine conjugation with the steepest descent method, construct a set of conjugate directions by using the gradients at known points, and search along these directions to find the minimum of the objective function.
The objective function is constructed according to the problem of non-linear minimum mean square error.
whereq am,t = [q 0qxqyqz ] is the rotational quaternion calculated with the conjugate gradient method and ε(q am,t ) is the error function.
The gravity vector and the geomagnetic reference vector are known to be g b
, which can be converted to the carrier coordinate system using the quaternion of the carrier geographic coordinate system; ε(q am,t ) is the error function.
It can be obtained from the definition of the matrix two norms. When ε(q am,t ) = 0 is the obtained attitude and the conjugate gradient iterative algorithm is used to solve the objective function f (q am,t ), (3) is the carrier attitude iterative algorithm.
where λ k is the optimal step size and d k the search direction.
The gradient is defined based on the conjugate gradient algorithm:
where J (q b am,t ) is the Jacobian matrix of ε(q b am,t ).
The step size λ k in the conjugate gradient algorithm can be calculated as (6) .
The step size of the conjugate gradient algorithm determines directly the performance of the algorithm: if and only if the convergence speed of the algorithm is faster than the actual running speed of the human body, then the result will be accurate. In this paper, the conjugate gradient algorithm is applied to calculate the sample data once. Therefore, the step size of the conjugate gradient algorithm is fixed and can only satisfy the accuracy of the algorithm at a certain rate. Based on this, a conjugate gradient algorithm with dynamic step size is proposed. The step size is proportional to the actual physical angular velocity modulus of the human motion.
In the conjugate gradient method, the step size λ k is positively correlated with the angular velocity of the carrier motion and the sampling time of the system.
whereω b is the normalized angular velocity value, t is the sampling time, a > 0, Formula 7 also shows that the greater the angular velocity of the carrier, the longer the sampling time, and then the longer the step. The angular velocity of the motion of the carrier is the measured angular velocity of the gyroscope.ω b is the measured angular velocity of the gyroscope.
Then (9) indicates the carrier motion angular velocity modulus.
Therefore, the dynamic step size in the conjugate gradient method can be included in the following equation:
Based on the complementary characteristics of the gyroscope and the calculated attitude angle in the frequency domain, the data fusion of the gyroscope and the calculated attitude angle using a complementary filter can improve the accuracy of the attitude measurement. The attitude fusion algorithm based on the quaternion differential equation and conjugate gradient algorithm is as follows:
Therefore, the solution for the conjugate gradient attitude settlement algorithm for abnormal gait recognition is:
B. GAIT FEATURE INFORMATION LOCATION
In this paper, normal gait information and abnormal gait information are collected through design experiments. In order to expand the data set, each group of data intercepts the data length of fixed sampling points as training data. If only through observation to complete data interception, there will be great uncertainty in the data, intercepted data differences may be large, which will have a greater impact on the follow-up work of abnormal gait recognition. Therefore, this paper will complete the data interception by calculating the similarity between data segments. For data interception, this paper uses sliding window segmentation method to strip short sequence data of fixed length from the original sequence, and then to analyze and judge. The window segmentation method can be defined as: assuming the existence of sample matrix S, the window size is m, the step size of the window is step, and the window segmentation algorithm is the following formula. where s 1 and s 2 represent two adjacent windows of data of size m extracted from the original sequence using a window segmentation method. Generally speaking, the larger the value of m, the more the sequence period is involved, and the better the classification effect in theory, albeit at the cost of increased computation. Therefore, the value of m should be controlled as far as possible in the amount of data containing a period of motion.
The Pearson correlation coefficient is a metric that measures the linear correlation of data. Its value is between −1 and 1 and reflects the degree of linear correlation between variables. The data sets of the same type in this paper can be divided into several training data sets after the above calculation. In the process of similarity calculation, in this study we take the first segment of the data set of the same type as the standard for similarity calculation, as shown in Fig.2 The calculation formula is as follows:
where BPM est represents all similarity test data sets, BPM true represents the standard data set of the same type of data. Cov(BPM est , BPM true ) represents the covariance of two data segments, σ BPM ext represents the standard deviation of the calculated data, σ BPM true represents the standard deviation of the benchmark data. The sliding window slides along the collected gait sequence and calculates the similarity between the data in the window and the feature data segments. The data with similarity of not less than 80% is intercepted as the feature data.
C. MODEL STRUCTURE DESIGN OF LCSWnet
This section begins with a detailed description of the overall LCSWnet framework, and further introduces the key technologies used in our network.
The abnormal gait data used in this study is a type of time series data. The waveform changes of the human gait data adhere to strong temporal and spatial laws. An LSTM can capture the time rule of gait signals and achieve satisfactory results in the prediction and classification of time series data. Hence, in this paper, we use an LSTM to extract the temporal features of gait data and a CNN to extract the spatial local features. In the data preprocessing, information is converted to shorter sequences using a sliding form algorithm that meets the input requirements of the LSTM. Fig.3 shows the algorithm model used in this paper.
1) FRAMEWORK
We propose a LCSWnet framework, which combines an LSTM and a CNN to classify abnormal gaits. We illustrate the framework in Fig.3 The system consists of two LSTM layers (L 1 and L 2 ), and the number of LSTM units is 64. There are three one-dimensional convolutional layers (C 1 , C 2 and C 3 ), two pooling layers (P 1 and P 2 ), a WhSPP layer(S 1 ), a fully-connected layer (F 1 ) and a Softmax layer at the end. We apply max pooling for abnormal gait recognition. In this architecture, the output of layer L 2 is used as input, and the extracted features are input into the CNN for local feature extraction and reduction. Before entering the fully-connected layer (F 1 ), we use the WhSPP layer for feature connection, as shown in Fig. 6 . To form a pyramid structure, a group of pooling kernels with strides of 1, 2, 4 processes the output of C 3 (only in the sequential dimension). Thus, we obtain three portions of a feature map: 4, 2 and 1 in the first channel, which are later concatenated to form the input of a fully connected layer. The final prediction is then generated by a Softmax layer.
The first part of LCSWnet is the LSTM. The LSTM network is an improved RNN proposed by Hochreiter and Schmidhuber [22] . It solves the issue of weight explosion and gradient disappearance caused by the recursion under longterm time-dependent conditions [22] , [23] .
LSTM can be regarded as a network composed of LSTM units. Fig.4 shows the mechanism of an LSTM unit. At time t, using X t to represent the input of the neurons, C t to represent the content of the memory, and H t to represent the output, the output of the forgetting gate is: In the formula, σ denotes the activation function Sigmoid, W f denotes the weight, and b f denotes the bias term.
The input gate generates the current memory C t by calculating the new candidate memory unitC t , and combining it with the old memory of the forgetters' output.
where i t denotes the activation value of the input gate, f t denotes the activation value of the forgetting gate, W i and W c denote the weights, and b i denotes the bias term. Finally, the output of the LSTM unit is determined by the input gate:
In the formula, o t is the activation value of the output gate, and h t is the output value of the current neuron at time t.
The second part of LCSWnet is the CNN. A CNN is a type of deep neural network that has been widely studied and used in recent years. It is often involved in image processing as it can extract local features by convoluting a series of kernels with the original two-dimensional data. In this article, we use a one-dimensional convolution, as shown in Fig.5 The difference between one-dimensional and two-dimensional convolution is the convolution core. The dimension of a twodimensional convolution kernel is two, while that of onedimensional convolution kernel is one. The feature extraction of a convolution layer mainly comes from the interaction between the convolution core and the input, i.e., the convolution core can be regarded as the feature extractor. Generally, the output of the convolution kernels processing the input data is referred to as the feature mapping.
The convolution layer uses local connection and weight sharing, and if its input is:
where x (l) is the output of the previous layer, then its output is:
where w (l) is the convolution core of layer l, b (l) is the bias and f is the activation function.
The framework input consists of 128 × 9 gait data. Following two layers of L 1 and L 2 (the number of units is set to 64), the dimension size of the output is 64 × 128. The value of L 2 is input into a CNN through dimension change, and the number of convolution kernels of C 1 , C 2 and C 3 is set to 128, 144, and 156; the size of the convolution kernels is 1 × 3, and the convolution step is 1. The parameters of the maximum pooling layers of P 1 and P 2 are the same. The pooling size is two and the step is two. The network is connected to the fully-connected layer through WhSPP which outputs a five-dimensional vector representing the probability that the sample belongs to a certain class.
D. WhSPP LAYER
The main purpose of the pooling layer is to compress the convoluted feature image, further abstract the features, reduce the feature points, and better retain the basic properties of the feature points. There are many pooling layers in convolution networks, including the max pooling and the mean pooling.
The max pooling only retains the maximum feature points in the region. After several iterations of convolution layer feature extraction and max pooling abstraction, the resulting feature map has a large degree of missing information, which interferes with the classification of the samples. All feature points considered in mean pooling have the same importance, which gives all features the opportunity to participate in sampling decision-making. However, when the difference between the method and the regional eigenvalues is large, the average value can be obtained by averaging the feature features, which blurs the sample features and has a certain impact on classification. By optimizing the last pooling layer of the neural network with a pyramid pooling layer [16] , a feature map can be extracted from different angles, and then aggregated, which leads to a particularly robust algorithm and improves classification accuracy.
Based on the benefits and drawbacks of the max and mean pooling, and considering the characteristics of pyramid pooling, a WhSPP method is proposed. This method optimizes the last pooling layer of the LSTM-CNN algorithm. The starting point of WhSPP is mainly based on the following: considering all the image features participating in sampling decision-making, eliminate the feature ambiguity caused by the averaging method, ensuring that feature points with different value distributions make decisions according to the weight coefficients. Through the WhSPP layer, more complete feature points can be extracted and these feature points are used in classification operations.
The formula for calculating the weight coefficients of each feature point in the weighted sampling method is as follows:
where S k = n i q i is the cumulative summation of regional feature points, q i is the characteristic, ρ i represents the weight coefficient of the feature points. Based on the above definition, the expression of the weighted sampling algorithm can be obtained as follows:
In the process of reverse propagation, this paper adopts the principle of average eigenvalue distribution. The eigenvalues are evenly distributed among the original feature points.
WhSPP sampled the same feature graph with various kernels and steps and aggregated the results into a new feature graph. The last pooling output of the LSTM-CNN can be expressed as follows:
where k is the kernel of the WhSPP layer and s is the number of steps. U ( * ) is the aggregation of the weighted sampling. F out is the output value of WhSPP. Fig.6 is the schematic diagram of WhSPP.
The use of WhSPP can enable regional feature points to participate in the sampling decision-making based on weight coefficients. It can balance the gradient information of the upper feature image and extract features from various aspects, which can improve the accuracy of the classification tasks.
E. TRAINING OBJECTIVES
We apply the Softmax layer to classify the predictions of the classes. We aim to minimize the cross-entropy error for each neuron during training.
where y i j is the predictive distribution and p i is the target distribution. In addition, p i is a binary vector. If the required output class is h, we set p i h to 1 and the other output to 0. In addition, θ represents the parameter set. 
IV. DATA ACQUISITION A. EXPERIMENTAL PLATFORM
In this experiment we use the BWT901CL sensor as an attitude measurement unit, communicating with a PC via Bluetooth, and importing gait data into a text file. The sensor equipment is shown in Fig.7 . The computer environment used in this experiment is shown in Table 1. In the data acquisition experiment, the sensor is sampled at a 100 Hz frequency.
B. DATA ACQUISITION EXPERIMENT
In this experiment, five types of gait data were collected, including two types of normal gait information (normal walking and fast walking), three types of simulated abnormal gait information (tiptoe, hemiplegic, and cross-threshold gait). 25 volunteers (10 females and 15 males) participated in this data collection, which lasted seven days. The average age of the volunteers was 22, and they were considered sufficiently healthy to walk normally. From the first to the seventh day of the experiment, subjects were asked to walk 40 meters along a straight line (with data being acquired from the beginning to the end of each time). The experiment was conducted twice a day. For this data acquisition experiment, wearable devices were installed as shown in Fig.8 . Ethical approval for this research is granted by Northeastern University at Qinhuangdao ethical review committee. Normal walking requires volunteers to perform routine walking tests. Fast walking patterns require subjects to collect data faster than their normal gait patterns.
Regarding the abnormal gait, only one side validation (simulating one leg abnormality) was carried out in this experiment. Tip gait validation requires subjects to tiptoe. Indeed, the hemiplegic gait is characterized by stiff knees and legs, a slight internal rotation and sagging of the feet, and the hooking of toes. At the beginning, the instructions were to turn to the healthy side, lift the affected pelvis to lift the affected limb, and then using the affected hip as an axis, rub the straight legs and draw half a circle to the outside. Hence, to get closer to the abnormal gait, the subjects were asked to use a straight wooden stick to fix the knee so that the legs could not bend properly, and then to simulate the hemiplegic gait. A cross-threshold gait is characterized by limb elevation while walking. Based on this, a simple simulation of the cross-threshold gait is carried out. Fig.9 shows one of the records of hemiplegia and normal gait.
The abnormal gait data acquisition is performed using the above sensors. After each acquisition, data will be checked, abnormal data will be checked, abnormal (incomplete data preservation) data will be discarded and re-collected. Hence, we can consider that everything saved is valid data.
C. DATA PREPROCESSING
In the experiment, we use three sensors for data acquisition, and the parameters (frequency) are identical. The position of the sensor is shown in Fig.8 Gait data for the accelerometer and gyroscope are fused by variable step conjugate gradient methods to yield the correct Euler angle. We use a gait feature information location algorithm to segment data, and a sampling window with a fixed length of 640 and 50% overlap to resample the records. Input for LCSWnet uses datasets with similarity greater than 80%. Through the processing described above, 8210 samples (including 1700 records of normal walking, 1900 records of fast walking, 1710 records of toe gait, 1500 records of hemiplegic gait and 1400 records of cross-threshold gait) were collected. Finally, we used 30% of the data for testing and 70% for training.
V. ABNORMAL GAIT CLASSIFICATION EXPERIMENT
We mainly list and discuss the detailed experimental settings and results in this section. The hyperparameters are shown in Table 2 . Further comparisons and analysis of our models are conducted to prove the robustness of the system at the end of this section.
A. IMPLEMENTATION DETAILS 1) PARAMETER INITIALIZATION
The initialization of the model weight is critical in network training. Poor initialization parameters lead to the gradient propagation problem and reduce training speed, while a wellchosen initialization parameter can accelerate the convergence of the model and more readily lead to a better solution. In this paper, the rectified linear unit (ReLU) activation function is used and the He initialization is used for weight initialization. The latter method enables initializing the weight by multiplying a random number by a scale factor λ.This initialization method has a better influence on the ReLU activation function. Regarding other common distributions that may lead to better results, it is worth exploring further.
2) ACTIVATION FUNCTION Instead of using a traditional hyperbolic tangent function (tanh), We selected ReLUs as our activation function. It exhibited a strong ability to inhibit the varnishing gradient, facilitating the training of a deep network. Furthermore, it introduced sparsity in the network, which weakened the interdependence of the parameters and effectively avoided over-fitting.
3) TRAINING METHOD
We conduct our experiments based on the open-source Python library tensorflow. We observe that employing stochastic gradient descent (SGD) frequently leads to local minimum on the error. Therefore, we use Adam instead, which combines the optimal performance of the AdaGrad and RMSProp algorithms, and can also provide optimization methods to solve sparse gradient and noise problems. The learning step size for each iteration parameter has a certain range, which will not lead to a large learning step because of the large gradient, and the value of the parameter is relatively stable.
B. EXPERIMENT RESULTS
In this section, we will show the accuracy of our architecture and compare several of the most advanced competing networks on the same data set In order to see how accuracy and loss change during the training process of the network, we recorded the results for the training set every ten iterations, tested on the verification set every ten iterations, and then calculated the loss function and the accuracy rate. The result is shown in Fig.10 . As the number of iterations increased, the accuracy increased, and the loss function decreased rapidly. When the number of iterations exceeded 2000 the performance of the network became stable, then the condition for early stopping was reached, and the training was stopped (this is triggered when the accuracy does not improve in 5000 iterations.)
1) PARAMETER INITIALIZATION
The convergence behavior during training is shown in Fig. 11 . There are four curves corresponding to four training models. The models all use the same data set for training. We observe that the convergence of the proposed model is the fastest. This is reasonable, because under our model, we can extract more complete and numerous features. When the number of features extracted increases, the training time is lengthened, but the basis of the scoring classification will be augmented, and finally the result of the scoring classification will be higher.
2) COMPETING MODELS
As shown in Table 3 , we compare our results with following models and show the results for five classification tasks. Note that all the methods used the same way to split the corresponding dataset into training and test sets. In addition, we used the K-fold cross validation method to adjust the parameters.
We report the accuracy of all methods in Table 3 . For the same data set, to ensure that the performance improvement observed for a proposed method is not caused by a statistical anomaly, we repeat the experiments ten times and report the mean (minimum, maximum) results among all experiments. Fig.12 shows that LSTM has the slowest convergence speed and the lower accuracy on the training set. The convergence of our framework on the training set is the best, and it can also achieve higher accuracy with a shorter training time. From Table 3 , the average accuracy of LCSWnet in the data set used in this study is the best, coming approximately 2.3% higher than the classification accuracy of the CNN-WhSPP. This demonstrates that the addition of the LSTM layer helps the network fully leverage the information in the time domain of the original data. Comparing the CNN with the CNN-WhSPP, we can see that the classification accuracy of the modified CNN is 1.5% higher than that of the standard CNN as a result of the changes to the last convergence layer of the network and the introduction of WhSPP. We proved that the method consisting of taking all image features into consideration to participate in sampling decision-making, ensuring that the feature points with various value distributions are decided according to weight coefficients, extracting more complete feature points based on the SPPnet approach, and then performing the classification operation is correct. Through the overall comparison, it is apparent that our algorithm achieves better performance and can deliver a higher accuracy. LCSWnet can make full use of temporal features and achieves superior classification accuracy by employing a hybrid structure and attention mechanism.
C. IMPACT OF MODEL ARCHITECTURE
We explore the effects of certain hyper-parameter settings in this section. Here, to ensure that the performance improvement observed with the proposed methods is statistically relevant, we repeat the experiments ten times and report the mean result across experiments.
1) CONVOLUTION KERNEL
In a convolution neural network, the size of the convolution kernel directly affects the performance of the model. In this study, we attempted to use four convolution cores of various sizes and calculated the corresponding recognition accuracy for the abnormal gait. Fig.13 shows that the LCSWnet model achieves the highest accuracy when the convolution core size is 1 × 3. When the size of the convolution kernels is 1 × 4 and 1 × 5, the classification performance of the model is poor. Experiments indicate that the size of the convolution kernels is then too large, which increases the number of parameters of the model, making it more difficult to train, and increases computational complexity.
2) LEARNING RATE
The learning rate directly affects the ability of the model to converge and find the optimal solution. If the learning rate is set very low, the model parameters will update very slowly, requiring a long training time. However, if the learning rate is too large, it will lead to the direct oscillation of the loss function, an inability to converge, and the classification capability of the model becoming very poor. Table 4 shows that the accuracy is the highest when the learning rate is 0.005 in this experiment.
3) NUMBER OF LSTM LAYERS
To observe how the number of LSTM layers and units in each layer impact classification accuracy, we let the number of LSTM layers vary in a 1, 2, 3 range and the number of LSTM units per layer vary in a [13] , [32], [64], [128], [256] range while the parameters of the CNN part remained constant, and then built the network. The result is shown in Fig.14. It is apparent that the accuracy is lowest when the number of LSTM units is 16, and while increasing the number of LSTM units can improve accuracy, when the number exceeds 128 the classification accuracy tends to plateau. The optimal number of LSTM layers is two, which outperforms three; ''the deeper the better'' does not apply here. Hence, we finally chose two LSTM layers and 64 units for each layer.
VI. CONCLUSION
Abnormal gait recognition is becoming increasingly important in the field of gait analysis. In this paper, we propose an algorithm based on long short-term memory and convolution neural network named LCSWnet. We use inertial sensors to collect data from three simulated abnormal gaits and use the conjugate gradient algorithm with variable step size to fuse data. The fusion data is preprocessed using the gait information location algorithm. These datapoints are used to classify abnormal gaits. The combination of the two networks allows the algorithm to perform feature extraction and handle the information of temporal relevance in the input data. Combined with the WhSPP algorithm, all features are considered for participation in the sampling decision, and feature extraction is carried out from multiple angles. Compared with others, this algorithm does not extract features manually, therefore the complex task of selecting optimal features for classification is avoided. Meanwhile, this approach achieved the highest accuracy, namely 93.1%.
However, LCSWnet's potential has not been fully exploited because of the limited amount of data available and the single source, which led to some limitations in the validation of the algorithm. In addition, we plan to use our model to process more data sets and express some mechanisms or give solution methodologies when different walking surface is considered.
