(1) M(S; F ) is an F -linear abelian category with a faithful exact functor R B to the category of sheaves of F -modules on S with its classical topology. Partially supported by the NSF.
As with most universal objects, the construction is rather formal. The category M(S, Σ; F ) of motivic sheaves constructible with respect to a fixed stratification Σ is constructed explicitly as the category of comodules over a coalgebra built from the above quadruples. M(S; F ) is then given as the direct limit of these categories. When S = Spec k, this should almost certainly coincide with Nori's category of cohomological motives over k tensored with F . Here are the precise properties:
Theorem 0.1. To every k-variety, there is an F -linear abelian category M(S; F ) with an abelian full subcategory M tls (S; F ) of tame motivic "local systems" such that (1) These are defined over the prime field I had originally planned to include further refinements and applications here. But as a practical matter it seems better to defer them until sometime in the (distant?) future. Also to simply the task of writing I have made two restrictions which are probably unnecessary. I work with quasi-projective varieties, and with coefficients in a field.
I would like to thank Madhav Nori for giving me his permission to include some of his beautiful constructions (of course, I take responsibility for errors). Much of this research was carried out at the Max Planck Institute in the fall of 2007; I would like thank them for their support.
Notation: Since the notation will tend to get rather heavy, I will routinely suppress subscripts, superscripts and others symbols whenever they can be understood from context. Given a commutative ring R, let R-mod stand for the category of finitely generated R-modules. Let Gr R-mod stand for the category graded finitely generated R-modules. Fix a field k embeddable into C and another field F . For most of the paper, I will work with a fixed embedding ι : k ֒→ C. A k-variety is simply a reduced separated k-scheme of finite type. Let V ar k be the category of these. Given a k-variety X, I will denote the analytic space (X × ι Spec C) an by X ι,an or X an or sometimes just X. I will usually write H i (X; F ) for H i (X ι,an ; F ). Given a map f : X → S of spaces and a sheaf F on X, I will often denote the higher direct image R i f * F by H i S (X, F ). Since this will never be used to denote cohomology with support in this paper, there should be no danger of confustion.
Representations of graphs
Any category can be regarded as a directed graph (or diagram in Nori's terminology) by forgetting the composition law. This forgetful functor admits a left adjoint: given a directed graph ∆, we can form a category P aths(∆), whose objects are vertices of ∆ and morphisms are finite (possibly empty) connected paths between vertices. The adjointness amounts to the obvious fact that given a graph ∆ and a category C, there is a one to one correspondence between graph morphisms ∆ → C and functors P aths(∆) → C. In view of this, we may apply category theoretic terminology and results to directed graphs.
Let F be a field. Let H : ∆ → F -mod be a functor, i.e. a morphism of graphs. Thus H gives rise to a functor denoted by the same letter P aths(∆) → F -mod. Following [JS] , let End ∨ (H) denote the cokernel of
where
) carries a coalgebra structure dual to the algebra structure on it under the canonical isomorphism End(H(M )) ∼ = End(H(M )) * . This makes End ∨ (H) into a coalgebra. Its dual is precisely the subalgebra of End(H(M )) of endomorphisms which intertwine with all morphisms induced by the morphisms of ∆, i.e. it is isomorphic to the F -algebra End(H) of natural transformations of H to itself. In general, care must be taken because of the infinite nature of the definitions: the dual of End ∨ (H) is only guaranteed to be End(H) when ∆ is finite. To get around this, we can express End ∨ (H) as a direct limit of the finite dimensional coalgebras End ∨ (H| D ) as D ⊂ ∆ varies over finite subgraphs. So the true dual object to End ∨ (H) is the topological ring lim ← − End(H| D ); we prefer work with the former since it is a bit more accessible. We note the following which is easily checked. Lemma 1.1.
(1) The collection of functors from graphs to F -mod forms a category where the morphisms are commutative diagrams 
Proof. The assumption guarantees that H(P aths(∆)) and H • π(P aths(∆)) are equivalent.
We let End ∨ (H)-comod denote the category of left comodules over this coalgebra in F -mod. Given M ∈ Ob∆, H(M ) is naturally an End(H(M ))-module, and hence by transpose an End(H(M )) * -comodule. Via the map End(H(M )) * → End ∨ (H), M becomes a End ∨ (H)-comodule, which we usually denote by h(M ). This is a functor ∆ → End(H)-comod. The structure of a general comodule is clarified by the following.
has a presentation by a finite sum of comodules of the form Hom(
In general, the matrix coefficients of the E ∨ (∆) coaction on V lie in some E ∨ (D) with D finite. Thus V has a presentation by a finite sum of copies of E ∨ (D).
Proof. The proof given in [JS, sect. 7, thm 3] for the complex field works in general.
We can use this to deduce a version of Nori's Tannakian theorem (see [Br, thm 1] for the original statement). On first reading, one should assume R = F -mod. 
Proof. We obtain a commutative diagram of coalgebras
Thus we get a functor between the categories of finite dimensional comodules
The equivalences of categories, indicated by ∼, follow from above.
We will eventually need to incorporate tensor products into this story. The category of functors from graphs to F -mod forms a category with tensor product given as follows. Let H : ∆ → F -mod and
The one point graph { * } with * → F gives the unit making this into a tensor category, where for our purposes a tensor category over F is an F -linear additive category with a bilinear symmetric monoidal structure. We have [JS, sect. 8, prop 1] . This yields a product
When H = H ′ is equipped with a symmetric associative pairing H ⊗ H → H and a unit * ∈ Ob∆, H( * ) = F . Then End(H) becomes a commutative bialgebra. Thus End(H)-comod becomes a tensor category with a tensor preserving functor to F -mod given by the forgetful functor. With minor modifications to the proof of corollary 1.6, we have Corollary 1.7. Suppose that H has a product as a above. If in the hypothesis of corollary 1.6, R = F -mod, A is an F -linear abelian tensor category, and the functors ρ, U, G are product preserving. ThenG is also product preserving.
Recall [De2, sect 2] [L1, chap IV, sect 1] that a dual of an object M in a tensor category, with unit 1, is an object M ∨ equipped with morphisms δ :
In particular, the dual is unique up to isomorphism if it exists. A map f : M → N yields a dual or transpose map f ∨ :
Lemma 1.8. Given an exact sequence
A neutral Tannakian category over F is an abelian tensor category over F , with a faithful exact tensor preserving functor to F -mod, such that every object possesses a dual. Such a category can be realized as the category of comodules over a commutative Hopf algebra.
Proposition 1.9. Suppose that H : ∆ → F -mod is equipped with a symmetric associative product as above. Assume that for every object
Proof. The proposition follows from lemmas 1.4 and 1.8
Motives
The category M(S) is constructed as a direct limit of categories M(S, Σ). Each M(S, Σ) is obtained by applying the previous construction by to an appropriate graph ∆(S, Σ) and functor H Σ given below.
Let V ar 2 S be the category whose objects are pairs (
Let S ∈ ObV ar k , then we construct a graph Γ(S) as follows. The objects (i.e. vertices) are quadruples (X → S, Y, i, w) consisting of (1) a quasi-projective morphism X → S i.e. an open immersion followed by a projective morphism, (2) a closed subvariety Y , (3) a natural number i ∈ N and an integer w. The set of morphisms (edges) is the union of the three following sets: Type I: Geometric morphisms
for every chain Z ⊆ Y ⊆ X of closed sets. Type III: Twisted projection morphisms
where f : X → S is the projection and j X,Y : X − Y → X is the inclusion. Equivalently, this is the sheaf associated to
The stalk is given by
when X → S is proper [I, thm 6 .2] or s ∈ S is general. (The last item can either be deduced with the help of [N, prop 1.3A] , or by comparison to theétale case [SGA4.5, thm 1.9, p 236].) By a good stratification or simply stratification of S, we mean a finite partition Σ into connected locally closed sets such that Σ contains the closure of every element. Given a stratification Σ, let ∆(S, Σ) ⊂ Γ(S) be the full subgraph consisting of objects such that H i S (X, Y ; F ) is constructible with respect to the stratification Σ, i.e. its restriction to each stratum σ ∈ Σ is a locally constant. We say that (X → S, Y ) lies in ∆(S, Σ) if this holds for all i. Given (X → S, Y ), it lies in ∆(S, Σ) for some Σ, since the sheaves
. Let s = (s σ ) denote a collection of base points, one for each σ ∈ Σ. Let |Σ| be the cardinality of Σ. Define
to be the product of stalks. We usually suppress the symbols Σ, s, F .
We want to extend H = H Σ,s,F to a functor ∆(S, Σ) op → F -mod. We do this case by case.
of type I gives rise to the natural homorphism
for each U ⊂ S. Since this is clearly a morphism of presheaves, it induces a morphism of sheaves
by taking the product of this sheaf map over stalks. We give a second description which is a bit more complicated, although better for comparing to theétale case. We have a commutative diagram
where the triangles are distinguished, and the solid vertical arrows are the adjunction homomorphisms. Thus we get the dotted arrow above. From which we obtain
which is easily seen to coincide with the previous map.
Taking a product over stalks yields
given by exterior product with the fundamental cycle of (P 1 , {0}). This gives rise to
Thus we can apply the construction from the previous section to obtain:
Definition 2.1. The category M(S, Σ, s; F ) of Σ-constructible motivic sheaves of F -modules on S is the category of finite dimensional left comodules over End ∨ (H Σ,s ) When S is equipped with the trivial stratification {S}, we sometimes write M ls (S, s; F ) and call these motivic local systems. For any finite commutative F -algebra R, let M(S, Σ, s; F ) ⊗ F R denote the category with finitely generated left comodules over
By definition this carries a forgetful functor U : M(S, Σ; F ) → F -mod. We can see immediately from the universal coefficient theorem that M(S, R) = M(S, F )⊗ F R, whenever F ⊆ R is a field extension. The matrix coefficients of the End ∨ (H)-coaction of any object V of M(S, Σ) lie in some End ∨ (H| D ) for a finite subgraph D. Thus V can be regarded as an End ∨ (H| D )-comodule, or equivalently an End(H| D )-module. In fact, we can describe M(S, Σ, s) as the direct limit of the categories of finite dimensional End(H| D )-modules, as D ⊂ ∆(S) varies over finite subgraphs (cf [Br] ). This dual description was employed by Nori in his work, and it would appear that M(Spec k, Spec C) is just Nori's category of cohomological motives tensored with F . We write this as M(k; F ) or simply M(k) from now on.
Given Proof. Given a homotopy class of paths γ σ in σ joining s σ to t σ , parallel transport along these curves yields an isomorphism of fiber functors H s ∼ = H t .
We have the following consequences of corollary 1.6. Example 2.5. The map
When composed with the forgetful functor to F -mod, we obtain H. Thus this extends to an endofunctor
Example 2.6. Let F be finite or Q ℓ . Consider the map 
for s ∈ S(C). This yields anétale realization functor R et from M(S; F ) to the category Constr(S et , Σ, ; F ) of sheaves of F -modules on S et constructible with respect to Σ.
A Hodge realization will be constructed in a similar fashion in section 5. At this point, it is worth noting:
Lemma 2.7. If F has positive characteristic or contains a copy of a p-adic field, then the isomorphism class of M(S, Σ; F ) is independent of the embedding of k ⊂ C.
(The hypothesis on F is perhaps unnecessary, but I haven't thought the argument through yet.)
1 When f is projective this follows from [SGA4, exp XVII, thm 5.3.3] . In general, the necessary comparison would follow from [loc, cit.] by using Verdier duality on both sides to express Rf * = DRf ! D and appealing to [V, sect 2.8 ] to verify compatibility of the dualities.
Proof. We note that M(S, Σ, ; F ) = M(S, Σ; F 0 ) ⊗ F0 F for any subfield. Thus it suffices to assume that F is the prime field Z p or Q p . In the either case, we can see this immediately by the comparison theorem
can be computed byétale cohomology. This description is independent of the embedding.
A morphism of stratified varieties is a morphism of varieties such that a nonempty preimage of any stratum is a union of strata. If the underlying morphism of varieties is the identity, we say that the first stratification refines the second. Suppose that f : (T, Λ) → (S, Σ) is a morphism of stratified varieties. We choose base points compatibly. Applying corollary 1.6 to (X,
We mention two important special cases:
(1) The construction applies to refinement, leading to faithful embeddings M(S, Σ) → M(S, Λ). (2) When T is a k-rational base point, we get a fibre functor M ls (S) → M(k).
Definition 2.9. The category of motivic sheaves of F -modules is given by the direct limit or more precisely the filtered 2-colimit
Note that h i S (X, Y ) ∈ M(S, Σ) maps to the same symbol under refinement. We denote the common value in the direct limit by h i S (X, Y ) as well. Observe that R B provides a faithful embedding of M(S, Σ) into the category Sh(S) of sheaves of F -vector spaces on S. This is compatible with refinement. So in more concrete terms, we can view
Cellular decompositions
The use of "cellular" decompositions plays a key role in Nori's work and also [A1] . Here we need to modify this for the relative case.
Proposition 3.1. Suppose that X → S is an affine morphism of pure relative dimension n. If F is a constructible sheaf on X, then there exists an dense open set j : U → S such that X − U → S has pure relative dimension n − 1 and
Proof. To begin with, we claim that there exists a dense open set J : W → S and a complement of a divisor j
This really amount to applying the "basic lemma" of [N, pp. 475-476] 
and letZ ⊂ X be its closure. By induction on dim S, we can assume that there exists a subset
The proposition now follows from the exact sequence
Define a map f : X → S to be equidimensional if it has a equidimensional fibres. We define ∆ eq (S, Σ) ⊂ ∆(S, Σ) by requiring X → S and Y → S to be equidimensional. The categories M eq (S, Σ) and M eq (S) are defined by the same procedure as before by restricting H to ∆ eq . These can be viewed as subcategories of M(S).
Lemma 3.2. Let X → S be an affine equidimensional morphism. Suppose that F is a constructible sheaf on X and that
X ′ 0 ⊂ X ′ 1 ⊂ . . . X ′ n = X is a
chain of closed sets each of pure relative dimension i. There exists a filtration
Proof. This follows from the previous proposition and induction on dim X.
Definition 3.3. Suppose that we are given a morphismX → X of S-schemes and a filtration by closed sets
We refer to (X → X,X • ) as a quasi-filtration on X, and the whole thing as a quasi-filtered X-variety.
These objects form a category QV ar S , where the morphisms φ : (X
• mapping toX • . We say that φ covers f . A filtered variety is the special case whereX → X is the identity. Let F V ar S be the full subcategory of filtered varieties. Call a filtration satisfying the conditions of the lemma 3.2 (3) cellular with respect to F .
The following is a relative version of Jouanolou's trick.
Lemma 3.4. If f : X → S is a quasi-projective morphism (i.e. an open immersion followed by a projective map) then there exists a commutative diagram
X π / / f @ @ @ @ @ @ @ @ X f S
such thatf is affine, and π is a bundle of affine spaces (which implies that Rπ
Proof. When X = P N × S,X can be taken to be product of S with the Stieffel variety St N = GL(N + 1)/(GL(1) × GL(N )) as in the proof of [Jo, lemma 1.5] . For the general case, let X ⊂X ⊂ P N × S be a relative compactification. After blowing up, we can assume thatX − X is a divisor. Then the preimageX of X in St N × S will do the job.
We say that a quasi-filtration (π :X → X,X • ) is cellular with respect to a constructible sheaf F if Rπ * π * F = F and ifX • is cellular with respect to π * F .
Proposition 3.5. Every equidimensional affine map X → S possesses a cellular filtration with respect to any given constructible sheaf F Every morphism of equidimensional. affine schemes over S can be refined to a morphism of cellular filtered varieties. The category of cellular filtrations of a fixed variety is connected i.e. any two objects can be connected by a chain of morphisms.
Proof. The first two statements follow immediately from lemmas 3.2 and 3.4 The last statement is again an application of lemma 3.2, but it takes a few steps. First we treat the special case of cellular filtrations. Given two such filtrations X • , X ′ • , lemma 3.2 shows that there is there is third cellular filtration
Next suppose that we have a cellular quasi-filtration with underlying mapX ′ → X and that this factors through a map π :X → X satisfying Rπ * π * F = F . Then again lemma 3.2 shows thatX → X can be completed to a cellular quasi-filtration so thatX ′ →X is a morphism in QV ar s . The general case of quasi-filtrations on arbitraryX → X andX ′ → X can be reduced to these special cases by taking the fibre product.
Given an filtration X • ⊂ X by closed sets and a sheaf F , we have a spectral sequence
where J p : X p − X p−1 → X p is the inclusion (cf [A1, (10)] ). When this is cellular, this reduces to an isomorphism at E 2 . Then putting this remark together with the above results yields 
Tensor products
We have a product structure on ∆(S, Σ) (and ∆ eq (S, Σ)) given by
which makes it into a monoid in the category of graphs with unit (id S , ∅, 0, 0). Unfortunately, this does not immediately lead to a product on M(S, Σ). The problem has to do with the Künneth formula. To remedy this, we define a full subgraph ∆ cell (S, Σ) ⊂ ∆ eq (S, Σ) The objects of ∆ cell consist of quadruples (X → S, Y, i, w) such that X → S is affine and such that H j S (X, Y ) = 0 unless j = i. Thanks to Künneth's formula, we have a commutative diagram
leading to a product
With this, End ∨ (H| ∆ cell (S,{S}) )-comod becomes a tensor category. The key point is
Proof. Set ∆ = ∆ eq (S, Σ), M = M eq (S, Σ) and M cell = End ∨ (H| ∆(S,Σ) cell )-comod. Restriction gives a functor M cell → M which is necessarily exact and faithful. We have to show that it is essentially surjective and full, and for this it suffices to have a right inverse up to natural equivalence. Let∆ denote the graph whose objects are sextuples (X → S, Y, i, w;X → X,X • ), such that the first four items constitutes an object of ∆, and the last two give a quasi-filtration of X in QV ar S which is cellular relative to j XY ! F . Any object of ∆ clearly lifts to∆. In particular, note that a lift of (P 1 S , {0}, 2, w) ∈ ∆ is given by (P
There are three kinds of morphisms in∆. For type I, we have a morphism of ∆ together with a morphism of QV ar S covering it. A morphism of type II is given as
A morphism of type III is given as
Projection gives a surjective morphism π :∆ → ∆. Proposition 3.5 implies that the fibres of π are connected. Thus corollary 1.3 implies that M is isomorphic to the category of End
Given (X → X, Y, i; π :X → X,X • ) in∆, by lemma 3.6 the complex
is a complex in M cell whose ith cohomology maps to H i S (X, Y ) (via the analogously defined R B ). Thus we get a functor M → M cell which is easily seen to be a right inverse to inclusion up to equivalence.
Corollary 4.2. There are tensor products
compatible, via U , with the vector space tensor product. With this structure M eq (S, {S}) becomes a tensor category.
Corollary 4.3. There is a Künneth decomposition for objects in ∆ eq (S, {S}):
Proof. This follows from the definition of the product if the objects lie in ∆ cell . In general, choose cellular quasi-filtrations (T → X, T • ) and (
as the cohomology of the complex (3) for the product. The above special case of Künneth case allows one to decompose this as a tensor product of the complexes corresponding to each factor.
For objects in ∆ eq (S, {S}), we get exterior products
and cup products h
(X, Y ) by composing this with the restriction to the diagonal. Corollary 1.7 shows that these products are compatible with the standard tensor products on the categories of classical andétale local systems.
Motivic Local Systems
The objects in M ls (S) = M(S, {S}) can be realized as local systems in the classical andétale topologies, hence the name. We expect that this category would be Tannakian, but we have not yet managed to establish this. However, we can prove this for a subcategory with better geometric properties that we now define. Call an object of Γ(S) tame if it is of the form (X − D → S, E, i, w) such that X → S is smooth and projective, and D + E is a divisor such that any intersection of components is smooth over S (we will refer to this condition as having relative normal crossings). Let ∆ tame (S) ⊂ Γ(S) be the full subgraph of regular objects. It is easy to see that ∆ tame (S) ⊂ ∆ eq (S, {S}).
Definition 5.1. The category of tame motivic local systems M tls (S; F ) = End ∨ (H| ∆tame(S) )-comod.
We note the following properties which are either immediate consequences of what has been said or easily checked.
(1) M tls (S) ⊂ M eq (S, {S}) is an abelian subcategory.
(2) The realizations R B and R et take M tls (S) to the categories of locally constant sheaves for the classical andétale topologies. (3) The tensor product given earlier restricts to a product M tls (S)×M tls (S) → M tls (S). (The key point is that M tls is equivalent to comodules over the restriction of End ∨ to ∆ cell ∩ ∆ tame .)
We outline the construction of Gysin maps, which will be needed later. Given a smooth subschemeȲ → S ofX transverse to D + E with relative dimension m. Set c = n − m. Then the Gysin homomorphism on cohomology
can be defined simply by dualizing the restriction under Poincaré duality. However, this description is not very convenient. A better alternative is to define this via a deformation to the normal bundle as in [BFM] . LetX be the blow up ofX × A 1 alongȲ × {0}. LetỸ be the strict transform ofȲ × A 1 . LetD,Ẽ be the preimages of D, E inX. The fibre of the natural map π :X → A 1 over t = 0 is X. While the fibre π −1 0 is the union of the projectivized normal bundle p : P(N ⊕ OȲ ) →Ȳ and the blow up B ofX alongȲ .
). The Gysin map can then be realized as the composition of the given maps
The second description yields a motivic Gysin map
We can define the Gysin morphism
for an arbitrary map f :Ȳ →X as the composition of the Gysin morphism associated to the inclusion of graph of Γ f ⊂Ȳ ×X followed by a Künneth projection. When, S is smooth let V M HS(S ι,an ) denote the category of rational variations of mixed Hodge structures on S ι,an , which are admissible in the sense of Steenbrink and Zucker [SZ] and Kashiwara [K] . In a nutshell, an object of this category consists of a filtered local system (V, W ) together with a compatible bifiltered vector bundle with connection (V ∼ = V ⊗ O S , W, F, ∇) subject to the appropriate axioms (Griffith's transversality...). For the precise conditions, see [PS, sect. 14.4 .1] or the above references. Given (X =X − D → S, E, i, 0) ∈ ∆ tame , we can construct an admissible variation as follows:
This is given in [SZ] , when E = ∅. The general case is easily reduced to this via the resolution
where E = ∪E i is the decomposition into irreducible components. We can extend this to arbitrary objects (X =X − D → S, E, i, w) ∈ ∆ tame by tensoring the above variation with Q(w). This construction is easily checked to yield a functor
HS(S). Thus we get
Example 5.2. an exact faithful Hodge realization functor
This functor is compatible with tensor product.
One of the consequences of the admissibility conditions mentioned above is the following removable singularities theorem: An admissible variation extends from a Zariski open to the whole variety if the underlying local system extends. Using this, it is possible to prove a stronger statement that R H extends to all of M ls (S).
We can define a system of realizations on S by following the usual pattern [De1, J1] . Here we outline the construction. A locally constant ℓ-adic sheaf V on S et corresponds to a representation of the algebraic fundamental group π et 1 (S) → GL N (Q ℓ ). Composing this with the canonical map from the topological fundamental group κ : π 1 (S ι,an ) → π et 1 (S) results in a local system κ * ι V of Q ℓ -modules on S ι,an . By a system of realizations we will mean (1) A collection of locally constant ℓ-adic sheaves V ℓ on S et , for each prime ℓ.
Each V ℓ should be mixed in the sense that they carry weight filtrations. (2) A collection of variations of mixed Hodge structures V ι on S ι,an indexed by embeddings of ι : k ֒→ C.
These form a Q-linear abelian category SR(S). An appeal to corollary 1.6 and the comparison theorem yields a realization functor R SR : M tls (S, Q) → SR(S) which combine all of the previous realizations into one. Thus M tls gives a finer theory than motives built from systems of realizations.
Duality
The goal of this section is to prove: Theorem 6.1. M tls (S) is a neutral Tannakian category over F We know that this category is a tensor category over F with a tensor preserving fibre functor. What remains to be proven is that every object has a dual. By proposition 1.9 it is enough to construct duals for objects of the graph ∆ tame (S). We will show that
where n is the relative dimension ofX → S. As first step, we note the following form of Poincaré duality.
Lemma 6.2. There is a pairing
which is perfect in the sense that it induces an isomorphism of local systems
Proof. This follows from Verdier duality [I]
The next task is to realize the above pairing geometrically by a morphism of M tls . When D = E = ∅, we can take the cup product pairing which is induced by the diagonal embedding into the product. In general, we need to blow up the product to get a well defined diagonal. Set 
S (X) ∼ = F (−n) after twisting by F (n). The middle isomorphism is excision. For the last isomorphism, by projection we can reduce to the case X = P n S and then to X = (P 1 S ) n , where it follows from Künneth.
To construct δ, we dualize the above description using Gysin maps in place of pull backs:
To prove (Dual), we have to establish equations (D1) and (D2). It is enough to verify these on the corresponding vector spaces H i S (X − D, E) s , H 2n−i S (X − E, D) s , and this becomes an exercise in linear algebra. If e j is a basis of the first space, and e j the dual basis of the second, then δ(1) = ℓ e ℓ ⊗ e ℓ ǫ( a jℓ e j ⊗ e ℓ ) = a jj Therefore (ǫ ⊗ id) • (id ⊗ δ)( a j e j ) = (ǫ ⊗ id)( jℓ a j e j ⊗ e ℓ ⊗ e ℓ ) = a ℓ e ℓ proves (D1). The remaining equation is similar.
Pure Objects
We work in M(S, Q) throughout this section. Let f : X → S be a smooth projective map of relative dimension n. Fix an embedding X ⊂ P [An, . Note that the induced involution on the cohomology of a fiber H * (X s , C) coincides with the Hodge star operator with respect to the Fubini-Study metric (up to a factor and complex conjugation) [loc. cit.] Proposition 7.1. The algebra End(h * S (X)) is semisimple. Proof. Set a ′ = * a t * , where a t is the transpose (c.f. [K, 1.3] ). With the help of the Hodge index theorem, we see that the bilinear form trace(ab ′ ) is positive definite (compare [K, p. 381] ). Then the criterion of [K, 3.13] shows that the algebra is semisimple. Proof. This is abelian and semisimple by [J2, lemma 2] and the previous proposition. It is easy to see from the constructions that it is closed under tensor product and duals.
André [An] has defined a semisimple Tannakian category of pure motives using his theory motivated correspondences. In [AD] , the authors extended this to a relative theory. It is fairly straight forward to construct an embedding of this relative version of André's category into M pure (S). A natural question is whether
