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Abstract. The tasks of programming include complex knowledge and skills that 
is, from understanding problems to evaluating validity of program. Novice 
students often face difficulties in learning programming due to various issues 
and the nature of the subject, which can be vague and invisible. A survey was 
conducted on 294 students from two universities to study novices’ problems in 
dealing with tracking the logical flow and writing a simple code. The average 
score for tracking and writing skills were quite disappointing. Students were 
only able to master the static part of programming knowledge. They lacked the 
knowledge in understanding and tracing the dynamic behavior of the program. 
This research attempts to propose a model to shift the internal working memory 
load of students through integrated visualization tools that can reveal the 
dynamic behavior of programs and related concepts that appear in each level of 
program abstractions. 
Keywords: learning, programming, novices, tracing, reading, writing, program 
visualization, behavior.  
1   Introduction 
The tasks of programming include complex knowledge and skills that range from 
understanding problems, designing problem-solving, constructing code, to evaluating 
validity of programs. Students need to obtain many computer subjects to understand 
programming as a whole e.g. Fundamental Programming, Data Structures, Algorithms 
and Problem-Solving, Event-Driven Programming etc.[1]. Generally, computer 
students seem to have problems in learning programming due to various issues and 
the nature of the subject, which is normally vague or even invisible. Furthermore, this 
situation leads to poor results in learning programming and a high dropout rate on the 
introductory of programming courses [2]. Previous studies by an ITiCSE working 
group in 2001 concluded a very surprising result that the average score of 
programming test of 217 students was only 22.9 out of 110 [3]. Further research in 
2004 remained the same, only 27% of the 556 multi-national students achieved a 
higher score (10-12 of 12) of reading and tracing simple existing code [4]. 
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In order to solve these programming education problems, some programming 
instructors use Software Visualization (SV) tools that are intended to represent 
information about software in a graphical way. There is a belief among the instructors 
that SV will give students a better understanding of basic programming because they 
can visually reveal the program’s process and the inner workings of the algorithm. 
However, things have happened beyond that belief. Other studies show a downfall of 
this technology as a learning or teaching aid-tool [5,6]. Previous studies conclude that 
time and effort required to design, integrate and maintain the visualizations in the 
class have become the main obstacles for students and instructors to use it as a 
learning-aid tool [7,8]. Most of them provide exposure to the dynamic or static 
behavior of an existing program or canned-algorithm to support the understanding of 
student’s knowledge of the program. Meanwhile, students rely on the program 
developer tools (e.g. C++, Turbo Pascal, VB) to train their skill in writing a computer 
program due to the lack of learning-aid tool that can support their skill in constructing 
a program effectively. Therefore, they understand the higher level of a particular 
algorithm but it is so hard for them to turn it into a lower level abstraction in a form of 
program code. 
This study attempts to reveal novice students’ performance in understanding the 
existing code and in writing a simple C++ program by the end of the first semester. 
This consideration will lead us to answer following questions: currently, what is the 
students’ level of ability to trace and write the simple C program? Do they have the 
same level for both these capabilities? Furthermore, the research also attempt to 
propose a better approach to support students’ program comprehension as a whole 
and to find a way to know how these needs can be met through a visualization tool for 
introductory programming courses. 
2   Programming and Program Comprehension Process 
Programming knowledge area includes essential skills and concepts that include 
investigating the problem, designing the problem-solving, transforming design into 
code and data structure by writing a highly constrained language, and verifying the 
validity of the program. Both practical and conceptual sides should be studied 
simultaneously. These synergetic approaches are aggregated further and should be 
maintained until a higher-level of program comprehension is achieved. Meanwhile, 
program comprehension is a process of reconstructing the programming knowledge 
that uses existing general and software specific knowledge in order to meet the 
ultimate goal of a code cognition task [9]. Some experts state diverse theories of 
program understanding process or cognition models but they share similar 
components of the mental model, a current internal developer’s mental representation 
of the program to be understood, such as  text structure, chunks, plans, and 
hypotheses but different in sequence of  assimilation process, either  a top-down, 
bottom-up or even merge both of them [9-11]. However, there is a similar 
requirement skill in the process of assimilation i.e. abstraction and translation ability, 
such as translating a word problem into sub-problems, abstracting the proper solution, 
translating solution into specific code and abstracting the behavior of the code. 
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Mostly conventional introductory programming courses have been delivered with 
an approach that resembles top-down and bottom-up strategy in separate manners. 
Instructors usually teach in an order of sequence. The broad conceptual framework of 
a particular programming, algorithm, problem-solving design and language structure 
is delivered first to students in a lecture class (top-down model). After that, through 
their limited knowledge of programming concepts  coupled with complexity of highly 
constraint syntaxes, students struggle in an attempt to build programming code in 
accordance with designed algorithm (bottom-up model). This is contrary to the 
experiment shown [11] that elucidates the fact that novices jump from top-bottom 
model into bottom-up model and jump-back again in to top-bottom model arbitrarily 
in order to make a model and to correct the program. This cross-referencing work, 
between higher and lower abstraction of program, has lacks supported by instructors 
and developer of SV tools as a part of their features.   
Currently the structure of introductory programming courses are based on lectures 
and practical laboratory work, which focus largely on knowledge of the language and 
building skills needed to generate a program. Instructors rarely teach how to verify 
the validity of a program in the evaluation phase, the facts that the interrelated tasks in 
designing algorithm, constructing program, and evaluating among them has been 
assumed as a sequence relationship rather than interwoven relationship. Many of them 
believe that the ability to write the code would be followed by the ability to 
evaluate/debug the code. Meanwhile Robins et.al [12] in their review of learning and 
teaching state that learning to make a program not only involves learning  to develop 
the model of the problem domain and the desired program but also developing the 
tracking and debugging skill to model and maintain their hypothesis of their own 
program.   
3   Survey Design and Methodology  
In order to get some answers about the level of ability to trace and to write computer 
programs, students from two neighboring countries, University of Teknikal Malaysia 
Melaka (T) and Dian Nuswantoro University, Indonesia (D) were tested. First, 
students were tested on their ability to understand the knowledge inside and to trace 
the outcome of a short piece of program. Secondly, students were tested on their 
ability to write a simple C++ program based on specific requirements.  
3.1   Participants 
A survey was conducted on 294 undergraduates from both universities who took an 
introductory programming subject in the first semester (nT = 140, nD=154). Some 
students from the non-IT study programme too, responded to the survey question. 
3.2   Material and Task 
The questionnaire materials included multiple-choice questions with single answers 
based on reading or tracing capability test, and writing a simple C program test. The  
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student’s performance in program comprehension was evaluated by using two 
measurements, tracing and writing program test. The tracing ability test examined 
comprehension of following program knowledge: elementary operation (P1), control-
flow (P2), data-flow (P3), program function (P4), and program state (P5), which was 
developed by Pennington in order to study differences in programmers’ 
comprehension strategies [13]. Each category consists of a short simple of C++ 
program followed by three multiple-choice questions related to the program and the 
maximum score for this section is 15 
 
Fig. 1. The expected output display of the writing-code test from case of a math operator for 
raising an input number to a particular power 
The writing-code test was a paper-based test to assess participants in developing a 
simple C++ code based on specific requirements. The scenario of the problem was 
students were requested to construct a simple code that raises any number of X to a 
positive power of N (X and N are data-input from keyboard), the output will display 
the number of X for N times, and the results of power operation, as seen on Fig.  1. 
The test was developed by adopting fundamental computer process (input, process, 
and output) into following categories of skills: data definition (S1), input session (S2), 
control-flow (S3), and output session (S4). One point will be awarded to the participant 
for each valid line code referred to each in category, and the maximum score for this 
section is 14 point. 
3.3   Procedure 
Survey was conducted based on an individual paper-pen test in limited time and 
students were prohibited using computers and books to help them in answering the 
questions. For program comprehension test, each section (tracing and writing program 
test) was allocated thirty minutes to complete the answer. The test was conducted 
between week#13 and week #14 of a 14-week course. 
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4   Performance and Data Analysis 
This section contains a statistical analysis of the two performance data that are 
provided by the students from the different universities. Some of the dataset analyzed 
and presented either as independent or combined dataset.  
4.1   Analysis of Tracing Ability Score 
The average score of total tracing/reading ability (P1-P5) for all students, all exercises, 
at both universities were 7.57 out of 15 (stdev: 2.44). The score for each university is 
generally similar as in Table 1. 
Table 1. Tracing/Reading Ability 
University Average Stdev 
T ( n = 140 ) 7.83 2.30 
D ( n = 154 ) 7.33 2.54 
Table 2. Average Score of Trace/Read Code by Trace Tasks 
Average (stdev) Trace 
task Univ D Univ T Combined 
Sig. (2-tailed) 
p 
P1 1.80   (0.96) 1.77  (1.01) 1.81  (0.98) 0.793 
P2 1.33  (0.96) 1.73  (0.89) 1.51  (0.94) 0.001 
P3 1.26  (0.83) 1.40  (0.75) 1.32  (0.80) 0.15 
P4 1.48  (0.71) 1.47  (0.83) 1.48  (0.77) 0.937 
P5 1.46  (1.03) 1.45  (0.90) 1.45  (0.96) 0.911 
 
Even though there are some differences in the teaching and learning process 
between students at both universities, we assume that it is possible to combine data 
from both the universities. We used a paired-sample t-test to compare the similarity 
on each of the trace-code task, and its result shows that almost all tasks of trace/read 
test do not differ significantly (p>0.005), and only P2 differs significantly (p=0.001). 
Fig.  2(a) shows that visually the distribution of trace score approaches to a normal 
distribution, but based on one- sample Kolmogorov-Smirnov test we find that the 2-
tailed significance of the test statistic is very small, 0.006, meaning that tracing ability 
may not be assumed to come from a normal distribution with the given means and 
standard deviation. Fig. 2(b) also confirms that students do the best only on 
elementary operation task and four other tasks remaining below 1.5 out of 3. 
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Fig. 2. (a) Tracing ability score distribution. (b) Average score of trace tasks 
4.2   Analysis of Writing-Code Ability Score 
In general, a worse situation occurred also on the test of ability to write a program.  
Students’ performances in both the universities are very low compared to the 
maximum score. Based on the fact that most scores of each task differ significantly to 
each other (p<0.05) then we cannot assume a combined data from both of them (see 
Table 3). Students did the best in declaring input statement (S2), and next on defining 
data type (S1). This may be due to the simplicity of the standard input statement and 
the basic data type at the introductory level. Whereas, students’ skill in the application 
of control statement is very low, perhaps due to their lack of understanding on control 
flow (P2) and data flow (P3). 
Table 3. Average Score of the Writing-Code Test 
Average Writing 
tasks (max 
score) Univ D Univ T 
Sig. (2-tailed) 
P 
S1  (4) 2.28  (1.16) 1.31  (1.38) 0.000 
S2 (4) 2.40  (1.82) 2.20  (1.81) 0.298 
S3  (4) 0.38  (0.89) 0.11  (0.41) 0.001 
S4  (2) 0.54  (0.74) 0.30  (0.53) 0.001 
S1-S4  (14) 5.59  (3.79) 3.91  (3.51) 0.000 
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Fig. 3(a) shows that the distribution of the writing-test score spreads along the 
scores axis, while the majority of the students did very poorly, more than 60% of the 
students got below 7. There are some little “humps” in the distribution, indicating that 
very few students with somewhat better score, less than 35% of the students scored 
above 8. Many students at the university T left their answer sheet blank for some 
reason, e.g. insufficient time, shortage of computers to work on, not knowing what 
should be written first since not accessible to template of program etc.  
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                                                                                                 (b) 
Fig. 3. (a) Writing-code score distribution  (b) Average score of the writing-code tasks 
5   Discussion  
It was admitted that problem-solving skill as well the ability to read or trace a 
program contributes to the programming skill and further to the program 
comprehension. According to the mental model approach, during program 
comprehension, program model should be developed first before the situation model. 
Program model is constructed by using a combination of static elements and dynamic 
behavior elements of the mental model. Once the program model representation exists 
then the situation model is developed.  
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5.1   Ability to Trace the Lower-Level Abstraction 
It seems that during the development of the program model, participants can only 
possess static elements of the mental model that are micro-structure and macro-
structure of the program text [9]. Micro-structure consists of actual program 
statements and their relationship e.g. variable definition, elementary operations, 
sequence, loop constructs and conditional constructs. Whereas macro-structure is 
identified by a label or procedure name that corresponds to control-flow organization 
of the program text, e.g. program function, program state and module label. Since the 
static element is related to program text and its structure, it is easier for students to 
comprehend it, as in figure 2(b) that all these elements can be understood equally. The 
experience in programming improves the understanding level of text-structure 
knowledge and store in long-term memory. The role of beacon, a guiding text for 
gaining a high-level of understanding (e.g. variable name, function name, literal 
string, etc.) and rule of discourse, conventions of coding,[14] within the trace-code 
test may also contribute to the comprehension.  
5.2   Inability to Construct the Higher-Level Abstraction 
Unfortunately, things that occur in the understanding of the program text do not 
happen with the acquisition of dynamic behaviors of program text as an integrated 
element of the mental model. Respondents fail in implementing both mechanisms that 
produce information, chunking and cross-referencing. Chunking means taking several 
chunks of lower-level structure to create new higher-level-abstraction structure [15]. 
For instance, a piece of code may represent a compound if-conditional, this section of 
code takes a job from received input value, evaluates the value, and then saves the 
value into a related array variable  leading to the higher-level-abstraction of  
“Categorization Process”.  
Based on table 2 and table 3, respondents can answer the given questions related to 
if-conditional in the trace code test (mean score was 1.51 out of 3), but they are 
unable to chunk this knowledge structure to construct the if-conditional within the 
write code test (mean score in each university is S3 = 0.11 and 0.38 out of 4). In the 
write code test, micro-structure of if-conditional should be chunking as macro-
structure of “Print Evaluator” to evaluate whether the character “x” (as a multiply 
symbol)  will be displayed or not. Moreover, this situation leads to the lack of ability 
to cross-reference which relates to different levels of abstraction. 
5.3   The Need for Multi-representation of Program 
Program representation is a very complex multidimensional representation, as 
Soloway states [14] that there are two audiences of computer program, the computer 
and human reader. For the human reader, computer program can appear in several 
level of cognitive representation:  
Level 1, text-structure representation 
Level 2, control-flow representation 
Level 3, functional representation 
Level 4, problem domain representation 
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Level 1 corresponds to the lower-level abstraction of the program, which is in the 
form of highly constraint syntaxes. Level 2 and 3 refer to intermediate-level 
abstraction, they reflect how it works (mechanism) and what the end result is. Level 4 
corresponds to the higher-level abstraction of the code in terms of real world problem.  
Comprehension process becomes more difficult since students have to maintain all 
those  representations while  keeping in their mind all of the cross-referencing 
between designed algorithm, syntaxes of particular language programming and also 
its semantic result at the same time. Because of those overloading information to 
depict program abstraction, the use of software visualization tools are expected to 
relieve the internal working memory load by making the meaning of the code more 
apparent and concrete, while making the overall structure of the program easier to 
grasp. Unfortunately, the involvement of these technologies that are used to assist in 
comprehension tasks cannot immediately resolve the program comprehension 
problems. Some visualization tools that were released around 1999 to 2009 such as 
Alice 3D [16], ALVIS Live! [17], ANIMAL [18], DataStructure Navigator [19], Data 
Structure Visualization [20], Jeliot 3[21], MatrixPro [22], Raptor [23], The Teaching 
Machine[24], ViLLE [25], these tools mostly support one or two aspects of the 
programming representation either algorithm, data structure, or program visualization 
rather than bridging multi-representation of the program. Results of the survey 
confirm that students can understand the program code in the form of text-structure 
and they can clearly understand the problems that are represent in natural language. 
The biggest challenge for them is the in-between representation, which relates to the 
lower and higher level of abstraction.    
5.4   Proposed of Multi-representation Model 
Novices find that it is difficult to map the problem domain into the functional 
representation and the graphic elements of the visualization to the syntax of the 
program. However, IT graduates must also realize the importance of abstraction; they 
must be able to manage the complexity of the programming through the abstraction 
[26]. These facts lead us to focus our attention on abstraction ability. It is believed 
that this ability has a contribution to the ability to trace and write a computer program. 
However, since learnt to think abstractly is very difficult, we propose a model that can 
help us to construct a learning-aid tool that will reveal or visualize the multi-
representation of the program.  
The basic idea of the model is to show novices about the programming stages 
starting from designing problem-solving, developing code and validating logical flow 
of the program through dynamic graphical view of visualization (see Fig.  4). At the 
first layer, model has a collection of packages of basic solutions that can be use to 
construct a bigger plan of problem-solving. Students can even modify or create their 
own basic solution from the scratch. The construction of several packages will create 
a specific function as a part of the bigger plan of problem-solving which can be seen 
gradually as a whole by students. The second layer of the model will demonstrate how 
each package works. It will show the logical process of the package and how the 
package will process the data. Generally, this layer will show to novices the changing 
states of the program that they never saw before by using a standard program 
developer. Model at the third level will transform the package into a textual structure 
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of specific programming language. Textual structure is built by applying several 
formatting techniques to create a programming code that looks like a descriptive 
document. This also applies conversation standard, which ease the novices to 
construct their hypothesis while they read program codes. All models are integrated in 
a learning-aid tool that will be helpful for students to comprehend the program from a 
higher-level to a lower-level since  the process of constructing a certain program can 
be seen clearly e.g. how the process works, where the data come from, the results and 
the textual code of the program.       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Integrated Multi-Representation Model 
Due to the diversity in the comprehension process, our proposed model is designed 
by adopting both the top-down and bottom up comprehension as theoretical 
underpinnings to develop a comprehension support tool [15]. Tool is modeled by 
following the point of view of the abstraction level of the program. For the top-down 
approach the abstraction view start from a higher-level model to a lower-level model 
and vice versa for the bottom-up approach. We distinguish the following three 
models: 
 
1. The higher-level abstraction model, provides a static graphical and less-textual 
representation of algorithm. This model intends to show the structure and the 
logical flow of some functional representations of the program. The problem-
solving design is divided into some functional representations using a modular 
approach in order to raise the level of abstraction and to enable students to achieve 
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and manage the complexity. Students using some packages of basic plans –
stereotypical, canned solutions– provided by system or customized by the user, to 
develop a functional representation. Plans are symbolized with flowchart-like to 
reveal its logical flow. Combining some plans to achieve specific functions similar 
to installing a piece of puzzle to get a more meaningful picture. The environment 
is designed to foster active learning that engages students to construct their own 
algorithm using some basic plans in order to support the visual engagement at 
level 4 (constructing a visualization) [27] rather than providing canned algorithm.  
 
2. The intermediate-level abstraction model, this model is also known as the 
explanation model that provides a dynamic representation of data state changes 
and program behavior. The model takes each plan from previous level as the input, 
and shows to student how the symbol is executed or evaluated. Plans that are 
currently under execution are  highlighted on the prior model to synchronize user 
view between high-level and intermediate level abstraction. For instance, when the 
model executes a piece of plan called TESTING-INPUT-VALIDITY, e.g.  
while input_value < limit do, it will dynamically and systematically 
show the process, starting from taking the value from variable input_value 
and limit then followed by the comparison process between both of them. The 
model demonstrates to students how each part of the plan is being executed and 
where all the values shown come from or go to rather than allowing student to 
guess. As a result, the logical consequences are displayed and the effect of the 
result, whether FALSE or TRUE, is addressed by the higher-level abstraction 
model to execute the next corresponding symbol/plan. 
 
3. The lower-level abstraction model provides textual representation in the form of 
particular programming language. It transforms each plan of the higher-level 
abstraction model into syntax of the specific language right after the user 
constructs or edits a plan. The executed plan in intermediate and higher-level 
model is highlighted to show the mapping process among all levels.  A plan can be 
constructed by one or more related statements that form a block of statement.  
Model intends to show clearly in terms of logic as to how a code is built line by 
line by referring to the correspondence of the designed algorithm at a higher-level 
abstraction. It also emphasizes the application of the beacon and rules of 
programming in order to gain a higher level of understanding.  Beacons act as cues 
to the presence of certain structures or features that possibly lead to the creation of 
hypotheses e.g. procedures and variable names. Rules of programming are rules or 
conventions within programming such as code presentation or naming standards 
[9]. As well as in terms of formatting, code is presented with beautification in 
order to make it easier for reading and understanding. Code beautification involves 
parsing the textual source code into proper code formatting via the use of 
indentation, positioning of braces, blocking, coloring reserved words, size, and 
styling. 
 
For instance, when the averaging problem is given to the student, they initiate by 
transform problem into sub-solutions such as entering the data, accumulating the data, 
counting the number of data, dividing the total accumulation of data with the number 
of data and etc. These sub-solutions will be represented as higher-level abstraction 
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and student will construct each of sub-solution using provided plans or create their 
own plans. For example the SimpleType_DataDefinition plan and 
SentinelControlled_Looping_DataInput plan will construct a function 
of entering the data. Within intermediate model SimpleType_DataDefinition 
plan will be visualized by dynamic animation of artifacts that show the process of 
data definition. In the same way to show where all of each data go to and when the 
iteration will stop, the model will execute and animate the 
SentinelControlled_Looping_DataInput plan right ater previous plan. 
At the same time textual representation model will generate the corresponded 
statement automatically for each plan under execution. 
It is an integrated and reversible model, so when students try to trace their own 
designed algorithm, the higher-level model shows the complete logical flow of the 
algorithm and at the same time, the execution model allows students to evaluate the 
behavior of their algorithm in relation to changes of data value and flow of program. 
Meanwhile the lower-level model helps students to map the higher-level abstraction 
into lines of code. It can be said that the concepts that appear in each model are 
explicitly related to each other. 
6   Conclusion 
There exists a mutual and complex dependency between understanding the conceptual 
framework of algorithm and the ability to construct and to debug a program. The 
ability to trace a program becomes one of the factors that are related to the ability to 
solve problems, and the ability of problem-solving contributes to the programming 
skill. Since program is invisible, learning to make the program requires an effort to 
make an abstract of each programming element. Integrated program visualization as 
learning-aid tool is needed to shift the internal working memory load of students to 
provide more “space” to the essential knowledge of programming. Integrated means 
that tool should reveal the structure of higher-level abstraction of the program, 
process, and behavior of the program, and gradually the construction program in a 
particular syntax of programming language.  
Development of learning-aid tool with such complexity can be used to help 
students who have different learning strategies to understand the essentials of 
programming. This can be a greater challenge and can be studied in future research. 
Currently we are in the progress of developing  the prototype based on our model 
which is hoped to shed light on the program understanding of our novices students 
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