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Les tasques d’aprenentatge automàtic basades en sistemes de pregunta/resposta re-
quereixen de conjunts de dades per entrenar models predictius. Actualment, es compta
amb aquests conjunts en idiomes molt parlats com l’anglès o el xinès, però no per a idio-
mes més locals com pot ser el basc.
L’objectiu d’aquest treball és, partint de conjunts de dades en anglès, crear les seves res-
pectives versions en castellà, basc i català. Una vegada que estiguin creats aquests con-
junts emprant tècniques de traducció automàtica, es procedeix a entrenar el model pre-
dictiu de pregunta/resposta per a cada idioma.
Cal tenir en compte no només aquells models entrenats amb un sol idioma, sinó aquells
que fan servir mètodes multilingües (Per exemple, entrenament en un idioma i validació
en un altre), ja que actualment aquests últims tenen prou pes en l’estat de l’art del pro-
cessament del llenguatge natural i, específicament, en les tasques de pregunta/resposta.
Paraules clau: aprenentatge automàtic, traducció automàtica, pregunta/resposta, pro-
cessament del llenguatge natural, Multilingüe
Resumen
Las tareas de aprendizaje automático basadas en sistemas de pregunta/respuesta re-
quieren de conjuntos de datos para entrenar modelos predictivos. A día de hoy, se cuenta
con dichos conjuntos en idiomas muy hablados como el inglés o el chino, pero no para
idiomas más locales como pude ser el euskera.
El objetivo de este trabajo es, partiendo de conjuntos de datos en inglés, crear sus res-
pectivas versiones en castellano, euskera y catalán. Una vez creados estos conjuntos em-
pleando técnicas de traducción automática, se procede a entrenar el modelo predictivo
de pregunta/respuesta para cada idioma.
Hay que tener en cuenta no solo aquellos modelos entrenados con un solo idioma, sino
aquellos que emplean métodos multilingües (Por ejemplo, entrenamiento en un idioma
y validación en otro), ya que actualmente estos últimos tienen bastante peso en el esta-
do del arte del procesamiento del lenguaje natural y, específicamente, en las tareas de
Pregunta/Respuesta.
Palabras clave: aprendizaje automático, traducción automática, pregunta/respuesta, pro-
cesamiento del lenguaje natural, multilingüe
Abstract
Machine Learning tasks based on QA systems require datasets to train predictive
models. Nowadays, these sets are available in highly spoken languages such as English
or Chinese, but not for regional languages such as Basque.
The aim of this work is to create datasets in Spanish, Basque and Catalan from the English
versión. After creating these sets by Machine Translation techniques, we will proceed to
train the predictive QA model for each language.
We must take into account that we can train models using just one or multiple languages
(for example, training with one language and test with another one). We are taking into
consideration multilingual models due to their importance in the NLP state of the art
and, specifically, in QA tasks.
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El lenguaje es el método de comunicación que ha permitido al ser humano desarro-
llarse en el máximo número de ámbitos posibles, desde el social y cultural hasta el cien-
tífico. El lenguaje escrito es lo que ha permitido que el conocimiento haya podido ser
transmitido con el paso de los años.
Ya sean manuscritos, impresos o digitales; la comprensión de textos es necesaria para
que el lector pueda recibir el mensaje que se quiere transmitir. Debido a esto, dentro del
área de la inteligencia artificial y el procesamiento del lenguaje natural, surge la compren-
sión del lenguaje, que pretende dotar a un sistema informático de aptitudes que le hagan
capaz de entender aquello que se intenta transmitir en un texto determinado. A su vez,
dentro de la comprensión de texto existen las tareas de búsqueda de respuestas, en las
que el sistema informático ha de saber responder adecuadamente a unas determinadas
preguntas que se le plantee, dado un cierto contexto donde se haya dicha respuesta.
Por otra parte, debido a que vivimos en un mundo multilingüe, existe una importante
dificultad a la hora de que hablantes de diferentes idiomas puedan comunicarse. Es por
esto por lo que surge la traducción automática, que permite que los ordenadores, de
forma total o parcial, puedan llevar a cabo traducciones. Esta tarea se ha abordado desde
diferentes puntos de vista, ya sea en la tecnología y fundamentos matemáticos utilizados
como a la manera que tienen los usuarios de interactuar con estos sistemas.
1.1 Traducción automática
La Traducción automática puede verse como una aplicación de Reconocimiento de
Formas que persigue el desarrollo de sistemas informáticos que sean capaces de traducir
textos de forma automática. Cuando al sistema se le proporciona una frase, este produce
una traducción de dicha frase en otro idioma, intentando preservar el significado original
tanto como sea posible.
Moviéndonos a un plano más formal, una oración de tamaño N (es decir, que contiene
N palabras) quedaría representada de la siguiente forma:
x = x1, x2, x3..., xN (1.1)
Del mismo modo, la frase traducida a otro idioma estaría compuesta por M palabras
(Donde M y N no tienen por qué ser iguales) y tendría la forma:
y = y1, y2, y3..., yM (1.2)
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Así, el objetivo principal es encontrar la frase objetivo y dada la frase original x, ma-
ximizando por tanto la probabilidad p(y|x).
Para aprender esta probabilidad, se usan los corpus paralelos, que contienen oracio-
nes en un idioma fuente junto con sus respectivas traducciones a un idioma objetivo. Es
importante obtener tantas muestras paralelas como sea posible para que el sistema entre-
nado con ellas logre un buen rendimiento, además de que esos datos tengan una calidad
adecuada. De esta forma, el sistema aprende la relación que existe entre el idioma de en-
trada y el de salida. Es necesario recalcar que los sistemas son capaces de traducir solo
de un idioma a otro, de manera que si, por ejemplo, tenemos un sistema entrenado para
traducir oraciones del español al catalán, haría falta capacitar a otro sistema para traducir
del inglés al español.
Es necesario señalar que aprender una distribución de probabilidad condicional para
las traducciones no es suficiente para un sistema de traducción automática totalmente
funcional en tanto que saber qué tan buena es una oración traducida no nos proporciona
suficiente información para saber si es la mejor, ya que podrían haber otras mejores.
Por último, está el paso de decodificación, en el que se prueban tantas traducciones
como sea posible para así obtener la mejor de ellas. Debido a que hay muchas posibles
frases en el espacio de búsqueda, esta se lleva a cabo en un subconjunto del espacio, con
la esperanza de que la mejor de ellas, o al menos una que sea lo suficientemente correcta,
esté presente en ese subconjunto.
1.2 Comprensión de texto
La comprensión del lenguaje natural es la parte del procesamiento del lenguaje na-
tural que se encarga de interpretar un mensaje y entender su significado e intención, tal
y como haría una persona. Para que construir un sistema funcione, independientemente
de la tarea para la cuál esté pensado, necesita conjuntos de datos en el idioma específico,
reglas de gramática, teoría semántica y pragmática (para entender el contexto e inten-
cionalidad), etc. A partir de las muestras que proporcionan estos conjuntos se pueden
recuperar partes específicas de los textos en base a palabras clave.
De manera similar al procesamiento del lenguaje natural, la comprensión del lengua-
je natural usa algoritmos para reducir el habla humana en una ontología estructurada.
A partir de aquí, existen algoritmos de inteligencia Artificial que detectan aspectos im-
portantes como la intención, el tiempo, las ubicaciones, los sentimientos, etc. Una de las
mayores diferencias con respecto al procesamiento del lenguaje natural es que va más
allá de la comprensión de las palabras, ya que trata de interpretar el significado de los
errores humanos comunes, como los pronunciamientos erróneos o las letras o palabras
transpuestas.
Una hipótesis que impulsó la comprensión del lenguaje natural fue establecida por
Noah Chomsky [2], y afirma que el objetivo fundamental en el análisis lingüístico para
estudiar la estructura de las secuencias gramaticales es separar aquellas que son oracio-
nes del lenguaje en cuestión de que aquellas que no lo son.
El análisis sintáctico se utiliza en múltiples tareas para evaluar cómo se alinea el len-
guaje con las reglas gramaticales mediante la aplicación de dichas reglas a un grupo de
palabras y derivando el significado de ellas en una serie de técnicas, como pueden ser la
lematización, la segmentación morfológica o el salto de oraciones.
Sin embargo, la interacción humana permite producir errores en el texto y en el habla,
compensándolos mediante un excelente reconocimiento de patrones y obteniendo infor-
mación adicional del contexto. Esto muestra la desigualdad del análisis centrado en la
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sintaxis y la necesidad de un enfoque más cercano en la semántica, que es el núcleo de la
comprensión del lenguaje natural.
Este análisis semántico implica algoritmos informáticos para comprender el signifi-
cado y la interpretación de las palabras; y es un problema que aún no se ha resuelto por
completo. Algunas técnicas englobadas en este tipo de análisis son:
Reconocimiento de entidades, en el que se identifican y clasifican partes de un texto
en grupos predeterminados.
Desambiguación del sentido de las palabras, ya que una palabra tiene un significa-
do u otro en función del contexto.
Generación de lenguaje natural mediante el uso de bases de datos para así convertir
intenciones semánticas en lenguaje humano.
Sin embargo, para comprender completamente el lenguaje natural, las máquinas de-
ben tener en cuenta no solo el significado literal que proporciona la semántica, sino tam-
bién el mensaje deseado o la comprensión de lo que el texto está tratando de transmitir.
En el caso particular del presente trabajo, la comprensión del lenguaje natural se en-
cuentra implícita en la tarea de búsqueda de respuestas. A grandes rasgos, esta tarea con-
siste en la recuperación y el análisis de información presente en documentos, para que
el sistema sea capaz de responder a preguntas planteadas sobre dichos documentos. Así,
los elementos más importantes y que sirven para que nuestro sistema pueda aprender a
responder correctamente las preguntas que se le plantee son los siguientes:
Los contextos, que suelen ser párrafos de varias líneas donde se encuentran las
respuestas.
Preguntas asociadas a esos contextos.
Respuestas que satisfacen esas preguntas.
Por tanto, un conjunto de datos bien estructurado para la búsqueda de respuestas
suele estar caracterizado por muestras, donde cada una de estas contiene un determinado
número de párrafos, que a su vez tienen asignados una cierta cantidad de preguntas y
sus correspondientes respuestas. Estas respuestas llevan asociadas un número que indica
la posición en el párrafo donde comienza la respuesta.
1.3 Objetivos
El objetivo principal de este trabajo consiste en crear tres sistemas de búsqueda de
respuestas que permitan, dado un determinado contexto, responder una pregunta que se
les plantee. Cada sistema funciona en base a un determinado idioma, teniendo sistemas
de búsqueda de respuestas para el español, el catalán y el euskera. Debido a la escasez
de conjuntos de datos en esos idiomas para esta tarea, se ha planteado partir de dos da-
tasets conocidos, como son SQuAD2.0 [1] y XQuAD [62] y obtener sus correspondientes
versiones en los tres idiomas. Para ello, se emplea la traducción automática.
Para ambas tareas (traducción y búsqueda de respuestas), se hará uso de los princi-
pales modelos de Deep Learning empleados en el campo del procesamiento del lenguaje
natural, entre los que se encuentran las Redes Neuronales Recurrentes y el Transformer.
4 Introducción
1.4 Estructura de la memoria
En este primer capítulo hemos presentado el problema que aborda el trabajo y los ob-
jetivos que se pretenden conseguir. En el capítulo 2 se introducirá el concepto de traduc-
ción automática neuronal, mientras que en el capítulo 3 se hará lo propio con la compren-
sión de texto orientada a las tareas de Pregunta/Respuesta. En ambos casos, se revisarán
y explicarán sus respectivos enfoques, los conceptos más importantes y las arquitecturas
más comunes, que serán utilizadas a lo largo de este trabajo.
Todas estas aproximaciones serán comparadas, probadas y evaluadas mediante co-
nocidos conjuntos de datos en el capítulo 4 y 5.
Finalmente, en el capítulo 6 se expondrán las conclusiones extraídas de este trabajo y
los posibles enfoques de trabajos futuros relacionados con este.
CAPÍTULO 2
Traducción automática neuronal
La traducción automática neuronal lleva a cabo el proceso de traducción mediante
redes neuronales artificiales. Desde hace un tiempo, este método, enfocado en el marco
estadístico, se ha erigido como el estado del arte en la traducción automática.
Las redes neuronales se caracterizan por realizar una combinación lineal de sus entra-
das y, posteriormente, aplicar una función no lineal a sus salidas. El uso de este método
en la traducción automática se remonta a 1997 [3], aunque en su momento este enfoque
presentaba una serie de problemas, como la propagación de los gradientes a través de la
red y el alto coste computacional.
Mientras que el primer problema se solucionó con nuevas metodologías, como los
entornos de trabajo informáticos de diferenciación automática [4] [5] [6]; el segundo se
solventó al sustituir las unidades centrales de procesamiento (CPU) por las unidades grá-
ficas de procesamiento (GPU), ya que estas permiten un mayor grado de paralelización,
consiguiendo una aceleración del entrenamiento de las redes.
2.1 Representación de palabras
A pesar de que hay distintas opciones para representar las palabras en un sistema
de traducción neuronal, el método estándar es el de utilizar una representación conti-
nua. Los word-embeddings son vectores continuos de características que sirven para ese
propósito. En lugar de trabajar con vectores discretos de tamaño igual al vocabulario (si
tenemos, por ejemplo, 400 palabras, los vectores son de tamaño 400), se trabaja con vec-
tores continuos de menor tamaño (por ejemplo, 100). Si el tamaño del vocabulario es |V|
y el tamaño de los vectores es m, los embeddings se guardan en una matriz E, tal que:
E ∈ <|V|·m (2.1)
de forma que se pueda indexar por palabras. Estas palabras, por lo general, se proyectan
linealmente en el espacio de los word-embeddings.
Otra de las razones para descartar la representación discreta de palabras es el hecho
de que no tienen en cuenta la similitud entre palabras, ya que es lógico suponer que
palabras similares, desde un punto de vista léxico o semántico, han de tener vectores de
características parecidos entre si.
El modelo de lenguaje propuesto por Bengio et al. [7] contiene un enfoque para es-
timar la probabilidad de las palabras en un espacio continuo. En él, las palabras son
asignadas a un vector real v, tal que:
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v ∈ <m (2.2)
Posteriormente, para obtener las probabilidades asociadas a cada palabra y su contex-
to, una función f asigna una secuencia de entrada de esos vectores a una distribución de
probabilidad condicional sobre las palabras del vocabulario. Los parámetros de esta fun-
ción f, junto con los vectores de características de las palabras, son entrenados empleando
una red neuronal feed-forward, tal y como se muestra en la figura 2.1.
Figura 2.1: Arquitectura neuronal para los word-embeddings.
Todo este trabajo demostró un rendimiento sobresaliente en la predicción de palabras,
pero también la necesidad de un modelo más eficiente desde una perspectiva compu-
tacional.
Mikolov et al. [8] propusieron un modelo que podría aprender la representación de
palabras mucho más rápido y con mayor calidad que los enfoques anteriores. Mostró la
relación aprendida entre palabras con álgebra simple simplemente sumando y restan-
do vectores para obtener otras palabras. Por ejemplo, para obtener la palabra Reina se
puede tomar la palabra Rey y restarle la palabra Hombre. Mikolov usó redes neuronales
recurrentes para este propósito, en el que los word-embeddings adquieren más importan-
cia, dejando en un segundo plano al modelo de lenguaje y sus probabilidades. Luego
añadiría algunos cambios para mejorar el rendimiento general del sistema [9], entre los
que se encuentra el uso de una capa softmax como una versión simplificada de la técnica
de estimación del contraste de ruido. Esta capa se utiliza para obtener probabilidades
y constituye una parte significativa del trabajo computacional. La capa softmax aplica la
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función softmax a sus entradas y devuelve un vector en el que todos sus elementos suman





donde z es un vector k-dimensional que representa la entrada de la función softmax.
Los word-embeddings, más allá de la traducción neuronal o la comprensión de texto en
tareas de búsqueda de respuestas, han demostrado ser útiles en otras áreas del procesa-
miento del lenguaje natural, como en el análisis sintáctico o el análisis de sentimientos.
2.2 Redes Neuronales Recurrentes
Una red neuronal recurrente es un tipo de red neuronal artificial donde las conexiones
entre unidades forman un ciclo dirigido. Esto crea un estado interno de la red que le
permite modelar un comportamiento temporal discreto.
Si tenemos, como entrada del sistema, una secuencia de T vectores:
xT1 = x1, ..., xT (2.4)
una red neuronal recurrente produce una secuencia de salida con la forma:
yT1 = y1, ..., yT (2.5)
que se calcula de la siguiente forma:
ht = fh(xt, ht−1) (2.6)
yt = fo(ht) (2.7)
donde ht es el estado oculto de la red en el instante de tiempo t, fh es la función de estado
oculto y fo es la función de salida.
Existen distintas arquitecturas de redes neuronales recurrentes que utilizan diferen-
tes funciones para ht, fh y fo, como las redes de Jordan [10] o las redes de Elman [11].
Esta última arquitectura se puede apreciar en la figura 2.2, que consiste en una capa de
entrada, una capa oculta conectada a sí misma y una capa de salida. Aquí, las funciones
son definidas como:
ht = fh(xt, ht−1) = φ(WTh ht−1 +W
T
x xt) (2.8)
yt = fo(ht) = σ(WTy ht) (2.9)
donde Wh, Wx y Wy son las matrices de peso recurrente, de entrada y de salida, respecti-
vamente; φ es una función de activación no lineal, como la función sigmoide o la tangente
hiperbólica; y σ es la función de activación de la salida, que suele ser la función softmax
(Ecuación 2.3).
Estas tres matrices de pesos forman el conjunto de parámetros del modelo y normal-
mente se estiman mediante un método de descenso del gradiente estocástico, usando el
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algoritmo de retropropagación a través del tiempo [12] para minimizar una función de
coste bajo algún criterio de optimización, típicamente entropía cruzada entre la salida del
sistema y la distribución de probabilidad de los datos de entrenamiento.
Figura 2.2: Arquitectura de Elman para una red neuronal recurrente, desplegada en tres instantes
de tiempo.
2.2.1. Redes neuronales recurrentes bidireccionales
Las redes recurrentes regulares presentan el inconveniente de que solo se analizan
en una dirección, normalmente hacia adelante, es decir, del pasado al futuro. Para com-
prender de forma completa el contexto de las secuencias, surgieron las redes neuronales
recurrentes bidireccionales [13].
La idea principal de esta arquitectura es tener dos capas recurrentes independientes.
Así, mientras una capa procesa la secuencia de entrada hacia adelante (de 1 a T), la otra lo
hace de forma inversa, hacia atrás (de T a 1). Como las capas ocultas no tienen interacción
entre ellas, las redes recurrentes bidireccionales se pueden entrenar utilizando los mismos
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Figura 2.3: Arquitectura de una red neuronal bidireccional, desplegada en el tiempo.
algoritmos que los utilizados para las redes recurrentes simples. Siguiendo la notación
previa, una red recurrente bidireccional se define como:





























donde h ft es la capa que va en sentido hacia adelante y h
b
t la capa que va en sentido
hacia atrás. Igual que antes, Wx y Wy son las matrices asociadas las capas de entrada y
salida, mientras que W f y Wb son las matrices de pesos de las capas hacia adelante y
hacia atrás. La salida es una combinación producida por la función de salida de las capas
hacia atrás y hacia adelante. Un esquema de esta arquitectura se puede apreciar en la
figura 2.3.
2.2.2. LSTM
Un problema que presentan las redes neuronales recurrentes clásicas es el de construir
modelos que tengan en cuenta dependencias a largo plazo [14]. Mientras más larga sea
la dependencia, más difícil es de capturar.
Cuando la red produce una salida, obtiene el gradiente de la pérdida con respecto
a los pesos que deben propagarse a lo largo de sus pasos. En cada paso que retropro-
pagamos, el gradiente se vuelve más pequeño ya que estamos multiplicando números
menores que uno. Dado que el gradiente se aplica a capas profundas de la red, es tan
pequeño que no tiene ningún efecto sobre los parámetros que deben actualizarse. Esto se
conoce como el desvanecimiento del gradiente.
Por otra parte, está el efecto contrario, es decir, si multiplicamos continuamente núme-
ros mayores a uno obtendremos números demasiado grandes que afectarán demasiado
a los parámetros de la red y producirá inestabilidad numérica.
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Para solucionar estos problemas, se recortó el valor del gradiente a un número máxi-
mo y se propusieron nuevas funciones de activación que controlasen el flujo de informa-
ción. De esta forma, se asegura que la derivada de la función recurrente se aproxime lo
máximo posible a uno y se evita que el gradiente desaparezca.
Una opción para esto es utilizar las redes LSTM [15] [16], que comparten la estructura
de una red recurrente clásica, pero cada celda simple se sustituye por una serie de puertas
que tienen la capacidad de añadir o suprimir información del estado de la celda. Dicho
estado actúa como una cinta transportadora entre diferentes neuronas y permite un fácil
flujo de la información. Existen diferentes puertas, cada una con un objetivo específico,
y todas están compuestas por una función sigmoide τ, un operador de multiplicación
que consiste en una puerta XNOR  y la suma de un vector de sesgo o bias. La función
sigmoide se aplica para obtener un valor entre 0 y 1 que representa la cantidad de infor-
mación que fluye. En la figura 2.4 se puede apreciar la estructura que presenta una celda
LSTM.
Figura 2.4: Arquitectura de la LSTM.
Las cuatro puertas distintas que constituyen una celda LSTM son las siguientes:
Forget gate ( ft): Decide cuánta información se olvida del estado de la celda anterior
(Ct−1). Para ello, la puerta utiliza el estado oculto anterior ht−1 y la entrada xt, de
forma que se calcula de la siguiente forma:
ft = τ(W f xt +U f ht−1 + b f ) (2.13)
donde W f y U f son los pesos de la entrada y de las conexiones recurrentes para
esta puerta.
Input gate (it): Regula la cantidad que pasa de la entrada ht−1, es decir, cuánta parte
del contexto antiguo afecta al presente. Se calcula de la siguiente forma:
it = τ(Wixt +Uiht−1 + bi) (2.14)
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donde Wi y Ui son los pesos de la entrada y de las conexiones recurrentes para esta
puerta.
Memory gate (Ct): Genera la nueva memoria junto con la puerta de entrada, deci-
diendo qué parte de la nueva información se almacenará en el estado de la celda,
aplicando para ello la función tangente hiperbólica. Se calcula de la siguiente forma:
C¯t = tanh(Wcxt +Ucht−1 + bc) (2.15)
Ct = ft  Ct−1 + it  C¯t (2.16)
donde Wc y Uc son los pesos de la entrada y de las conexiones recurrentes para esta
puerta, mientras que  es, como se ha comentado anteriormente, un operador de
multiplicación que consiste en una puerta XNOR.
Output gate (ot): Consiste en la salida de la celda y es una versión filtrada del estado
de esta. Se calcula de la siguiente forma:
ot = τ(Woxt +Uoht−1 + bo) (2.17)
donde Wo y Uo son los pesos de la entrada y de las conexiones recurrentes para esta
puerta.
Por último, el estado oculto de la celda se calcula teniendo en cuenta la salida y la
memoria, tal que:
ht = ot  tanh(Ct) (2.18)
2.3 Arquitectura Encoder-Decoder
Hemos visto que cuando una red neuronal recurrente procesa una secuencia de lon-
gitud T, produce una secuencia de salida de la misma longitud. Sin embargo, en la tra-
ducción, las oraciones de origen y destino suelen tener distintos tamaños. Para solventar
esto, se propusieron algunos modelos [17] [18] basados en un enfoque encoder-decoder.
Luego, se extendió este modelo permitiendo que el decodificador busque dinámicamente
en la oración fuente mientras decodifica una traducción [19].
El enfoque del encoder-decoder consiste en un proceso de dos partes. En primer lugar,
se mapea la oración de origen en un vector de longitud fija y, posteriormente, este vector
se decodifica para producir una oración de salida, probablemente de distinto tamaño. En
la figura 2.5 se puede apreciar este concepto, donde c1, c2, c3, ..., cN es el vector de contexto,
que será explicado más adelante.
Este sistema está entrenado para maximizar la probabilidad condicional de vero-
similitud sobre un conjunto de frases bilingües. Si dicho conjunto lo definimos como
{(x1, y1), ..., (xJ , yJ)}, buscamos el conjunto óptimo de parámetros que maximice esa pro-
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Figura 2.5: Arquitectura del encoder-decoder.
2.3.1. Encoder
El encoder, o codificador, es una red neuronal recurrente que lee cada secuencia de
entrada de palabras x J1 = x1, ..., xJ y lo encapsula en un vector de contexto c. Después
de leer cada elemento de entrada xj, el estado oculto de la red recurrente (hj) cambia.
Cuando se ha leído toda la secuencia de entrada, el estado oculto es un compendio de la
secuencia. El vector de contexto c (que se puede observar en la figura 2.5) se construye
aplicando una función no lineal a la secuencia de estado oculta:
hj = f (xj, hj−1) (2.20)
c = q({h1, ..., hj}) (2.21)
donde hj es el estado oculto en el momento j y f y q son funciones no lineales.
La arquitectura escogida para el encoder consiste en una red recurrente bidireccio-
nal, cuyos estados en dirección hacia adelante se alimentan con la secuencia de entrada
ordenada (de x1 a xJ) y sus estados hacia atrás leen la secuencia en orden inverso (de
xJ a x1). Por tanto, la capa hacia adelante (h
f
j ) calcula una secuencia de estados ocultos
hacia adelante (de h f1 a h
f
J ), mientras que la capa hacia atrás (h
b
j ) hace lo propio con una
secuencia de estados ocultos hacia atrás (de hbJ a h
b
1). Para cada palabra xj, se obtiene un









Debido a las características de las redes neuronales recurrentes, el estado oculto hj
de una palabra xj se centrará en las palabras circundantes de xj. Así, hj contiene una
representación de las palabras anteriores y posteriores a xj.
2.3.2. Decoder
El decoder, o decodificador, está entrenado para generar una frase de salida yI1 =
y1, ..., yI dadas las palabras previas predichas y el vector de contexto c. Aplicando la regla
de la cadena, se obtiene la siguiente expresión:
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p(yi|y1, ..., yi−1, c) (2.23)
Para tener modelos que sean fáciles de tratar, se asume que existen dependencias
directas con la palabra generada previamente (yi−1). Desde la perspectiva de la redes
neuronales recurrentes, cada probabilidad condicional se modela como:
p(yi|y1, ..., yi−1, c) = g(yi−1, si, c) (2.24)
donde g es una función no lineal y si es el estado oculto de la red neuronal recurrente
del decoder.
Hay que tener en cuenta que, en este enfoque, cada frase se representa en el vector de
tamaño fijo c. Si la frase es larga, el vector de contexto no podrá capturar correctamente
toda la información ni las relaciones existentes dentro de esta. Cho et al. [18] observaron
esto cuando vieron que el rendimiento del sistema se reduce en gran medida cuando hay
oraciones largas.
2.3.3. Modelo de atención
Para solventar el problema que se acaba de plantear, Bahdanau et al. [19] emplearon
un vector de contexto diferente ci para cada palabra objetivo yi, es decir, un vector de con-
texto de longitud variable. De esta forma, las oraciones largas tendrán largas secuencia de
vectores de contexto, siendo capaces de representar adecuadamente toda la información
y relaciones existentes en la oración.
Así, teniendo en cuenta todo esto, la ecuación 2.24 se reescribe como:
p(yi|y1, ..., yi−1, ci) = g(yi−1, si, ci) (2.25)
El vector de contexto ci se calcula como una suma ponderada de la secuencia de ano-












donde eij = a(si−1, hj) es una puntuación proporcionada por un modelo de alineación
que puntúa como de bien coinciden las entradas alrededor de la posición j y la salida en
la posición i.
Hay diferentes formas de implementar ese modelo de alineación, pero dado que tiene
que puntuar J x I posibles alineaciones, interesa tener un sistema rápido y ligero. Bahda-
nau et al. [19] lo implementaron usando un perceptrón multicapa simple, basándose en
la anotación de la oración fuente hj y el estado anterior del decodificador si−1:
a(si−1, hj) = vTa tanh(Uahj +Wasi−1) (2.28)
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Donde Ua ∈ <m′xm, Ua ∈ <m′x2m y va ∈ <m′ son las matrices de pesos. m es el número
de unidades de la capa oculta del encoder y m’ el número de unidades de la capa oculta
del decoder. En la figura 2.6 se puede apreciar la estructura de un sistema de traducción
neuronal con un modelo de atención.
2.3.4. Fase de Decodificación
El objetivo final de un sistema de traducción neuronal es generar traducciones. Dada
la oración fuente f Ji , la traducción t
I
1 será la frase con máxima probabilidad a posteriori:
tˆI1 = arg ma´x
I,tI1
p(tI1| f j1, tI−11 ) (2.29)
El espacio de búsqueda son todas las frases posibles en el idioma destino. Obtener
la solución óptima es intratable, por lo que se debe utilizar soluciones subóptimas para
generar traducciones en un tiempo admisible. Por lo general, la estrategia es la búsqueda
en haz (Beam search), una aproximación que considera las B mejores hipótesis en cada
paso de tiempo. Las posibles hipótesis parciales se agregan en cada fase, pero la poda
mantiene el número de mejores hipótesis siempre igual a B. Este proceso continúa hasta
que se genera el símbolo de fin de secuencia.
2.4 Transformer
La arquitectura del Transformer [20] fue introducida recientemente para reemplazar a
las capas recurrentes por un nuevo tipo de capa, denominadas capas de atención, además
de añadir una serie de cambios en la estructura del encoder y el decoder. Este modelo
logra importantes mejoras tanto en la velocidad como en la calidad de las traducciones.
Tanto el encoder como el decoder están compuestos por una serie de bloques de ca-
pas apilados uno encima del otro. Cada uno de estos bloques está formado por una serie
de subcapas. Una subcapa implementa una función, como una capa oculta de una red
neuronal, junto con conexiones residuales [21] y una normalización de capa [22]. A con-
tinuación se describirán cada una de estas técnicas.
2.4.1. Generalización del mecanismo de atención
Una función de atención se puede describir como la asignación de una consulta y un
conjunto de pares clave-valor a una salida, donde la consulta, las claves, los valores y la
salida son todos vectores. Habiendo introducido previamente la fórmula para el modelo
de atención (véase la ecuación 2.28), es necesario recordar que, en una atención conven-
cional, se usa q = si−1, Kj = hj y Vj = hj.
Si deseamos calcular la atención para múltiples consultas, estas se pueden empaque-
tar en una matriz Q, y el cálculo se puede expresar en términos de multiplicación de
matrices. Esto significa que el proceso de atención se calcula como:






donde dk es la dimensión de la clave.
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Figura 2.6: Arquitectura Encoder-Decoder con un modelo de alineación.
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Hasta ahora, el mecanismo de Atención ha proporcionado una respuesta para cada
consulta. El modelo Transformer introduce la atención Multi-Head, que amplía el meca-
nismo anterior para producir una respuesta que es la combinación de múltiples compa-
raciones clave-consulta. La atención Multi-Head consiste en realizar varias operaciones de
atención en paralelo y combinar los resultados para obtener el vector de contexto final.
Cada operación de atención individual o head se lleva a cabo aplicando una proyección li-
neal a la consulta, claves y valores, calculando la atención entre ellos y luego proyectando
el resultado a un espacio común:













Estas matrices de proyección son parámetros aprendidos durante el entrenamiento. Una
diferencia adicional de estas capas con respecto a la atención convencional es la forma en
que se aplican en el modelo Transformer, algo que será explicado una vez que se describa
la arquitectura.
2.4.2. Normalización de capa
Consiste en normalizar las salidas de las capas de la red neuronal, de modo que cada
neurona se comporte siguiendo una distribución normal. Para normalizar una capa, se
calcula la desviación típica y la media de las activaciones de cada neurona en esa capa,
para posteriormente restar la media y dividir por la desviación típica. Esta normalización
se aplica a la salida de las operaciones de la capa, a(i), antes de que la función de activa-



















(a(i)h − µ(i))2 (2.35)
donde µ(i) y σ(i) son, respectivamente, la media y la desviación típica, y tienen la misma
dimensión que a(i). γ y β son los parámetros aprendidos durante el entrenamiento, y se
utilizan para que la capa pueda generar distribuciones normales que son diferentes de la
distribución normal estándar.
2.4.3. Conexiones residuales
Es una técnica en la que la entrada de una capa omite una o más transformaciones
y luego se agrega a la salida de esas transformaciones. Si suponemos que tenemos un
vector x y una serie de capas que calculan la transformación F(x), entonces la salida de
ese bloque residual se calcularía como x + F(x). El objetivo de esta técnica es facilitar el
proceso de optimización para redes con muchas capas.
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2.4.4. Posición de las palabras
Las capas de atención, por sí mismas, no ofrecen la posibilidad de conocer el orden
de las palabras en una frase, ya que tratan todas las entradas de la misma manera. Un
enfoque simple para este problema es codificar la posición de la palabra por medio de
un vector one-hot pi, de la misma manera que lo hacemos con las diferentes palabras
que forman el vocabulario, wi. Dada una matriz de embedding arbitraria E, obtenemos la
representación concatenando los vectores y multiplicándolos por dicha matriz:
en = [wn; pn]E (2.36)
en = wnEw + pnEp (2.37)
donde Ew es la matriz para los word-embeddings y Ep es la matriz para las posiciones. Es
decir, esta formulación es equivalente a tener 2 matrices de embeddings diferentes.
En lo que respecta a obtener las codificaciones para las posiciones, el enfoque sencillo
es tratarlas como los word-embeddings y dejar que la red las aprenda durante el entrena-
miento. Otra opción es utilizar una función predefinida que produzca estas codificaciones
de posición.
En el caso del Transformer, las codificaciones de posición vienen dadas por dos fun-
ciones seno y coseno, calculadas de manera diferente para cada posición pos de la frase,
∀pos ∈ [1,N]. Estas funciones calculan un vector de embedding posicional para cada pala-














∀i ∈ [0, dmodel/2− 1] (2.39)
Los experimentos llevados a cabos en el artículo original [20] muestran que estas co-
dificaciones posicionales fijas no conllevan una disminución del rendimiento, y ofrecen
una capacidad de generalización ligeramente mayor que los embeddings aprendidos si
tenemos que traducir frases que son más largas que las que aparecen en los datos de
entrenamiento.
2.4.5. Arquitectura
En el modelo de Transformer, las conexiones residuales y la normalización de capas
se combinan, y la salida de cada capa se calcula como LayerNorm(x + Sublayer(x)). Hay
dos tipos de subcapas en la arquitectura Transformer, las capas Feed Forward y las capas
de atención Multi-Head, previamente descritas. Las capas Feed Forward son capas de redes
neuronales estándar que consisten en una multiplicación de matrices de pesos seguida
de una función de activación.
Hasta ahora, las técnicas y capas descritas se pueden aplicar a cualquier modelo de
traducción neuronal, pero el cambio en la arquitectura Transformer es cómo se aplican
estas capas. Además, esta arquitectura, o al menos una versión modificada de esta, se
empleará en la tarea de comprensión de texto para búsqueda de respuestas, tal y como
veremos más adelante. La figura 2.7 muestra un bloque que el Transformer utiliza como
encoder.
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Figura 2.7: Bloque encoder del Transformer. Figura 2.8: Bloque decoder del Transformer.
El bloque estándar del Transformer consiste en una subcapa de atención Multi-Head
seguida de una subcapa Feed Forward. En lugar de alimentar una entrada a la vez como
una red recurrente, la frase de entrada completa se envía al encoder y la representación
de la oración de entrada se calcula toda al mismo tiempo. Las capas de atención en el en-
coder aplican la atención Multi-Head a la salida de la capa anterior, utilizando esa salida
tanto como consulta como pares clave-valor. Por tanto, en cada capa, el encoder produce
una representación para cada palabra, que puede incorporar información sobre cualquier
otra palabra de la oración gracias al mecanismo de atención. Por lo tanto, la representa-
ción completa se puede producir en una sola pasada.
La figura 2.8 muestra un bloque que el Transformer utiliza como decoder. En com-
paración con los bloques del encoder, los bloques del decoder incluyen una subcapa de
atención Multi-Head adicional que atiende la salida del encoder, lo que permite que el
decoder acceda a las representaciones la oración de entrada. Al igual que el resto de mo-
delos de traducción neuronal, el decoder produce una palabra a cada instante de tiempo,
condicionada por las palabras emitidas previamente. El decoder es alimentado por las
palabras que se hayan emitido hasta el momento y sus subcapas de atención Multi-Head
realizan sus cálculos sobre la salida de la anterior capa del decodificador. En esas subca-
pas, la salida de la anterior capa del decodificador actúa como consulta, mientras que la
salida del encoder actúa como par clave-valor.
En la figura 2.9 se puede apreciar la arquitectura completa del Transformer. Aunque
la configuración puede variar, el modelo base del Transformer cuanta con 6 bloques en-
coder/decoder, una dimensión de embedding de 512, capas ocultas de tamaño 2048 y 8
head para el método de atención.
Hasta ahora, se han descrito los cambios introducidos por el modelo Transformer
en los componentes del encoder y el decoder. Sin embargo, en el artículo en el que se
presenta el Transformer también se introducen algunas consideraciones adicionales que
se utilizan para entrenar el modelo que no están relacionadas con la arquitectura en sí y
pueden considerarse de forma independiente.
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Figura 2.9: Arquitectura completa del Transformer.
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2.4.6. Unión de pesos
Weight-tying [23] es una técnica propuesta para mejorar el rendimiento de los modelos
de lenguaje de las redes neuronales mediante la manipulación de las diferentes capas de
embedding, al mismo tiempo que proporciona una reducción significativa en el número
de parámetros del modelo. Como se ha explicado previamente, los modelos de traduc-
ción neuronal utilizan matrices de embeddings para convertir el texto de entrada en un
formato numérico apto para la red. En los sistemas Encoder-Decoder, tenemos 3 de esas
matrices. Primero tenemos una matriz embedding del encoder, Ee, que produce una re-
presentación para ser utilizada por el encoder a partir de los vectores one-hot de la frase
de origen. En esta matriz, cada una de sus entradas se puede considerar como una re-
presentación codificada de la palabra de entrada correspondiente. Hay autores que han
analizado la posibilidad de sustituir esta matriz aprendida durante el entrenamiento por
algún método de word-embedding diferente, generalmente uno que haya sido previamente
calculado por un modelo cuya tarea específica sea la de encontrar estos word-embeddings.
Por ejemplo, un estudio [24] analizó los efectos de utilizar diferentes tipos de embeddings
preentrenados.
Sin embargo, esa no es la única matriz de embedding utilizada en traducción neuronal.
Dado que el decoder depende de yt−1, también utilizamos una matriz embedding para el
decoder, Ed. Además, la salida de la última capa oculta del decoder debe proyectarse en
un espacio que tenga la misma dimensión que el vocabulario de salida, de modo que
obtengamos una distribución de probabilidad sobre todas las palabras posibles una vez
que apliquemos la función softmax. Esto se logra mediante la multiplicación de la matriz
embedding de salida, Eo. Con todo eso, tenemos 3 matrices de embedding que caracterizan
nuestros modelos. Ee, Ed y Eo son el encoder, el decoder y las matrices de embedding de
salida, respectivamente.
Ee tiene dimensión (dimensión del embedding, tamaño del vocabulario de entrada), Ed
tiene dimensión (dimensión del embedding, tamaño del vocabulario de salida) y Eo tiene
dimensión (tamaño del vocabulario de salida, tamaño de la capa oculta). Los autores de
[23] se dieron cuenta de que, si tuviéramos el mismo vocabulario de entrada y salida,
es decir, la misma dimensión, los embeddings del encoder y el decoder podrían realizarse
mediante una única matriz con la misma dimensionalidad. Una vez que tenemos embed-
dings del encoder y el decoder compatibles, podemos ver que la traspuesta del embedding
de salida, ETo también tiene la misma dimensión que las otras 2 matrices, siempre que la
dimensión del embedding y el tamaño de la capa oculta sean también iguales. Por tanto, el
Weight-tying consiste en juntar estas 3 matrices para que su trabajo sea realizado por una
única matriz, considerando que Ee = Ed = ETo . Experimentos realizados han demostrado
que podemos llevar a cabo esta vinculación sin perder rendimiento, ya que embedding de
salida comparte las mismas propiedades que el embedding de entrada al representar pala-
bras parecidas de manera similar. Esta técnica tiene dos ventajas principales sobre el uso
de diferentes embeddings. Por un lado, permite que las filas de la entrada del embedding se
actualicen en cada paso de entrenamiento, en lugar de solo cuando su palabra correspon-
diente aparece en la entrada. Esto ayuda al modelo a entrenar más rápido. Por otro lado,
y aun más importante, reduce enormemente la cantidad de parámetros que debe apren-
der el modelo. Podemos observar esto comparando el tamaño de las matrices ocultas con
el tamaño de las matrices de embedding. Mientras que es habitual tener una dimensión de
capa oculta de 1024 (lo que nos da matrices de dimensión 1024x1024), es muy común que
el vocabulario contenga 20000 palabras o más, lo que se traduciría en matrices de embed-
ding de dimensión 1024x20000. Es habitual ver modelos donde la mayoría de parámetros
forman parte de las diferentes matrices de embedding. Si podemos usar solo una matriz
de embedding en lugar de 3, logramos una reducción muy significativa en el número de
2.4 Transformer 21
parámetros, con los beneficios asociados en el rendimiento del entrenamiento y el ahorro
en memoria.
El modelo del Transformer utiliza esta técnica para obtener las ventajas mencionadas
en términos de rendimiento y reducción de parámetros.
2.4.7. Suavizado de etiquetas
Cuando entrenamos un modelo de redes neuronales, generalmente se optimiza una
función de coste J(θ) que depende de los parámetros del modelo (θ). Actualizamos los
pesos utilizando el descenso del gradiente estocástico y procesando un lote de muestras
en cada iteración de tiempo. Para un lote de N muestras, con yn como salida de la red
para esa muestra, la función de coste, generalmente, se define como el promedio de una













L(yn, f (xn; θ)) (2.40)
La elección de la función de pérdida es, por tanto, una de las decisiones que se deben
tomar al entrenar un modelo que utiliza el descenso por gradiente. En los problemas de
clasificación, la elección más común para la función de pérdida es la función de entropía
cruzada H, que calcula una medida de disimilitud entre dos distribuciones de probabi-
lidad, p y q. Si las distribuciones son discretas, esta función se puede calcular, para toda




Cuando trabajamos con problemas de clasificación, ya se ha establecido que se desea
obtener un sistema que genere una distribución de probabilidad. Por tanto, la distribu-
ción emitida por la red pred ocupará el lugar de la distribución q utilizada para calcu-
lar la entropía cruzada. La etiqueta, o la clase asignada a la muestra, también se puede
considerar como una distribución de probabilidad petiq. Esto, generalmente, se hace es-
tableciendo la probabilidad de la etiqueta a 1, por lo que p(y) = 1, y el resto de posibles
valores tendrán una probabilidad de 0, de modo que p(z) = 0, ∀z 6= y. Habiendo obtenido
estas distribuciones de probabilidad, la entropía cruzada se puede aplicar como función
de pérdida L de la siguiente manera:
L(y, yˆ) = −∑
c
petiq(y = c|x)log(pred(yˆ = c|x)) (2.42)
En el caso de un sistema de traducción, para una sola muestra de entrenamiento y de
longitud I, denotaremos el símbolo i-ésimo de la frase objetivo como yi. Así, la pérdida
se calcula como:






petiq(yi = c|x)log(pred(yˆi = c|x)) (2.43)
Debido a la forma en que se ha definido la distribución de probabilidad dada por
la etiqueta, toda la masa de probabilidad se da a un solo valor y, al calcular la entropía
cruzada, el término de la distribución de la etiqueta puede ser ignorado en todos menos
uno de los posibles valores de salida. El cálculo, pues, se puede simplificar a:
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L(y, yˆ) = log(pred(yˆ = y|x)) (2.44)
Si bien la simplificación anterior tiene sentido para algunas de las aplicaciones gene-
rales del reconocimiento de formas, no está del todo claro que este sea el mejor enfoque
posible para la traducción automática. Si, en la oración destino, se describe algo como
’bueno’, no sería del todo correcto asumir que esa palabra es la única traducción correcta,
ya que ’bueno’, en un determinado contexto, puede adquirir otro significado.
La técnica del suavizado de etiquetas [25] tiene como objetivo mejorar la capacidad
de generalización del modelo al reducir la confianza que este debe asignar a las predic-
ciones de entrenamiento. Esta técnica consiste en suavizar la distribución one-hot de una
etiqueta. Esto funciona al reservar una cierta cantidad de masa de probabilidad para las
etiquetas incorrectas y redistribuir esta probabilidad de alguna forma.
Hasta ahora, la distribución de probabilidad de una etiqueta se calculaba como:
petiq(y = c|x) = δy,c (2.45)
donde δy,c es la función delta de Dirac, en la que su valor es 1 si y = c y 0 en caso contrario.
El suavizado de etiquetas introduce la siguiente modificación, donde se descuenta
una masa de probabilidad e y se distribuye entre todos los valores de etiqueta posibles C
mediante la distribución de probabilidad uniforme:




Además de ayudar al modelo a confiarse demasiado en sus predicciones debido a
que está sobreajustado a los datos de entrenamiento, esto puede tener efectos beneficio-
sos adicionales durante la decodificación. Se cree que la distribución de suavizado ayuda
al modelo durante la decodificación al realizar una poda menos estricta de hipótesis par-
ciales, lo que puede resultar en una mejor traducción general, una vez que el proceso de
decodificación haya terminado.
2.5 Conclusiones
De cara al sistema de traducción automática que se realizará para este trabajo, y ha-
biendo visto las diferentes aproximaciones que se han explicado en el presente capítulo,
nuestros sistemas propuesto están basados en la arquitectura de encoder-decoder con
mecanismo de atención propuesta en [19] y el modelo de Transformer propuesto en [20],
los cuales nos han sido proporcionado por el toolkit NMT-Keras [58]. Más adelante, en
los capítulos 4 y 5, entraremos en detalles sobre las configuraciones que hemos utilizado.
CAPÍTULO 3
Comprensión de texto para tareas
de búsqueda de respuestas
La búsqueda de respuestas es un tipo de recuperación de información en el que, dada
una determinada cantidad de documentos (o contextos, como se suele expresar de ma-
nera más formal), el sistema ha de ser capaz de responder a preguntas planteadas sobre
dichos documentos.
La realización de un sistema de búsqueda de respuestas completamente funcional es
un problema que ha sido bastante popular entre los investigadores del campo del pro-
cesamiento del lenguaje natural. Los nuevos algoritmos, especialmente aquellos basados
en el aprendizaje profundo, han logrado un progreso decente en la clasificación de texto
e imágenes. A pesar de ello, estos sistemas aún no han logrado resolver las tareas que in-
volucran el razonamiento lógico. El problema de respuesta a preguntas dado un contexto
es un buen ejemplo de estas tareas.
Una implementación muy común de un sistema de búsqueda de respuestas es un
chatbot, ya que su principal función es justamente construir una respuesta cuando se
le realiza una consulta. El bot ALICE [26] es un ejemplo de esta implmentación, que fue
desarrollado usando AIML [27], un lenguaje de programación basado en XML y diseñado
específicamente para ayudar en la creación de chatbots.
Por aquella época, se lanzaron muchas aplicaciones similares, pero el mayor avan-
ce fue cuando se utilizó el procesamiento del lenguaje natural para resolver la tarea de
búsqueda de respuestas [28]. Esta solución demostró ser una mejora importante en la
precisión de los sistemas y, desde entonces, todos los modelos han intentado basarse úni-
camente en el procesamiento del lenguaje natural. En los últimos años, este tipo de solu-
ciones se han visto eclipsadas por redes neuronales profundas, ya que tienden a producir
mejores resultados.
Los sistemas de preguntas y respuestas son muy útiles, ya que permiten a los usuarios
ingresar una consulta basada en algunos hechos o historias y el sistema intenta usar el
contexto existente en ellos para responder las preguntas de forma efectiva. Además, la
mayoría de los problemas en el aprendizaje automático y el procesamiento del lenguaje
natural se pueden modelar como un problema de respuesta a una pregunta. Por ejemplo,
la tarea de resumir textos puede modelarse como una tarea de respuesta a preguntas en
el sentido de que si el usuario preguntase ’¿Cual es el resumen de este texto?’, el sistema
puede responder proporcionando el resumen apropiado.
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3.1 Arquitectura de un sistema de búsqueda de respuestas
En los sistemas de búsqueda de respuestas, encontrar una respuesta a una pregunta
devolviendo un pequeño fragmento de un texto es diferente de la tarea de recuperación
de información (Information Retrieval, abreviado como IR) o de la tarea de extracción de
información (Information Extraction, abreviado como IE). Los sistemas de IR permiten lo-
calizar documentos completos que pueden contener la información pertinente, dejando
que el usuario extraiga la respuesta de una lista ordenada de textos. Por el contrario,
los sistemas de IE extraen la información de interés, siempre que se haya presentado en
una representación objetivo predefinida, es decir, una plantilla. La solución inmediata
de combinar técnicas de IR e IE para búsqueda de respuestas no es práctica, ya que los
sistemas de IE dependen en gran medida del conocimiento del dominio y, además, la
generación de plantillas no se realiza automáticamente.
En los sistemas de búsqueda de respuestas, generalmente, primero se realiza un pro-
cesamiento de la pregunta combinando información sintáctica, resultante de un análisis
poco profundo, con información semántica que caracteriza la pregunta. Después, la bús-
queda de la respuesta se basa en una nueva forma de indexación, denominada indexación
de párrafos y en nuevos métodos de recuperación relacionados. Finalmente, para extraer
las respuestas y evaluar su corrección, se usan técnicas basadas en métodos empíricos y
en información léxico-semántica.
De esta forma, y gracias al análisis de algunas aproximaciones relevantes en este cam-
po [29] [30] [31], los principales componentes de un sistema de búsqueda de respuestas
se pueden identificar de la siguiente forma:
Procesamiento y análisis de la pregunta.
Selección de documentos o pasajes.
Extracción de respuestas.
Estos componentes se relacionan entre sí procesando preguntas y documentos en di-
ferentes niveles hasta obtener la respuesta. En la figura 3.1 se puede apreciar la secuencia
de ejecución de estos procesos.
Las preguntas formuladas al sistema son procesadas inicialmente por el módulo de
análisis de la pregunta. Este realiza dos tareas principales: Detectar el tipo de información
que la pregunta espera como respuesta (fecha, lugar, etc.) y seleccionar aquellos elemen-
tos de la pregunta que van a permitir la localización de los documentos que puedan
contener la respuesta. Esto es de vital importancia ya que de la calidad de la información
extraída depende en gran medida el rendimiento de los otros módulos y, por consiguien-
te, también el del sistema.
Una parte de la información que se obtiene como resultado del análisis de la pregunta
es utilizada por el módulo de recuperación de documentos para realizar una primera se-
lección de textos. Dado el gran volumen de documentos a tratar por estos sistemas y las
limitaciones de tiempo de respuesta con las que trabajan, esta tarea se realiza empleando
sistemas de recuperación de información, generalmente orientada a la detección de ex-
tractos de texto más reducidos que el documento completo. El resultado obtenido es un
subconjunto muy reducido de la base de datos documental sobre el que se afrontará la
extracción de la respuesta.
Finalmente, el módulo de extracción de respuestas se encarga de realizar un análisis
más detallado del subconjunto de textos relevantes resultado del proceso anterior, con la
finalidad de localizar y extraer la respuesta buscada.
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Figura 3.1: Arquitectura simple de un sistema de Búsqueda de Respuestas.
3.2 Dimensiones del problema
Para responder una determinada pregunta, un sistema debe analizarla en un contexto
correspondiente, ha de consultar una serie de recursos para localizar la respuesta y tiene
que presentarla de manera adecuada al usuario.
El análisis de cada uno de los siguientes procesos da lugar a una serie de aspectos o
dimensiones del problema que resulta conveniente abordar de forma previa a su resolu-
ción: Usuarios, preguntas, respuestas y nivel de conocimiento necesario o requerido.
3.2.1. Usuarios
Probablemente, el grado de satisfacción de diferentes usuarios ante el mejor sistema
de búsqueda de respuestas será totalmente variable en función de las expectativas de
cada uno de ellos.
Podemos encontrar un amplio espectro de usuarios que requieren diferentes capa-
cidades del sistema para satisfacer sus necesidades de información. Estas necesidades
pueden variar entre las solicitadas por un usuario casual, que interroga al sistema para
la obtención de datos puntuales, y las que puede necesitar un analista profesional. Es-
tos tipos representan los extremos de ese amplio abanico de usuarios potenciales de un
sistema de búsqueda de respuestas.
Se pueden clasificar los diferentes usuarios de un sistema de búsqueda de respuestas
en cuatro tipos generales en función de la complejidad de sus requerimientos:
Usuario casual. Este tipo de usuario necesita información puntual acerca de he-
chos concretos. Realiza preguntas cuya contestación se puede hallar en un docu-
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mento expresada, generalmente, de forma simple: ’¿En qué año nació Roosevelt?’ o
’¿Cuántos habitantes tiene Rusia?’.
El recopilador de información. Este usuario realiza preguntas cuya respuesta ne-
cesita de un proceso de recopilación de varias instancias de información indicadas
en la pregunta. Por ejemplo: ’¿Qué países componen la actual Unión Europea?’ o
’Dime los principales datos biográficos de Winston Churchill’. Como se puede apre-
ciar, este tipo de preguntas requiere la localización de varias informaciones (proba-
blemente en diferentes documentos) y su posterior combinación como respuesta
definitiva.
El periodista. Supongamos un periodista al que se le ha encargado la redacción
de un artículo relacionado con un evento determinado, por ejemplo, un terremoto
en la zona de Carolina del Sur. Para ello, el reportero necesitaría recabar, por un
lado, datos concretos del suceso (intensidad del terremoto, lugar del epicentro, da-
ños materiales, ...) así como informaciones anteriores más o menos relacionadas que
permitan enmarcar el suceso en un contexto adecuado (terremotos anteriores en la
zona, estudios sismológicos previos, predicciones, ...). En ambos casos, el sistema
necesitaría tener en cuenta el contexto de la serie de preguntas que el usuario le
interpondrá. Este contexto permitiría al sistema determinar la amplitud de la bús-
queda y la necesidad de profundizar en determinados aspectos del mismo.
El analista profesional. El perfil de este usuario corresponde con el de un consumi-
dor profesional de información experto en temas concretos. Por ejemplo, analistas
financieros, personal de organismos estatales especializados en política internacio-
nal, tráfico de drogas, etc. Un sistema de que trabaje a este nivel debe poder acep-
tar preguntas muy complejas cuyas respuestas pueden basarse en conclusiones y
decisiones realizadas por el propio sistema. Estas respuestas necesitaría de la re-
copilación y síntesis de información obtenida en diferentes fuentes y debería ser
presentada al usuario de una manera adecuada a su forma de trabajo. Además, este
sistema debería de disponer de potentes herramientas de navegación multimedia
que permitieran no sólo revisar la respuesta propuesta por el sistema a través de
todo el proceso de su obtención (revisión de la información de soporte, interpre-
taciones, conclusiones y decisiones realizadas) sino también facilitar la interacción
con el usuario en cada uno de esos procesos. Esta interactividad daría como resul-
tado una respuesta conjunta entre el sistema y el analista.
3.2.2. Preguntas
La experiencia demuestra que resulta difícil determinar cuales son las características
que hacen que unas preguntas resulten más difíciles de contestar que otras. Esta circuns-
tancia hace inviable una clasificación general de las mismas desde este punto de vista. Es
por eso que la clasificación aceptada de forma general se basa en el tipo de respuesta que
han de obtener:
De hechos concretos. Requieren como respuesta uno o varios datos muy específicos
como fechas, nombre de entidades, cantidades, etc.
De resumen. Necesitan localizar instancias de información relacionadas con la pre-
gunta y resumirlas para devolverlas al usuario.
De opinión. Corresponden a preguntas muy complejas que requieren de la reco-
pilación de datos y de la aplicación de técnicas de deducción en base a ellos. Un
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ejemplo sería ’¿Qué pasaría si mañana se demostrase que la vacuna que Rusia pro-
pone contra el COVID-19 funciona?’.
Esta clasificación resulta muy importante desde el punto de vista de la efectividad del
proceso de búsqueda de respuestas. Esto se debe a que un correcto análisis de la pregunta
permitiría reducir considerablemente el espacio de respuestas posibles a considerar por
el sistema en el proceso de localización de la misma [32].
3.2.3. Respuestas
La forma de las respuestas suministradas por un sistema de búsqueda de respuestas
puede ser variada y está íntimamente relacionada tanto con el tipo de pregunta como con
el tipo de usuario del sistema.
Desde el punto de vista de su extensión, éstas pueden ser cortas, como respuestas a
preguntas de hechos concretos (el nombre de un país o de una entidad) o largas, si son
respuestas a preguntas de opinión y/o resumen.
Desde la perspectiva del usuario, estas respuestas pueden ir acompañadas de los do-
cumentos y de los criterios de selección empleados que justifiquen la respuesta. De esta
forma, el usuario puede validar la corrección de las respuestas suministradas por el sis-
tema.
Por otra parte, existen diferentes técnicas relacionadas con la forma de construcción
de la respuesta: la extracción y la generación. La extracción consiste en seleccionar uno o
varios extractos de los documentos analizados y presentarlos como respuesta tal y como
aparecen en los documentos originales. Por otra parte, la generación consiste en elaborar
una presentación coherente de la respuesta a partir de la información original localizada
en los documentos. En este caso, necesitaríamos la aplicación de técnicas de generación
de lenguaje.
3.2.4. Conocimiento necesario
El poder contemplar con éxito el desarrollo de sistemas de búsqueda de respuestas
que soporten los diferentes niveles de la tipología de usuarios explicada previamente,
necesita de un incremento progresivo del nivel de conocimiento utilizado por estos siste-
mas.
Se puede estructurar este conocimiento en cuatro niveles en función de la necesidad
de su participación para afrontar preguntas de creciente complejidad. Cada nivel incluiría
el conocimiento de los niveles anteriores:
De hechos concretos. Corresponde al nivel mínimo exigido en un sistema de bús-
queda de respuestas. Este conocimiento permite la contestación de preguntas cuya
respuesta es un hecho concreto que bien puede ser el nombre de una persona u
organización, una cantidad, un lugar o una fecha. Las bases de conocimiento utili-
zadas pueden estar formadas por diccionarios o enciclopedias.
Explicativo. Este nivel de conocimiento ha de permitir que el sistema responda a
preguntas más complejas en las que la respuesta constituye la explicación, justi-
ficación o causa de un suceso. En este caso, las bases de conocimiento utilizadas
pueden estar formadas por ontologías y bases de conocimiento léxico-semánticas
como WordNet.
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Modal. Se necesita un mayor nivel de conocimiento para que un sistema pueda
afrontar preguntas de opinión y resumen: ’¿Qué pasaría si se demostrase que la
vacuna que Rusia propone contra el COVID-19 funciona?’ La respuesta a esta pre-
gunta se obtendría dentro de un dominio específico, por ejemplo, la evaluación de
las posibles consecuencias en el campo de la medicina o las repercusiones políticas
y económicas de ese suceso. El tipo de conocimiento requerido para realizar este
análisis vendría representado por lo que se conoce como bases de conocimiento de alto
rendimiento. Estas bases estarían formadas por ontologías restringidas al dominio
de la pregunta junto con axiomas particulares y estrategias genéricas de solución
de problemas asociados a dicho dominio.
General del mundo. Un amplio conocimiento general del mundo permitiría al sis-
tema procesar preguntas del tipo anterior pero sin limitar el dominio de aplicación.
De hecho, el sistema podría ser capaz de ’descubrir’ nuevo conocimiento relaciona-
do con la pregunta, ’aconsejar’ y ’justificar’ los motivos de dicha relación e incluso
facilitar al usuario la posibilidad de interactuar con el sistema para dirigir el pro-
ceso de generación de la respuesta en función del descubrimiento de información
relacionada.
3.3 Clasificación de sistemas de búsqueda de respuestas
La mayoría de sistemas de búsqueda de respuestas afrontan la tarea desde la pers-
pectiva del usuario casual. Es decir, un usuario que realiza preguntas simples que requie-
ren un hecho, situación o dato concreto como contestación. Estos sistemas utilizan como
fuente de información una base de datos textual compuesta por documentos escritos en
un único lenguaje. El conocimiento utilizado en estos sistemas corresponde también con
el nivel mínimo detallado anteriormente (de hechos concretos). En algunos casos se ha
avanzado un poco más mediante el uso de bases de datos léxico-semánticas (principal-
mente WordNet) y la integración de algún tipo particular de ontología como SENSUS
[33] o Mikrokosmos [34].
Clasificar los sistemas existentes resulta una tarea bastante complicada. Esta dificul-
tad radica principalmente en la selección de la perspectiva desde la que se desea realizar
dicha clasificación y en la gran variedad de aproximaciones existentes.
En primer lugar, se presenta una clasificación que tiene en cuenta la situación actual
de los sistemas de búsqueda de respuestas en el ámbito de una perspectiva general. En
segundo lugar, y con la intención de profundizar en las diferentes aproximaciones exis-
tentes, se hace una clasificación en función del nivel de análisis del lenguaje natural que
estos sistemas utilizan.
3.3.1. Perspectiva general
La taxonomía presentada en [35] clasifica los sistemas de búsqueda de respuestas en
función de tres criterios:
Las bases de conocimiento empleadas.
El nivel de razonamiento requerido.
Las técnicas de indexación y de procesamiento del lenguaje natural utilizadas.
Las bases de conocimiento y los sistemas de razonamiento proporcionan el medio que
facilita la construcción del contexto de la pregunta y la búsqueda de la respuesta en los
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documentos. Por otro lado, las técnicas de indexación permiten localizar aquellos extrac-
tos de documentos en los que pueden aparecer las respuestas. Por último, las técnicas
de procesamiento del lenguaje natural proporcionan el entorno general que permite la
localización y extracción de dichas respuestas de forma precisa.
3.3.2. Sistemas que no utilizan técnicas de procesamiento del lenguaje natural
Estos sistemas emplean técnicas de recuperación de información (RI) adaptadas a la
tarea de búsqueda de respuestas. La forma general de proceder de estos sistemas se basa
en la recuperación de extractos de texto relativamente pequeños con la suposición de que
dichos extractos contendrán la respuesta esperada.
Generalmente, el análisis de la pregunta consiste en seleccionar aquellos términos de
la pregunta que deben aparecer cerca de la respuesta. Para ello, se eliminan las palabras
de parada y se seleccionan aquellos términos con mayor ’valor discriminatorio’ (palabras
clave). Estos términos se utilizan para recuperar directamente fragmentos relevantes de
texto que se presentan directamente como respuestas [36] o bien, para recuperar docu-
mentos que posteriormente serán analizados. Este análisis consiste en dividir el texto
relevante en ventanas de un tamaño inferior o igual a la longitud máxima permitida co-
mo cadena respuesta. Cada una de estas ventanas se valora en función de determinadas
heurísticas para finalmente presentar como respuestas aquellas ventanas que consiguen
la mejor puntuación. Esta valoración suele tener en cuenta aspectos como el valor de
discriminación de las palabras clave contenidas en la ventana, el orden de aparición de
dichas palabras en comparación con el orden establecido en la pregunta, etc.
Se pueden incluir en este grupo los sistemas utilizados por la universidad de Massa-
chusetts [37] y los laboratorios RMIT/CSIRO [38].
El rendimiento alcanzado por este tipo de sistemas es relativamente bueno cuando
la longitud permitida como respuesta es grande (del orden de 250 caracteres o más), sin
embargo, decrece mucho cuando se requiere una respuesta corta y precisa.
3.3.3. Sistemas que emplean técnicas de análisis superficial
Estos sistemas se caracterizan, en primer lugar, por la realización de un análisis de-
tallado de la pregunta que permite extraer y representar aquella información que será
de utilidad en las sucesivas fases del proceso. De forma general, este proceso permite
obtener la siguiente información:
El tipo de entidad que la pregunta espera como respuesta (el nombre de alguien,
un lugar, etc).
Restricciones y características adicionales relacionadas con el tipo de respuesta es-
perada. Por un lado, están los términos de la pregunta que permiten la recuperación
de aquellas partes del texto sospechosas de contener la respuesta. Por otro lado, es-
tán las relaciones (sintácticas o semánticas) que deben aparecer entre las entidades
de la pregunta y la respuesta a encontrar.
Para obtener el tipo de respuesta es necesario que estas entidades se organicen en
clases semánticas, del estilo de ’persona’, ’organización’, ’tiempo’, ’lugar’, etc. Para iden-
tificar el tipo de respuesta esperada se suele realizar un análisis de los términos interroga-
tivos de la pregunta. Por ejemplo, el término ’who’ indica que la pregunta está buscando
como respuesta una persona. Sin embargo, en otros casos, se necesita analizar algunas
estructuras sintácticas de la pregunta para obtener la clase semántica de la respuesta. Por
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ejemplo, ’Who is the tallest man ...?’ es el término ’man’ (núcleo del sintagma nominal
’tallest man’) el que indica el tipo de respuesta esperado, en este caso, el nombre de una
persona.
Del análisis de la pregunta también se obtiene aquella información que permite la
generación de consultas que facilitan la selección de los extractos de texto de los docu-
mentos sospechosos de contener la respuesta.
Existen dos tendencias que se siguen para obtener estas consultas. Por un lado, está la
selección de palabras clave, que consiste en seleccionar aquellos términos de la pregunta
cuya aparición en un texto es de por sí indicativa de la posibilidad de existencia en sus
alrededores de la respuesta buscada. Para la pregunta ’¿Qué país limita al sur con Brasil?’,
el conjunto de palabras clave estaría formado por los términos ’limita’, ’sur’ y ’Brasil’.
Por otro lado, está el proceso de patrones de respuesta, en el que las consultas estarán
formadas por una o varias combinaciones de los términos de la pregunta en forma de
expresiones en las que podría encontrarse la respuesta. Posibles consultas derivadas del
ejemplo anterior serían: ’X limita al sur con Brasil’, ’X, país que limita al sur con Brasil’, ’La
frontera sur de Brasil es X’, etc. donde X es una referencia a la respuesta a encontrar. En
este caso, el sistema de recuperación de información se encarga de localizar extractos de
texto que contengan posibles expresiones de respuesta asociadas a cada tipo de pregunta
[39] [40]. Ambas estrategias no son excluyentes la una de la otra, ya que existen sistemas
que combinan ambas aproximaciones [41].
Por lo que respecta al proceso final de extracción de la respuesta, se suelen emplear,
o bien técnicas de recuperación de información, o bien patrones de respuesta en combi-
nación con el uso de clasificadores de entidades. Estas herramientas permiten localizar
aquellas entidades cuya clase semántica corresponde con aquella que la pregunta espe-
ra como respuesta. De esta forma, el sistema extraerá la respuesta de aquellos extractos
de texto que contienen alguna entidad del tipo semántico requerido, de forma combi-
nada con la aparición de términos clave en sus cercanías y/o la validación de patrones
de respuesta. Finalmente, el sistema ha de elegir de entre las entidades que pueden ser
respuesta a la pregunta. Este proceso se lleva a cabo mediante la aplicación de medidas
que permitan valorar de alguna forma el grado de corrección de cada posible respuesta.
Esta valoración se suele realizar aplicando funciones que miden, por una parte, el grado
de cumplimiento de aquellas características que tiene en cuenta el sistema en el proceso
de búsqueda de la respuesta (cercanía de palabras clave en el texto, fiabilidad de los pa-
trones validados, etc.) y, por otra parte, circunstancias generalmente relacionadas con la
redundancia de aparición de cada respuesta posible en diferentes documentos.
Entrando en los sistemas que utilizan patrones como base para las tareas de búsqueda
de respuestas, estos se fundamentan en la identificación y construcción de una serie de
patrones indicativos que dependen del tipo de pregunta a tratar y cuya validación está
relacionada con la posibilidad de encontrar la respuesta correcta. Un patrón indicativo es
una secuencia o combinación determinada de caracteres, signos de puntuación, espacios,
dígitos o palabras. Estos patrones se obtienen de forma totalmente manual mediante el
estudio de expresiones que son respuestas a determinados tipos de preguntas. Por ejem-
plo, la cadena J. R. R. Tolkien (1892-1973) contiene la respuesta a preguntas relacionadas
con los años en que Tolkien nació y falleció. A partir de aquí, se puede construir el si-
guiente patrón: ’[palabra con la primera letra en mayúsculas; paréntesis; cuatro dígitos; guión;
cuatro dígitos; paréntesis]’. Dicho patrón permite detectar respuestas a preguntas acerca del
periodo de existencia de una persona. A cada uno de estos patrones se le asigna un valor
de forma que el sistema pueda elegir entre varias posibles respuestas a una pregunta en
función del grado de fiabilidad de cada patrón con respecto a la pregunta.
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Hay sistemas, como el utilizado por IBM [42], que basan su aproximación en el con-
cepto de anotación predictiva. Esto consiste en utilizar un etiquetador de entidades para
anotar, en todos los documentos de la colección, la clase semántica de aquellas entidades
que detecta. Dicha clase semántica se indexa junto con el resto de términos de los do-
cumentos, facilitando así la recuperación de los extractos de documentos que contienen
entidades cuya clase semántica coincide con la esperada como respuesta. Estos sistemas
tienen en cuenta la similitud entre las estructuras sintácticas de las preguntas y posibles
respuestas como factor importante en el proceso de extracción de la respuesta final [43]
[44].
Por último, cabe destacar que algunos sistemas se caracterizan principalmente por la
aplicación de técnicas de aprendizaje, basadas en modelos de máxima entropía, a los pro-
cesos de análisis de la pregunta y de extracción final de la respuesta [45] [46]. En ambos
casos, estas técnicas se aplican en un módulo que valida la corrección de las respues-
tas suministradas por el sistema mediante la estimación de la probabilidad de que una
respuesta sea correcta.
3.3.4. Sistemas que utilizan técnicas de análisis profundo
De forma general, estos sistemas obtienen la representación semántica de la pregunta
y de aquellas sentencias que son relevantes a dicha pregunta. La extracción de la respues-
ta se realiza mediante procesos de comparación y/o unificación entre las representacio-
nes de la pregunta y las frases relevantes.
Los sistemas de la universidad de Pisa [47] y CLR [48] utilizan el concepto de tripletas
semánticas para representar dicha información. Una tripleta semántica está formada por
una entidad del discurso, el rol semántico que dicha entidad desempeña y el término con
el que dicha entidad mantiene la relación. Con esta notación se representan las preguntas
y las frases que contienen respuestas del tipo esperado para proceder a la extracción de
la respuesta comparando y puntuando el nivel de relación existente entre las estructuras
semánticas obtenidas en preguntas y frases objetivo.
El sistema de la Universidad de Sheffield [49] utiliza fórmulas lógicas para represen-
tar las preguntas y los pasajes candidatos a contener la respuesta y los incorpora en un
modelo de discurso. Este modelo codifica el conocimiento general del mundo y se enri-
quece con el conocimiento específico codificado en las fórmulas lógicas de la pregunta
y los pasajes candidatos. La selección de la respuesta final se realiza mediante la aplica-
ción de sistemas de puntuación que valoran, principalmente, la redundancia observada
en cada una de las respuestas posibles.
3.4 BERT
BERT, cuyas siglas significan Bidirectional Encoder Representations from Transformers, es
un modelo de representación del lenguaje introducido entre finales de 2018 y principios
de 2019 [50].
Este modelo consta de dos pasos: preentrenamiento y afinación. Durante el preentre-
namiento, el modelo es entrenado con datos sin etiquetar sobre disferentes tareas. Para
la afinación, se inicializa el modelo con los parámetros preentrenados, y todos estos se
afinan usando datos etiquetados para tareas posteriores. Cada una de estas tareas tiene
modelos de afinación distintos, aunque se inicialicen con los mismos parámetros entrena-
dos previamente. Un ejemplo para la tarea de búsqueda de respuestas se puede apreciar
en la figura 3.2, donde [CLS] es un símbolo especial añadido al principio de todos los
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ejemplos de entrada, y [SEP] es un token separador que, en el caso de la búsqueda de
respuestas, sirve para separar las preguntas de las respuestas.
Figura 3.2: Procedimientos generales de preentrenamiento y afinación de BERT.
3.4.1. Arquitectura
La arquitectura del modelo de BERT consiste en un codificador de Transformer bi-
direccional multicapa basado en la implementación original [20]. A efectos prácticos, es
como si se tomase el modelo del Transformer y suprimiéramos el Decoder, quedándonos
con el Encoder.
El número de capas, es decir, los bloques del Transformer, se denotan como L, el ta-
maño de las capas ocultas como H y el número de heads como A. De esta forma, BERT
presenta dos tamaños de modelo. Por un lado, está el BERT Base, con L = 12, H = 768 y
A = 12, por lo que el número total de parámetros asciende a 110 millones. Por otro lado,
está el BERT grande (BERT Large en inglés), con L = 24, H = 1024 y A = 16, de manera que
el número total de parámetros es de 340 millones.
3.4.2. Representaciones de la entrada y salida
Para hacer que BERT maneje una variedad de tareas posteriores, la representación
de entrada ha de ser capaz de representar en una secuencia de tokens tanto una sola
oración como un par de oraciones, este último caso es de vital importancia en la tarea de
búsqueda de respuestas.
Como se ha explicado anteriormente, el primer token de cada secuencia es siempre
un token de clasificación especial, denominado [CLS]. El estado oculto final correspon-
diente a este token se utiliza como representación de secuencia agregada para tareas de
clasificación. Los pares de oraciones se agrupan en una sola secuencia, diferenciándolas
de dos formas. Primero, se separan con un token especial ([SEP]), y luego se agrega un
embedding aprendido a cada token que indica si pertenece a la oración 1 o a la oración 2.
Como se puede observar en la figura 3.2, el embedding de entrada es representado por una
E, el vector oculto final para el token especial [CLS] por una C ∈ RH, y el vector oculto
final para el i-ésimo token por Ti ∈ RH.
Dado un token, su representación de entrada es construida sumando el token corres-
pondiente con el embedding de segmento y posición. Esta construcción se puede apreciar
en la figura 3.3.
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Figura 3.3: Representación de la entrada para BERT.
3.4.3. Preentrenamiento
A pesar de los métodos tradicionales de aprendizaje de modelos de lenguaje de iz-
quierda a derecha o derecha a izquierda [51] [52], BERT utiliza un procedimiento distinto
para su preentrenamiento. Este proceso consiste en dos tareas no supervisadas, y que se
pueden apreciar en la figura 3.2.
Por un lado, está la tarea del modelado de lenguaje enmascarado (ML enmascara-
do). Intuitivamente, es razonable pensar que un modelo bidireccional profundo es es-
trictamente más potente que un modelo de izquierda a derecha o que la concatenación
superficial de un modelo de izquierda a derecha con uno de derecha a izquierda. Desafor-
tunadamente, los modelos de lenguaje condicionales estándar solo se pueden entrenar de
izquierda a derecha o de derecha a izquierda, ya que el condicionamiento bidireccional
permitiría que cada palabra ’se vea a si misma’ indirectamente, por lo que el modelo
podría predecir trivialmente la palabra de destino en un contexto de múltiples capas.
Para entrenar una representación bidireccional profunda, simplemente enmascara-
mos un porcentaje de los tokens de entrada al azar y luego predecimos esos tokens en-
mascarados. Este procedimiento es conocido como modelado de lenguaje enmascarado,
aunque a menudo se le denomina tarea Cloze [53]. En este caso, los vectores ocultos fina-
les correspondientes a los tokens enmascarados se introducen en una softmax de salida
sobre el vocabulario, como en un modelado de lenguaje estándar.
Aunque esto permite obtener un modelo preentrenado bidireccional, una desventa-
ja es que se está creando un desajuste entre el preentrenamiento y la afinación, ya que
el token [MASK] no aparece durante este último. Para mitigar esto, no siempre se re-
emplazan las palabras ’enmascaradas’ con el token [MASK]. El generador de datos de
entrenamiento elige el 15 % de las posiciones de los tokens al azar para la predicción. Si
se elige el token i-ésimo, reemplazamos el token i-ésimo:
El 80 % de las veces, por el token [MASK].
El 10 % de las veces, por un token aleatorio.
El 10 % de las veces, permanece igual.
Luego, Ti se usará para predecir el token original con pérdida de entropía cruzada.
Por otro lado, está la tarea de predicción de la siguiente frase, en inglés Next Senten-
ce Prediction (NSP). Muchas tareas importantes posteriores, entre las que se encuentra
la búsqueda de respuestas, se basan en la comprensión de la relación entre dos oracio-
nes, que no se captura directamente en el modelado del lenguaje. Con el fin de entrenar
un modelo que comprenda las relaciones entre oraciones, se realiza un entrenamiento
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previo para una tarea binarizada de predicción de la siguiente oración que se puede ge-
nerar trivialmente a partir de cualquier corpus monolingüe. Específicamente, al elegir
las oraciones A y B para cada ejemplo de entrenamiento previo, el 50 % del tiempo B es
la siguiente oración real que sigue a A (etiquetada como IsNext), y el 50 % de las veces
es una oración aleatoria del corpus (etiquetada como NotNext). Como se muestra en la
figura 3.2, C se usa para la predicción de la siguiente frase.
La tarea de NSP está estrechamente relacionada con los objetivos de aprendizaje de
representación utilizados en [54] y [55]. Sin embargo, en trabajos previos, solo los embed-
dings de oraciones se transfieren a tareas posteriores, mientras que BERT transfiere todos
los parámetros para inicializar los parámetros del modelo de la tarea final.
3.4.4. Afinación del modelo
La afinación es sencilla, ya que el mecanismo de atención en el Transformer permi-
te que BERT modele muchas tareas posteriores intercambiando las entradas y salidas
apropiadas, independientemente de que involucren texto único o pares de texto. Para
aplicaciones que involucren pares de texto, un patrón común es codificar pares de texto
de forma independiente antes de aplicar atención cruzada bidireccional [56] [57]. BERT,
en cambio, utiliza el mecanismo de atención para unificar estas dos etapas, ya que la co-
dificación de un par de texto concatenado mediante atención incluye atención cruzada
bidireccional entre dos oraciones.
Para cada tarea, simplemente se conectan las entradas y salidas específicas de la tarea
en BERT y se ajustan todos los parámetros de un extremo a otro. En la entrada, la oración
A y la oración B del entrenamiento previo son análogas a los pares de preguntas y pasajes
en la respuesta a preguntas. En la salida, las representaciones de tokens se introducen en
una capa de salida para tareas a nivel de token, y la representación [CLS] es alimentada
a una capa de salida para su clasificación.
3.5 Conclusiones
Habiendo explicado en qué consiste un sistema de búsqueda de respuestas y el mo-
delo de BERT, nuestro enfoque para abordar esta tarea se basará en la versión base de
este modelo, cuya configuración, implementación y demás se tratará con más detalle en
los capítulos 4 y 5.
CAPÍTULO 4
Implementación y experimentación
En este capítulo se expondrán y se compararán las implementaciones de traducción
neuronal y comprensión de texto para tareas de búsqueda de respuestas, basadas en los
conceptos explicados previamente.
4.1 Detalles de implementación
Para la implementación de los sistemas de traducción automática neuronal se ha usa-
do Keras1, una API de alto nivel escrita en Python sobre Tensorflow, una librería de Pyt-
hon para entrenar y evaluar redes neuronales de manera eficiente. Para trabajar con Ke-
ras, se empleó el toolkit NMT-Keras [58]. Para los sistemas de búsqueda de respuestas se
utilizó Google Colab, la herramienta de Google en línea para ejecutar código Python y
crear modelos de aprendizaje automático a través de la nube de Google, con la posibi-
lidad de hacer uso de sus GPU. Los modelos de traducción fueron entrenados en una
GeForce RTX 2080, proporcionada por el grupo de investigación PRHLT2, mientras que
los modelos de búsqueda de respuestas fueron entrenados en una Tesla P100-PCIe, pro-
porcionada por Google.
4.2 Métricas empleadas
Para la evaluación de los sistemas implementados se emplean unas determinadas
métricas que midan la calidad de los modelos obtenidos. En el caso de traducción auto-
mática, hemos utilizado la métrica BLEU, mientras que para la búsqueda de respuestas
se ha hecho uso de la métrica F1. Para entender esta última métrica, es necesario explicar
también las métricas de precisión y recall.
4.2.1. BLEU
El BLEU (BiLingual Evaluation Understudy) [59] es una métrica para evaluar el texto
traducido automáticamente. La puntuación BLEU es un número entre cero y uno que
mide la similitud del texto traducido de manera automática con un conjunto de traduc-
ciones de referencia de alta calidad. Un valor de 0 significa que la traducción automática
de salida no se superpone con la traducción de referencia (calidad baja), mientras que un
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Matemáticamente, la puntuación BLEU se define como:




n=1 wn logPn (4.1)
Donde r es la longitud de la frase de referencia, c es la longitud de la frase candidata,
N los ngramas que se vayan a utilizar (en nuestro caso, 4 como máximo), wn el peso que
se le asigna a cada ngrama, tal que ∑Nn=1 wn = 1 (típicamente wn =
1
N ) y Pn es la precisión
modificada para el ngrama n.





De esta forma, si la frase candidata es ’A cat is on the mat’ y la frase de referencia es
’The cat is on the table’, la precisión en 1-gramas sería de 46 , mientras que en 2-gramas
sería de 35 y así sucesivamente.
4.2.2. Precisión
La precisión es el porcentaje de muestras recuperadas que son relevantes. De una





Donde C es el conjunto de muestras correctas, P es el conjunto de muestras predichas
y R es el conjunto de muestras recuperadas.
4.2.3. Recall
El recall o exhaustividad es el porcentaje de muestras relevantes que han sido recupe-





Donde C y P tienen el mismo significado que en el apartado anterior.
4.2.4. F1
La puntuación F1 [60] es una métrica que se define como una media armónica entre
la Precision y el Recall:
F1 =
2 · Precision · Recall
Precision+ Recall
(4.5)
4.3 Sistemas de traducción neuronal
Cada modelo está basado en la arquitectura de encoder-decoder con mecanismo de
atención propuesta en [19]. Gráficamente, se puede representar el modelo del cuál se ha
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partido en la figura 4.1, proporcionado por NMT-Keras. Para el encoder-decoder se es-
cogió LSTM como función de activación para las redes recurrentes, tanto en el encoder
como en el decoder. El tamaño del estado oculto de cada LSTM fue de 128 y el tamaño de
los word embeddings, tanto para el idioma fuente como el de destino, fue de 64. Los mode-
los han sido entrenado usando el algoritmo Adam [61] con un factor de aprendizaje de
2−4. La selección de dicho algoritmo y factor de aprendizaje fue el resultado de un pro-
ceso de experimentación, donde se probaron otros valores para el factor de aprendizaje
y otros algoritmos de optimización. Se utilizó un tamaño de batch de 16 y un tamaño de
beam de 6 para todos los modelos. El entrenamiento se detuvo después de 50 epochs para
cada modelo, debido a que el BLEU no mejoraba, y este se calculaba al final de cada epoch
sobre el conjunto de validación.
NMT-Keras también proporciona un modelo de Transformer, el cuál se puede apre-
ciar en la figura 4.2. Sin embargo, los resultados obtenidos tras el entrenamiento y eva-
luación con él fueron peores que los obtenidos con el modelo de atención de red neuronal
recurrente, por lo que fue descartado en favor del modelo de atención encoder-decoder
con redes neuronales recurrentes. Para este modelo de Transformer se probaron distintas
configuraciones, que consistieron en modificar los hiperparámetros del tamaño de salida
del Transformer, el tamaño de las capas feed-forward y el número de capas de atención
paralelas del modelo.
Figura 4.1: Modelo de atención de red neuronal recurrente proporcionado por NMT-Keras.
Figura 4.2: Modelo de Transformer proporcionado por NMT-Keras.
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4.3.1. Datasets
Para probar el proceso de experimentación, los sistemas de traducción automática se
evaluaron frente a varios conjuntos de datos extraídos de la web de OPUS3, un proyecto
en el que se intenta alinear datos en línea, agregar notificaciones lingüísticas y proporcio-
nar a la comunidad científica un corpus paralelo disponible de manera pública. A partir
de estos corpus se extrajeron particiones seleccionadas al azar para la fase de entrena-
miento, validación y evaluación. Debido a la escasa cantidad de datos paralelos entre el
inglés y el catalán y el inglés y el euskera, se decidió que el idioma fuente para realizar las
traducciones de esos dos idiomas fuese el español, debido a que había una mayor canti-
dad de datos emparejados entre este último y los otros dos, quedándose el inglés como
el idioma fuente a la hora de traducir al castellano.
A continuación serán presentados los conjuntos de datos escogidos y sus estadísticas.
A partir de esta información se puede inferir lo difícil que puede llegar a resultar una ta-
rea, ya que intervienen diversos factores como pueden ser la longitud de la oración o los
datos disponibles para entrenar. Es necesario recalcar que los tres conjuntos selecciona-
dos para entrenamiento, validación y evaluación se componen de la unión de muestras
entre distintos corpus. Esto se debe a que el conjunto de datos de la tarea de búsqueda
de respuestas que se quiere traducir, el SQuAD-v2.0, contiene oraciones correspondien-
tes a distintos contextos, por lo que el traductor ha de ser capaz de comprender bien
dichos contextos a la hora de traducirlos, o al menos estar bien orientado para que las
traducciones estén tan ajustadas al idioma original como sea posible.
En lo que respecta al tamaño de las muestras, se decidió que cada frase tuviese una
longitud máxima de 20 palabras, quedándonos con aquellas frases de cada dataset que
fuesen de longitud menor o igual a dicho tamaño. Esto se debe a que, a la hora de entrenar
el sistema, la diferenciación automática es demasiado costosa computacionalmente si la
matriz de embeddings que representa las muestras tiene un tamaño intratable.
Para la tarea de traducción del inglés al español, los datasets escogidos, junto con el
número de muestras de cada uno de ellos y cuantas de ellas se dedicaron a entrenamien-
to, validación y evaluación se pueden observar en la tabla 4.1. Del mismo modo, para la
tarea de español a catalán se puede apreciar en la tabla 4.2 y para la tarea del español al
euskera en la tabla 4.3.
4.4 Sistemas de búsqueda de respuestas
Los tres modelos empleados (uno para el español, otro para el catalán y otro para el
euskera), han sido entrenados utilizando BERT en su versión base. El tamaño de batch
utilizado fue de 12, mientras que el número de epochs durante el entrenamiento fue de 2,
y el factor de aprendizaje se fijó en 3−5. La longitud máxima por secuencia fue variando
para comprobar si esta repercutía en el resultado final, por los que los valores que se
tuvieron en cuenta fueron desde 32 hasta 384.
4.4.1. Datasets
Para el proceso de experimentación, los sistemas de búsqueda de respuestas se eva-
luaron frente a los conjuntos de datos SQuAD (en su versión 2.0) y XQuAD.
A diferencia de la traducción automática, para la búsqueda de respuestas no se uti-
lizaron los conjuntos de validación durante el entrenamiento, a pesar de que el mismo
3http://opus.nlpl.eu/
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Dataset Entrenamiento Validación Evaluación Total
GNOME 845 422 422 1.689
KDEdoc 1.126 563 565 2.254
EUconst 1.720 860 863 3.443
Ubuntu 3.379 1.690 1.690 6.759
PHP 3.620 1.810 1.814 7.244
WMT-News 4.080 2.040 2.039 8.159
OpenOffice 5.390 2.695 2.694 10.779
UN 47.734 6.547 6.842 61.100
Bible 48.046 6.590 6.825 61.500
Books 72.499 9.943 10.347 92.800
ECB 78.124 10.715 27.274 100.000
Tanzil 78.124 10.715 44.896 100.000
KDE4 84.507 11.590 12.073 108.170
News-Commentary 84.507 11.590 12.073 108.170
TED2013 84.507 11.590 12.073 108.170
EMEA 84.507 11.590 12.073 108.170
SciELO 84.507 11.590 12.073 108.170
JRC-Acquis 84.507 11.590 12.073 108.170
GlobalVoices 84.507 11.590 12.073 108.170
Wikipedia 84.507 11.590 12.073 108.170
Europarl v7 84.507 11.590 12.073 108.170
DGT 84.507 11.590 12.073 108.170
TildeMODEL 84.507 11.590 12.073 108.170
EUbookshop 84.507 11.590 12.073 108.170
MultiUN 84.507 11.590 12.073 108.170
UNPC 84.507 11.590 12.073 108.170
ParaCrawl 84.507 11.590 12.073 108.170
OpenSubtitles 84.507 11.590 12.073 108.170
Total 1.696.799 240.030 299.439 2.236.268
Tabla 4.1: Datasets y cantidad de frases paralelas tomadas de cada uno de ellos para la traducción
del inglés al español.
Dataset Entrenamiento Validación Evaluación Total
EUbookshop 892 446 446 1.784
Ubuntu 3.425 1.712 1.713 6.850
GNOME 3.375 1.688 1.687 6.750
GlobalVoices 6.038 3.020 3.018 12.076
KDE4 75.940 37.970 37.973 151.883
OpenSubtitles 363.435 60.572 60.573 484.580
DOGC 981.063 163.510 163.466 1.308.039
Total 1.434.168 268.918 268.876 1.971.962
Tabla 4.2: Datasets y cantidad de frases paralelas tomadas de cada uno de ellos para la traducción
del español al catalán.
conjunto de datos de SQuAD tiene su propio archivo dedicado a ello. Esto se debe a que,
en las primeras fases de experimentación, se observó que la diferencia de entrenar con o
sin estos conjuntos era mínima en tanto que el resultado obtenido era muy similar.
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Dataset Entrenamiento Validación Evaluación Total
GNOME 1.230 616 615 2.461
Ubuntu 1.495 749 745 2.989
MaSS 3.197 1.600 1.597 6.394
KDE4 41.953 20.970 20.982 83.905
EhuHac 450.000 75.000 61.839 586.839
Elhuyar 450.000 75.000 85.796 610.796
OpenSubtitles 525.000 87.500 95.462 707.962
Total 1.472.875 261.435 267.036 2.001.346
Tabla 4.3: Datasets y cantidad de frases paralelas tomadas de cada uno de ellos para la traducción
del español al euskera.
Para el caso de SQuAD, se escogió la versión pequeña de entrenamiento, que incluía
18.000 párrafos/contextos y 69.000 preguntas con sus correspondientes respuestas.
En lo que respecta a XQuAD, este dataset presenta algunas diferencias con el anterior.
Para empezar, SQuAD tiene, en algunos párrafos, preguntas cuya respuesta exacta no se
encuentra en su correspondiente párrafo y para las cuales se da una respuesta plausible.
En XQuAD este tipo de respuestas no se encuentran. Además de eso, XQuAD tiene su
propia versión en español, por lo que únicamente fue necesario traducir este conjunto de
datos al catalán y al euskera. De esta forma, la versión del dataset que se empleó para
evaluación contiene 240 párrafos y 1.190 preguntas con sus correspondientes respuestas.
CAPÍTULO 5
Resultados
En este capítulo se describirán los resultados obtenidos por cada una de las experi-
mentaciones realizadas. Los resultados se expresan como porcentaje en BLEU, en el caso
de traducción automática, y como porcentaje en F1, para el caso de búsqueda de respues-
tas.
5.0.1. Traducción automática
Los mejores resultados obtenidos para las tres tareas de traducción automática se
consiguieron utilizando el modelo de atención de red neuronal recurrente proporcionado
por NMT-Keras, empleando los parámetros que se han expuesto en la sección 4.3, es
decir, mediante LSTM de tamaño 128, con word-embeddings de tamaño 64 en el idioma
fuente y destino, algoritmo de optimización Adam con factor de aprendizaje 2−4, estos
dos últimos hiperparámetros debido a que, tras probar con distintos valores, los mejores
resultados se obtuvieron con esos. Finalmente, el tamaño de batch fue de 16, el tamaño de
beam de 6 y el entrenamiento duró 50 epochs. Los resultados con esta configuración, y que
resultaron ser los mejores que obtuvimos, se pueden apreciar en la tabla 5.1.
BLEU
Del inglés al español 40,7
Del español al catalán 47,9
Del español al euskera 33,6
Tabla 5.1: Resultados para el conjunto de test usando el modelo de atención de red neuronal
recurrente de NMT-Keras.
La tarea de traducción de español a catalán obtiene los mejores resultados, proba-
blemente debido a que es el par de idiomas que más similares son entre si. De forma
parecida, la traducción de inglés a español obtiene un mejor resultado que la del español
al euskera, lo que puede deberse a que este último no tiene relación o conexión lingüís-
tica alguna con otros idiomas conocidos, a pesar de haber adquirido bastante léxico del
español.
También se realizaron experimentos con el modelo de Transformer que proporciona
NMT-Keras, cuya mejor combinación de hiperparámetros fue el de utilizar un tamaño
de modelo de 64 (es decir, que produce salidas de tamaño 64), un tamaño de capas feed-
forward de 256 y 16 capas de atención paralelas. Los resultados con esta configuración,




Del inglés al español 34,6
Del español al catalán 41,3
Del español al euskera 29,8
Tabla 5.2: Resultados para el conjunto de test usando el modelo de Transformer de NMT-Keras.
5.0.2. Búsqueda de respuestas
Para la búsqueda de respuestas, además de emplear la F1 que se ha explicado ante-
riormente, se utiliza la métrica de Exact Match (EM) que simplemente comprueba que las
palabras de las respuestas de referencia y las de las candidatas coinciden exactamente.
Es una métrica que sirve de referencia y de apoyo para la F1 más que como una métrica
independiente, debido a que si, por ejemplo, la respuesta candidata es ’Me llamo Juan’
y la de referencia era ’Mi nombre es Juan’, el EM tiene en cuenta a la candidata como
respuesta incorrecta.
De esta forma, empleando el modelo de BERT base, con un tamaño de batch de 12, 2
epochs, factor de aprendizaje 3−5 y variando la longitud máxima por secuencia tal y como
se había explicado en la sección 4.4, los resultados obtenidos se pueden observar en la
tabla 5.3.
Idioma Longitud máxima por secuencia EM F1
32 42,6 61,3
64 44,8 63,9










Euskera 192 32,3 48,4
256 31,9 48,4
384 32,3 48,9
Tabla 5.3: Resultados para el conjunto de test XQuAD usando BERT en Google Colab.
A la vista de estos resultados se puede afirmar que la mejor configuración para la
tarea de búsqueda de respuestas es la asignar un valor alto a la longitud máxima por
secuencia que se tiene en cuenta de las muestras, ya que para los tres idiomas, por lo
general, cuanto mayor es este valor, mejores resultados se obtienen. Además, en español
y catalán se obtienen unos resultados competentes, ya que si los comparamos con los
resultados obtenidos para la misma tarea en inglés [64], podemos observar que en esa
el resultado en F1 era de 77,8. Esto probablemente se deba a que la construcción de sus
respectivos datasets en español y catalán ha sido satisfactoria partiendo de una buena
traducción. Por otro lado, los resultados obtenidos para la misma tarea en euskera han
sido más pobres, lo que puede deberse al problema que se ha comentado anteriormente
con la traducción (la poca similitud entre el euskera y el idioma fuente), por lo que es
altamente probable que las traducciones de las respuestas no se correspondan con su
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aparición en su respectivo párrafo, sino que se traten de sinónimos que el traductor ha
dado por válidos.
5.1 Conclusiones
A la vista de los resultados obtenidos para las dos tareas que se han propuesto, se
puede afirmar que el peor de los resultados, en ambos casos, es el que involucra al idioma
euskera. En el caso de búsqueda de respuestas, puede tener su origen en la generación
del conjunto de datos SQuAD y en las traducciones que se han realizado, lo cuál puede
haber dado lugar a que el F1 haya sido más bajo que en el caso de sus correspondientes
versiones en español y catalán. Si seguimos tirando del hilo y nos planteamos el por qué
de estas traducciones tan poco íntegras, una causa puede ser el poco parecido entre el
idioma español y el euskera, lo que ocasiona que el traductor neuronal construido no
tenga en cuenta una parte importante del contexto del idioma de entrada.

CAPÍTULO 6
Conclusiones finales y trabajos
futuros
6.1 Conclusiones finales
En este trabajo de fin de Máster se ha propuesto un sistema de traducción neuronal
y un modelo de búsqueda de respuestas. El objetivo de esto era tratar de traducir el
conjunto de datos dedicado a la búsqueda de respuestas para poder obtener datasets en
aquellos idiomas de los que no se disponen de datos para esta tarea.
Para hacer esto, se propuso un sistema de atención de redes neuronales recurrentes
proporcionado por el toolkit de traducción NMT-Keras. Una vez traducidos los párrafos,
las preguntas y las respuestas de los conjuntos de datos SQuAD y XQuAD al español,
catalán y euskera, se propuso el modelo base de BERT para la obtención de respuestas.
Los resultados obtenidos, tanto en traducción como en búsqueda de respuestas, re-
sultan aceptables. En el caso de la traducción, el BLEU obtenido para la tarea de traducir
al euskera es más reducido debido a la poca similitud entre el idioma fuente y el destino.
Por otra parte, en el caso de la búsqueda de respuestas, se ha arrastrado dicho problema
en la traducción y se ha obtenido un resultado más pobre que su homónimo en español
y catalán.
Con el fin de poder replicar experimentos realizados, se alojará en Github1 el código
desarrollado, junto con los datasets empleados para la traducción automática, así como
los conjuntos de datos SQuAD y XQuAD, en sus distintas versiones en español, catalán
y euskera.
Por último, a nivel profesional este trabajo ha permitido obtener conocimientos más
sólidos desde un punto de vista teórico y práctico, este último en especial gracias al uso
de toolkits como NMT-Keras para el desarrollo de modelos predictivos, dedicado en este
caso a la traducción. Estos conocimientos son de vital importancia para el mundo pro-
ductivo, ya que empresas como Google o Amazon emplean librerías como Tensorflow o
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6.2 Trabajos Futuros
Anteriormente se han presentado diferentes enfoques de traducción neuronal para li-
diar con las tareas que aborda este trabajo. Sin embargo, todavía quedan líneas de trabajo
abiertas que podrían ampliar este trabajo de fin de Máster.
6.2.1. Nuevos datasets para la búsqueda de respuestas
A pesar de que se ha escogido SQuAD y XQuAD como datasets para entrenamiento y
evaluación de sistemas de búsqueda de respuestas, existen otros conjuntos de datos que
podrían haber sido abordados para esta tarea, como es el caso de CoQA2 o MLQA [63],
este último es de especial interés para la siguiente línea de trabajo futuro plausible.
6.2.2. Enfoque multilingüe en la búsqueda de respuestas
A pesar de que para este trabajo se ha considerado un idioma por tarea, en la búsque-
da de respuestas también suelen ser habituales métodos multilingües, como puede ser el
entrenamiento de un sistema en un idioma y su validación en otro.
MLQA es un conjunto de datos indicado para este enfoque, ya que contiene, para
un mismo párrafo, diferentes preguntas (con sus respectivas respuestas) planteadas en
múltiples idiomas, como se puede apreciar en la figura 6.1.
Figura 6.1: Dos instancias de MLQA.
6.2.3. Mejora de resultados para euskera
Debido a los mejorables resultados obtenidos para el euskera, tanto en la traducción
automática como en la búsqueda de respuestas, sería interesante investigar acerca de este
suceso.
2https://stanfordnlp.github.io/coqa/
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Un primer enfoque podría ser el análisis de los datasets de SQuAD y XQuAD gene-
rados en el presente trabajo, debido a que una buena cantidad de muestras no tengan
las respuestas íntegras para su correspondiente pregunta y contexto de referencia, bien
porque la respuesta se encuentra repetida en dicho contexto y la generación del dataset
no ha seleccionado la adecuada, o bien porque el traductor al euskera ha tomado una
respuesta al español y la ha traducido por una palabra que, aunque puede ser correcta,
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