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Abstract
The rapidly increasing power conversion efficiencies (PCEs) of organic solar cells (OSCs)
above 10 % were made possible by concerted international research activities in the last few
years, aiming to understand the processes that lead to the generation of free charge carriers
following photon absorption. Despite these efforts, many details are still unknown, especially
how these processes can be improved already at the drawing board of molecular design. To
unveil this information, dicyanovinyl end-capped oligothiophene derivatives (DCVnTs) are
used as a model system in this thesis, allowing to investigate the impact of small structural
changes on the molecular properties and the final solar cells.
On thin films of a methylated DCV4T derivative (DCV4T-Me1144), the influence of the
measurement temperature on the charge carrier generation process is investigated. The ob-
served temperature activation in photoinduced absorption (PIA) measurements is attributed
to an increased charge carrier mobility, µ, increasing the distance between the charges at
the donor/acceptor (D/A) interface and, thus, facilitating their final dissociation. The cor-
relation between the activation energy, Ea, and µ is confirmed using a DCV6T derivative
(DCV6T-Me2255) with lower µ, exhibiting a higher Ea for charge carrier generation.
Another parameter to influence the charge carrier generation process is the molecular struc-
ture. Here, alkyl side chains with varying length are introduced and their influence on the
intramolecular energy levels as well as the absorption and emission properties in pristine and
blend films with the acceptor C60 are examined. The observed differences in intermolecular
order (higher order for shorter side chains) and phase separation in blend layers (larger phase
separation for shorter side chains) are confirmed in PIA measurements upon comparing the
temperature dependence of the triplet exciton lifetimes. A proposed correlation between the
side chain length and the coupling between D and A, which is crucial for efficient charge
transfer, is not confirmed. The presented flat heterojunction solar cells underline this conclu-
sion, giving similar photocurrent densities for all compounds. Differences in PCE are related
to shifts of the energy levels and the morphology of the blend layer in bulk heterojunction
devices.
Furthermore, the impact of the electric field on the charge carrier generation yield is investi-
gated in a proof-of-principle study, introducing PIA measurements in transmission geometry
realized using semitransparent solar cells. The recombination analysis of the photogenerated
charge carriers reveals two recombination components. Trapped charge carriers or bound
charge pairs at the D/A interface are proposed as an explanation for this result.
The miscibility of D and A, which can be influenced by heating the substrate during layer
deposition, is of crucial importance to obtain high PCEs. In this work, the unusual negative
influence of the substrate temperature, Tsub, on DCV4T
0:C60 blend layers in solar cells is
investigated. By using optical measurements and structure determination tools, a rearrange-
ment of the DCV4T0 crystallites is found to be responsible for the reduced absorption and,
therefore, photocurrent at higher Tsub. The proposed blend morphology at Tsub = 90
◦C is
characterized by a nearly complete demixing of the D and A phases. This investigation is of
particular relevance, because it shows the microscopic origins of a behavior that is contrary
to the increase of the PCE upon substrate heating usually reported in literature.
Finally, the optimization steps to achieve a record PCE of 7.7 % using a DCV5T derivative
(DCV5T-Me33) as donor material are presented, including the optimization of Tsub, the ac-




Der rasante Anstieg des Wirkungsgrads von organischen Solarzellen u¨ber die Marke von 10 %
war nur durch la¨nderu¨bergreifende Forschungsaktivita¨ten wa¨hrend der letzten Jahre mo¨glich.
Trotz der gemeinsamen Anstrengungen, die Prozesse, die zwischen der Absorption der Pho-
tonen und der Ladungstra¨gererzeugung liegen, genauer zu verstehen, sind einige Fragen je-
doch immer noch ungelo¨st, z.B. wie diese Prozesse schon auf dem Reißbrett durch die gezielte
A¨nderung bestimmter Moleku¨lstrukturen optimiert werden ko¨nnen. Um dieses Ziel zu erre-
ichen, werden in dieser Arbeit Dicyanovinyl-substituierte Oligothiophene (DCVnTs) verwen-
det. Diese Materialien bieten die Mo¨glichkeit, kleine strukturelle A¨nderungen vorzunehmen,
deren Einfluss auf die molekularen und auf die Solarzelleneigenschaften untersucht werden
soll.
Der Einfluss der Messtemperatur auf den Prozess der Ladungstra¨gertrennung wird hier an
einer DCV4T-Verbindung (DCV4T-Me1144) in einer du¨nnen Schicht untersucht. Die bei
photoinduzierter Absorptionsspektroskopie (PIA) beobachtete Aktivierung dieses Prozesses
mit zunehmender Temperatur wird auf eine erho¨hte Ladungstra¨gerbeweglichkeit, µ, zuru¨ck-
gefu¨hrt. Der dadurch erho¨hte effektive Abstand der Ladungen an der Grenzfla¨che zwis-
chen Donator (D) und Akzeptor (A) erleichtert die endgu¨ltige Trennung der Ladungstra¨ger.
Durch den Vergleich mit einer DCV6T-Verbindung (DCV6T-Me2255) wird der Zusammen-
hang zwischen der Aktivierungsenergie, Ea, und µ bekra¨ftigt. Die kleinere Beweglichkeit
a¨ußert sich dabei in einer gro¨ßeren Aktivierungsenergie.
Daru¨berhinaus kann der Ladungstra¨gergenerationsprozess auch von der Moleku¨lstruktur ab-
ha¨ngen. In dieser Arbeit wird untersucht, wie sich die La¨nge von Alkylseitenketten auf die
Energieniveaus der Moleku¨le, aber auch auf die Absorptions- und Lumineszenzeigenschaften
der Materialien in reinen und in Mischschichten mit dem Akzeptor C60 a¨ußert. Die ermittel-
ten Unterschiede bezu¨glich der Moleku¨lordnung (geordneter fu¨r ku¨rzere Seitenketten) und
der Phasengro¨ßen in Mischschichten (gro¨ßere Phasen bei ku¨rzerer Kettenla¨nge) werden in der
Untersuchung der Temperaturabha¨ngigkeit der Lebensdauer von Triplettexzitonen mittels
PIA-Messungen besta¨tigt. Fu¨r Solarzellen ist von Bedeutung, ob sich die Seitenkettenla¨nge
auf die Wechselwirkung zwischen D und A auswirkt. Der vermutete Zusammenhang wird
hier nicht besta¨tigt. Ein a¨hnlicher Photostrom fu¨r alle untersuchten Verbindungen in So-
larzellen mit planaren Heterou¨berga¨ngen unterstreicht diese Schlussfolgerung. Unterschiede
im Wirkungsgrad werden auf A¨nderungen der Energieniveaus und die Morphologie in Mis-
chschichtsolarzellen zuru¨ckgefu¨hrt.
Desweiteren wird in einer Machbarkeitsstudie der Einfluss des elektrischen Felds auf die
Generationsausbeute freier Ladungstra¨ger untersucht. Dafu¨r werden halbtransparente So-
larzellen verwendet, die es ermo¨glichen, PIA Messungen in Transmissionsgeometrie durch-
zufu¨hren. Als mo¨gliche Erkla¨rung fu¨r das Auftreten zweier Rekombinationskomponenten in
der Analyse des Rekombinationsverhaltens der durch Licht erzeugten Ladungstra¨ger werden
eingefangene Ladungstra¨ger und gebundene Ladungstra¨gerpaare an der D/A-Grenzfla¨che
genannt.
Das Mischverhalten von D und A kann durch ein Heizen des Substrates wa¨hrend des Ver-
dampfungsprozesses eingestellt werden, was von entscheidender Bedeutung fu¨r eine weitere
Steigerung des Wirkungsgrades ist. Fu¨r DCV4T0:C60-Mischschichtsolarzellen wird jedoch
eine Verschlechterung des Wirkungsgrads zu ho¨heren Substrattemperaturen, Tsub, beobachtet.
Durch optische Messungen und Methoden zur Schichtstrukturbestimmung wird dieser Effekt
iii
auf eine Umordnung der DCV4T0-Kristallite fu¨r hohe Tsub und die damit verbundene Ver-
ringerung der Absorption und damit auch des Photostroms zuru¨ckgefu¨hrt. Bei Tsub = 90
◦C
sind die D- und A-Komponenten fast vollsta¨ndig entmischt. Dieses Beispiel ist von beson-
derer Bedeutung, weil hier die Ursachen fu¨r ein Verhalten aufgezeigt werden, das entgegen
den Beispielen aus der Literatur eine Abnahme des Wirkungsgrads beim Aufdampfen der
aktiven Schicht auf ein geheiztes Substrat zeigt.
Schließlich werden die Optimierungsschritte dargelegt, mit denen Solarzellen mit einer
DCV5T-Verbindung als Donatormaterial auf einen Rekordwirkungsgrad von 7.7 % gebracht
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”The next major explosion is going to be when genetics and computers come
together. I’m talking about an organic computer - about biological
substances that can function like a semiconductor.“
(Alvin Toﬄer, American Author, born in 1928)
We are not yet thus far that microchips can be composted, but organic semiconductors are
no longer a vision of a futurist. Whereas electronic applications on the basis of inorganic
semiconductors like silicon, germanium, or gallium ruled the passed century, researchers
have taken the next step to balance the shortcomings of this epoch-making material class.
In the future, organic electronics will complement conventional semiconductors in previously
unexplored disciplines due to their unique properties.
In contrast to inorganic semiconductors, organic semiconductors are based on mainly carbon-
containing polymers or small molecules. The discovery of conductive polymers led to the
Nobel Prize in Chemistry at the beginning of this millennium. The conductivity of organic
compounds is further increased by doping additive materials into the semiconductor matrix,
a process similar to what is known from the inorganic semiconductor technology. The pio-
neering work in this field was rewarded in 2012 with the German Future Prize.
Organic semiconductors are interesting for many applications, ranging from organic light
emitting diodes (OLED) to organic photovoltaics (OPV) and organic field-effect transistors
(OFET). OLEDs have already made their way into industrial products, especially in the dis-
play industry. One of the potential advantages of OLEDs is the possibility to fabricate them
on large area flexible substrates, allowing for example wallpaper lighting or semitransparent
lighting windows.
The inverse process to light emission from electrical current is the electrical power genera-
tion from incident light. Energy harvesting from sun light is particularly beneficial due to its
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abundance, especially in view of decreasing fossil energy resources in the future. Photovoltaic
(PV) modules based on inorganic materials like crystalline silicon or gallium-arsenide have
reached record power conversion efficiencies (PCE) of 44 % in multijunction concentrator
cells on lab scale. [1] Typical PCEs of rooftop installations range between 15 and 20 %. [2,3]
However, those techniques have several disadvantages. For the fabrication of monocrystalline
silicon wafers with the desired ultrahigh purity, a large amount of energy is necessary, which
increases the energy payback time of such devices. Replacing this classic technology by thin
film technologies like CdTe1 or CIGS2 introduces either rare materials like indium or toxic
materials like cadmium, demanding for special care in production and usage as well as the
final disposal of the modules. Furthermore, these technologies are not very flexible in the
choice of the substrate or the module shape, restricting creativity for system integration.
In organic OPV devices, strongly absorbing dyes or polymers are used for light absorption
and energy conversion. Being well known for 80 years, the material class of metal ph-
thalocyanines (MPc), for example, is famous for its brilliant colors and, therefore, used as
color pigment in many applications. Its copper and zinc derivatives (CuPc and ZnPc) can be
viewed as the pioneering absorber materials in small molecule organic solar cells (OSCs). [4–6]
Due to the strong absorptivity of these materials, the thickness of the photoactive layers is
reduced typically below 200 nm for polymers and below 100 nm for small molecule systems,
compared to several micrometers of active material for most inorganic PV technologies. This
reduction is not only advantageous considering material consumption, but also decreases the
module weight and increases its flexibility.
The OPV technology offers several outstanding features overcoming several of the mentioned
drawbacks of standard inorganic PV technologies:
 Environmentally Friendly: In most cases, no toxic heavy metals are included in the
chemical structure of the used molecules.
 Short Energy Payback Time: The deposition of the organic materials is a low temper-
ature process without the need for highly crystalline wafers. Comparative studies for
OPV cells show that the cumulative energy demand to fabricate organic devices is on
average 50 % less compared to standard inorganic techniques. [7] Energy payback times
are predicted to decrease below 50 days in the near future. [8]
 Flexible and Light-weight: Organic devices can be produced on flexible substrates,
allowing roll-to-roll processing of modules instead of the production of single wafers
(see the module example in Fig. 1.2). The ultrathin layer technology reduces the mass
of the deposited material, so that a final module weight of 500 g/m2 is targeted. [9]
1based on cadmium and tellurium
2compound material of copper, indium, gallium and sulfur (and selenium)
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 Low Fabrication Cost: The possibility of roll-to-roll production (see Fig. 1.1) allows
for a higher module output and reduces the module cost.
 Tunable Color: The variability of the materials is large. Due to the rather narrow
absorption bands of the molecules, organic chemistry is able to tune the color of the
absorbing materials in the visible or NIR spectral range. Additional adjustments are
possible by tuning the device stack.
 Tunable Transparency: By adjusting the layer thickness of the absorbing layer and
using transparent contact materials, the transparency of OPV devices can be tuned.
Power conversion efficiencies of OPV devices have experienced a near-exponential increase
in the last years, recently crossing the 10 % mark on the lab scale, which opens the way for
significant industrial production. Although these values are still lower than those mentioned
above for conventional inorganic technologies, two important factors must be considered for
a proper comparison: the low-light performance and the temperature coefficient. In contrast
to inorganic devices, their organic relatives usually perform better when the temperature
increases due to the different charge transport mechanisms in disordered molecular films
compared to crystalline silicon. As the device specifications are given at standardized con-
ditions (e.g. measured at 25 ◦C), the organic devices usually perform better than specified
when they are exposed to realistic conditions (heating sun light). Additionally, the low-light
and angle performance of OPV devices is superior to inorganic PV, increasing the energy
harvested in the morning and evening hours of the day. Fig. 1.3 exemplarily shows a com-
parative outdoor test of OPV modules and several inorganic technologies, demonstrating
that the OPV module strongly outperforms the competitors.
Besides the contribution of potentially low-cost OPV modules to the power generation tar-
gets from renewable energies, these advantages allow for the exploration of completely new
markets:
Building Integration: The flexibility in shape, color and transparency is the perfect
playground for architects. No longer being forced to the rigid and square-shaped standard
modules, PV electricity generation can be included in buildings in the desired way. Design
studies, shown in Fig. 1.1, demonstrate the potential of colored modules as facade decoration
or the application of transparent window modules in cars or office towers with glass facades.
Tinted windows are superfluous due to the absorbed light intensity, which is converted into
electrical energy in OPV covered windows. If, for example, the Burj Khalifa in Dubai was
equipped with semitransparent OPV modules with a PCE of 5 %, it would turn into a so-
lar power plant with an installed power of roughly 5 – 10 MW. Konarka Industries have
demonstrated further application fields by successfully integrating modules in bus shelters,
carports, or greenhouses (see Fig. 1.2 and the case studies in Ref. [10]).
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Figure 1.1.: (left) Design studies for building integration of OPV making benefit from
the tunability of the apparent color of the final modules. (top left) Design study for the
integration of semitransparent OPV modules into glass facades of office buildings. The
inset shows a semitransparent module produced by Heliatek. (top right) Design study for
the integration of OPV modules in the automotive sector. (bottom) Picture of Heliatek’s
encapsulation line for the finish of devices fabricated on a flexible substrate using roll-to-
roll production. All pictures are taken from Heliatek. [9]
Mobile Applications: Due to the low weight and flexibility of the modules, they are also
suitable for mobile applications, for example outdoor activities or off-grid locations. Modules
can be coiled up and transported in a backpack, integrated into tents (see Fig. 1.2), or into
bags for powering mobile electronics. As there are no rigid materials incorporated, those
devices are ”unbreakable“.
Due to the intensive research in this field in the recent years, these visions are in reach.
However, there are still urgent topics to be addressed – not only for scientific reasons but to
direct future research for higher PCEs. One major issue in OPV research is the search for
materials with superior optical and electrical properties. By developing structure-property
relationships, it is aimed to improve the predictability of certain molecular properties before
their synthesis. However, the superior challenge is to understand the basic processes that
govern the generation of free charge carriers in the photoactive layer and the extraction of
those, because this information sets the basis for a directed material research.
In OSCs, the active layer is composed of two materials, an electron donor and an acceptor.
One of the most crucial steps between photon absorption and the final charge extraction
4
Figure 1.2.: (left) Case study to test the outdoor performance of Konarka’s OPV modules
under realistic conditions (Solar Curtain Wall in Tamarac, Florida, USA). (center top)
Power Plastic module produced by Konarka. (center bottom) Flexible modules integrated
into a tent roof. (right) OPV modules as roof coverage for a carport in Florida, USA. All
pictures are taken from Konarka. [10]
at the electrodes is the generation of the free charge carriers. A unique model describing
the processes and excited states that are directly involved in this step and the parameters
that impact the yield of each process is required. In a large number of photophysical and
device experiments for a large number of donor and acceptor materials and combinations,
a correlation between an increased charge carrier generation yield and the one or the other
material or external parameter was observed. The energy level offset between donor and
acceptor, the charge carrier mobilities, an external electric field, or the thin film morphology
are only some examples to be mentioned here. However, a concise formulation has not been
derived yet. Photophysical investigations on this particular issue compose the first part of
the results discussed in this thesis (Chapt. 6-8).
The highest PCEs are only achieved when donor and acceptor are mixed to form a com-
bined photoactive film. In those cases, the knowledge or even the possibility of predicting
the resulting microstructure in this film is of paramount importance for an improvement of
the devices. The investigation and manipulation of the mixed layer morphology is the main
topic of the second part of this thesis (Chapt. 9-10).
Before the results obtained in this work are discussed, an overview of the necessary theo-
retical background knowledge is given in Chapt. 2. In addition to a general introduction
of organic semiconductors, special emphasis is put on optical excitations and transport of
charged and neutral excitations in organic semiconductors, because those topics play an im-
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Figure 1.3.: Comparative outdoor study of the average daily energy produced by one
organic and three different inorganic PV modules over a period of four months. The graph
is taken from Ref. [11].
portant role in this work. Chapter 3 then focuses on the working principle of OSCs. After
the introduction of the donor-acceptor heterojunction concept and the additional refinement
of the layer stacking through the p-i-n concept, the importance of the processes involved in
the generation of free charge carriers is highlighted by an extensive literature survey. The
aim of these sections is on the one hand to summarize the progress that has been achieved
in the understanding of the complex interplay between all contributing processes. On the
other hand, it is shown that certain results are still contradictory and a compact description
of the charge carrier generation process is still missing. After the theoretical introduction,
details concerning the sample preparation and the experimental methods applied in this
work are given in Chapt. 4. The last introductory chapter (Chapt. 5) gives an overview of
the material system used, which is the dicyanovinyl end-capped oligothiophenes (DCVnTs).
Their thermal stability is addressed as well as general optical and energetical properties and
their application in solar cells. The variability of this material class does not only offer the
unique possibility to investigate and formulate structure-property relationships. Above all,
a couple of DCVnT derivatives were found in the recent past to deliver high PCEs as donor
materials in OSCs, underlining the general importance of this material class in the field of
OPV.
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The first part of the photophysical investigations deals with the influence of the sample tem-
perature on the charge carrier generation yield (Chapt. 6). With photoinduced absorption
measurements, a temperature activation of the charge carrier generation is observed. The
effect is attributed to an increase in charge carrier mobility, which allows the charge pairs at
the interface between donor and acceptor to escape each other more efficiently. The corre-
lation between the temperature activation of free charge carrier generation and the charge
carrier mobility is confirmed in the comparison of two materials with high (DCV4T-Me1144)
and low hole mobility (DCV6T-Me2255).
Chapter 7 compares four different DCV4T derivatives with side chains of varying lengths.
The effect of these side chains on the film morphology in pristine and blend films with the
acceptor material C60 is investigated. These results are further used to interpret the observa-
tions from photoinduced absorption measurements in view of the intermolecular intersystem
crossing yield and the charge transfer yield between donor and acceptor. A proposed spacer
effect correlated to the length of the side chains is not observed. The investigation is com-
pleted with the discussion of solar cell devices using all four DCV4T derivatives as donor
materials.
The final part of the photophysical investigations is a proof-of-principle study of electric-field
dependent photoinduced absorption measurements on complete devices with semitranspar-
ent metal top contacts (Chapt. 8). Such measurements allow a direct investigation of pho-
toinduced processes in working solar cells, enabling better comparability with the device
parameters, in contrast to the bare active layers which are usually investigated. The final
aim of those investigations is to reveal the influence of an externally applied electric field on
the generation efficiency of free charge carriers and – if it is observed – its influence on the
photoemission from an interfacial charge transfer state.
In the first chapter of the device physics part (Chapt. 9), the photoactive blend layer of
DCV4T0 and C60 is evaporated onto a heated substrate. This treatment is commonly ap-
plied to OSCs based on small molecules to tune the morphology of the photoactive blend
layer such that the PCE of the solar cell usually increases. In this case, however, the in-
creased substrate temperature induces a nearly complete demixing of the donor and acceptor
molecules and a rearrangement of the oligothiophenes such that the absorption is strongly
decreased. The overall decrease of the PCE is related to these microscopic changes by absorp-
tion and photoluminescence measurements, as well as structure and surface investigations
with atomic force microscopy and X-ray methods.
The optimization of highly performing solar cells using DCV5T-Me33 as donor material in
Chapt. 10 also starts with the determination of the optimal substrate temperature, revealing
a similar behavior as observed for DCV4T0 above a critical substrate temperature. After
several more optimization steps, including the material and thickness of the p-doped hole
transport layer, the electron transport layer, the thickness of the photoactive blend layer,
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and the addition of an intrinsic donor layer next to the blend layer, the PCE is increased to
7.7 %, comprising the highest value ever obtained for small molecule solar cells with disclosed
active materials.
The final conclusions chapter reviews the most important results obtained in the photophys-
ical and device investigations presented in this work. It is emphasized that this work does
not provide an ultimate explanation for the important processes in OSCs. Science is like a
puzzle. It takes a long time until you see the final picture. However, the results in this work
add some important new pieces to the OSC puzzle and contribute to the efforts of scientists
all over the world to finally realize the visions introduced in the beginning. Some more ideas
and suggestions concerning the open challenges in the presented photophysical investigations
as well as for a further increase of the obtained record efficiencies are presented in a short
outlook at the very end of this thesis.
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Elementary Processes in Organic
Semiconductors
In this chapter, the most important theoretical aspects that build the basis for
the evaluation of the experimental data will be reviewed. A short introduction
to the general structure and properties of organic molecules is given in Sec. 2.1.
The interaction of organic molecules with light is the topic of Sec. 2.2, discussing
crucial absorption and relaxation processes in organic molecules. In particular,
the formation of triplet excitons via intersystem crossing is discussed in detail.
For organic molecular solids, polarization effects strongly influence the energetic
properties of the molecules, which will be discussed in Sec. 2.3.
Charge carrier and exciton transport processes play an important role in this
work. Therefore, the most important charge transfer and transport mechanisms
are discussed in Sec. 2.4. Furthermore, energy transfer mechanisms for singlet
and triplet exciton transport are explained. The importance of thermal energy for
diffusion in a disordered energetic landscape is highlighted.
Finally, the mechanism of charge carrier photogeneration in pristine organic ma-
terials is discussed in Sec. 2.5.
Most of the information is drawn from Refs. [12–17]. At important points, spe-
cific sources will again be explicitly cited, as well as additional sources wherever
they are used.
2.1. Introduction
Organic materials predominantly consist of carbon and hydrogen. Additionally, other het-
eroatoms like oxygen (O), nitrogen (N), or sulfur (S) are employed in these compounds to
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tune their properties. The most prominent representatives of the pure hydrocarbon mate-
rials are the acenes, like benzene, anthracene, or pentacene, which have attracted strong
scientific interest due to their high charge carrier mobilities in crystals rendering such mate-
rials suitable for organic transistor applications. [18] The properties of organic materials are
fundamentally determined by the electronic ground state configuration of the carbon atom
(four valence electrons, configuration 1s22s12p3). Figure 2.1 exemplarily shows the molecu-
lar orbitals of a benzene molecule. Three of the four s- and p-orbitals of each carbon atom
hybridize to form three degenerate sp2-orbitals, which span the plane of strong σ-bonds be-
tween the atoms in the molecule, whereas the free pz-orbital is orthogonal to this plane (see
Fig. 2.1 (a) and (b)). In an organic molecule, the pz-orbitals of neighboring carbon atoms can
exhibit significant overlap and thus form another bond, called pi-bond, with electron density
below and above the molecular plane. This leads to the formation of binding and antibinding
σ- and pi-orbitals in the molecule, where the difference in bond strengths lead to an orbital
ordering as depicted in Fig. 2.1 (c) for the benzene molecule. As the pi-orbital is the highest
occupied molecular orbital, it is abbreviated as the HOMO, the antibinding pi∗-orbital is
called LUMO (lowest unoccupied molecular orbital). Furthermore, the lowest energy optical
transitions are of pi − pi∗-character, which is also comprehensible from Fig. 2.1 (c).
In the molecule structural formulae, the pi-bonds are drawn as alternating single and double
bonds. The assignment of the double bonds to a specific carbon couple is ambiguous (see
Fig. 2.1 (d)). This treatment expresses the property of this so-called electronic pi-system
to be delocalized over the whole conjugated area of the molecule. The term conjugated
addresses the alternating appearance of single and double bonds. The conjugation length
is another important parameter especially in linear molecules like polymers, specifying the
unperturbed expansion of the conjugated pi-system. However, in polymers that can contain
100 repeat units or more, the conjugation length is limited by chain distortions and other
defects to around 10 repeat units. [19,20]
Due to their delocalization across the molecular plane, the pi-electrons are easily polarizable
and, therefore, essentially determine the intermolecular interactions in a molecular solid,
which are of van der Waals type. These weak intermolecular interactions compared to the
covalent bonds in inorganic semiconductors have significant consequences for the physical
properties of organic solids, e.g. a low conductivity (being rather insulators than semicon-
ductors) and a low melting point. Furthermore, the principal properties of the isolated
molecule are retained in the solid, although there are polarization and crystallization effects
that have to be taken into account (see Sec. 2.3). Another important difference, which arises
from the weak intermolecular coupling, is the strong localization of a charge to one molecule
instead of its delocalization and treatment of an infinitely extended Bloch wave (localiza-
tion is equivalent to a high effective electron mass in semiconductor theory [21]). Due to













Figure 2.1.: (a) Top-view representation of the molecular σ-bonds from sp2-hybridization
in the molecular plane of a benzene molecule (C6H6). (b) The pz-orbitals of each carbon
atom, which are perpendicular to the plane of the σ-bonds, overlap to form delocalized pi-
bonds (red). (c) The pz-orbitals from the six carbon atoms form three energy levels with
binding pi-character and three of antibinding pi∗-character. The highest (lowest) of these
levels is called HOMO (LUMO). (d) The degeneracy of the different structural formula
representations of benzene.
limited (ineffective screening of charge). [22] This is reflected in a usually very low dielectric
constant of εr ≈ 3 in organic materials instead of εr > 10 in inorganic semiconductors. [23]
The situation can be very different, if the charge can delocalize e.g. along a polymer chain
with large conjugation length. For instance, a large value of εr = 10 was measured in highly
ordered PPV films, even though with strong anisotropy. [24] These differences also strongly
affect the optical properties of organic materials, because the absorption of a photon does
not create a free charge carrier in the valence band. Instead, the excited electron is Coulom-
bically bound to the remaining hole in the HOMO. The resulting neutral quasi-particle is
called exciton. In contrast to the low binding energies of so-called Wannier-Mott excitons
in inorganic materials with high dielectric constants, excitons in organic materials exhibit
values between some 100 meV and more than 1 eV (Frenkel exciton). [25–28] Therefore, the
charge carrier photogeneration yield in pristine organic materials is usually very low (see
Sec. 2.5) and heterostructures combining an electron donor and acceptor material are used
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in organic solar cells (OSCs) to create photocurrent (see Sec. 3.2). Another important dif-
ference between inorganic and organic semiconductors is the degree of ordering in the solid.
Whereas inorganic materials are usually rather crystalline, molecular solids exhibit often a
more amorphous structure, therefore lacking long-range order and band-like transport. This
has strong implications on transport phenomena in these materials (see Sec. 2.4).
The most important advantage of organic materials is their nearly infinite variability in terms
of chemical and physical properties. Fig. 2.2 shows some of the most important building
blocks for OSCs, by far without being exhaustive. All these blocks can be arbitrarily com-
bined to form new compounds with new or different properties. The Holy Grail for organic
electronics research is the prediction of those properties from the initial building blocks,
which can only be realized in close interdisciplinary collaboration between physics and or-
ganic chemistry. However, for the moment, this goal remains challenging. This has also
been a strong motivation for this work, where the class of dicyanovinyl end-capped oligoth-
iophenes is used to investigate the influence of small chemical changes on the charge carrier
photogeneration efficiency, morphology, transport properties, and their application in solar
cells. The experience of strong implications that can be induced by these small variations
gives an impression on the amount of research activities that still have to be conducted in
future. On the other hand, this outlook is really encouraging with regard to the way that
the field of organic photovoltaics still has to go.
Figure 2.2.: Some examples of widely used building blocks for small molecular and
polymeric photoactive (donor) materials for OSCs.
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2.2. Optical Excitations in Organic Materials
2.2.1. Introduction
In order to discuss interaction of light and matter, both radiative processes, like absorption
and emission of photons, and non-radiative processes, like internal conversion and intersys-
tem crossing have to be considered. The processes are summarized in Fig. 2.3 and will be
detailed in the following sections. The absorption of a photon excites an electron from the
ground state (S0) to a singlet exciton state (Sn). All of these electronic states exhibit a
vibrational and rotational fine structure inherent to the specific molecule. The molecule will
then relax through internal conversion (IC) on a ps timescale [29] by transferring thermal
energy to the surrounding (phonons). Therefore, the radiative transition to the ground state
by reemitting a photon usually starts from the lowest vibronic state (Kasha’s rule). This
process is called fluorescence. Besides, the singlet exciton can undergo intersystem crossing
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Figure 2.3.: Summary of the most important intra- and intermolecular transitions. In-
termolecular transitions include non-/radiative transitions within and between the singlet
and triplet manifolds. Radiative transitions involve absorption/emission of a photon and
are drawn as solid line arrows. Non-radiative transitions like IC and spin-flip processes
(ISC) are represented by dashed line arrows. The most important intramolecular tran-
sitions are exciton migration to neighboring molecules and exciton dissociation, which
creates a cation/anion couple.
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manifold, this state can also radiatively decay to the singlet ground state, which is called
phosphorescence1. Due to the optically forbidden nature of this process, the phosphores-
cence quantum yield is normally very small. Theoretically, singlet and triplet excitons can
also be further excited to higher lying states (Sn or Tn, respectively). However, the prob-
ability for such a transition depends on the lifetime of those states. For singlet excitons,
the lifetimes are typically in the order of ps to ns [30], which renders this process negligible.
Triplet excitons can exhibit greater lifetimes of µs [31] to ms [32] or even more, increasing the
probability for such processes. Relaxation of the triplet state to the singlet ground state
can also occur non-radiatively by ISC to the vibrational multiplet of S0, followed by IC to
the ground state. Absorption from the ground state to the triplet state is possible, but as
unlikely as its complementary process of phosphorescence.
The lifetime, τ , of a specific excited state is a term that is convoluted by all recombination
processes that influence the population of this state. The total decay rate k = 1τ can be










Therefore, the decay process which exhibits the highest recombination rate (smallest lifetime)
determines the lifetime of an excited state.
2.2.2. Radiative Processes: Absorption and Emission
The absorption of a photon leads to the excitation of an electron from the ground state (S0)
into an excited state (Sn). The magnitude of this absorption process is proportional to the
overlap of the electron wavefunctions of the initial and the final state. This can be described
quantum-mechanically by Fermi’s Golden Rule, which describes the transition probability
of a system from an initial state, i, to a final state, f , using first order perturbation theory,
and can be expressed by
Pi→f ∝ ρ(Ef ) |Mi,f |2 (2.2)
with the transition dipole moment, Mi,f = 〈Ψi|D|Ψf 〉, the wavefunctions of the initial and
the final state, Ψi,f , and the dipole operator, D = er. The density of final states with
energy Ef is expressed by ρ(Ef ). Due to the numerous vibrational modes of a molecule,
the fundamental electronic transitions exhibit a finestructure of vibronic modes with typical
energetic distances of 100-200 meV (e.g. C = C stretching at 200 meV [16]).
1In former times, the term phosphorescence was used for any light-emitting process with long lifetime
(classically observed for materials exhibiting afterglow following excitation), independent of the spin multi-
plicity of the participating states. However, as triplet lifetimes can also be much shorter than seconds, the
meaning has now shifted to describe any radiative transition from triplet states to the singlet ground state.
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The absorption process leads to a displacement of charge within the molecule as well as a shift
of the atomic coordinates within the molecule. However, the timescale for rearrangement of
the electronic cloud is orders of magnitude smaller than that of the massive nuclei (Born-
Oppenheimer approximation). Therefore, the positions of the atoms within the molecule
shift only in the relaxation process after the electronic transition, but can be treated as
constant during the absorption process. This is expressed by the Franck-Condon principle,
which is visualized in Fig. 2.4. The initial and the final state are drawn as arbitrary po-
tential curves. Each potential curve is subdivided by several vibronic modes. The absolute
square of the wavefunction amplitudes is shown on each line. Electronic transitions (absorp-
tion or emission) are represented by a straight line, indicating the spatial invariance of the
atomic coordinates within the molecule. The transition amplitude is large when the overlap
between the initial and final vibrational wavefunctions is high (maxima in the wavefunc-
tion amplitude). Following the excitation, the molecule relaxes and the atomic coordinates









Figure 2.4.: Energy versus space diagram displaying two electronic potential curves
including vibronic sublevels with a displacement Dx due to changes in the molecular
conformation (e.g. distortion) in the excited state. The diagram has to be considered as
a one-dimensional projection of the multi-dimensional molecular coordinate system. The
amplitude of the wavefunction in each vibrational mode, n, is added to each vibronic
sublevel. Upwards (downwards) pointing arrows indicate possible absorption (emission)
lines, the width of the arrow illustrates the transition amplitude.
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timescale), so that the subsequent relaxation into the ground state always starts from the
lowest vibronic state. Therefore, the emission spectrum is always redshifted compared to the
absorption spectrum (Stokes-shift). Both may display a certain amount of symmetry and
overlap, respectively, depending on the amount of displacement between the ground and the
excited state potentials.
The absorption and emission spectra also depend on temperature. This statement can be
understood, if we consider the occupation of vibrational states in thermal equilibrium fol-
lowing Boltzmann statistics. Taking the typical value of 100 meV for the energetic distance
of vibronic modes, the Boltzmann factor, exp (−Ev/kBT ), gives a relative occupation of 2 %
for the first vibrational mode (n = 1) at 300 K. Hence, absorption and emission processes
can start from higher vibrational states in the electronic ground or excited state, respec-
tively, although the influence may be small at ambient temperatures. Further influence of
temperature is induced by the disordered nature of most organic materials, which will be
discussed in Sec. 2.4.4.
The strength of the absorption in a medium is quantified by the wavelength dependent
molar extinction coefficient, ε(ν). Upon traveling through a medium with the extinction
coefficient, ε, and at a concentration, C, the intensity of the light is attenuated according to
the Lambert-Beer law:
I = I0 exp (−εCx) (2.3)
In some cases, the absorption strength is given as the absorption cross section, σ, which is





where NA is the Avogadro constant.
The oscillator strength of an electronic transition is a measure for the total amplitude of the








(m0: electron mass; c: vacuum speed of light; ε0: vacuum permittivity; n: refractive index).
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(h: Planck constant).
In thin films, the absorption coefficient, α = εC, is used to describe the absorption capability
of the material. The optical density (OD) is used as a measure of the opacity of a film of
thickness d and is expressed by OD = αd.
2.2.3. Non-radiative Relaxation Processes
Non-radiative relaxation processes do not involve emission of light. In an excited organic
molecule, the emission of a photon can be suppressed by several processes like vibronic
quenching or quenching at trap states, ISC or exciton migration. Quenching processes at
trap states can be very important for the investigation of triplet excitons in the presence of
molecular oxygen. [34] At this point, the focus is set on non-radiative deactivation processes
by vibrational couplings and a summary of the important impact factors governing this
process following Ref. [34].
Equation 2.7 shows the result of a theoretical description of the non-radiative decay rate,
knr, of excitons following Fermi’s golden rule (neglecting solvent effects):
ln (knr) = ln (β)− 1
2






Here, β describes the electronic coupling between the electronic states involved in the re-
spective transition (S1→S0 or T1→S0). E0 is the transition energy from the excited state
to the final vibrational mode, m, in the electronic ground state, ωm is the frequency of the
vibrational mode m. Sm is the so-called Huang-Rhys parameter, which describes the vibra-
tional coupling between the initial and the final state, which is mainly determined by the
displacement, Dx, of the respective potential curves (see Fig. 2.4). From the dependence of
Eq. 2.7 on E0, we can conclude that the rate of non-radiative decay decreases with increasing
energy gap (energy gap law) and decreasing Huang-Rhys parameter Sm. The latter can be
achieved by rigidifying the molecule to reduce strong distortion of the molecule in the excited
state. For non-radiative ISC transitions, not only the wavefunction overlap, but above all
the mixing of the respective singlet and triplet wavefunctions plays a crucial role. This will
be discussed in the next section.
2.2.4. Triplet Excitons and Intersystem Crossing
An exciton can be treated as a two particle system of two electrons, one of which is ex-
cited to the LUMO, whereas the other is still residing in the HOMO level of the molecule
(see Fig. 2.5 (a)). Both electrons can be in their spin-up (ms = +1/2) or spin-down state
(ms = −1/2). The corresponding spin wavefunctions will be called α and β in the following,
the electrons are numbered 1 and 2. If both electrons are in the same spin state (up or
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down), the system’s wavefunction can be described by the product of the single electron
wavefunctions [16]
ΨS =
α1α2 (MS = +1)β1β2 (MS = −1) . (2.8)
When the electrons are in different spin states, the combined state of the two electrons can
only be described quantum mechanically correct by a linear combination of α1β2 and α2β1





(α1β2 ± α2β1) (MS = 0) . (2.9)
Together with the symmetrical solutions with MS = ±1 from Eq. 2.8, the symmetrical (+)
solution with MS = 0 forms the triplet state (S = 1), whereas the only anti-symmetrical (-)
solution from Eq. 2.9 depicts the singlet state (S = 0) of the combined two-electron system.
The complete electron wavefunction, Ψ, is a product of the spatial wavefunction, ΨR, and
the spin wavefunction, ΨS. For fermions, Ψ must be anti-symmetrical and, therefore, the
spatial term, ΨR, must be symmetrical for the singlet spin state and anti-symmetrical for
the triplet state. The addition of spins can also be rationalized geometrically, like shown in
Fig. 2.5b .
In the ground state, the electrons in the HOMO level of a molecule are paired with anti-
parallel spins due to the Pauli principle, which is equivalent to a singlet state, since the
total spin is S = 0. The absorption of a photon can in general not change the spin of
an electron. Thus, an electron can only be excited to energetically higher lying singlet
states. This selection rule (∆S = 0) can, however, be softened in the presence of higher
mass atoms with strong spin-orbit coupling (SOC) (heavy-atom effect). The electron in
an excited singlet state can then undergo ISC to the vibrational manifold of the triplet
state (parallel spin configuration, S = 1). This effect is used for example to investigate
the phosphorescence properties of molecules with weak SOC in iodine-containing solution
(external heavy-atom effect) or to increase the efficiency of organic light emitting diodes
(OLEDs), where 75 % of the generated excitons are of triplet character due to spin statistics
following the recombination of the injected charge carriers. In such devices, organometallic
complexes incorporating indium or platinum atoms are used as emitters, which increases the
yield of radiative triplet recombination due to the increased SOC efficiency (intramolecular







2.2 Optical Excitations in Organic Materials
Figure 2.5.: (a) Energy level scheme of the ground state S0, the excited states with
spin-antiparallel (S1) and spin-parallel configuration (T1). The Coulomb and exchange
energies are explicitly accounted for in the position of the frontier orbitals, exemplifying
the localization of the excitonic wavefunction and the corresponding increase in binding
energy. (b) Geometrical interpretation of the relative orientation of the spin direction for a
two electron system with parallel and anti-parallel spins. The respective wavefunctions for
singlet and triplet configurations from Eqs. 2.9 and 2.8 are also given. (c) Simplified energy
diagram of the first excited singlet and triplet levels, S1 and T1, and possible radiative
(solid) and non-radiative (dotted) transitions. The energy difference ∆ES–T between these
levels is also given. Reprinted from Ref. [16], Copyright (2009) with permission from
Elsevier.
where 1Ψ0 and 3Ψ0 are the unperturbed singlet and triplet wavefunctions. [FCWD] is the
Franck-Condon weighted density of states, which is the density of vibrational states in the
triplet state times the vibrational overlap between initial and final state. HSO is the SOC







with the spin and orbital angular momentum operators S and L, respectively, and the
potential V (r). [35] As already discussed in Sec. 2.2.3, the non-radiative decay rate depends
exponentially on the energy difference between the states participating in the transition.
Therefore, the ISC rate for a non-radiative transition from the singlet excited state into the
triplet manifold could be much higher than a direct excitation from the singlet ground state
into a triplet excited state.
The effect of SOC on the energy levels manifests itself in a mixing of singlet wavefunctions
into triplet wavefunctions, which can be expressed by [16]




E(T1)− E(Sn) |Sn〉 . (2.12)
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Similarly, the singlet ground state receives a certain triplet character, although the influence
is small due to the generally larger energy difference. Therefore, phosphorescence from T1
and the inverse process of direct absorption from the singlet ground state to the triplet state
can also be viewed as a mixture of transitions between S0 and the Sn mixed into T1 and
between T1 and the Tn mixed into S0.
Due to the triplet nature of the S = 1-multiplet (Ms = {−1, 0,+1}), the triplet state is
3-fold degenerate in the absence of external magnetic fields and as long as dipole-dipole in-
teractions are neglected. However, this degeneracy is broken when the magnetic dipole-dipole
interaction between the two electrons even in zero field is considered. For materials with
weak SOC, the zero-field splitting energy is very small, in the order of 0.1 cm−1 (0.01 meV).
However, it can increase by several orders of magnitude for materials with strong coupling.
In this case, the occupation of the higher sublevels is determined by Boltzmann statistics,
and due to the different intrinsic lifetime of the substates, the phosphorescence lifetime can
be strongly temperature dependent. [34]
As already shown in Fig. 2.3, the triplet levels Tn are always lower in energy than the
corresponding singlet levels Sn. This is a direct consequence from the Pauli principle and
spin correlation considerations. The repulsive force between two electrons with parallel spins
increases the distance between the particles and therefore the Coulomb interaction energy
decreases. [13,36] The energy difference between the lowest excited singlet and triplet states,
called singlet-triplet-splitting (∆ES–T), can be directly expressed by the exchange interac-
tion term K (see Fig. 2.5c). K is a measure of the wavefunction overlap of HOMO and
LUMO and therefore strongly depends on the type of molecule. For pi-conjugated polymers,
∆ES–T ranges between 0.5 and 0.8 eV for a great variety of different materials.
[15,37] For small
molecules, the range is much larger, with values between 0.3 eV e.g. for C60 and 1.75 eV e.g.
for oligothiophenes. [15] Materials which exhibit a strong SOC (like e.g. organometallic com-
plexes) usually have very small singlet-triplet-splitting values of only several 10 meV.
For organic electronics devices like OSCs and OLEDs, the knowledge and especially the
systematic design of the triplet level and ∆ES–T is of crucial importance to increase the
device performance, which will be discussed in Sec. 3.7. Therefore, intense studies have been
conducted to investigate the impact parameters on the relative position of the triplet state.
Beljonne et al. performed calculations to check the influence of the oligomer chain length
in oligothiophenes. [38] They found that both the singlet and triplet energies decrease with
increasing oligomer length due to the extension of the conjugated pi-system (delocalization
of the wavefunction), the effect being much stronger for the singlet than for the triplet state.
The triplet state energy even saturates after 3-4 thiophene units. The reason for this find-
ing is the strong confinement of the triplet excitonic wavefunction to only one or two repeat
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units of the oligomer. Similar conclusions have been drawn from investigations on phenylene-
based polymers. [15] Another consequence of the strong confinement of the triplet exciton is
the smaller degree of disorder due to polarization effects in amorphous solids (70 meV for
singlets compared to 40 meV for triplet excitons measured in PF2/6, details on disorder and
polarization effects are discussed in the following sections). [16]
2.3. Polarization Effects and Disorder
Organic solids are regarded as molecular arrangements with only weak intermolecular in-
teraction compared to the strong interatomic covalent bonds. However, due to the strong
polarizability of molecules with a conjugated pi-system, the energy levels of the molecules
are affected by each other in the solid compared to the non-interacting gas phase. Figure 2.6
shows the energy levels of a non-interacting molecule in the gas phase. The ionization po-
tential (IP) is the minimum energy that is necessary to transfer an electron from the HOMO
of a neutral molecule to vacuum. The electron affinity (EA) is a measure for the ability of
the molecule to attract an electron to the LUMO. Upon the transition to the solid state,
both EA and IP shift by the polarization energies, Pe and Ph, respectively. The energy


















Figure 2.6.: Illustration of the energetic position of the HOMO and LUMO levels (IP and
EA) of a molecule in the gas phase and in the solid state. Due to polarization stabilization
from the surrounding molecules, the energy levels shift by the polarization energies, Pe and
Ph. In disordered molecular solids, the energy levels are spread by a Gaussian distribution
due to the differently polarized environment. Redrawn after Ref. [12].
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However, in comparison to a perfectly ordered crystal every molecule experiences a different
polarization environment in the presence of structural disorder. The different polarization
energies lead to a distribution of the energy levels of the molecules, which is usually assumed
to be Gaussian due to the statistic nature of the distribution.
The excitonic absorption and emission processes are transitions within neutral molecules.
When excess charges are put onto a molecule (by injection or generated inside the solid), the
surrounding medium will be additionally polarized by the excess charge. As the polarization
relaxation is much faster than the charge transfer [12], the polarization cloud moves along
with the charge in the solid. An excess electron in the LUMO of a molecule including its
polarization cloud is called a negative polaron. An excess hole in the HOMO of a molecule
is called a positive polaron. [12]
When talking about charge transport or energy levels in devices, the terms HOMO and
LUMO are often used as equivalent for the valence band and the conduction band in in-
organic semiconductors. Strictly spoken, these terms cannot be used to describe charged
molecules because these levels are by definition either fully occupied or fully unoccupied. Al-
though an excess hole (an excess electron) is placed in the HOMO (LUMO) of a molecule, the
energy and shape of these orbitals change upon addition or removal of a charge. Therefore,
the term of the singly occupied molecular orbital (SOMO) is sometimes used to circumvent
this inaccuracy [39].
However, for the sake of simplicity and due to the widespread of this practice, the terms
HOMO and LUMO will nevertheless be used here for the description of energy level diagrams
(occupation of polaronic levels in the solid), keeping the inaccuracy of this picture in mind.
2.4. Transport Processes in Disordered Organic Materials
2.4.1. Charge Transport
Charge transport in crystalline inorganic materials is characterized by free and strongly de-
localized electrons that can be described by plane waves according to Bloch’s theory. Strong
covalent bonds between the atoms in the periodic lattice induce this strong intersite coupling,
which leads to the formation of energetic bands. The charge transport is then described by
band transport.
Organic molecular materials exhibit very weak intermolecular coupling by van der Waals
interactions, which leads to a strong localization of the electronic wavefunction to one spe-
cific molecule which is further enhanced by polaronic effects. However, in the presence of a
periodic lattice like in organic crystals, charge transport often shows a band-like behavior,
for example an increase in charge carrier mobility for decreasing temperature. [12,40]
In (mainly) disordered organic solids, the lack of a periodic structure invalidates any coher-
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ent charge carrier transport descriptions. Charge transport is rather treated as a hopping
mechanism from one molecule to any neighboring molecule, which is then called hopping
transport.
The main criterion for the discrimination between band transport and hopping transport is
the value of the charge carrier mobility and its temperature behavior. The charge carrier
mobility, µ, was introduced by Drude as a material parameter, relating the drift velocity,
vD, of electrons in a metal to the applied electric field, F , therefore describing the ability of
charge carriers to move in the solid:
vD = µF . (2.13)
For organic molecules showing band-like transport, charge carrier mobilities range between
10=2 and 102 cm2/V s. The mean free path of the electrons is determined by the frequency
of phonon scattering. As the phonon density increases with increasing temperature, the
mean free path of the charge carriers and hence the charge carrier mobility decreases. In
disordered organic materials, the charge carrier mobility is much smaller, generally ranging
between 10=7 and 10=3 cm2/V s. As an intrinsic property of the hopping transport, the
mobility is temperature activated and thus increases for higher temperatures in this regime.
The mobility can be measured by various methods, e.g. organic field-effect transistors (OFET),
the deduction from the measurement of space-charge limited currents (SCLC), time-of-flight
(TOF) measurements, charge-carrier injection by linearly increasing voltage (CELIV), and
time-resolved microwave conductivity (TRMC) measurements, being the most important
and most frequently used techniques for organic materials. An overview over all these tech-
niques is given in Refs. [41, 42]. All of these methods have their advantages and limitations,
and their respective application depends on the material requirements and the specific in-
terest of the researcher. The results of the methods may also be quite different, as the
mobility is actually not a material constant. In addition to its strong directional anisotropy,
rendering the mobility a tensor, it strongly depends on the measurement conditions, e.g.
parallel vs. perpendicular to the substrate, but also bulk vs. surface geometry or local vs.
macroscopic probing. Moreover, the mobility also depends on the temperature [41,43,44] and
the applied electric field [41,44,45]. In organic materials, there is an additional influence of
the charge carrier concentration on the mobility [46–48], which makes it difficult to compare
the results from different mobility measurements, for example measured under high and low
charge carrier concentrations (e.g. OFET compared to SCLC). The charge carrier density
dependence arises from the disordered nature of most organic solids. When the charge carrier
density increases, the deep levels in the Gaussian density of states (DOS) are filled, leading
to higher mobilities. Due to the same reason, the charge carrier mobility must actually be
regarded as time dependent. Mattias Andersson and Ingana¨s compare mobility values that
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were determined with CELIV and TRMC, respectively. [49] The values can differ by three
orders or magnitude, which the authors ascribe to the timescale the mobility is measured.
With TRMC, the mobility is probed in the first few ps to ns following charge carrier gen-
eration/injection. Thus, the charge carrier is still thermally hot before it relaxes to deeper
states in the DOS on longer timescales. Therefore, the mobility is larger than for the steady
state CELIV measurements.
Ko¨hler and Ba¨ssler divide charge transport in disordered organic materials into two differ-
ent regimes. In the low temperature regime, which is dominated by a single-phonon-assisted
tunneling [17], the transport is described by rate equations of Miller-Abrahams type [50] within
the Ba¨ssler model (see Sec. 2.4.1.1). At higher temperatures, charge transport is dominated
by a multi-phonon hopping process which is described by transfer rates within Marcus theory
(Sec. 2.4.1.2). The description is similar to the small polaron model developed by Holstein
for organic crystals [51,52] and will be discussed in Sec. 2.4.1.3. There are further descrip-
tions or model adaptions for hopping transport in disordered materials with Gaussian DOS.
However, those considerations go beyond the scope of this work and can be reviewed in the
literature. [42,48]
2.4.1.1. The Ba¨ssler Model
The most famous description of hopping transport in a Gaussian disordered system is the
Ba¨ssler model or Gaussian disorder model (GDM). [43] This model assumes that the molec-












which represents the diagonal (energetic) disorder in the sample. The center of the dis-
tribution is at E0 and the width is expressed by σ. The assumed Gaussian shape of this
distribution is motivated by the Gaussian shape of excitonic absorption bands and by the
fact that the distribution of a large number of site energies in a large sample is statistical.
The idea is sketched in Fig. 2.7. All sites within a sample represent a specific molecule with a
specific polarization due to the local surrounding. The hopping rate, νij , for a charge carrier
between two sites i, j, which can also be described in the presence of an electric field, F , is
expressed by Eq. 2.15.





, Ej − Ei − e ~F∆ ~Rij > 0
1, Ej − Ei − e ~F∆ ~Rij < 0.
(2.15)
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Figure 2.7.: Schematic description of hopping transport of an electron in a Gaussian
density of states (DOS) of localized molecular energy levels. In the presence of an electric
field F , the distribution is tilted by −eFx. Redrawn after Ref. [12].
The formalism of the hopping rates is equivalent to those formulated by Miller and Abrahams
for hopping processes between impurities. [50] The attempt frequency, ν0, is a measure for the
electronic wavefunction overlap of the sites i and j, a is the average lattice distance, ∆Ri,j
is the distance and Ei,j the respective energies of sites i, j. γ is the inverse wavefunction
localization radius, a measure of the exponential decay of the wavefunctions.
Due to the disordered nature of the organic material, the overlap parameter, 2γ∆Rij , which
mainly depends on the site distances, exhibits a similar Gaussian distribution with Σ as the
width of the distribution, which is called off-diagonal (spatial) disorder.
According to Eq. 2.15, downward jumps in energy are always allowed and only depend
on the intersite distance, ∆Rij , whereas upward jumps are temperature activated. This
simplified model assumes that the polarization and reorganization barriers from the ground
to the charge occupied states of the molecules (and vice versa), which have to be overcome
during the oxidation/reduction process of a charge which is transferred from one molecule
to another, can be regarded unimportant compared to the disorder effects discussed above.
Due to the simplified nature of this model, some corrections have to be implemented in special
cases, e.g. to account for deviations between model and experiment at low electric fields.
Gartstein and Conwell have therefore extended the GDM model by intersite correlation
(correlated disorder model, CDM), which allows for a mutual influence of adjacent sites
and therefore a smoothening of the energetic landscape. [53] Moreover, Hertel and Ba¨ssler
state that there is always a superposition of disorder effects and polaronic effects, which are
neglected in the GDM. If polaronic effects become relevant, an additional term has to be
added to the formulation of the mobility, which will be discussed below. [41]
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2.4.1.2. Marcus Theory for Electron Transfer
The Marcus theory of electron transfer was derived as a model for electron transfer re-
actions in aqueous solutions [54] and is also widely used to describe electron transfer pro-
cesses in organic solid state materials in general and also specifically for charge transfer in
donor/acceptor systems for OSCs [55,56].
Here, we consider a general system of an excited molecule, A∗, and an acceptor molecule, B,
where an electron is transferred from molecule A to molecule B. Figure 2.8 shows the poten-
tial surface of the initial (reactant) and the final (product) state, which means a concerted
potential for all nuclei in the system. The reaction coordinate, r, on the abscissa contains
all relevant coordinates for a reorganization of the combined molecular system. A transfer
from the initial state to the final state can, for energy conservation reasons, only occur at the
intersection of the two potential curves. Moreover, the Franck-Condon principle for electron
reactions demands for static nuclei during the electron transfer reaction (cf. Sec. 2.2.2). The
resulting energy barrier, ∆G∗, can be expressed by Eq. 2.16 in terms of the free energy dif-








Figure 2.8.: Representative potential curves of the initial (A∗/B) and the final (A/B∗)
combined donor/acceptor state regarding all coordinates r of the system. The free energy
difference between the initial and the final state is ∆G◦. For charge transfer to happen, the
activation energy ∆G∗ has to be provided. The reorganization energy, which represents
the conformational reorientation of A and B on withdrawal and addition of an electron,
respectively, is given by λ. Redrawn after Ref. [55].
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describes the geometrical relaxation of the system (molecules A and B) on withdrawal and





The electron transfer rate, kET, is then calculated according to Fermi’s golden rule, where
















2.4.1.3. Small Polaron Model
As already mentioned in Sec. 2.4.1.1, the Ba¨ssler model assumes that disorder effects dom-
inate across polaronic effects in disordered organic materials. However, the (simplified)
Miller-Abrahams equations presented in Eq. 2.15 are only valid as long as |Ej − Ei|  2kBT ,
which might not be the case at higher temperatures or very low disorder. [42] Then, the rel-
ative importance of polaronic effects increases compared to the impact of disorder.
The small polaron model considers that a charge, which is localized on a molecule, distorts
the lattice in its environment, rendering the electron into a polaron. When the charge moves
from one molecule to another, both molecules (donor and acceptor) have to find their new




















J is the transfer integral and Ea =
Ep
2 − J ≈ Ep2 is the activation energy, where Ep is
the structural relaxation energy of the molecule. [41,42,57] Due to the weak intermolecular
coupling in organic materials, the transfer integral, J , is small and can be neglected. The
activation energy, Ea, is deduced from Marcus theory by considering equal molecules in
Eq. 2.16 (∆G◦ = 0). Furthermore, it is assumed that the reorganization energy is distributed
equally between the donor and the acceptor molecule accounting for the reduction and the
oxidation relaxation, respectively (Ep =
λ
2 ).
To account for the intersite energetical distances, Ko¨hler and Ba¨ssler insert an additional
exponential term in Eq. 2.18 (cf. Eq. 2.15). [17]
2To be concise, the reorganization energy is divided into an inner and an outer part, denoting relaxation
of the regarded system and its surrounding, respectively.
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2.4.1.4. Functional Dependencies of the Charge Carrier Mobility
The small polaron model predicts an Arrhenius-like temperature behavior for the charge
carrier mobility with an activation energy, Ea, like described above. Such a behavior is
indeed often observed in disordered organic materials. [58] However, in some cases, the fitting
results lead to physically unreasonable values for e.g. the transfer integral, J , or different
functional electric field dependence than expected3. [57]
Within the Ba¨ssler model [43], the mobility exhibits a different temperature behavior. In
thermal equilibrium, the charge carriers relax to their equilibrium energy, 〈E∞〉, which is
given by





The temperature dependence of mobility is then expressed by











µ0 is the disorder-free mobility for T →∞. This squared temperature behavior is also often
observed in disordered organic materials (e.g. Ref. [57]).
Craciun et al. emphasize that there is no universal temperature behavior for all organic semi-
conductors. [58] It is rather strongly dependent on the charge carrier density regime, where
the measurement is conducted and, thus, even dependent on the type of measurement. In
the case of low charge carrier densities and non-injecting contacts, which is valid e.g. for
TOF measurements, the results can be explained by the squared temperature dependence
(ln(µ) ∝ 1
T 2
). For higher charge carrier densities, an Arrhenius-like temperature dependence
with ln(µ) ∝ 1T is a better description of the experiment (e.g. for SCLC or OFET measure-
ments).
Summarizing, it should be mentioned that, even so charge transport in disordered organic
semiconductors is not completely understood and a generalized picture is difficult due to the
vast number of materials and measurement types, the basic trends do not change: Charge
transport is governed by a hopping mechanism between individual molecular sites. The
choice of the theoretical picture and the inclusion of e.g. polaronic effects depends on the
relative importance of disorder and polaronic effects [17], which in turn depends on the mea-
surement conditions (temperature, disorder parameter. . . ). The charge carrier mobility is
3The electric field dependence will not be discussed here in detail. Usually, a Poole-Frenkel behavior is
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increasing with increasing temperature, electric field strength and charge carrier density.
The exact functional dependencies are again determined by the measurement conditions.
2.4.2. Diffusive Motion
The term of the charge carrier mobility is defined for charge carriers moving in an electric
field, F . However, charge carriers can also move in the absence of an electric field by diffusion.
According to Fick’s first law, the driving force for this diffusional motion is the gradient of
the charge carrier density, n. The diffusion current, JD, can be expressed by
JD = −D∇n , (2.21)
where D is the diffusion constant. Equation 2.21 does not contain any term that is specific
to charge carriers. Thus, it also holds for any other particle, e.g. singlet or triplet excitons.




where τ is the lifetime of the respective particle.
2.4.3. Exciton Transfer Mechanisms
Exciton migration in disordered organic solids is usually treated as a random walk hopping
process from one molecular site to another. There are several possibilities for an excitation
to be transported in the solid. The effect of photon emission and reabsorption is a rather
long-range mechanism that usually plays a minor role in thin films. The apparent effect
of this mechanism is an increase in the fluorescent lifetime with increasing crystal or layer
thickness. This has been observed e.g. in anthracene crystals [23], but will not be discussed
here. Furthermore, coherent migration, as observed in organic crystals, is not relevant in
disordered systems due to the short coherence length, which is caused by the disorder in the
system. [12] However, if the molecules grow in a highly ordered fashion in a thin film, coherent
exciton transport was reported at low temperatures. [59] The most important energy transfer
processes in organic materials are the Fo¨rster [60] and the Dexter [61] transfer mechanisms
that will be explained in more detail in the following.
Fo¨rster transfer is an energy transfer mechanism which is mediated by dipole-dipole inter-
actions between any couple of an excited donor molecule A∗ and an acceptor molecule B.
Due to the relaxation of the excitation on the acceptor after the transfer, the mechanism
must be regarded as irreversible. [62,63]
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This process is also called Fo¨rster resonant energy transfer (FRET). The transfer rate, kFRET,












τ is the radiative lifetime and R0 is the so-called critical or Fo¨rster radius, where the rate of
energy transfer is equal to all other (non-)radiative recombination rates. The Fo¨rster radius
is determined by the spectral overlap integral of donor emission and acceptor absorption. It
can be expressed by Eq. 2.24 using the fluorescence quantum efficiency of the donor, ΦF, the
refractive index of the medium, n, the normalized emission spectrum of the donor, FA, and
the molar extinction coefficient of the acceptor, αB:








The Fo¨rster radius is usually in the order of several nm. One important implication of this
transfer mechanism is the conservation of the spin states of donor and acceptor. Therefore,
triplet transitions are not allowed within this formulation, because this would transfer a
singlet (ground state) acceptor to its excited triplet state (and vice versa for the donor).
It is noteworthy that kFRET depends not only on the overlap integral of donor emission and
acceptor absorption, but also on the oscillator strength, i.e. the strength of the acceptor
absorption. This is expressed by the use of the molar extinction coefficient instead of the
normalized absorption spectrum in Eq. 2.24 and represents an important difference to the
Dexter energy transfer discussed below.
Following Eqs. 2.23 and 2.24, the Fo¨rster transfer rate is determined by the distance of
donor and acceptor and the overlap of donor emission and acceptor absorption. In spatially
disordered systems, the transfer rate can furthermore vary locally due to different relative
orientations of donor and acceptor dipoles, which has to be taken into account due to the
dipolar nature of this interaction. [23] In order to describe diffusion in energetically disor-
dered systems, like already discussed for charge carriers, the rate for exciton transfer has to
be further modified to account for energetic differences between donor and acceptor, ∆EAB,




for ∆EAB > 0. Due to this term, the
diffusion of excitons in the solid becomes temperature dependent, which will be discussed
below. Further detailed information about FRET is provided e.g. in Ref. [63].
The second important exciton transfer mechanism is the Dexter energy transfer (DET).
This process can be treated as a simultaneous two-electron transfer process, like sketched in
Fig. 2.9. The excited electron from the donor molecule (A∗) is transferred to the acceptor
B, retaining its original spin state. In the same way, an electron from the ground state of
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the acceptor is transferred to the donor (equivalent to the reactions A∗ → A and B → B∗).
As a consequence of that, there are no spin restrictions limiting this process. Therefore,
DET is the dominant transfer mechanism for triplet excitons. Experimental evidence for
the two-electron transfer process is obtained from the comparison of the transfer rates of
triplet excitons and charge carriers in the material CBP, an organic material widely used
in OLEDs. [16] It is found that the diffusivity of triplet excitons is similar to the square of
the charge diffusivity confirming the two-electron transfer process for triplet diffusion. In
contrast to the Dexter transfer, the Fo¨rster mechanism represents a pure energy exchange
and therefore does not transport any spin information (see Fig. 2.9).
The Dexter transfer probability, PDET, which is shown in Eq. 2.25, exhibits an exponen-
tial dependence on the intermolecular distance, R, which limits this process to very short













The transfer probability is again dependent on the overlap integral between donor emission,
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Figure 2.9.: Sketch of the Fo¨rster and Dexter transfer mechanisms. The red arrows
denote changes upon the energy transfer. The thick dashed arrows denote the initial
electronic state, the thick solid arrows denote the final state.
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molecular overlap parameter, Z, is defined by the intermolecular spacing, R, and an effective
Bohr radius, L.
2.4.4. Characteristics of Exciton Diffusion
In the following, the basic principles of exciton diffusion, its temperature dependence and
the implications on spectroscopic results will be discussed. [17,64] The focus is thereby not
put on functional dependencies, but on the intuitive understanding of the diffusion process,
independent of the exact transfer mechanism.
The energetic landscape in a disordered system can be described by a Gaussian DOS with a
certain width σ like sketched in Fig. 2.104. If an exciton is placed somewhere in the DOS, it
can migrate within the DOS, depending on the transfer rates between the respective sites. In
equilibrium, the DOS will be occupied according to Boltzmann statistics with an equilibrium
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Figure 2.10.: Schematic representation of exciton diffusion in an energetically and spa-
tially disordered material. Excitons are photogenerated at two exemplary starting points
as indicated by the colored arrows. The Gaussian shape of the energetic disorder is in-
dicated on the energy axis. The center of the DOS is denoted by E0, its width by σ,
the equilibrium energies at high and low temperature by E∞, high T and E∞, low T , re-
spectively. High and low temperature diffusive motion is shown as red and blue arrows,
respectively.
4The disorder parameter, σ, was also used for the description of charge carrier hopping processes above.
However, it is important to mention that these parameters can be different for charge carriers, singlet and
triplet excitons (see e.g. Ref. [16]).
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only by energetical downhill steps, because there is not enough thermal energy to overcome
the barrier for energetic upward hops (LD small, see Fig. 2.10). This process does not involve
any activation energy, so it is expected to be practically temperature independent. As the
number of states decreases in the tail of the DOS, the motion of the excitons finally slows
down because the mean distance to states situated deeper in the DOS increases. According to
Mikhnenko et al., the diffusion process cannot be expressed by standard diffusion equations
in this case, because the diffusion constant becomes time dependent, decreasing for longer
times. [64] Overall, the diffusion length of excitons is very small at low temperatures. Due to
the relaxation to the deepest states in the DOS, the subsequent luminescent relaxation of
excitons to the ground state is characterized by the emission of low-energy photons.
At very low temperatures, the exciton may be pinned to higher energy sites like indicated in
Fig. 2.10. All surrounding sites are higher in energy and cannot be reached due to the lack of
thermal energy for temperature activated jumps. However, the distance to lower energy sites
increases in the tail of the DOS, which decreases the transfer probability. This is of particular
importance for triplet excitons because in contrast to singlet excitons the former can only be
transferred by the short-range DET. The amount of available transfer sites is reduced to the
direct neighbors by this restriction. As soon as the exciton’s downhill migration meets a site
where all direct neighbors are higher in energy, the exciton is trapped at an energy above
the actual equilibrium energy, which will lead to a blue-shift of the photoluminescence.
At higher temperatures, the initial downhill migration is interrupted by thermally activated
jumps to sites with higher energy. Due to the larger equilibrium energy, a blue-shift of the
photoluminescence is usually observed with increasing temperature. The diffusion length
increases with temperature as well, because the number of available sites increases.
Furthermore, the diffusion length may also depend on the initial starting point in the DOS,
meaning the excitation energy used to create the exciton. [16] This statement is plausible from
Fig. 2.10. If the exciton starts higher in energy within the DOS, it can already accomplish
several intersite hops before reaching the equilibrium energy.
The just described temperature dependent exciton motion was investigated by Mikhnenko
et al. on the polymer MDMO-PPV. [64] The authors not only observed a thermally activated
exciton transport, resulting in an increase of the exciton diffusion length for increasing
temperature. A blue-shift of the (0-0) transition peak position in the photoluminescence
of the polymer with increasing temperature demonstrates the increase of the equilibrium
level within the DOS, from where the luminescent relaxation starts.
2.5. Charge Photogeneration in Pristine Materials
The generation of free charge carriers is the fundamental process for each solar cell, being
the process of transferring photon energy into electrical energy (internal photoeffect). The
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most important consequences for this process, resulting from the physical differences be-
tween molecular solids compared to standard inorganic materials like silicon, were already
discussed in Secs. 2.1 and 2.4. The small dielectric constant, the strong localization and the
large conformational relaxation of molecules upon excitation result in strongly bound Frenkel
excitons (exciton binding energy EB  kBT ) instead of free charge carriers. Nevertheless,
charge photogeneration in pristine organic materials has been observed, although with very
low yields5.
The process of free charge carrier generation has first been theoretically treated by On-
sager [65] for charge pairs in weak electrolytes and has been widely adopted for organic
solids [55,66–69] (including several modifications, which are discussed e.g. in Refs. [55, 69]).
Subsequent to the absorption of a photon, an electron hole pair is created, with a localized
hole and a hot electron. The electron will subsequently thermalize at a distance a, which is
called its thermalization length. The final step is the dissociation of the thermalized charge
pair by thermal activation to prevent the recombination of the charge pair, which would be
called geminate recombination. This is only possible if the available thermal energy is higher
than the Coulombic binding energy of the charge pair. The resulting Coulomb capture radius





with the elementary charge, e, and the permittivity of vacuum and solid, ε0 and εr, respec-
tively. When an electric field is applied, the dissociation force is increased which supports the
generation of free charge carriers. In the presence of weak electric fields, F , the dissociation












This process is therefore dependent on the temperature, but also on the initial excitation
energy defining the thermalization length, a, and the ability of the medium to screen the
charge and reduce the Coulombic forces between the charge pair (expressed by εr in Eq. 2.26).
The most important modification to Onsager’s theory was introduced by Braun [70], who
included the lifetime, τ = 1kf , of the charge pair in his considerations. The dissociation
probability is then expressed by
Pdiss,OB(E) =
kd(F )
kf + kd(F )
= kd(F )τ(F ) , (2.28)
5The charge generation yield is defined as the number of generated free charge carriers per absorbed
photon.
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γ = e(µe+µh)εrε0 is the Langevin recombination factor with the electron and hole mobilities, µe
and µh, Eb =
e2
4piεrε0a
is the charge pair binding energy at the distance a, J1 is the first order




In practice, the application of the Onsager model and its modifications yields a variety of
results. From charge photogeneration results in anthracene crystals, the main predictions
of theory were confirmed. [12] The photocurrent showed an onset slightly above the optical
gap and the charge generation yield steadily increases for higher excitation energies equiv-
alent to a larger thermalization radius. A temperature activation of the dissociation step
was observed and furthermore, the activation energy showed discrete values in dependence
of the excitation energy, with increasing activation energy for smaller photon energy, which
confirms the process of autoionization. Finally, anthracene shows a linear dependence on
electric field, like predicted from Eq. 2.27.
However, the Onsager model also has its limitations, which especially become evident for im-
perfect materials like disordered materials. The strong influences on charge transport induced
by dynamic lattice distortions (reorganization energy), energetic and positional disorder and
the hopping nature of charge carrier transport are not taken into account. Moreover, the
initial dissociation step of the created exciton into an electron hole pair is treated as a pro-
cess with unity efficiency without being influenced by e.g. electric field or temperature. In
contrast to this, PL measurements on a ladder-type methyl substituted poly(paraphenylene)
derivative (MeLPPP) showed a clear dependence of the exciton dissociation yield on the
applied electric field. [71] Finally, it is assumed that strongly different local charge carrier
mobilities in these materials (interchain vs. intrachain transport in polymers or highly crys-
talline vs. amorphous regions) are not covered by this theory. The broad variety of different
material classes and their physical properties may result in different conclusions concern-
ing the applicability of the model. In contrast to the example of anthracene mentioned
above, Moses et al. reported that the charge carrier photogeneration yield in tetracene crys-
tals is practically independent of temperature and excitation energy. [72] Similarly, Arkhipov
et al. reported that on-chain dissociation of hot excitons in polymers is temperature indepen-
dent [67] and in some cases, a temperature dependence of this process is generally doubted. [69]
Thus, Onsager’s approach is an intuitive model which gives good results in special cases but






In organic solar cells, the limitations from the low charge carrier generation
yield in pristine materials are overcome by using donor/acceptor systems to pho-
togenerate reasonable charge carrier densities. The mechanisms and the technical
realization will be discussed.
The chapter starts with a general introduction of semiconductor physics (Sec. 3.1),
including intrinsic and doped semiconductors, the concept of quasi-Fermi levels,
and the driving forces for charge carriers. The working principle and the current-
voltage characteristics of solar cells are explained for a standard pn-junction sys-
tem.
After this general introduction, the working principle of organic solar cells is
presented, including the donor/acceptor heterojunction concept (Sec. 3.2) and a
discussion about the origin of the open-circuit voltage (Sec. 3.3). For a decent
understanding of the device physics, the basics of doping of organic semiconduc-
tors are provided in Sec. 3.4, which is necessary for the realization of the p-i-n
concept for organic solar cells (Sec. 3.5).
The last sections of the chapter concentrate on the generation step of free charge
carriers in organic solar cells. The discussion starts with an introduction of
charge transfer excitons in donor/acceptor heterojunction systems (Sec. 3.6).
Subsequently, the process cascade between initial photoexcitation and free charge
carriers is presented in Sec. 3.7, giving an overview over the current status in
literature. Following the description of the excess energy from the charge transfer
as the motor for free charge carrier generation, the influence of further proposed
factors is presented. A short summary of the recombination mechanisms of charge
transfer excitons as well as free charge carriers completes the discussion.
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For a more comprehensive and elaborate study of the basics of organic solar cells,
the reader is referred to recent review publications, covering all relevant processes
for organic solar cells. [22,55,56,69,73,74]
3.1. General Introduction to Solar Cell Physics
A short introduction into standard semiconductor physics is indispensable for the under-
standing of the working principle of solar cells and will be given here according to P. Wu¨rfel. [75]
A deeper explanation goes beyond the scope of this work and can be reviewed in standard
textbooks about semiconductor physics. [75–77]
Intrinsic Semiconductor
A classic semiconductor is characterized by a valence band and a conduction band. The
former is filled with the atoms’ valence electrons and the conduction band is empty for
T = 0K. If an electron is excited to the conduction band, a defect electron (hole) is left in
the valence band. The energy difference between the conduction and the valence band edges
is called energy gap, Eg.
In an intrinsic semiconductor in the dark, electrons are only thermally generated. The
electron density in the conduction band, ne, is determined by the temperature, the density















and the Fermi energy, EF, as characteristic energy. In the Boltzmann approximation
1, ne
can be calculated to












effective electron mass). The same can be calculated for holes in the valence band with the
respective parameters for holes.
1The Fermi distribution can be approximated by Boltzmann statistics in the limit of high temperature
and for low charge carrier densities (EC − EF  kBT ).
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Another important relation is the product of electron and hole density, which is independent
of the Fermi energy:






From the equality of electron and hole density in an intrinsic semiconductor, it follows that
the Fermi energy is exactly in the middle of the band gap at 0 K.
Doping
The charge carrier density can be varied over several orders of magnitude by doping, i.e.
deliberately adding impurities to the intrinsic semiconductor. This concept will also be
important for organic solar cells (OSC), although the mechanism is different to inorganic
semiconductors.
The doping mechanism will be explained exemplary for n-type doping. To n-dope a semi-
conductor, donor atoms which possess one additional valence electron are implanted in the
periodic lattice. This electron is not involved in an intermolecular bond and is easily released
due to its low binding energy (some meV). For some dopants, the donor states are, therefore,
just below the conduction band of the doped semiconductor. [76] The position of the Fermi
energy is then determined by the density of electrons, which is equal to the dopant density,
because all dopant electrons are considered free at room temperature (kBT ≈ EB).
EF = EC − kBT ln NC
ne
(3.5)
Equation 3.5 shows that the Fermi energy approaches the conduction band for high electron
densities (doping concentration).
Quasi-Fermi Levels
The situation becomes different when additional charge carriers are generated by photon
absorption, creating additional electrons and holes. The electron and hole densities are,
therefore, both higher than in the dark case. However, after their thermalization to the
band edge, the occupation of both electrons and holes in their respective DOS must be
described by a Fermi distribution. This can only be realized by the introduction of two
separate Fermi distributions: one for holes with a Fermi energy for holes, EF,h, and one for
electrons with a Fermi energy for electrons, EF,e. Those newly defined Fermi levels are called
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quasi-Fermi levels (QFLs). The electron and hole density in the conduction and valence band
are then given by













respectively, which is also shown in Fig. 3.1. By thermodynamic considerations, it can be
shown that the free energy, dF , that can be gained by the extraction of dN electrons and
holes from the semiconductor (e.g. from a solar cell) is exactly the difference in QFLs, which
will also be important for OSCs.
dF = (EF,C − EF,V)dN (3.8)
Driving Forces for Charge Carriers
As already introduced in Secs. 2.4.1 and 2.4.2, charge carriers can be transported in a
semiconductor by either drift or diffusion, where the electric field and the gradient of the
particle density are the respective forces driving the current.
The drift current, jDrift, is defined by the charge carrier density and the drift velocity,





Figure 3.1.: Energy diagram showing the electron and hole density (ne, nh) in the con-
duction and valence band, respectively, as determined by the respective density of states
(DOSe, DOSh) and quasi-Fermi distributions (fe, fh). The quasi-Fermi energies (EF,e,
EF,h) are situated near the band edges. Redrawn after Ref. [75].
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or by the mobility for electrons and for holes, µe and µh, respectively, and the electric field,
F , using Eq. 2.13:
jDrift = e(neµe + nhµh)F . (3.10)
By further introducing the conductivity σe,h = ene,hµe,h and replacing the electric field by
the gradient of the electrical potential, Φ, Eq. 3.10 becomes
jDrift = −(σe + σh)∇Φ . (3.11)
The diffusive particle current was already introduced in Eq. 2.21. By multiplication of the




= kBTe ), the charge current is expressed in terms of the chemical potential of electrons
and holes, ξe,h
[75]:
jDiff = σe∇ξe − σh∇ξh . (3.12)
Finally, the total current can be expressed by the gradient of the electrochemical potential




By using again a thermodynamic ansatz and treating the electrons and holes in the semi-
conductor as an ideal gas, it can be shown that the electrochemical potential of electrons
and holes equals the respective QFLs, EF,C and EF,V. Therefore, the total current in the
device is driven by the gradient of the QFLs. Figure 3.2 exemplifies three cases of pure drift
current, pure diffusion current and the cancellation of both, leading to a spatially constant
Fermi energy. In the first case (a), the gradient of the electrical potential generates a drift


















Ee x(a) (b) (c)
Figure 3.2.: Three examples for the course of the QFLs in the theoretical case of a pure
drift current (a), pure diffusion current (b) and the cancellation of both (c). Redrawn
after Ref. [75].
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current, difference between Fermi levels and conduction/valence band is constant). In the
second picture (b), the electrical potential is assumed to be constant, hence, there is no drift
current. However, the gradient in the charge carrier density creates a diffusion current and a
gradient in the QFLs. In the last example (c), the gradient of the charge carrier density was
chosen so that diffusion current and drift current due to the electric potential gradient are
equal. The total current is zero, which is expressed by a constant Fermi energy throughout
the device.
pn-Junction
The pn-junction will be shortly described here, because it is important for the understanding
of standard inorganic (silicon) solar cell devices. However, before starting the discussion, the
important general points in the solar cell characteristics will be introduced first.
An example for the current-voltage (jV ) characteristics of a solar cell under illumination is
shown in Fig. 3.3. The intercept with the j-axis is the short-circuit current density, jsc, the
intercept with the V-axis is the open-circuit voltage, Voc. The solar cell produces energy only














P j  V
Figure 3.3.: Example of the jV-characteristics (solid line) of a solar cell under illumina-
tion. The intercept with the j-axis is the short-circuit current density, jsc, the intercept
with the V-axis is the open-circuit voltage, Voc. The generated power density, P , is shown
as a dashed gray line. The point of maximum extractable power (maximum power point,
MPP) is represented by PMPP = jMPP · VMPP, marked by the red rectangle. For the
calculation of the FF, PMPP is related to the product of jsc and Voc, marked by the blue
rectangle. In the reverse bias regime, the flatness of the curve can be quantified by the
saturation value, S = j(−1 V)j(0 V) .
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The generated power has a maximum at the maximum power point (MPP). The fill factor
(FF) is introduced as a measure of the ideality of the solar cell, giving the ratio of extractable
power at the MPP (represented by the small red rectangle in Fig. 3.3) compared the product











with the power density of the incident light, Pin.
A pn-junction consists of an n-doped and a p-doped material that are brought in contact.
Due to the difference in the Fermi levels, electrons will flow from the n- to the p-side,
where they recombine, leaving positively and negatively charged dopants at both sides of the
interface (depletion zone). These stationary charges establish an electric field that induces
a drift current opposing the charge carrier diffusion. In equilibrium, the drift and diffusion
currents are equal. The Fermi level is then constant throughout the device. The resulting
equilibrium potential difference is called built-in potential, Vbi. When an external positive
voltage is applied to the device, the Fermi level splits up into separate QFLs for electrons
and holes in the depletion zone. Due to the gradient in the QFLs, electrons from the n-side
and holes from the p-side are injected into the device and recombine. If a negative voltage
is applied, only those charge carriers that are generated thermally at the junction can be
extracted from the device, resulting in a small reverse saturation current, jr.
The jV-characteristic of a pn-junction in the dark is described by the Shockley equation [75,76]:










with the ideality factor, n. The reverse saturation current is determined by the background
generation of electrons and holes as well as their diffusion constants and diffusion lengths.
When the pn-junction is exposed to light, additional electrons and holes are generated in
the junction and the photocurrent, jph, can be extracted from the device. This simply shifts
the diode characteristics by jph, which can also be substituted by jsc when the photocurrent
is independent of the applied voltage.
Equation 3.16 represents the ideal case with no parasitic influences deteriorating the per-
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formance of the device. As soon as parasitic serial (RS) and parallel resistances (RP, e.g.
shunts) are taken into account, Eq. 3.16 has to be modified to













This description is also widely adopted for OSCs, although it can be argued that the re-
quirements for the derivation of this formula are not fulfilled for charge transport in organic
materials and may, therefore, not be implicitly applicable for organic devices.
The changes in the jV-characteristics including parasitic effects are shown in Fig. 3.4 for
different combinations of RS and RP. An increase in the series resistance reduces the FF of
the devices. Additionally to a decrease in the FF, a small parallel resistance also reduces Voc
and impedes any saturation of the current in reverse bias. The deviation from the constant
saturation current in the reverse bias regime is phenomenologically expressed by the satu-
ration parameter, S, which is calculated by the ratio of the current densities at -1 and 0 V:
S = j(−1V )j(0V ) . In this case, S = 1 corresponds to the ideal case of a constant reverse saturation
current. However, one has to be careful upon comparing absolute numbers for devices with
strongly different photocurrents as the saturation value also depends on the absolute current
density.
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Figure 3.4.: jV-characteristics of a pn-junction under illumination following Eq. 3.17
including parasitic effects like serial and parallel resistances: (a) Increasing series resis-
tance, RS, with RP = ∞. (b) Decreasing parallel resistance, RP, with RS = 0. In both
graphs, the black line represents the ideal Shockley diode characteristics with RS = 0 and
RP =∞.
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When parasitic effects are neglected (Rp = ∞, Rs = 0), a formulation of the open-circuit










In the ideal case of a solar cell, electrons can flow only to the cathode and holes only to
the anode. This can be achieved by introducing selective contacts, allowing only electrons
to pass at the n-side and only holes on the p-side. [75,78] By introducing wide-gap layers on
both sides of the photoactive region, this situation can be realized due to high energetic
steps in the valence band for holes on the n-side and for electrons in the conduction band on
the p-side (see Fig. 3.5). Both the n- and the p-conductor must exhibit high conductivity
to allow for lossless contacts of the respective carrier type. In this case, the maximum
chemical energy per electron-hole pair can be extracted from the device and, therefore, the
open-circuit voltage will be equal to the QFL splitting:
eVoc = EF,C − EF,V (3.19)
This ideal solar cell structure is the basic idea of the p-i-n concept, which will be introduced








Ee photoactive pn x
Figure 3.5.: Structure of an ideal solar cell with selective contacts as proposed by
Wu¨rfel. [75] Electrons are blocked at the p-side as well as holes on the n-side. The transport
from the photoactive region to the n- and p-conductor is supposed to be lossless due to
the doped layers. Redrawn after Ref. [75].
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3.2. Introduction to the Donor/Acceptor Heterojunction Concept
The very first starting point of OSC research with organic materials was the discovery of
charge photoconduction in organic crystals. [79] The next, rather intuitive step was to imitate
nature and use chlorophyll-A as active material in solar cells. However, the PCE was poor
(≈10=2 %). [80,81] Other materials could not increase this number above some tenths of a
percent. [82] The breakthrough of OSCs came with the introduction of the donor/acceptor
(D/A)2 concept by Tang [83,84], who stacked two different organic materials on top of each
other, sandwiched between two electrodes. Such a flat heterojunction (FHJ) architecture is
exemplarily shown in Fig. 3.6a. The terms “donor” and “acceptor” are chosen here because
the photon is absorbed in one material that donates the electron to the acceptor material.
Using copper-phthalocyanine and a perylene derivative, Tang was able to achieve a PCE of
about 1 %. [83]
It is nowadays commonly agreed that single organic absorber materials will not work in
solar cells as long as the strong binding energy of the initially created exciton hinders free
charge carrier generation. First indications for this hurdle had been provided by the usually
low photogeneration yields in organic crystals and also in rather amorphous materials (see
Sec. 2.5). Despite the observation of the increased charge generation yield within the D/A
concept, the performance of such FHJ devices were still limited by the usually small exciton
D
A













Figure 3.6.: Representation of the three main architectures for the active layer in OSC:
flat heterojunction (FHJ), bulk heterojunction (BHJ) and planar-mixed heterojunction
(PMHJ). The photoactive materials are denoted as donor (D) and acceptor (A). A trans-
parent conductive oxide (TCO) on top of a substrate is used as bottom electrode, a metal
layer serves as top electrode.
2Clarification of this notification: D/A will be used for general terms describing the interplay between
donor and acceptor (e.g. D/A interface); D:A will be used where donor and acceptor are mixed to form a
blended structure; for heterojunctions where donor and acceptor are stacked on top of each other, D|A will
be used.
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diffusion lengths in organic materials. Excitons that are created in the bulk of the layer, have
to diffuse to the D/A interface where they can be separated into free charge carriers. Excitons
that do not reach this interface within their lifetime, will recombine and can, therefore, not
contribute to the photocurrent. This limits the thickness of the active layers in a FHJ device
to only 5-30 nm. Although organic materials have very high extinction coefficients, such thin
layers are usually not capable of absorbing a significant fraction of the incoming light.
Those drawbacks could be circumvented by the introduction of the bulk heterojunction
(BHJ, see Fig. 3.6b) concept. [85,86] By mixing both donor and acceptor to one effective layer,
the D/A heterojunction interface is in the ideal case always in reach of a photogenerated
exciton and the internal quantum efficiency can be close to unity. However, the chance
for charge carrier recombination is strongly increased, which generally leads to a decrease
of the FF compared to FHJ devices. Thus, the “ideal morphology” is a trade-off between
charge carrier generation and transport3. In special cases, it is useful to combine both
approaches and sandwich a mixed D:A layer between thin pristine D and A layers (planar-
mixed heterojunction, PMHJ, see Fig. 3.6c).
Figure 3.7 summarizes the steps from the initial photoexcitation to the collection of charges
at the contacts: The absorption of a photon creates a strongly bound Frenkel exciton (1)4
that has to migrate to the interface between D and A (2) to be dissociated into free charge










Figure 3.7.: Subsequent steps between photon absorption and charge carrier extraction
in a simplified D|A heterojunction between two electrodes.
3The importance of morphology for OSC will be treated in detail in Chapt. 9.
4Please note that it is actually not allowed to draw an exciton in this band diagram. As a single-particle
energy diagram, it is only suitable for the description of free charge carriers and not for quasi-particles like
excitons. [87]
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can be collected (5). The external quantum efficiency (EQE) is a measure for the efficiency
of these steps, and quantifies how many electron-hole pairs are extracted from the device per












The internal quantum efficiency (IQE) gives the number of extracted electron-hole pairs
per absorbed photon and is, therefore, a better indicator for the efficiency of the exciton





The variety of possible donor and acceptor materials to be used in OSC is large. Some of the
most commonly used donor materials are presented in Fig. 3.8. Many of the building blocks,
introduced in Fig. 2.2 in Sec. 2.1, are included in these materials. On the acceptor side,
fullerenes like C60, C70 or the soluble derivative PCBM are the materials of choice. There
is still emphasis put into finding cheaper alternatives to those. Perylene derivatives [37,88,89]
and different polymers [90,91] were tested but cannot reach the high efficiencies achieved with
the fullerene acceptor materials.
3.3. The Open-Circuit Voltage in Organic Solar Cells
The descriptions of the working principle of solar cells and the inorganic semiconductor
physics, introduced in Sec. 3.1, can in part also describe the situation in OSCs. In the fol-
lowing, the described picture will be adapted to match the requirements of organic materials.
The origin of Voc will be explained and the prevailing view on Voc in the literature will be
discussed.
When an OSC is illuminated, the distribution of occupied states in the HOMO and LUMO
can as well be described like introduced in Sec. 3.1. After the generation step (3 in Fig. 3.7),
electrons are conducted in the acceptor phase and holes in the donor phase. This leads to
a QFL splitting in the effective active layer with a QFL for holes, EF,D, near the ionization
potential (IP) of the donor and a QFL for electrons, EF,A, near the electron affinity (EA) of
the acceptor. Therefore, the Voc in OSCs is equal to this QFL splitting:
eVoc = EF,A − EF,D (3.22)
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Typical Polymer Donor Materials




































Figure 3.8.: Typical donor and acceptor materials in OSCs. Exemplary references are
given for each material.
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Using Eq. 3.5, the difference between the QFLs can be written as






with the effective energy gap, ED–A, between the HOMO (IP) of the donor and the LUMO
(EA) of the acceptor. NLUMO,A and NHOMO,D are the effective density of states in the
LUMO of the acceptor and the HOMO of the donor, respectively. This implies that the
energy difference between the IP of the donor and the EA of the acceptor sets the absolute
maximum for Voc, which is theoretically reached for T → 0. Equation 3.23 is the most
simple approximation following inorganic semiconductor statistics. Further improvements
for the description of Voc in OSCs have been derived, taking into account e.g. the width of
the Gaussian DOS in the HOMO and LUMO of the donor and the acceptor, respectively
(energetic disorder). [107,108] A short summary is given in Ref. [109].
Another approach is to look at the coupling strength and dynamic reaction and trans-
fer rates between donor and acceptor, which has been discussed in numerous publica-
tions. [5,56,73,110,111] Voc is again limited by ED–A, but reduced by a material combination
related recombination term. In this picture, Voc is expressed like in Eq. 3.17 following the
Shockley equation. The reverse saturation current is expressed by the recombination rate at
the D/A heterojunction, which is determined by the reorganization energies of and the cou-
pling between donor and acceptor, theoretically expressed by Marcus electron transfer rates
(see Sec. 2.4.1.2). In this sense, the recombination rates should be minimized by decreasing
the D/A coupling to increase Voc. This can be achieved e.g. by tailoring the relative orien-
tation of donor and acceptor at the interface or the distance between the reaction centers.
Some theoretical calculations concerning this topic are presented in Refs. [111–113].
The direct relation between Voc and ED–A has been subject to intense studies and has been
proven to hold for a large number of D/A combinations. [37,103,114,115] However, one has to
be careful with the energy levels used to derive those relationships, which is caused by the
difficulty to determine those levels accurately.
3.4. Doping of Organic Semiconductors
A major drawback of the BHJ cell is that both phases are in direct contact to both cathode
and anode, which leads to recombination at the contacts contrary to the ideal solar cell
architecture proposed by Wu¨rfel (see Fig. 3.5). The p-i-n concept, which is introduced in
the next section, is such an ideal structure where doped layers are used between the active
layer and both contacts. For those layers, doping is crucial to obtain high conductivities.
Therefore, the working principle of molecular doping will be explained before the p-i-n con-
cept itself will be introduced.
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Doping of organic molecules has been widely investigated by Prof. Leo’s group over the
last 20 years. The main advances in p- and n-type doping were summarized by Walzer
et al. [116], but the research on this topic is still in progress to understand how the doping
mechanism works and how this process can be optimized further by molecular design. In
the current picture, n-doping means that the HOMO of the dopant is close to the LUMO
of the matrix molecule such that electrons can be transferred to the LUMO of the matrix
material. This principle is exemplarily illustrated in Fig. 3.9 for doping W2(hpp)4 into C60
as matrix material. In the same way, p-doping means that the LUMO of the dopant (e.g.
C60F36) is close to the HOMO of the matrix molecule (e.g. MeO-TPD) such that electrons
can be transferred to the LUMO of the dopant (or a hole from the dopant to the matrix,
see Fig. 3.9). The doping concentration is usually very high, in the order of a few percent
compared to ≤ 10−3 % for inorganic materials. For efficient doping, the energy levels of
dopant and matrix have to match very well. [116] This was shown for example for ZnPc which




































































Figure 3.9.: Molecular doping for two exemplary matrix-dopant systems: (left) n-doping
of C60 with W2(hpp)4 as dopant. For n-type doping, an electron is transferred from the
HOMO of the dopant (donor) to the LUMO of the matrix. The HOMO (IP) of W2(hpp)4
is taken from Ref. [117]. The LUMO (EA) of C60 is given in Ref. [118]. The HOMO (IP)
of C60 was measured at IAPP. (left) p-doping of MeO-TPD with C60F36. For p-type
doping, an electron is transferred from the HOMO of the matrix to the LUMO of the
dopant (acceptor). The energy levels of MeO-TPD (IP) and C60F36 (IP, approximated
EA) are taken from Ref. [119].
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than that of F4-TCNQ. Similarly, the doping efficiency for TPD doped with F4-TCNQ in-
creases on the addition of electron-pushing methoxy groups to the TPD molecule, which
moves the IP of TPD to that of F4-TCNQ. Moreover, the doping efficiency also depends on
the wavefunction overlap between the dopant and the matrix molecule, which influences the
tunneling probability for charges between dopant and matrix. [116]
A similar picture has recently been drawn by Salzmann et al., where a complex formation
between dopant and matrix molecules is suggested, induced by an overlap of the molecules’
frontier orbitals. [120] In their example of pentacene as matrix and F4-TCNQ as dopant, the
HOMO levels split into a binding and an antibinding energy level due to the coupling be-
tween the molecules upon dimer formation. The filled hybrid HOMO level lies deeper than
the HOMO of the matrix material, whereas the unfilled anti-binding hybrid LUMO level
lies in the gap of the matrix, allowing for temperature activated electron transfer from an
uncoupled matrix molecule to the complex, which corresponds to p-doping.
In practice, the handling of n-dopants needs special preventive measures to protect the
dopants from ambient conditions. Due to their high-lying IP, those molecules are easily
oxidized and destroyed in contact with oxygen. To avoid this, air-stable precursor materials
are sometimes used, forming the respective dopant molecule just upon sublimation or by
illumination subsequent to layer formation (examples and mechanisms are summarized e.g.
in Ref. [116]).
3.5. Introduction to the p-i-n Concept
The first OSCs like the one by Tang were simply constructed by the organic donor and accep-
tor layer between two electrodes, a transparent conductive oxide (TCO) as bottom contact
and a metal layer as top contact. Such a configuration usually has several drawbacks. First,
the performance (especially Voc) was observed to depend on the choice of the metal
[121,122],
but the variability of metals with suitable work functions is limited. Second, the complicated
interactions between the metal and the intrinsic organic layer, covering e.g. charge injection,
energy level alignment and band bending, are still a matter of investigation. [123] As an ex-
ample, photogenerated excitons are assumed to be quenched at the organic/metal interface.
Third, diffusion of hot metal atoms into the soft organic matter during electrode deposition
can strongly harm the device and decrease its performance. Finally, this configuration does
not match the prerequisites of the ideal solar cell picture with semipermeable membranes
for charge carriers, introduced by Wu¨rfel.
The situation is improved by the p-i-n concept. [116,124] In this approach, the intrinsic photoac-
tive layer (i), consisting of the D/A heterojunction in various modifications, is sandwiched
between a p-doped hole transporting layer (p-HTL) and an n-doped electron transporting
layer (n-ETL). The hole and electron transporting materials have to fulfill several conditions
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to be suitable in this approach: The HOMO (LUMO) level of the hole (electron) trans-
porting material has to match the HOMO (LUMO) level of the donor (acceptor) to avoid
injection or extraction barriers that would reduce the device performance. The electrical gap
must be large to act as semipermeable membranes to realize ideal solar cell conditions. An
optical gap above 3 eV precludes parasitic absorption in the visible range in thick transport
layers. Finally, the material must be dopable to reach high conductivities. The doping fur-
thermore assures Fermi level matching at both the metal and the TCO interface and renders
the performance of the device virtually independent of the electrode material. The high
conductivity of doped layers provides complete freedom in the thicknesses used in the stacks
without affecting the series resistance of the device. These advantages open a completely new
optimization path for those devices: the optical optimization for increased absorption in the
active layer. This is possible because the total thickness of all layers is just between 50 and
200 nm. Therefore, the incoming sunlight must be treated coherently. As a consequence of
that, the sunlight, which is back-reflected at the metal electrode, interferes with the incoming
light resulting in a characteristic interference pattern in the device. In the optimum case,
the absorber is placed at the optimal position in the stack where the interference of incoming
and reflected light produces a maximum of the electric field for the wavelength of maximum
absorption in the active layer. Within the p-i-n concept, the thickness of the doped layer
at the metal electrode is adjusted to realize this situation (spacer/window layers). By using
this kind of device optimization, the PCE can be strongly increased. [125] Furthermore, this
approach is indispensable to achieve current matching in tandem devices. [126] The optical
simulation for this kind of device optimization will be described in more detail in Sec. 4.4.4.
There are several modifications of the p-i-n concept, depending on the respective purpose.
The polarity of the device can be reversed, resulting in an n-i-p configuration. Due to the
already high intrinsic conductivity of C60, the n-conducting layer can be omitted, resulting
in an m-i-p configuration.
3.6. Charge Transfer Excitons in Donor/Acceptor Heterojunction
Systems
3.6.1. Introduction
Charge transfer (CT) excitons are of particular interest and importance for the discussion
of the process of free charge carrier generation in D/A systems. Their basic properties will
be introduced first. Furthermore, literature provides a large number of different terms for
Coulombically bound charge pairs in this context, which will be discussed and clarified.
CT excitons are known from organic crystals. They are considered as separated charges
with distances of one or two times the molecular structural unit, which can also be regarded
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as molecular ion pairs. In contrast to Frenkel excitons, they are polar and can thus react
to an electric field (alignment or motion). Their binding energy, ECTB , is defined by the




IP − EAEA − Peh(r)− Veh(r), (3.24)
with the IP of the donor, EDIP, and the EA of the acceptor, E
A
EA. Peh(r) is the polarization
energy of the lattice and Veh(r) is the Coulomb energy between electron and hole. However,
the binding energy is not a fixed and well defined number, especially in the presence of
(energetic and spatial) disorder. Direct CT absorption is reported to be very low in pristine
crystals (oscillator strengths of f = 10−4 − 10−2 [12]) and is therefore covered by the normal
ground state absorption of the molecules. However, in heteroatomic crystals direct CT ab-
sorption and emission is indeed observed, e.g. in the D/A complex of anthracene/pyromellitic
acid dianhydride. [12]
A large variety of different expressions is used in literature to describe such bound charge
pairs in organic D/A systems. An overview over the different terms is given here and can
also be reviewed in Refs. [55, 127].
When a hole and an electron are at infinite distance, they are usually referred to as free charge
carriers or (viewed as combined bound state in the limit of infinite distance) as charge sepa-
rated state (CSS). As soon as they approach each other and their Coulomb energy becomes
relevant, electron and hole are referred to as bound radical pair (BRP), bound charge pair
(BCP) or geminate polaron pair (GPP). In some cases, the term exciplex (excited complex,
between different molecules) or excimer (excited dimer, between equal molecules) is used
when a radiative transition to the ground state can be observed. This term stems from the
observation of excited state complexes in solution that form just upon excitation. In the
ground state, the potential of the complex is repulsive, leading to the dissociation of the
complex and the relaxation of both molecules to their separate ground states. [12] This term
was borrowed for CT states because they were in the beginning only visible in emission and
not in absorption due to their low absorption strength. The term CT exciton is mostly used
to describe the bound charge pair directly at the D/A interface, with a certain wavefunction
overlap to exhibit emission to or direct absorption from the ground state. This implies that
donor and acceptor must have a combined ground state and form a complex with a certain
CT character in the non-excited state at the interface. However, not all D/A combinations do
show radiative transitions, but will nevertheless form CT excitons. The transition between
the terms CT exciton and BRP is fluent, being mainly characterized by the electron-hole
separation distance.
54
3.6 Charge Transfer Excitons in Donor/Acceptor Heterojunction Systems
3.6.2. Verification of Charge Transfer Excitons in Donor/Acceptor Systems
CT excitons have been identified in a large number of D/A combinations with a set of exper-
iments. The first hints for their existence was given by the observation of a red-shifted emis-
sion band in the photoluminescence (PL) spectra of D:A blend layers which could have been
originated neither from the pure donor nor from the acceptor. The majority of combinations,
however, consist of polymer:polymer blends, like e.g. MDMO-PPV:PCNEPV blends [128] or
blends of different polyfluorene materials [129]. There are also reports on CT exciton emission
in polymer:fullerene blends [130–132], but only rare contributions from small molecule blends.
An example of such a red-shifted PL is shown in Fig. 3.10 for the material combination
MDMO-PPV:PCNEPV. Furthermore, the luminescence from the CT state can also be mea-
sured by electroluminescence, where charges are injected from two electrodes into the device.
The charges recombine directly via the CT state, which prevents the usually interfering lu-
Figure 3.10.: An example of CT
emission in a blend layer of MDMO-
PPV:PCNEPV. Both the emission and
absorption spectra are normalized. The
CT emission is red-shifted relative to
both the donor and the acceptor lumi-
nescence. The dashed line represents an
excitation spectrum of the blend layer
emission which is composed of both
the donor and acceptor absorption spec-
trum. Reprinted figure with permission
from Ref. [128]. Copyright (2005) by the
American Physical Society.
Figure 3.11.: This example shows the
EQE of an MDMO-PPV:PCBM (a) and a
P3HT:PCBM (b) solar cell, measured by
FTPS. The EQE spectrum is fitted using the
absorption spectra of the pristine donor and
acceptor materials and that of a blend layer,
which were measured by a high-sensitivity
PDS measurement. Reprinted with permission
from Ref. [133]. Copyright (2010) American
Chemical Society.
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minescence from singlet excitons. Examples are given in Refs. [110, 131, 134].
Against the initial assumptions, the CT state can also be detected in absorption by using
the technique of photothermal deflection spectroscopy (PDS), which was first applied in this
sense by Goris et al. [135,136]. With this technique, the absorption coefficient can be measured
down to α = 10/cm, which is four orders of magnitude smaller than normally measured with
linear absorption spectroscopy. These measurements also help to separate the contribu-
tions of absorption from donor and acceptor from direct CT absorption in Fourier-transform
photocurrent spectroscopy measurements (FTPS). [133,136,137] FTPS can be seen as a highly
sensitive EQE measurement, revealing EQE values down to 10-5. Figure 3.11 shows an ex-
ample from Ref. [133], where both measurements were combined to model the EQE of a solar
cell using the absorption coefficients of the pristine donor and acceptor materials as well as
that of the blend layer. It was demonstrated that the blend layer exhibits additional absorp-
tion within the optical gap of both pristine materials, which is attributed to direct formation
of a CT exciton upon photon absorption. Similar high-sensitivity EQE measurements have
also been performed by Presselt et al. and CT absorption features were observed as well. [138]
Furthermore, direct absorption into the CT state was spectroscopically demonstrated by
the observation of polaron absorption features following sub-bandgap excitation, where no
Frenkel excitons were generated. [139]
Indirect evidence of the existence of CT states is given by the observation of an increased
donor triplet exciton population in a D:A blend layer compared to the pristine donor layer.
An explanation for this observation is given by a charge transfer, followed by intersystem
crossing within the CT state and subsequent charge back transfer to the donor triplet state.
This mechanism only works when the triplet state of the donor lies energetically below the
CT state. [30,32,37,140–142]
3.7. The Process Cascade for Free Charge Carrier Generation in
Donor/Acceptor Heterojunction Systems
The generation of free charge carriers from the initially photogenerated Frenkel exciton is the
critical step in the conversion of solar into electrical energy in OSCs. The exciton binding
energy is quite large so that the photocarrier generation yield in neat materials is usually
low at device-relevant electric fields. Generally, it had been assumed that an energetic step
between the LUMO levels of donor and acceptor could be the driving force for exciton disso-
ciation. A value of 0.3 eV was assumed to be sufficient for efficient charge carrier generation.
This simple picture can be understood in the assumption that the electron “sees” an ener-
getically favorable state in the LUMO of the acceptor.
It is clear that this simplified picture cannot cover the complexity of the charge carrier gener-
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ation process. Furthermore, the realization of charge transfer is a required but not sufficient
criterion for an efficient free charge carrier generation. After the electron was transferred
from the photoexcited donor to the acceptor molecule, it remains still Coulombically bound
to the remaining hole on the donor, forming a bound CT exciton. Due to the low dielectric
constants in organic materials, the binding energy of the CT exciton can be considerably
large. Using a simple point-charge approximation with a molecular distance of 1 nm and
εr = 3, the binding energy of these CT excitons can be estimated to E
CT
B = 0.5 eV .
3.7.1. The Initial Charge Transfer Step
The processes involved in the generation of free charge carriers will be discussed using
Fig. 3.12. Similar energy level/excited state diagrams have been presented in Refs. [55, 73].
The initial absorption of a photon with an energy higher than the optical gap creates a
singlet exciton in the singlet manifold of the S1 state (or higher) of e.g. the donor material.
As discussed in Sec. 2.2, the exciton relaxes to the lowest vibrational state by internal con-
version within several 100 fs to some ps, although timescales of 50 fs were also reported. [143]
However, ultrafast spectroscopy studies on various D/A combinations showed an ultrafast
charge transfer from the donor to the acceptor on sub-ps or even sub-50 fs timescales, indi-
































Figure 3.12.: Energy level scheme of the excited states and crucial reactions between
the initial photogeneration of excitons and the generation/recombination of free charge
carriers. The diagram is divided into an excited state diagram for all excitonic and charge
pair states, and an energy level diagram for free holes and electrons in the frontier orbitals
of donor and acceptor, respectively. All abbreviations are explained in the text.
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of the excitation energy to the local surrounding. [144–151]
This means that the exciton may not have enough time to relax in its intramolecular excitonic
singlet state. This will be important in the discussion about hot CT exciton dissociation.
It is first assumed that the CT process is slower than internal conversion and the photogener-
ated exciton will initially relax to the lowest vibronic state of the first excited singlet state of
the donor. Due to the larger EA of the acceptor, the CT state energy is below the energy of
the donor singlet exciton5. This energy difference supports the transfer of an electron from
the donor to the acceptor, forming the CT state (kXd ). The discussion about this energy
difference between the donor exciton and the CT state must, however, not be reduced to the
difference in the LUMO levels of donor and acceptor, because the exciton binding energies
are completely neglected in this picture. There are examples in literature, where the charge
transfer process is claimed to be efficient for ∆ELUMO(D)-LUMO(A) > 0.3 eV.
[115] In contrast
to this, Clarke and Durrant considered the exciton binding energies in their argumentation
and supposed that, in the limit of EXB = E
CT
B , thermal energy alone might be sufficient to
trigger the charge transfer. [55] This statement might, in turn, as well oversimplify this pro-
cess. According to Marcus’ electron transfer theory, an activation energy is always necessary
for electron transfer to happen. However, if the charge transfer process is sufficiently fast
(like mentioned above), the excess energy of the absorbed photon could provide this activa-
tion energy.
There have been several publications addressing the question of how much energy is needed
for the dissociation of the initial singlet exciton (or the formation of the CT exciton). Gen-
erally, the occurrence of a CT is verified by the observation of efficient PL quenching, which
is provoked by the CT formation being usually much faster than the recombination of the




rec). However, PL quenching can also be induced
by energy transfer6 instead of charge transfer, and therefore, its observation alone is only a
required but not sufficient criterion for CT. This effect has been observed e.g. by Schuep-
pel et al. and verified by the observation of sensitized emission from the acceptor following
energy transfer. [140,152] Similar results for different D/A combinations were reported in lit-
erature. [141,153] Veldman et al. investigated the occurrence of CT in a large variety of D/A
combinations. [37] Additionally to efficient PL quenching, the authors checked the appearance
of CT exciton emission and the existence of polaron bands in photoinduced absorption spec-
tra. Furthermore, the material combination was supposed to give a fairly working device in
a standard solar cell architecture (EQEmax of at least 20 %). With these prerequisites, Veld-
5Only as first approximation, neglecting the difference in CT-/exciton binding energies, see below. The
same statement can be derived for excitations in the acceptor, where the IP of the donor is always smaller
than that of the acceptor.
6exciton transfer from one molecule to a neighboring molecule, cf. Sec. 2.4.3
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man et al. derived an empirical lower limit for the driving force for the CT of ∆GCT <0.1 eV
for efficient CT at the D/A interface.
3.7.2. The Binding Energy of the Charge Transfer Exciton
Following these considerations, it is generally accepted that a charge transfer occurs at the
D/A heterojunction with only a minimal driving force being sufficient to render this process
ultrafast and highly efficient. Hence, no additional energy from a non-relaxed singlet exci-
ton is necessary to perform the CT. However, within the CT process, the electron is only
transferred from a donor molecule to a neighboring acceptor molecule and both charges are
still bound by Coulomb forces. Therefore, such excess energy might still be useful for the
generation of free charge carriers, which will be discussed in the next section.
Due to the still bound nature of the CT exciton, efficient PL quenching alone (indicating
efficient CT if energy transfer can be ruled out) is not a guarantee for free charge carriers and
a working device. Ohkita et al. investigated several polymer:fullerene blends and observed
that those blends differed in the free polaron yield by two orders of magnitude although PL
quenching was efficient in all of them. [141]
Accordingly, the next step to discuss is the dissociation of the bound CT exciton. Estima-
tions of the binding energy of a CT exciton from the simple assumption of point charges at a
certain distance result in values ranging between 0.1 and 0.5 eV. Measurements of ECTB have
been performed for selected D/A combinations. Gelinas et al. determine ECTB ≥250 meV
for PFB:F8BT blends. [154] Similar values of 130 and 200 meV were found for MDMO-PPV
blends by Hallermann et al. [155] and Kern et al. [156], respectively, using electric field de-
pendent PL quenching measurements. Muntwiler et al. perform two-photon-photoemission
(2PPE) measurements to resolve the series of CTn states at a pentacene-vacuum inter-
face. [157] The authors state that the determined binding energy of the lowest energy CT0
state of 430 meV is by far too large to be overcome in OSC. They propose that hot CT states
might play a crucial role in the charge generation process.
In the following, the two main mechanisms for the dissociation of CT excitons proposed in
literature will be discussed. The most important publications are cited and the results are
briefly summarized.
3.7.3. “Hot” Charge Transfer Exciton Dissociation
In the hot CT exciton model (also called ultrafast separation model [150]), it is supposed that
– subsequent to the formation of the CT exciton – the electron does not relax to the vibronic
ground state, but uses the excess energy from the CT to overcome the Coulomb barrier,
like proposed by Muntwiler et al. [157] (kCTd,hot in Fig. 3.12). The proposed excess energy is
equivalent to the crossing point between the potential curves in Marcus theory. [88] In other
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words, the electron uses its excess energy to thermalize to a greater distance from the hole,
thereby minimizing the binding energy of the GPP. After thermalization, thermal energy
suffices for full dissociation of the charge pair. The excess energy, sometimes also called
difference/gain in free energy, ∆GCS, is defined by the difference between the energy of the
singlet exciton, ES, and the energy of the two separated charges
[141]:
∆GCS = ES − (EDIP − EAEA). (3.25)
A positive influence of the excess energy from the initial photoexcitation on the separation
efficiency of the CT state, like suggested above in the case of the CT process being faster
than thermal relaxation, has not yet been confirmed. [133,158]
The hot CT exciton dissociation mechanism was first proposed by Morteani et al. in connec-
tion with charge carrier photogeneration in D:A blend layers for organic solar cells. [129] The
authors observed a quenching of the CT emission in blends of polyfluorene donor and accep-
tor materials upon applying an electric field. They concluded that the electric field helps to
dissociate the hot CT excitons (which they called geminate electron-hole pairs, GEHP) and
impede, in turn, their relaxation to emissive exiplex (relaxed CT) states.
Peumans and Forrest at the same time performed calculations for charge pair dissociation
using an extended Onsager-Braun model and taking the excess energy from the CT into
account. [66]
In 2008, Ohkita et al. published a milestone investigation on a large number of polythiophene
polymer:PCBM material combinations, where they used steady state PL, EL and transient
absorption (TA) spectroscopy techniques to investigate the influence of the polymer energy
levels on the charge carrier photogeneration yield. [141] The authors showed a clear correla-
tion between the free energy difference, ∆GCS, at the D/A heterojunction and the change in
optical density, ∆OD, at the polaron transition energy (which is proportional to the polaron
yield). Within the polymer series investigated, the yield of long-lived polarons increased by
two orders of magnitude for a 0.3 eV increase in ∆GCS although all blends showed similar
donor exciton PL quenching efficiencies. This investigation highlighted the importance of
excess energy for efficient dissociation of CT excitons into separate charge carriers.
Using the same technique, Clarke et al. addressed the generally observed strong increase
of photocurrent in P3HT:PCBM based devices upon post-annealing. [159] According to their
results, annealing the blend layer decreases the IP of P3HT by 50 meV due to strong crys-
tallization of the polymer phase. This effect correspondingly increases ∆GCS by the same
energy difference, as the P3HT absorption and emission spectra do not shift (assuming a
constant exciton binding energy). The increase in the free energy difference again leads to an
increase in the polaron yield measured by TA spectroscopy, which explains the improvement
of the photocurrent in the device upon post-annealing.
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According to Eq. 3.25, ∆GCS can also be varied by changing the EA of the acceptor. This
was investigated by Shoaee et al. using several PDI derivatives, each mixed with P3HT as
donor material. [88] The correlation between ∆GCS and the free polaron yield was again con-
firmed, with ∆OD increasing by 40 % for an increase in ∆GCS of 100 meV. The study was
placed into a wider context including several series of polymer:PDIx and polymer:PCBM
material combinations. For all investigated series, the comparison revealed a positive corre-
lation between ∆GCS and the free polaron yield, although with varying magnitude. Several
possible impact factors were mentioned to account for these differences, e.g. the electron
mobility (due to the observed differences between the fullerene and PDI acceptors) and D/A
domain sizes.
Another method to investigate the influence of the excess energy from the CT process on the
final charge pair separation is the use of below-gap excitation. Instead of exciting the D:A
blend with high energy photons to generate singlet excitons, a direct transition to the CT
exciton is promoted by using low energy photons with energies within the bandgap of both
donor and acceptor. Evidence of such sub-bandgap absorption features and their identifi-
cation with direct CT state absorption were discussed in Sec. 3.6.2. Drori et al. performed
ultrafast and steady state pump-probe spectroscopy measurements on MEH-PPV:C60 and
P3HT:PCBM blends, excited above (400 nm) and below the bandgap (800 nm). [139,160] They
showed that below-gap excitation produced the same spectral signatures (polaronic signa-
tures) as above-gap excitation without having populated the singlet exciton, confirming the
direct CT absorption mechanism. However, by measuring the lifetime of the CT state and
the photocurrent action spectrum of a device, they showed that below-gap excitation only
produces strongly localized states that do not significantly contribute to the photocurrent.
This conclusion confirms the need for excess energy to generate free charge carriers instead
of strongly localized states.
Strong evidence for the hot CT exciton model is given by ultrafast transient absorption
(UTA) measurements. Those measurements do not only show an ultrafast exciton quench-
ing and thereof resulting CT from the donor to the acceptor. From the observation of
photoinduced polaron absorption within the instrument response time in the order of 100 fs,
it is furthermore concluded that free charge carriers are generated much faster than any
internal relaxation process. The most intensely studied material system is the D/A couple
P3HT:PCBM. Several groups have already performed UTA measurements for this combi-
nation and all concluded that free charge carriers are generated promptly following initial
excitation. [148,149,161] The most complete picture was obtained by Howard et al. upon ac-
cessing the until then unexplored time range between ns and s, which is relevant for several
recombination processes. [150] The authors find that the CT from the donor, P3HT, to the
acceptor, PCBM, leads to a sub-100 fs generation of free charge carriers as well as to the
formation of bound charges (relaxed CT excitons) that decay on a timescale of 2 ns. They
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determine the branching ratio between free and bound charge carriers to be 80:15, which
means that 80 % of the excitons form free charge carriers on short timescale and 15 % of
the excitations form bound CT excitons. However, the branching ratio is observed to be
dependent on the blend morphology. Similar ultrafast charge carrier generation results were
found for other (partially highly efficient) polymer:fullerene material combinations [146,151]
suggesting that this process is crucial for efficient solar cell devices.
3.7.4. “Cold” Charge Transfer Exciton Dissociation
The second mechanism assumes that the CT exciton completely relaxes to the CT0 ground
state (kCTIC in Fig. 3.12). The final dissociation of the CT state then only works when ad-
ditional (thermal) energy is provided or upon the application of an electric field (kCTd,relax).
In this theoretical picture, the relaxed CT0 state is supposed to act as a precursor state for
charge generation.
Lee et al. conducted photovoltage and -current measurements on working devices with
MDMO-PPV:PCBM and P3HT:PCBM blends as active layers. [133] Using the already dis-
cussed technique of FTPS together with PDS, they concluded that the IQE is constant
over the whole wavelength region including the sub-bandgap CT absorption. The authors
concluded that their results do not raise any need for a hot exciton process promoting CT
exciton dissociation, at least not at room temperature. At temperatures below 130 K, their
results allow for some interpretation into this direction.
Pensack and Asbury stated that excess energy might play a role if the charge separation
process is faster than the intramolecular vibrational energy redistribution. [29] However,
in P3HT:PCBM blends they demonstrated that free charge carrier generation occurs on
the nanosecond timescale (using ultrafast solvatochroism assisted vibrational spectroscopy,
SAVS). It is remarkable that – although the authors used the same material combination
than in the abovementioned UTA investigations by Howard et al. [150] – the timescales differ
by 5 orders of magnitude. Nevertheless, the authors argued that on the ns timescale, the
separation of CT excitons may be supported by a delocalization of the polaron wavefunction.
Polaron delocalization reduces both the reorganization energy (by spreading the charge over
more than one molecule) as well as the Coulomb energy (due to the increased distance)
which results in barrierless charge carrier separation where neither temperature nor excess
energy could give any further improvement.
A direct investigation of the CT excitons (called CT complex therein) was performed by
Behrends et al. using transient electron paramagnetic resonance (trEPR) measurements on
the sub-µs timescale on P3HT:PCBM blends. [162] The recorded EPR spectra revealed clear
signatures of coupled polaron pairs originating from the same exciton. Those signatures
persisted for times longer than 10 µs and were finally converted into free polaron signatures.
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The authors concluded that free charge carriers are generated on the µs timescale and their
generation is mediated by a CT complex. Although the experiments were conducted at
100 K, they stated that those measurements are device relevant because the temperature
independence of charge carrier generation in P3HT:PCBM blends had been demonstrated
before. The lifetime of the CT complex might, however, be influenced by the temperature.
This work did not directly claim a cold CT exciton dissociation process, but questioned the
abovementioned prompt charge carrier generation on fs timescale. A direct comparison of
trEPR and UTA measurements at the same sample temperature would be helpful to clarify
the differences.
An indirect argument against the excess energy influencing charge carrier photogeneration
efficiency was provided by Shoaee et al.. [163] The authors investigated the influence of the
driving force for charge carrier separation on the free polaron yield from TA measurements
using different polythiophene materials as donors mixed with a PDI derivative as well as the
fullerene derivative PCBM as acceptor. The combinations with PCBM as acceptor revealed
a clear increase of the free polaron yield with increasing driving force, whereas charge gener-
ation in blends incorporating the PDI derivative as acceptor were practically insensitive to
this parameter. These differences were attributed to morphological influences like different
domain sizes or increased electron mobility or charge delocalization (which will be discussed
below).
Clarke et al. observed high polaron yields for the donor material PCPDTBT mixed with
PC70BM, despite the small excess energy of only ∆GCS = 0.2 eV for this material combina-
tion compared to 0.9 eV for standard P3HT:PCBM blends. [164] This finding was attributed
to a strong intramolecular CT character of the donor polymer, which already increases the
charge pair distance on the polymer chains prior to the CT to the acceptor. This work does
not directly favor free charge carrier generation from the relaxed CT state, but provides an
example of efficient CT dissociation with minimal driving force.
3.7.5. Supposed Influence Factors on Charge Transfer Exciton Dissociation
To summarize, the exact mechanism for the generation of free charge carriers is still subject
to intense research. The large variety of materials, measurement techniques, and processing
conditions hardly allow drawing general conclusions that hold for any material or D/A
combination. Even for the same material combination, the results, process timescales and
interpretation can be different, which is exemplified by the results from UTA [148–150,161],
trEPR [162] and SAVS [29] measurements for RR-P3HT:PCBM blends.
Apart from the excess energy from the CT step, several other important factors are given in
literature [87] that are supposed to influence the efficiency of the free charge carrier generation
process in organic D/A systems, which will be summarized here.
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Structural Order and Transport Properties
Examples for material properties that fall into this category are e.g. the sample crystallinity,
the phase size, the charge carrier mobility, and the delocalization of the polaronic wavefunc-
tion. In some sense, all these factors are not independent from each other, because a higher
crystallinity in most cases leads to a higher charge carrier mobility or a higher degree of
delocalization of the polaronic wavefunction due to the better molecular ordering and inter-
molecular coupling. Similarly, a larger phase separation might induce better ordering/higher
crystallinity in the pristine donor and acceptor phases. In very rare cases, it was reported
that a change in the layer morphology changed the materials’ energy levels, resulting in an
increase in the charge separation efficiency due to a larger excess energy following the CT
step. [159,164] Some publications only raise the rather general statement that the blend layer
morphology is crucial for efficient charge carrier generation. [127,150]
Peumans and Forrest first proposed that the charge carrier mobility might have an influence
on the charge carrier generation efficiency in D/A structures. [66] Specifically, the authors
suggested that a disparity in hole and electron mobilities would be favorable, enabling one
charge carrier to sample a much larger area around the D/A interface compared to its coun-
terpart. They stated that this might lead to a higher escape probability for the charge
carriers from the D/A interface.
Bartelt et al. investigated the growth of ZnPc:C60 mixed films and the influence of crys-
tallinity on the charge carrier generation and recombination dynamics using optical-pump
terahertz-probe spectroscopy. [165] The highest charge separation efficiency was found for
the blend with the highest crystallinity and the largest phase separation. This finding was
attributed to rapid intermolecular polaron dissociation in the crystalline C60 domains in com-
bination with increased local electron mobilities. Moreover, an increasing mobility mismatch
between the electrons in the C60 phase and the holes in the ZnPc phase is also mentioned
to be favorable for CT separation, following the argumentation of Peumans and Forrest. [66]
Veldman et al. performed an extensive study on the compositional dependence of the disso-
ciation of CT excitons in PF10TBT:PCBM blends using photophysical, electrical and struc-
tural investigation methods. [131] From their experiments, the authors concluded that (espe-
cially PCBM) domain formation increases the free charge carrier yield, which was mainly
attributed to high local charge carrier mobilities in the PCBM clusters helping to dissociate
the short-living CT exciton before it recombines. Other publications follow the same argu-
mentation of an increased charge carrier generation efficiency due to higher charge carrier
mobilities. [91,166]
Snedden et al. performed UTA measurements on blends of P3HT with PCBM and a phthalo-
cyanine derivative, respectively. [127] They concluded that the free polaron generation effi-
ciency is strongly dependent on the blend morphology. The formation of aggregate acceptor
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domains is supposed to create additional percolation pathways away from the D/A interface.
Moreover, the authors mention that the diffusion away from the D/A interface must be an
energetically downwards hopping as the polaron moves from the more amorphous interface
region (high energy) to the more ordered bulk region (lower energy). This conclusion had
already been proposed by Mu¨ller et al. for MDMO-PPV:PCBM blends. [167] The relaxation
of polarons to delocalized lower energy states in the bulk increases the electron-hole distance
and facilitates the final dissociation of the charge pair.
A delocalization of the polaron wavefunction as possible influence factor on the CT exciton
dissociation was already introduced above. Deibel et al. addressed this issue using Monte-
Carlo simulations. [168] The authors found that a conjugation length of 7-10 monomer units
well explained high IQEs even at low electric fields present in solar cells devices. The major
drawback of their simulation (as well as others) is that the lifetimes which have to be used
for the polaron pairs are orders of magnitude larger than those derived from measurements.
Pensack et al. further supported this topic with an acceptor study. [89] By using a PDI deriva-
tive instead of the commonly used PCBM, the authors recognized that in contrast to the
PCBM blend, the charge separation rate in the P3HT:PDI blend exhibited a temperature
activated behavior with an activation energy of around 100 meV. Following their argumenta-
tion of polaron delocalization, they checked for differences in the crystallinity of both blends,
but neither the fullerene nor the perylene showed significant crystallinity. The authors drew
the conclusion that polarons in PCBM clusters can still be delocalized even in the absence of
structural order (as long as the fullerenes are densely packed) due to the spherical symmetry
and the pi-system being delocalized over the whole PCBM molecule.
It is interesting to compare the studies of Pensack et al. [89] and Shoaee et al. [88,163]. Upon
using PDI derivatives as acceptor materials, Shoaee et al. observe only a weak dependence
(if at all) of the charge carrier photogeneration yield on the driving force (excess energy)
and conclude that excess energy seems to be not important for the charge separation pro-
cess. The increase in the charge carrier generation yield compared to PCBM as acceptor
is attributed to a delocalization of the polaronic wavefunction within the liquid-crystalline
pi-stacks of the PDI. In contrast to this, Pensack et al. claim a superior charge generation
ability for PCBM. Moreover, from the observed temperature dependence they concluded
that excess energy does play a role in the PDI blend in contrast to the fullerene blend.
This comparison exemplifies the difficulty to draw general conclusions in this research topic,
because the results and interpretations are strongly dependent on the blend morphology.
Therefore, not only the incorporated donor and acceptor materials are decisive, but above
all the sample preparation and processing conditions and (in the worst case) also the route
during material synthesis and the purification of the product might play a role.
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Energetic Disorder and Charge Carrier Trapping
In Chapt. 2, the energy landscape in organic thin films was treated as being homogeneously
broadened by a Gaussian distribution due to the variable molecular surrounding in amor-
phous films. This energetic disorder is present for excitons as well as for polarons, but the
width of the distribution can be different.
Dippel et al. investigated the charge carrier photogeneration properties in pristine sexithienyl
films and already in 1993 proposed a disorder induced exciton breaking mechanism, at least
for pristine materials. [169]
Groves et al. performed Monte-Carlo simulations to investigate the influence of charge car-
rier trapping at the D/A interface. [170] The degree of trapping was altered by comparing
blend systems with correlated and uncorrelated energetic disorder. The authors found that
a reduction of trapping sites increases the charge separation efficiency. Moreover, it was
shown that the effect is much stronger when both charge carriers are trapped compared to
the situation when one of them is still mobile.
Temperature
The effect of temperature on the generation efficiency of free charge carriers has only at-
tracted minor attention up to now. Especially in the context of the hot CT exciton disso-
ciation picture, an additional thermal energy of 25 meV compared to several hundred meV
of excess energy is regarded negligible. Nevertheless, there are at least some publications
addressing this issue.
The SAVS investigations of Pensack and Asbury addressing the dynamics of CT exciton
dissociation on ultrafast timescales (up to ns) were already mentioned above. The authors
investigated blends of CN-MEH-PPV:PCBM [29], P3HT:PCBM [89] and P3HT:PDI [89], where
only the latter showed a significant dependence of the CT exciton dissociation rate on tem-
perature between 170 and 350 K. The authors proposed that significant delocalization of the
wavefunction in PCBM blends even in the presence of disorder leads to practically barrier-
less dissociation of CT excitons. In contrast to this, the PDI derivative as acceptor cannot
provide such a degree of wavefunction delocalization. Therefore, additional thermal energy
does improve the dissociation yield of CT excitons. The authors propose that at lower tem-
peratures the rate for CT exciton dissociation slows down, which increases the vibrational
relaxation in the CT state. During the relaxation process, the excess energy from the CT is
lost which necessitates additional thermal energy to drive the dissociation process, resulting
in a temperature activated behavior. However, the authors noticed that temperature might
also induce changes in the molecular order and the layer density, resulting in a cancellation
of a weak temperature dependence in the PCBM blends as well. At lower temperature, the
lack of thermal energy might be compensated by a reduction of the dissociation barrier by
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an increased material density and intermolecular order (higher degree of delocalization by
increased intermolecular coupling).
Grzegorczyk et al. performed temperature dependent TRMC measurements on P3HT:PCBM
blends. [171] With TRMC measurements, only the product of the charge carrier generation
yield and the sum of electron and hole mobilities, φΣµ, can be measured. At low tem-
peratures, the φΣµ product showed only weak temperature dependence similar to the tem-
perature activation of the hole mobility in pristine P3HT films. At higher temperatures, a
stronger temperature dependence was observed, identical to that of the electron mobility
in pristine PCBM films. Therefore, it was concluded that the quantum yield for charge
generation, φ, is independent of temperature in P3HT:PCBM blends. Similar results were
obtained for MDMO-PPV:PCBM blends.
Electric Field
Due to their polar nature, CT excitons should also react to an applied electric field. Veldman
et al. performed field dependent CT exciton emission quenching experiments in devices with
D:A blends of the polymer PF10TBT and the acceptor PCBM. The authors observed effi-
cient quenching of only the CT exciton emission for reverse voltages of =20 V. The residual
singlet exciton luminescence of both donor and acceptor were not affected by the voltage.
The authors attributed this observation to field-induced dissociation of CT excitons.
In contrast to this, Jamieson et al. could not observe any change in the photoinduced ab-
sorption transients for blends of PCPDTBT derivatives mixed with PC70BM on applying an
electric field. Thus, they concluded that the electric field does not influence the efficiency of
charge carrier generation in these systems.
In general, the relevance of the electric field for the efficiency of charge carrier generation in
real devices remains questionable, as the electric field across the device is usually far too low
to efficiently dissociate the strongly bound charge pairs.
3.7.6. Recombination Pathways for Charge Transfer Excitons
The recombination of CT excitons is a monomolecular process, as the charges originate from
the same molecule and the charge-pair recombines approximately where it was generated.
Such recombination is usually called geminate recombination. Direct recombination of CT
excitons back to the ground state (kCTrec in Fig. 3.12) is a loss mechanism in OSCs. This
recombination mechanism is often observed as luminescent CT exciton recombination for
D/A combinations with low Voc. In this case, the CT state is situated below the triplet
exciton states of both donor and acceptor. Therefore, direct recombination is the only
possible recombination path. However, for the optimization of OSC devices, an increase of
Voc is desirable, which gives rise to another important loss mechanism: the recombination
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of the CT exciton to a (mostly donor) triplet exciton (kCRT, CRT = charge recombination
to triplet exciton) as soon as the CT state energy is similar to or above that of the lowest
triplet state (cf. Fig. 3.12). This recombination is possible because the probability for ISC
in CT states is increased. The larger charge distance reduces the correlated spin interaction
and increases the probability for spin-mixing within the spin-dephasing time, which results
in near-degeneracy of singlet and triplet CT states. [16,55,164] This recombination mechanism
has already been found for several material combinations and by various authors. [32,37,128,140]
Schueppel et al. investigated a series of oligothiophene materials with varying backbone
length. [140] Upon decreasing the IP of the donor, the CT state energy was step by step
reduced below the (rather constant) triplet level. The efficiency of the CRT mechanism was
reduced, which lead to a strong increase in device performance. In a comparative study with
several materials and D/A combinations, Veldman et al. have determined an energy barrier
of around 0.1 eV for this process to occur, which means that CRT becomes efficient as soon
as the difference between the CT state energy and the energy of the lowest triplet state is
close to this value. [37]
3.7.7. Free Charge Carrier Formation and Recombination
Upon CT exciton dissociation, the energy of the GPP increases with greater distance, ∆re-h,
as the binding energy of the opposite charges must be overcome (see Fig. 3.12). However, the
full description must include also the decrease in free energy by the increase in entropy upon
transferring one charge pair into two separate charge carriers. [22,55,141,173] Clarke and Durrant
performed a simple calculation, taking into account the interplay between the increase in
potential energy and the decrease in free energy induced by an increase in entropy. [55] The
change in free energy is approximated with the increased site degeneracy for the charge
carrier diffusing away from the interface. This reduces the Coulomb potential by several
hundred meV and finally leads to a finite decrease in the free energy of the GPP. A similar
estimation was performed before by Ohkita et al. [141]
Additionally to the effect of the increasing entropy, it is supposed that the molecules at the
D/A interface exhibit rather amorphous ordering. Therefore, the polarons can also minimize
their energy on diffusing into the more ordered (or even crystalline) bulk of the donor and
acceptor phases, respectively. This might also be included in the reduction of the energy of
the GPP at larger distance from the D/A interface and help to dissociate the charges. [127,167]
After complete dissociation, the two separate charge carriers can no longer be treated in the
excited state picture (left side of Fig. 3.12). The right hand side of Fig. 3.12 therefore
shows an energy level diagram with the electrons moving in the LUMO of the acceptor and
the holes moving in the HOMO of the donor. Both orbitals show a Gaussian distribution
of molecular orbital energies. When two charges meet at the interface between donor and
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acceptor, they can recombine. The recombination of free charge carriers (ke-hrec) is a second-
order process, called bimolecular recombination. In contrast to geminate recombination, the
recombination constant is proportional to the square of the charge carrier density. The
Langevin recombination rate, R, for charge carrier recombination is expressed by
R = γnp , (3.26)
with the Langevin recombination constant, γ, and the densities of electrons and holes, n





(µe + µh) . (3.27)
A more detailed description of the charge carrier recombination processes is given for example





This chapter gives an overview of the experimental methods used in this work.
Details about the thermal evaporation technique for sample preparation are pro-
vided in Sec. 4.1. Furthermore, the tools for sample preparation and details about
standard materials used in this work are stated.
In Sec. 4.2, the main tools for material characterization are explained, covering
optical characterization (absorption, optical constants, photoluminescence), the
determination of energy levels (cyclic voltammetry in solution, ultraviolet pho-
toelectron spectroscopy in thin film), morphological investigations (atomic force
microscopy for surface topography, X-ray techniques for structure determination)
and electrical characterization in organic field-effect transistors.
The main method in this work, photoinduced absorption spectroscopy, is explained
in detail in Sec. 4.3, including a description of the main recombination mecha-
nisms used for the determination of generation rates and excited state lifetimes.
Finally, the solar cell characterization is described in Sec. 4.4, including the
determination of the spectral response (external quantum efficiency), the calcula-
tion of the mismatch factor for correct jV-measurements (according to standard
reporting conditions), and the jV-measurement itself. Furthermore, the optical
simulation program is introduced as an important tool for stack optimization.
Furthermore, it is possible to measure the transmission through a semitranspar-
ent device, which is briefly explained.
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4.1. Sample Preparation
Thermal Evaporation
All samples are prepared by thermal evaporation in a vacuum chamber, which is sketched
in Fig. 4.1. This technique bears the advantage of a highly controlled sample preparation
(thickness, mixed films, doped films) in a highly controlled environment. The materials are
put in ceramic crucibles. Upon electrical heating of the crucibles, the material ideally subli-
mates above a certain temperature with a specific evaporation rate that is mainly dependent
on the temperature in the crucible. The deposition rate on the substrate is controlled by a
quartz crystal microbalance (QCM) placed above the crucible so that material is deposited
simultaneously on sample and QCM. In a separate experiment, the QCM is calibrated to
display the deposition rate at the sample position. The deposition rate is dependent on
the distance between the source and the substrate and the orientation of the source in the
direction of the substrate.
When the melting point of a material is below the sublimation temperature, the evapo-
ration does not occur from powder but out of the melt. In contrast to the sublimation
from a powder, the surface of a melt is much smaller. To obtain comparable deposition
rates, the temperature must then be much higher, which is potentially detrimental for some
compounds. The stability issue of the oligothiophene materials will be addressed further
in Chapt. 5. The standard deposition rate is 0.2A/s. For some compounds, the rate is
decreased to keep the temperature below the melting point.
For mixed layers of e.g. donor and acceptor or matrix and dopant, the materials have to
be coevaporated. This technique is sketched in Fig. 4.1. Two materials that are mounted
in separate crucibles in the same chamber are heated up to their sublimation temperature.
The deposition rates are controlled by separate QCMs. As the deposition rate can be set
differently for each material, different mixing or doping ratios can be achieved. For organic
materials, doping ratios are actually just large mixing ratios above 1:5 (by volume), whereas
typical D/A mixing ratios are between 1:1 and 1:4. However, to distinguish between mixing
and doping, the doping ratio is usually given as doping concentration (or weight ratio) in
units of [wt%] of dopant molecules incorporated in the matrix material. Typical doping
concentrations range between 1 and 10 %. In contrast, mixing ratios are usually given as
volume ratio if not stated otherwise.
Materials
The materials used in this work – besides the oligothiophene materials, which will be intro-
duced in Chapt. 5 – are shown in Fig. 4.2 and important details are summarized here.
ITO (indium-tin-oxide) is a widely used transparent conductive oxide, which is commercially
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Figure 4.2.: Chemical structures of the materials used in this work: C60 (acceptor, ETM),
Bis-HFl-NTCDI (ETM), BPAPF (HTM), BF-DPB (HTM), W2(hpp)4 (n-dopant).
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available as thin layer on glass. The ITO used herein has a layer thickness of 90 nm and a
sheet resistance of 30 Ω/sq. Before use, the substrates are pre-cleaned with solvents. Finally,
organic remainders are removed by an oxygen-plasma cleaning step.
C60 is widely used in this work as acceptor material. Beyond that it is also used as electron
transport material (ETM), doped with the n-dopant W2(hpp)4 (obtained from Novaled AG).
For thin films, an ionization potential (IP) of 6.4 eV was determined1, the electron affinity
(EA) of 4.0 eV is known from literature [118]. The mobility in organic field-effect transistors is
usually in the order of 10=3 cm2/V s. Upon doping, the conductivity of C60 can be increased
beyond 1 S/cm. [174] Although the optical gap of C60 is only 1.7 eV in thin films, it shows
significant absorption only above 2.5 eV, because the first optical transitions are symmetry
forbidden. However, when it is used as ETM, the parasitic absorption can become signifi-
cant for thicker transport layers. Therefore, C. Falkenberg introduced Bis-HFl-NTCDI as
an alternative material. [174] The optical gap of 3.0 eV makes this material a perfect window
material for organic solar cells (OSCs). Upon n-doping with W2(hpp)4, a conductivity of
10=4 S/cm was measured, which proved to be sufficient to compete with the standard ETM
C60.
[174] The IP was determined with ultraviolet photoelectron spectroscopy (UPS) to be
6.5 eV, the EA lies around 3.5 eV measured by cyclic voltammetry in solution. [174]
As hole transport material (HTM), BPAPF is usually used because it has an IP of 5.6 eV2,
which is deep enough to avoid barriers to most (but not all) of the oligothiophene materi-
als. BPAPF is highly transparent with an optical gap of 2.9 eV3. It is usually doped with
NDP9, which is obtained from Novaled AG. An alternative HTM is BF-DPB, which has an
IP of 5.2 eV4. Due to the lower IP, it cannot be used as a direct contacting material for the
oligothiophene materials shown here.
The extinction coefficients of the used ETMs and HTMs as well as for ITO are shown in
Fig. 4.3.
Customized Evaporation System – UFO
The UFO tool is a customized multi-chamber ultrahigh vacuum (UHV) evaporation tool
(Bestec) with five evaporation chambers attached to a central distribution unit (see Fig. 4.4).
The base pressure in the UHV chambers is between 10=9 and 10=8 mbar. The distance be-
tween crucible and sample substrate is approximately 40 cm. In addition to the evaporation
chambers, a photoelectron spectroscopy measurement chamber is attached to allow for the
determination of the IP of new materials by UPS and further chemical or impurity analysis
by X-ray photoelectron spectroscopy (XPS). At the “Analytik” evaporation chamber, where
1measured at IAPP by Selina Olthof
2measured at IAPP by Selina Olthof
3measured at IAPP by Andre´ Merten
4measured at IAPP by Selina Olthof
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Figure 4.3.: Extinction coefficients of the electron and hole transport materials used in
this work. The curve of ITO as transparent conductive electrode is included as well. The
data for BF-DPB, BPAPF, and C60 were measured by A. Merten at IAPP by modeling
reflection and transmission measurements of several samples with different thickness. The
data of Bis-HFl-NTCDI was obtained by C. Falkenberg with the same method. [174] The
data for ITO was measured at Fraunhofer IPMS, Dresden by Robert Nitsche by means of
ellipsometry.
Figure 4.4.: Picture of the UFO evaporation tool at IAPP. The most important parts are
labeled. The “Analytik” chamber is used for the evaporation of all active layer materials.
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the active materials are evaporated, a mass spectrometer (QMS200 prisma, Pfeiffer Vacuum)
is attached that can be used to identify possible fragments from the molecules created upon
evaporation. The mass spectrometer can record m/z ratios up to 300 u. A quantitative
comparison between fragments and complete molecules is, therefore, not possible for most
materials due to their large masses (e.g. mC60 = 720.6 u, mDCV3T0 = 400.5 u). The fabrica-
tion of one typical solar cell device at the UFO tool can be achieved within approximately
3-6 h. The whole system is connected to a glovebox that offers the possibility of storing or
measuring samples after preparation in nitrogen atmosphere.
The standard device samples consist of ITO fingers as bottom contact, like indicated in
Fig. 4.5. The organic layers are deposited subsequently on top of each other using shadow
masks. Finally, a metal top contact is thermally evaporated. The overlap between the metal
stripe and the prestructured ITO fingers defines the active area of the device, which is ap-
proximately 6 mm2. The samples are mounted onto Teflon sample holders that allow the
transfer of the samples from one chamber to another. The sample holders are equipped with
a wiring system that enables a first jV-characterization directly in the glovebox after device
preparation (see Fig. 4.5) .
Furthermore, the substrates can be heated during evaporation inside the evaporation cham-
ber. Therefore, the substrate is mounted back-to-back on top of a glass substrate that is
fully covered with ITO. The ITO side is electrically connected to allow resistive heating of
the substrate. By connecting the sample holder to throughfeed contacts at the top of the
evaporation chamber, a voltage can be applied to the ITO heating substrate from outside
the chamber. The temperature of the sample substrate is measured by a thermo couple of
type K (alumel-chromel), which is pinned at the edge of the substrate using conductive silver
paste (see Fig. 4.5). At the edges, the temperature of the substrate is slightly lower than in
the region of the final device pixels. Therefore, the actual temperature of the substrate at
the active area is supposed to be higher than the temperature measured by the thermo cou-
ple. A reference measurement revealed a difference between real and displayed temperature
of ≈+8 ◦C. A significant difference of the substrate temperature between the four devices
on one substrate is excluded due to the similarity of the performance of the single devices
on one substrate. Disregarding this discrepancy, the displayed temperature is given for all
samples shown in this work. During evaporation, the temperature is kept constant within
±1 ◦C.
After device fabrication and first electrical tests, the samples are sealed in plastic foil and
additionally placed in a leak-proof plastic transport box. This box is filled with nitrogen
to protect the cells from oxygen and water during the transfer of the samples to a different
laboratory where they are encapsulated by glass-glass encapsulation.
For absorption or photoluminescence measurements, the layers are deposited on quartz glass
substrates to ensure transmission below 350 nm. The samples are stored in nitrogen until
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Figure 4.5.: Picture of the front and back side of the sample holder used for sample
preparation. A finished sample is mounted for illustration. The prestructured ITO fingers
and the evaporated metal contact mark the active area of the four single solar cell devices.
In this example, the ITO fingers are reinforced with metal stripes to decrease the series
resistance of the ITO bottom contact, which is particularly important for high efficiency
devices (omitted for most devices processed in the UFO evaporation tool). The thermo
couple for the measurement of the substrate temperature is pinned at the edge of the
substrate. The substrate is fixed with contact clamps that allow an initial characterization
of the devices right after fabrication (only the outer devices are contacted in this example).
The contact screws at the side are protected by capton tape. The back side shows the
wiring to the side contacts and the heater contacts to the ITO covered heating substrate.
their measurement, which is performed under ambient conditions.
Samples for photoinduced absorption measurements are prepared on glass substrates. After
preparation, the samples are encapsulated by hand in the glovebox using two-component
glue based on epoxy resin. Afterwards, the samples are stored in nitrogen for at least 24 h
to harden the epoxy.
Commercial Single Chamber Evaporation System – Lesker
The second evaporation system is a commercial system that can handle large wafers of 6× 6
standard samples with 4 devices each (see Fig. 4.6). This tool is operated by technicians.
The system is equipped with 12 sources for organic materials and three sources for metal
evaporation allowing a high variability of different devices on one wafer. The distance be-
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Figure 4.6.: (left) Picture of a device wafer fabricated at the Lesker tool. The wafer
constitutes 36 single 1× 1 in2 substrates, like those used in the UFO tool. Each single
substrate contains 4 separate devices. (right) Planning sheet of the wafer shown on the
left-hand side. The variations include the donor material and thickness, the hole transport
layer (intrinsic and doped), electron transport layer, acceptor thickness, and interlayer
thickness. This view only shows the wedged parts (variations that are made). The stack
includes additional layers that are identical on the whole wafer (e.g. the top contact).
The wafer was planned by C. Schu¨nemann at IAPP. It is chosen here for illustration
because they changes in the columns and rows are directly visible from the different color
appearance of the devices.
tween sources and substrate is larger than in the UFO tool (50 – 60 cm for the organic sources
and twice this value for the metal sources) to increase the homogeneity of material deposition
on the substrate. The base pressure is in the range of 5× 10=8 mbar. During deposition,
the wafer slowly rotates with a turning speed of 10 rpm to increase the homogeneity of the
deposition across the wafer. Nevertheless, point-symmetric layer thickness deviations of up
to 13 % were determined between the center and the corners of the wafer dependent on the
used material, the source position and adjustment, and the deposition rate. [175] For the ma-
terial deposition onto heated substrates, the wafer is heated radiatively by halogen lamps.
The substrate temperature is not monitored directly on the substrate, but by a separate sen-
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sor above the substrate. The offset between substrate and sensor temperature is calibrated
separately using temperature indicators that are fixed on the substrate. Those indicators
change their color above a certain threshold temperature. By this procedure, the substrate
temperature can only be set with an accuracy of approximately ±5 ◦C. Furthermore, the
temperature is not homogeneous across the whole substrate. Deviations of approximately -5
and =10 ◦C are measured at the edges and in the corners of the wafer, respectively, compared
to the temperature in the center of the wafer.
By using movable shutters and different masks and by rotating the wafer, different material
stacks and combinations are realized in the columns and rows on the wafer (“wedging”, an
example is shown in Fig. 4.6). The evaporation tool is directly connected to a glovebox
system, where each of the 36 substrates is encapsulated by glass-glass encapsulation. The
same encapsulation machine is also used for the samples fabricated in the UFO tool.
The Lesker tool enables better comparability of samples on the same wafer, because all are
evaporated under the same conditions. Moreover, it significantly shortens the time needed for
extensive parameter variations e.g. for device optimization due to the larger sample output
compared to the fabrication of each single sample in the UFO evaporation system. Finally,
together with the robot measurement systems for jV- and EQE measurements, available at
the IAPP, the acquisition of large amounts of data is possible.
4.2. Material Characterization Methods
4.2.1. Optical Characterization
Absorption Measurements
Absorption measurements of thin organic films on any substrate are always convoluted by
optical interference effects from reflections at the organic/substrate and substrate/air in-
terfaces. For an exact qualitative and quantitative description of the absorption of a thin
film, the optical constants, i. e., the refractive index, n, and the extinction coefficient, k,
must be determined. Their determination via variable angle scanning ellipsometry (VASE)
measurements is not available at IAPP. Instead, optical transmission and reflection spectra
are measured on thin films of different thicknesses prepared on glass substrates. The n& k
values are finally determined by applying a fitting technique based on the transfer-matrix
formalism (performed in this work by using the program Multifit [176,177]). Transmission and
reflection spectra are recorded using a UV-Vis spectrometer (Shimadzu UV-2101/3101 or
PerkinElmer lambda900). For reflection measurements, the sample is mounted at an inte-
grating sphere to account for diffuse reflection. By setting measurement errors for reflection
and transmission measurement (5 % and 1 % assumed here), an error tube for the optical
constants is provided as well. [178] The optical constants are not only important as a measure
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of the absorption strength of a substance. These values serve as the crucial input parameters
for the optical simulation of complete solar cell stacks for device optimization, which will be
addressed in Sec. 4.4.4.
However, due to time and material consumption reasons, thin film absorption is in this work
in most cases characterized by transmission and reflection measurements of a single thin film
deposited on a quartz substrate. Being aware of the inaccuracy due to thin film interference
effects, the absorption is calculated using
A = 1−R− T . (4.1)
In contrast to this treatment, the reflection is often neglected in scientific publications.
However, interpreting differences in the absorption of a thin film from measurements of the
transmittance or the optical density, OD, of a film on glass is not only inaccurate, but also
misleading as the term optical density is defined for a transmittance experiment, not to char-
acterize absorption. Figure 4.7 illustrates the differences that arise from the determination
of the absorption and the optical density with and without reflection correction, respectively.
For the correction of the optical density for reflection of the sample, Eq. 4.2 is used. It is
based on Lambert-Beer’s law, which describes the attenuation of light by a medium with
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Figure 4.7.: Example of absorption spectra calculated from transmission and reflection
measurements using the different approximations mentioned in the text (A 30 nm thick
DCV4T-Me1144 film is used as an example here). For the spectra without reflection cor-
rection, an additional offset was subtracted to set the absorption to zero at 800 nm.
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the absorption coefficient, α (see Sec. 2.2.2). To account for reflection at the illuminated
surface, the incident intensity is corrected by the reflected light [135]:






From Fig. 4.7 it becomes evident that the reflection from the organic thin film cannot be
neglected. Furthermore, in the representations of the optical density (blue lines), the shape
of the absorption is different from the linear plot according to Eq. 4.1 (red lines).
Photoluminescence Measurements
Photoluminescence (PL) measurements were conducted with a commercial PL spectrometer
(Edinburgh Instruments F900). The sample is illuminated with monochromatic light from
a xenon lamp. To avoid higher diffraction orders from directly reflected excitation light,
the sample is tilted by 45° out of plane. An edge filter is mounted behind the sample to
additionally block any diffusely scattered light.
4.2.2. Cyclic Voltammetry
With cyclic voltammetry (CV), the energy levels of molecules in solution are measured.
Furthermore, the reversibility of the oxidation and reduction process in solution is tested by
several consecutive cycles. The compound is brought in solution together with a conducting
salt. A voltage sweep is applied between a platinum working and counter electrode in the
solution to determine the reduction and oxidation potentials for the used compound. An
additional Ag electrode is used as a reference electrode. All potentials are measured against
the ferrocene/ferrocenium (Fc/Fc+) couple as reference material. To correlate the measured
potentials with solid state energy levels, an ionization potential of 5.1 eV is used for Fc. [98]
All CV data presented herein are measured at the University of Ulm in the group of Prof.
Ba¨uerle. Details about solvents and the conducting salt used in the measurements are given
in Refs. [98, 179, 180].
4.2.3. Ultraviolet Photoelectron Spectroscopy
Ultraviolet photoelectron spectroscopy (UPS) is a surface sensitive technique to determine
the distribution of electronic valence states of a material. It is based on the external pho-
toeffect, where electrons are excited with an energy equal to or higher than their binding
energy. Those electrons escape the solid and are collected by an electron analyzer, where the
kinetic energy distribution is measured. An additional voltage of =8 V is applied between
sample and analyzer to collect all emitted electrons. For excitation, the He-I excitation
line (21.22 eV) of a He discharge lamp is used. The penetration depth of the UV light is
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several µm. However, the photoelectrons that escape from the solid originate from the first
2-3 monolayers only due to the short mean free path of electrons. [181] The slowest electrons
reaching the detector are those with the largest binding energy equal to the excitation energy
or electrons that lost part of their kinetic energy due to scattering events. Those electrons
generate a large background in the UPS spectra, which abruptly ends at the so-called high
binding energy cutoff (HBEC). An example of a UPS spectrum is shown in Fig. 4.8. The
measured kinetic energy of the photoelectrons is translated into an effective binding energy,
whereby the Fermi edge of the metal substrate is set to zero. The onset at low binding
energies is identified with the onset of the HOMO of the substance, EHOMO, which is used
for the calculation of the IP. The HBEC of the spectrum is marked at high binding energies
in Fig. 4.8. The IP of the material is calculated using
EIP = hνHe-I − (EHBEC − EHOMO) . (4.3)
For UPS measurements, the material under investigation is evaporated onto a sputtered
Au foil or onto a freshly evaporated Au sublayer. The film thickness is usually 5 – 20 nm.
When the film thickness is too large, the layer is charged during the measurement, which
influences the result. This effect is visible by a shift of the HBEC, which is checked in
a follow-up measurement. The absolute error of this measurement is approximately 50 –
100 meV. However, the relative error from the comparison of two measurements conducted
under equal conditions is significantly smaller.
For this work, UPS measurements are conducted at IAPP by M. Tietze and S. Olthof.
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Figure 4.8.: Example of a UPS spectrum of DCV4T-Me1144. In the right graph, the
region of the onset of the photoelectron emission is magnified for clarity. For the calculation
of the IP according to Eq. 4.3, EHBEC and EHOMO are determined from the respective
onsets of electron emission as indicated in the graphs.
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4.2.4. Atomic Force Microscopy
With an atomic force microscope (AFM) [182], the topography of a test surface can be exam-
ined. For this purpose, a sharp tip is drawn across a surface with a constant force between the
tip and the surface (contact mode). In order to avoid damage to the soft organic surface, the
AFM is not driven in contact mode but in tapping mode5. [183] There, the cantilever, where
the tip is attached, oscillates around its free resonance frequency, f (see Fig. 4.9). Changes
in the surface height are measured by determining the damping of the tip oscillation, which
is corrected by a feedback loop. With an AFM, surface areas of 1× 1 µm2 to 10× 10 µm2
are investigated. In this work, either a Nanoscope IIIa (Veeco Instruments) or a Combi-
scope 1000 (AIST-NT) was used. For the Nanoscope IIIa, the substrate size is restricted to
1× 1 cm2, whereas the standard 1× 1 in2 substrates can be used for the Combiscope 1000.
4.2.5. Grazing Incidence X-Ray Diffraction
Grazing incidence X-ray diffraction (GIXRD)is an X-ray diffraction technique where the in-
cident beam hits the surface under very small angles around 0.2°. At this incident angle, the
beam is coupled into the organic layer, but totally reflected at the organic/substrate surface
to avoid diffraction signal from the substrate. The beam penetrates the organic layer and the
diffracted part is collected by the detector. [184] With this technique, structural information
down to the atomic scale of a film can be probed. The positions of Bragg reflections in the
diffraction pattern are a measure of the size of the unit cell. The crystallite size can be
estimated from the width of the diffraction peaks by using the Scherrer equation. [180] In this
work, the samples are evaporated onto glass or silicon substrates.
For 1D-GIXRD measurements, the detector basically samples the direction perpendicular to
the substrate. As a result, only diffraction signals close to the out-of-plane crystal directions
can be measured. Those measurements are conducted by Dr. Lutz Wilde at the Fraunhofer
frequency f
surface topography
Figure 4.9.: Sketch of the working principle of an AFM in tapping mode (non-contact
mode). The AFM cantilever oscillates around its resonance frequency, f.
5also called intermittent contact mode (IC-AFM)
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CNT in Dresden. Measurement planning, coordination and data evaluation is accomplished
by Chris Elschner at IAPP.
In contrast to this, the detector samples a full half-sphere in 2D-GIXRD measurements.
Both in- and out-of-plane scattering signals are measured with this technique. 2D-GIXRD
measurements are performed by Nichole Cates Miller (University of Stanford) at the Stan-
ford Synchrotron Radiation Lightsource (SSRL) under supervision of Michael McGehee and
Michael F. Toney. Data evaluation is conducted by Chris Elschner at IAPP. Due to the
higher intensity at the synchrotron source, the layer thickness can be smaller for those inves-
tigations (between 20 and 50 nm) than for the 1D-GIXRD measurements (typically between
50 and 100 nm).
4.2.6. Organic Field-Effect Transistor
Organic field-effect transistors (OFET) are used in this work to determine the charge carrier
mobility of organic materials. The transistors are realized in bottom-gate/bottom contact
geometry with prestructured Au source (S) and drain (D) contacts and channel lengths
between 2.5 and 20 µm (see Fig. 4.10). The silicon wafers with a 230 nm SiO2 layer as
insulating dielectric layer are precleaned with solvents in an ultrasonic bath. Right before
evaporation, the surface is subjected to an oxygen-plasma treatment to remove organic
remainders and to recover the work function of uncontaminated gold (5.0 – 5.1 eV) at the
contacts for improved charge carrier injection into the oligothiophene materials which have
IPs larger than 5.4 eV. The molecules are evaporated onto these pretreated silicon wafers
with typical layer thicknesses of 30 nm. Subsequent to the preparation, the samples are
transported to the measurement setup without exposure to air. The measurement itself is
performed under nitrogen atmosphere.
When a voltage is applied at the gate, charge carriers accumulate in a thin channel at
the organic/insulator (SiO2) interface. Applying an additional voltage between source and
drain results in a current through the channel which is determined by the mobility of the
charge carriers in the organic material. For low source-drain voltages, the current-voltage-






Figure 4.10.: Sketch of the used OFET structures for mobility measurements.
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of the transistor channel, the capacitance of the insulator, Ci, the threshold voltage, Vth, the











At higher source-drain voltages, ISD becomes constant (saturation regime) and is mainly





Ciµ (VG − Vth)2 (4.5)
Here, the mobility is evaluated from the saturation regime, because it is less sensitive to
possible contact resistances. The issue of the contact resistance can be addressed from the
comparison of the determined mobility values for different channel lengths.
The OFET data acquisition and evaluation is performed by Moritz Hein and Jens Jankowski
at IAPP.
4.3. Photoinduced Absorption Spectroscopy
4.3.1. Introduction
Quasi-steady state photoinduced absorption (PIA) spectroscopy is a pump-probe spectroscopy
method that is used to determine the transition energies of excited states as well as their
recombination times and mechanisms. The most prominent excitation species that can be
examined with this technique are triplet excitons and polarons with lifetimes in the micro-
to millisecond range that form upon photoexcitation. In contrast to the quasi-steady state
method used here, (ultra)fast photoinduced absorption techniques allow investigation of pro-
cesses down to the fs regime6. Furthermore, the quasi-steady state technique is performed in
the frequency regime, whereas the processes on shorter timescales are probed directly in the
time regime. To avoid confusion, the (ultra)fast techniques are called transient absorption
(TA) techniques throughout this thesis.
In general, photoinduced absorption means that absorption features additional to those of
the relaxed neutral molecules are induced by the excitation of the molecules with a (laser)
pump beam. The absorption features are revealed by recording the transmission change of
a broad band NIR probe beam.
The exact working principle is explained in detail according to Fig. 4.11. The wavelength of
the exciting (laser) beam is set to match the ground state absorption spectrum of the ma-
terial under investigation. Singlet excitons are created that quickly thermalize by internal
6Therefore, those transient techniques are sometimes also called ns-PIA or ps-PIA
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Figure 4.11.: Sketch of the working principle of PIA spectroscopy. The first excited
singlet ground state, S1, is populated from the ground state, S0, by the pump light. Besides
the direct (non-)luminescent recombination of the singlet state, other excited states may
form. As an example, the triplet exciton T1 state is populated with a quantum yield,
η. Photoinduced absorption from the T1 state to higher lying Tn states is detected via
changes in transmission of a NIR probe light source.
conversion in the vibronic manifold of the S1 state. Within its lifetime, the exciton can re-
combine to the ground state either non-radiatively or by reemitting a photon. As introduced
in Sec. 2.2.4, the exciton can alternatively undergo intersystem crossing (ISC) to the triplet
state (T1), like shown in Fig. 4.11. Another possibility is the dissociation of the exciton to
form free charge carriers (negative and positive polarons, P±0 ). All these excited states have
optical transitions that differ from those of the neutral unexcited molecule, usually within
its optical gap. The probe light is a white light beam that is filtered in the wavelength
region of the ground state absorption to avoid ground state excitation from the probe light.
As soon as excited states have been induced by the pump beam, the low-energy probe light
can be absorbed. The absorbed photons promote transitions to higher lying excited states
(T1→Tn or P0→Pn). The additional absorption, ∆α, can be measured as a change in the
transmission of the sample, ∆T . In practice, it is necessary to divide ∆T by the total trans-
mission, T , to eliminate the transmission function of the setup. Otherwise it will be included
in ∆T and distort the spectrum. The induced changes are small in magnitude with relative
changes in the order of |∆TT | ∼= 10−3 − 10−6 (detection limit). The measurement of such
small signals can be accomplished by the lock-in technique, where the excitation has to be
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modulated (on/off) at a certain frequency, f . Fig. 4.12 shows an illustration of the resulting
transmission signal that is recorded by the photodiode. The full signal is composed of a
large DC part (T0 ≈ T ) and a small modulated part (∆T ) that follows the excitation. By
multiplication of the total signal with a reference signal at the same frequency, the lock-in is
able to extract the modulated part with high precision. The lock-in does not only extract the
amplitude of the response signal, but also the phase shift between modulation and response.
Amplitude (amp) and phase (φ) define a complex plane and can be transformed to Cartesian
coordinates7. The Cartesian components are called in-phase (ip, equivalent to the real part)
and out-of-phase8 (op, equivalent to the imaginary part) component of the response. The
ip-op-representation is more common and better suited than amp and φ to display the PIA
signals and will be exclusively used in this thesis.
A detailed description of the measurement setup including technical details is given in Ap-
pendix A. However, the range of the key parameters is briefly described here. The wavelength
range for spectral analysis is 600 – 2400 nm. The frequency response of the system (AOM,











Figure 4.12.: Schematic illustration of the PIA transmission signal. The total trans-
mission, T0, is large (note the interruption of the T-axis) compared to the change in
transmission, ∆T , due to induced absorption by a modulated generation signal, G(t). For
simplicity, a rectangular excitation wave was chosen here. To achieve such a fast and
prompt response like sketched here, the excited state lifetime has to be small compared
to the periodic time, 1/f , of the excitation.
7(∆T/T )amp =
√





8sometimes also called quadrature component
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100 kHz for the InGaAs diode (NIR spectral range). The accessible temperature range is
4 – 300 K. The excitation intensity can be varied theoretically over six orders of magnitude.
However, considering the detection limit of our setup at relative transmission changes of
10=6 and maximum relative changes of 10=3, the full bandwidth is not exploited. At very
low signals, the resolution of the setup can be boosted by increasing the slit width of the
monochromator at the expense of spectral resolution.
With the abovementioned frequency limits, the setup is capable of measuring excited state
lifetimes of approximately 1 µs, with good signal quality even down to around 700 ns. These
limits still exclude the detection of ultrafast processes like singlet exciton or charge transfer
exciton dynamics. For the observation of processes on a timescale of ns, ps or even fs, TA
techniques are better suited.
4.3.2. Derivation of the PIA Signal
The derivation of the PIA signal was already described by Schu¨ppel [186], Ziehlke [187], and
others [188]. However, it will again be explained here in detail as it is fundamental to the
presented work.
Using Lambert-Beer’s law, the attenuation of an electromagnetic wave within an absorbing
thin film can be expressed by9
I(E, x, t) = I0(E, t) e
−α(E)x , (4.6)
where α(E) is the absorption coefficient. A modulated excitation of the sample creates an
excited state density profile, nexc(x, t), across the sample that depends on the time, t, and
the position in the film, x, in the direction of light propagation. The absorption coefficient
of the excited states, αexc(E, x, t), can be expressed using nexc(x, t) and the absorption cross
section, σexc(E), of the excited state at the energy, E:
αexc(E, x, t) = nexc(x, t)σexc(E) . (4.7)
The transmitted intensities in the excited and non-excited state are10
Ion(x) = I0 e
−αon(x)x and Ioff(x) = I0 e−α
off(x)x , (4.8)
respectively. The difference between αon and αoff describes the change in absorption upon
photoexcitation (equivalent to a change in transmission, see Fig. 4.12). The change in the
9valid for low material concentration (thin films) and assuming a homogeneous medium; furthermore,
scattering and interference effects (in thin films) are neglected
10The energy dependence will be omitted in the following equations for the sake of simplicity.
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light intensity upon switching the excitation from the off-state to the on-state can then be
written as





using ∆α = αon−αoff. The transmission through the sample, T (E), is taken as the intensity
integrated across the film with thickness d divided by I0(E). Therefore, Eq. 4.9 can be
rewritten to give
∆T = −T
1− e− d∫0 ∆α(x) dx
 . (4.10)






∆α(x) dx . (4.11)
Furthermore, for optically thin films (αexc d 1), the excitation density can be approximated
by a homogeneous distribution and Eq. 4.11 can be transformed to its simplest form:
−∆T
T
∼= ∆αd . (4.12)
By inserting Eq. 4.7, it becomes clear that the recorded PIA signal is directly dependent on
the density of excited states:
−∆T
T
(E, t) = nexc(t)σexc(E) d . (4.13)
Another assumption is hidden in the presented derivation: The change in the transmission
of the sample can only be directly translated to a change in the absorption if there were no
changes in the reflection of the sample upon excitation. However, it is generally assumed
that those changes are negligible compared to changes in absorption. [188]
Figure 4.13 shows an exemplary PIA spectrum (black line) of a pure organic material.
Additionally, the ground state absorption spectrum of the same material is presented (blue
line). The dashed line shows the cutoff position (50 % transmission) of the long-pass filter
used for the probe light. The ordinate of the PIA spectrum is the ip-component of the lock-in
signal,
(−∆TT )ip, i.e. the negative relative change in transmission. In such a representation,
a positive peak shows additional absorption or a negative change in transmission. All PIA
spectra in this thesis will be presented in this way, as it is the most common and the most
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Figure 4.13.: PIA spectrum (black line) and ground state absorption spectrum (blue
line) of a pure exemplary organic material (DCV4T-Me1144). The dashed line marks the
cutoff wavelength of the long-pass filter which is used to truncate the probe light. The
regions of photoinduced absorption (PIA), ground state bleach (GSB) and ground state
absorption are marked.
intuitive representation for data analysis. A negative peak can be caused by PL, which also
adds to the signal during the excitation phase. Therefore, the PL, which is obtained in a
separate measurement, must be subtracted to reveal the pristine PIA signal. This correction
is also performed for the spectrum shown in Fig. 4.13. The persisting negative features in
Fig. 4.13 are explained by the so-called ground state bleaching (GSB) effect. Due to the
excitation of the molecules by the laser beam, the number of molecules in the ground state
decreases. Therefore, the number of transmitted photons in the wavelength region of the
molecules’ ground state absorption increases.
4.3.3. Recombination Dynamics
For a deeper analysis of the PIA signal, the time evolution of the excited state density must
be examined. The time dependence of the excited state density is described by a differential





A spatial variation is again omitted as first approximation, assuming a homogeneous excita-
tion profile and neglecting diffusion processes.
Recombination can occur via two processes. Monomolecular recombination (MR) describes
the recombination of a single excitation without any interference by other (mobile) excita-
tions. This process is, therefore, only dependent on the excitation density on first order.
An example for this recombination type is triplet recombination to the ground state. Fur-
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thermore, charge carrier recombination can also be treated as a MR process, if one of the
charge carriers is trapped. [69] At higher excitation densities or when interaction with other
species occurs, the recombination is called bimolecular (BR). The recombination term, R(t),
is then proportional to the product of the excitation densities, which is n2exc in the case
of identical excitations. Examples for bimolecular recombination are e.g. triplet-triplet an-
nihilation, triplet-polaron quenching, or the recombination of free charge carriers. If both
recombination mechanisms are accounted for, it is termed a mixedmolecular recombination











with the monomolecular lifetime, τ , and the bimolecular recombination constant, β.
Monomolecular Recombination Formalism
There have been several approaches to solve Eq. 4.15 to derive an expression for the time de-
pendence of nexc to describe the PIA signal. In the simplest case, bimolecular recombination
is neglected (β ≡ 0). The generation term, G(t), can be written as a sinusoidal modulation




(1 + cos(ωt)) . (4.16)
The generation rate is expressed by g0 = ηαIL, where η is the generation yield of the excited
state, e.g. the fraction of triplet excitons created from the initially photogenerated singlet
excitons. α is again the absorption coefficient of the ground state absorption at the pump
wavelength and IL is the incident pump photon flux.
The time dependence of the excited state density, nexc(t), can then be determined analyti-
















2 [1 + (ωτ)2]
[
ωτ sin(ωτ) + cos(ωτ)
]
. (4.17)
The excited state density first increases exponentially and finally oscillates around a constant





Figure 4.14 shows an exemplary representation of Eq. 4.17 for a fixed set of parameters. The
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Figure 4.14.: Time evolution of the excited state density according to Eq. 4.17 (solid line,
bottom) for a MR process using g0 = 10
−6/cm3 s, f = 1 kHz, and τ = 1 ms. The function
is normalized to its constant saturation density value, n0, around which nexc(t) oscillates
with the stationary amplitude ns. The pure exponential part is included as dashed line.
The generation profile, G(t), is given in the upper graph. nexc(t) is phase shifted by φ
relative to the generation function because the chosen parameter set does not correspond
to steady state conditions (ωτ  1).
exponential part of Eq. 4.17 is shown as dashed line. The sinusoidal generation profile is
plotted at the top of the graph. The parameters were chosen such that the system is not
in quasi-steady state (ωτ ≈ 1). Therefore, the response function exhibits a certain phase
shift, φ. The lock-in parameters (ip- and op-component) can be calculated from the time









nexc(t) sin(ωτ) dt .
(4.19)
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As mentioned above, the lock-in signals can also be expressed in polar coordinates (amp









φ = tan−1(ωτ) . (4.21b)
In all these equations,
geff = σdg0 = σdηαIL (4.22)
is an effective generation rate that summarizes all the prefactors in Eqs. 4.20 and 4.21. All
values, given in this thesis, refer to this effective generation rate due to the fact that the
absorption cross sections of the excited states are only barely known. However, the exact
knowledge is essential to give absolute values of the generation yield, η, of the excited state
under investigation.
The expressions for the frequency dependence of the ip- and op-components of the PIA
signal can now be used to determine the recombination dynamics of the excited states, i.e.
the excited state lifetime, τ , and the effective generation rate, geff.
An example of the frequency dependence of all four lock-in parameters according to Eqs. 4.20
and 4.21 is given in Fig. 4.15. For very low frequencies, the system is in quasi-steady state
(ωτ  1). The amplitude is saturated and the phase between excitation and response is close
to zero. This corresponds to a maximum ip-component and a small op-component. With
increasing frequency, the op-part increases with a slope of 1 in the log-log-representation and
finally reaches a maximum value, before it decreases with a slope of -1. The ip-component
decreases as well, but with a slope of -2. The ip- and op-components cross each other at
ωτ = 1. By determining the frequency of this intersection, the lifetime is obtained. The
amplitude forms the outer envelope of the ip- and op-component. With increasing frequency,
the phase steadily increases until 90°. The full picture can also be drawn in polar coordinates,
which is illustrated in the inset to Fig. 4.15.
The reason for the decrease of the amplitude signal at high frequencies is somewhat counter-
intuitive, as it does not represent a decrease in the excited state density, at least not to
zero, what could have been inferred from the frequency dependence of the amplitude in
Fig. 4.15. The time evolution of the excited state density was already shown in Fig. 4.14
for one specific set of frequency and lifetime. The frequency dependence of the density of
the excited states is more clearly shown in Fig. 4.16 for selected frequencies between quasi-
steady state (low frequencies, ωτ  1) and far from steady state (high frequencies, ωτ  1).
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Figure 4.15.: Frequency response of the four lock-in representatives (ip, op, amp and
φ) of the PIA signal under MR (Eqs. 4.20 and 4.21). The inset (bottom right) shows a
representation of all parameters in the complex plane. The lifetime, τ , was fixed at 1 ms.
The effective generation rate, geff, was set to 1/s.
Part (a) shows the first 200 ms after turn-on. Part (b) shows the first 10 oscillations at each
frequency. At low frequencies, the response instantaneously follows the excitation, exhibiting
a very small phase shift and the maximum amplitude, nmax = g0τ , in the limit of ω→ 0 in
Eq. 4.18. With increasing modulation frequency, the amplitude of the oscillation steadily
decreases. However, the saturation (mean) value of the excited state density, n0 = nmax/2 is
independent of the modulation frequency and is reached for every frequency (see part (a)),
albeit with increasing delay (see part (b)). This graph illustrates the principal character
of the PIA signal being proportional to the difference of the excited state density between
the on- and off-cycles of the excitation and not to the absolute excited state density (see
also Fig. 4.12). At high frequencies, the sample cannot follow the excitation cycles anymore.
Thus, the on/off-difference (equivalent to the amplitude of the PIA signal) decreases to zero,
despite the existing high density of excited states due to the continuing excitation.
Bimolecular/Mixedmolecular Recombination Formalism
According to Westerling et al., an analytical solution for the case of BR or the combined
case (MMR) for a sinusoidal generation is not known. [191] However, an expression for the
frequency dependence of the amplitude, ns(ω), for BR
[189] and even for MMR [192] was derived
assuming a square-wave modulation. The drawback of these solutions is the lack of the
explicit time dependence of the excited state density as shown in Eq. 4.17 for the MR
mechanism. In the lock-in amplifier, only the first harmonic of the signal is measured. Thus,
the measured signal differs from the obtained theoretical solutions assuming a square-wave
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Figure 4.16.: Time evolution of the density of excited states, nexc(t), for a set of fre-
quencies between quasi-steady state (low frequencies, ωτ  1) and far from steady state
(high frequencies, ωτ  1). Part (a) shows the first 200 ms, whereas part (b) covers only
the time span ∆t for the first 10 oscillations. The phase shift, φ, between generation and
response is indicated in (b). The lifetime, τ , was fixed at 1 ms. The generation rate, g0,
was set to 10=6/cm3 s.
modulation. This difference is only overcome by extracting the first harmonic of the obtained
solution for a square-wave modulation, which is provided by inserting the time dependence
of the excited state density in Eq. 4.19. [191] As long as the explicit time dependence is not
known, the measured signal cannot be directly compared to the obtained model.
Westerling et al. presented another way to obtain an approximate solution for the MMR
problem. [191] The authors state that following the transients in the turn-on process, nexc(t)
becomes periodic. The time dependence can therefore be approximated by a Fourier series of
multiples of the fundamental frequency, ω. As the lock-in only analyzes the first harmonic,
it is sufficient to assume a solution for nexc(t) of the form:
nexc(t) = a cos(ωt) + b sin(ωt) + c . (4.23)
Using this ansatz, Westerling et al. obtained the following set of equations that describe the














































= bσd , (4.25)
respectively, using the parameters defined above. In these equations, the expression ω1τ
is meant as a variable rather than a product. The bimolecular lifetime, τB, is intensity
dependent and is defined by
τB ≡ (βg0)−1/2 . (4.26)
The special cases of pure MR (cf. Eq. 4.20) and pure BR are contained in Eq. 4.24 in the





































(ω τB)2 + 2
)2 − 2 . (4.27c)
The frequency dependence (ip/op) of the BR and MMR cases is shown in Fig. 4.17 in
comparison to the case of MR. The differences are not significant. All three cases exhibit a
similar curve shape. For the BR and MMR case, the op-curve is shifted to larger frequencies
(equivalent to smaller lifetimes). In fact, the curves for BR can be modeled with the equations
for the MR case. The result is represented in Fig. 4.17 by the red line. The ip-component is
hardly seen because it is nearly identical to the originally created curve using the equations
for BR. Only the fitted lifetime decreases from 1 ms, which was originally set, to 0.75 ms. The
big difference between the MR and BR formalisms is their intensity dependence. For MR,
the lifetime is independent of intensity. Therefore, the intersection of ip- and op-curve at
ωτ = 1 does not change with intensity as does the position of the op-curve in the frequency
plot. For BR, the lifetime is intensity dependent and the condition ωτB = 1 is not fixed any
more. The crossing point shifts to higher frequency for higher intensity.
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Figure 4.17.: (a) Simulated frequency dependence (ip/op) of the PIA signal under BR
and MMR using Eqs. 4.27 and 4.24, respectively. The curves from Fig. 4.15 for MR are
redrawn for comparison. g0 and β = SI were set such that the bimolecular lifetime be-
comes τB =1 ms. The other parameters are set to achieve geff =1/s equivalent to Fig. 4.15.
The curves for BR are fit using Eq. 4.20 for MR (solid red lines), resulting in a lifetime
of 0.75 ms compared to the simulated bimolecular lifetime of 1 ms. (b) Simulated op-
component of the PIA signal for BR using different intensities. The bimolecular lifetimes
for these curves range between 10 ms and 0.1 ms). All other parameters are kept identical
to part (a).
Dispersive Recombination Formalism
The frequency dependence of the PIA signal for charged excitations in conjugated organic
thin films is often observed to be different from the presented MR and BR mechanisms.
The slopes of the low-frequency rise of the op-component and the final falloff of both ip-
and op-component are usually smaller than those predicted for MR/BR, i.e. ±1 for the op-
component and -2 for the ip-component. Such a behavior was also observed by Epshtein
et al. in their measurements on PPV derivatives. [190] The reason for this behavior is the
dispersive character of the charge carrier recombination in amorphous films, which is repre-
sented by a wide range of recombination lifetimes instead of a single lifetime. Such dispersive
recombination (DR) dynamics cannot be treated by the known formulas for MR and BR.
Therefore, Epshtein et al. adapted a response function that is usually used to calculate the





where R0 is the steady state amplitude, τ0 is a mean lifetime, and δ the dispersivity parameter
(0 < δ < 1). The marginal case of δ = 1 is identical to the formulas of MR (cf. Eq. 4.21a).
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Therefore, the steady state amplitude, R0, in Eq. 4.28 can be set equal to geff τ0. The explicit
expressions for the ip- and op-components are identified with the real and imaginary part of























































As such, the DR mechanism can be seen as an addendum to the MR and BR formalisms.
It is, therefore, more accurate to use the terms monomolecular dispersive recombination
(MDR) or bimolecular dispersive recombination (BDR). In the case of BDR, the mean life-
time, τ0, is expressed by the mean bimolecular lifetime, τB,0 = (β0g0)
−1/2 with the mean
BDR constant, β0.
[195]
The more gentle frequency dependence of the DR is illustrated in Fig. 4.18. In part (a), the
differences between the MDR and the non-dispersive MR mechanism are compared. The
op-component shows an increase with a slope of ≈+δ in the log-log plot. For smaller δ, the
op-curve flattens until the maximum is only barely visible. The (mean) lifetime can no longer
be inferred from the intersection between ip- and op-component, but is rather characterized
by the maximum in the op-curve. The ip/op cross point shifts to higher frequencies, and
below a critical value, δ < δc, there is no crossing at all. This is illustrated in Fig. 4.18 (b),
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Figure 4.18.: Frequency dependence of the ip-component (solid lines) and the op-
component (dashed lines) of the PIA signal under DR according to Eq. 4.29. The mean
lifetime, τ0, was fixed at 1 ms. The generation rate, geff, was set to 1/s. (a) The curves
from Fig. 4.15 for MR are redrawn to illustrate the differences between the two recombi-
nation mechanisms. (b) DR ip-/op-curves for different dispersivity parameters, δ.
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where the ip- and op-signals are plotted for different δ’s and for a larger frequency range. For
ω → ∞, both ip- and op-component become proportional to ω−δ. However, depending on
the value of δ, this state might be reached just at very high frequencies. Another interesting
feature is the behavior of the ip-component at moderate δ (e.g. δ = 0.8) that shows an initial
falloff that is steeper than the saturation slope.
Some examples for the application of dispersive recombination analysis are given in Refs. [196,
197]. There are also other, more complex descriptions for dispersive recombination mech-
anisms in other systems, like Davidson-Cole [198], Havriliak-Negami [199] and Kohlrausch-
Williams-Watts [200]. A comparative summary is given in Ref. [201]. However, as long as
the background behind the dispersive processes in organic materials is not understood, it is
more convenient to consider the most simple approach to describe the experimental results.
4.3.4. Intensity Dependence of the PIA Signal









gives information about the recombination mechanism. According to Eq. 4.20, both the
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)
.
In the case of pure BR, the situation changes, because the bimolecular lifetime, defined in
Eq. 4.26, becomes intensity dependent. Therefore, it is no longer sufficient to examine the
limit of IL →∞. Instead, the steady state conditions (ωτB  / 1), which are now fulfilled
either for small frequency and high intensity or vice versa, must be treated separately. Under
quasi-steady state conditions (ωτB  1), the ip-signal increases with γ = 3/2, and changes to
γ = 1/2 for ωτB  1. The op-component first increases with γ = 1 and finally saturates. This
saturation value,
(−∆TT )op,sat, can be used to calculate the BR constant, β, if the absorption







In the case of BDR, γ becomes dependent on the dispersivity parameter, δ. For ωτB  1,
the ip-component increases with γ = 1/2(2 + δ), whereas the op-component increases with
γ = 1/2(1+δ) < 1. For ωτB  1, the ip-component becomes independent of δ (γ = 1/2). The
op-component does not saturate like in the non-dispersive case, but increases gently with
γ = 1/2(1−δ). For δ = 1, the predictions of the dispersive model match the pure bimolecular
model.
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4.4. Solar Cell Characterization
4.4.1. External Quantum Efficiency
The external quantum efficiency (EQE) was introduced in Sec. 3.2 as the number of charge
pairs that can be extracted per incident photon. The EQE is not only important as an
indicator of the efficiency of the processes between absorption and charge carrier collection,
it is also required for the spectral mismatch correction that is necessary for a correct jV-
measurement.
A schematic of the EQE setup is shown in Fig. 4.19. The solar cell is illuminated by
monochromatic light, which is modulated by a chopper wheel. The resulting photocurrent
is preamplified by a transimpedance amplifier and recorded with a lock-in amplifier. In this
work, all EQE measurements were conducted under short-circuit conditions and without
additional bias illumination.
The EQE can also be translated into the spectral response of the cell, SR(λ), which directly





To get the spectral response of a test cell without knowing the spectral irradiance from the
lamp, it is measured against a calibrated Si reference photodiode11 with known spectral re-
sponse. The test cell is measured subsequently to the reference cell and the spectral response













j      (�)photo
Figure 4.19.: Schematic of the measurement setup for the determination of the EQE of
a solar cell.
11calibrated at the Fraunhofer ISE CalLab, Freiburg
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From the wavelength dependent spectral response, the jsc under simulated AM1.5G illumi-
nation can be calculated using
jsc =
∫
PAM15(λ)SR(λ) dλ , (4.32)
where PAM15(λ) is the spectral irradiance of the reference spectrum (AM1.5G) given in
[W/m2 nm]. Therefore, the EQE measurement can in principle be used as a quality check of
the jV-measurement. However, the determination of the absolute EQE is strongly dependent
on the relative positioning of the solar cell and the reference cell in the illumination spot.
The absolute error in the calculated jsc for a single measurement can, therefore, be around
10 %, whereas the shape of the EQE curve is not affected.
4.4.2. Spectral Mismatch Correction
In order to compare electrical characterization results of solar cell devices from different
laboratories, a standard reporting conditions (SRC) agenda was introduced for measuring
solar cells (see Ref. [202] for detailed information). This agenda includes a measurement
temperature of 25 ◦C and an illumination intensity of 100 mW/cm2 using a standardized
solar spectrum (AM1.5G). [202,203] The latter requirement can only be approximated as a
sun simulator cannot exactly reproduce the AM1.5G spectrum. The spectrum of the sun
simulator, used in this work, and the AM1.5G reference spectrum are compared in Fig. 4.20.
As the spectrum of the sun simulator is not measured on absolute scale, it is scaled in this
example to match the integrated power of the AM1.5G spectrum between 300 and 1100 nm.
To account for the spectral mismatch between the sun simulator and the AM1.5G reference
spectrum, a correction factor must be determined. The intention of this correction is to set
the intensity of the sun simulator such that the short-circuit current density that is generated
by the test solar cell under investigation, jsimsc,test, is equal to that measured under AM1.5G
illumination at 100 mW/cm2, jAM15sc,test:
jsimsc,test
!
= jAM15sc,test . (4.33)
The necessary intensity adjustment of the sun simulator is controlled via a calibrated refer-
ence cell. However, as the spectral response of the test cell and that of the reference cell are
different, the spectral mismatch between the simulator and the reference AM1.5G spectrum
differently affects the photocurrent response of these devices. Therefore, both the spectral
response of the test cell and that of the reference cell must be taken into account for the
calculation of the spectral mismatch factor. The problem is illustrated in Fig. 4.20, assuming
fictitious spectral response functions for the test cell and the reference cell. In this example,
the spectral response of the reference cell is strong where the spectral differences between
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Figure 4.20.: Comparison of the sun simulator spectrum and the reference sun spectrum
AM1.5G. In this example, the simulator spectrum is scaled to match the integrated power
of the AM1.5G spectrum between 300 and 1100 nm. In addition, fictitious examples of
spectral response functions of the test solar cell under investigation and the reference cell,
respectively, are included to illustrate the variable effect of the spectral mismatch between
the sun simulator and the reference sun spectrum
simulator and reference spectrum are large. Therefore, the photocurrent is stronger under
the simulator compared to a measurement using the standardized spectrum. In contrast to
this, the spectral response of the test cell is placed in a region where the differences between
the two sun spectra are small.









with the spectral irradiance of the sun simulator, P sim, and the spectral response of the test
cell and the reference cell, SRtest and SRref, respectively. For OSCs, this procedure was first
described in Refs. [205] and [202].
The spectral response of the reference cell, SRref, is known from an independent calibration.
By using Eq. 4.32, the expected photocurrent of the reference cell (with area Aref) under
AM1.5G illumination can be calculated:
jAM15sc,ref =
∫
PAM15(λ)SRref(lambda) dλ = 0.785 mA/Aref . (4.35)
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By inserting Eq. 4.33 into Eq. 4.34 (using Eq. 4.32), Eq. 4.34 can be solved for jsimsc,ref, giving









When the sun simulator is set to this intensity, the requirement of Eq. 4.33 is fulfilled and
the jV-measurement of the test solar cell is performed mismatch corrected. According to
Eq. 4.34, a certain sun simulator does not have a specific spectral mismatch factor, neither
does a certain solar cell that is to be measured. Instead, the mismatch factor must be
calculated separately for each combination of sun simulator, reference cell, and the solar cell
to be characterized.
4.4.3. Current-Voltage Characteristics
For the measurement of the jV-characteristics, two setups are available. For first test mea-
surements of devices prepared at the UFO vacuum chambers, a sun simulator (SoCo 1200
MGH, Steuernagel) is incorporated in the glovebox system attached to the evaporation sys-
tem. The jV-characteristics are recorded using a Keithley 236 source-measure unit. The
intensity of this sun simulator cannot be varied and, therefore, measurements cannot be per-
formed under SRC. More accurate measurements are possible at the second setup (IV-robot),
which is only suitable for encapsulated solar cells, as the measurement must be performed
in air. A 16S-003-300 (Solarlight Company Inc.) sun simulator is used for illumination.
Electrical measurements are performed with a Keithley 2400 SMU. As a reference diode,
a Si photodiode (S1337-33BQ, Hamamatsu) is used. The spectral response of this diode
was determined by Fraunhofer ISE (Freiburg). The spectral irradiance of the sun simulator
is determined for each measurement run using a CAS 140 CT spectrometer (Instrument
Systems). The setup is fully automated and capable of measuring complete Lesker wafers
without further user interaction. The solar cell parameters are determined automatically.
Voc is obtained from a linear interpolation of two measurements points around j = 0. The
maximum power point is determined as the maximum of the (negative) power output of the
device, −P = −j ·V (see Fig. 3.3). The FF is then calculated according to Eq. 3.14. Within
the measurement of a complete Lesker run, the intensity setting is not changed, although the
mismatch factor may be different for each device. Therefore, the illumination intensity for
each device is recalculated afterwards and is given with each measurement in this work. The
deviations from 100 mW/cm2 are usually below 2-3 %. Single cells that are fabricated in the
UFO evaporation tool can also be measured using a special substrate holder. As mentioned
above, the device area is set by the cross-section between the ITO fingers and the metal top
contact. Devices produced at the Lesker tool have defined areas of ≈6.4 mm2. For devices
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prepared at the UFO tool, the active area differs from device to device, and the active area
is usually around 6.0 mm2. In order to accurately determine the active area, jsc is inde-
pendently determined by an aperture mask measurement. However, in such a measurement
only the short-circuit current density is meaningful. The device characteristic in forward
direction is convoluted by the forward current that is injected over the whole active area,
while the photocurrent is only generated in the area defined by the aperture mask. Thus, for
the calculation of the PCE of the device according to Eq. 3.15 all measurement parameters
but jsc are taken from the measurement with the full device illuminated, whereas jsc is taken
from the aperture mask measurement. The complete agenda of a correct jV-measurement,
taking the spectral mismatch and the active area into account, is conducted as follows:
1. measure the spectral response (EQE) of the test cell
2. measure the current illumination spectrum of the sun simulator
3. calculate the mismatch factor using the reference spectrum (AM1.5G), the spectrum
of the sun simulator, and the spectral response of test cell and reference cell
4. set the sun simulator to mismatch corrected 100 mW/cm2 by using Eq. 4.36
5. measure the jV-characteristics without aperture mask
6. measure jsc with aperture mask with precisely known area
7. For the calculation of the solar cell efficiency, Voc and FF are taken from the first
measurement, jsc is taken from the second measurement with aperture mask. The illu-
mination intensity is recalculated from the photocurrent of the reference diode recorded
right before the jV-measurement12. Finally, the PCE is exclusively stated at that cor-
rected intensity.
It was mentioned above that the absolute error of the EQE measurement can be in the
order of 10 %. A comparison of spectra with only small differences can, therefore, lead to
wrong conclusions. To resolve this issue, the EQE spectra are scaled by the mismatch and
active area corrected measured short-circuit current density, jsc,100, when small differences
are supposed to be compared. This correction is possible as the calculation of the mismatch
factor does only depend on the spectral shape of the EQE. Thus, the quality of the jV-
measurement is independent of the absolute error in the spectral response measurement. As
soon as a correction of this type is applied to the EQE spectra, it is mentioned in this work.
12Due to technical reasons, a sun simulator illumination spectrum from a former measurement is used
for the initial calculation of the mismatch factor that is used to set the measurement intensity. Therefore,
the illumination spectrum recorded right before the jV-measurement is included in the recalculation of the
corrected illumination intensity. This explains larger deviations from the targeted 100 mW/cm2 for some
measurement intensities given in this work.
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It was stated above that the SRC also include a controlled measurement temperature of
25 ◦C. This prerequisite is not fulfilled due to technical reasons. However, the temperature
in the measurement cabin is measured and ranges between 20 and 30 ◦C.
For an estimation of the measurement error in the determination of the PCE of a device,
which defines the quality and reliability of the measurement, several factors must be taken
into account. A direct error in Voc results from the interpolation between two measurement
points instead of a direct measurement. The absolute error is smaller than ∆V/2, where ∆V
is the step width of the jV-measurement. In this work, a step width of 50 mV is mainly used.
For the measurement of the high efficiency devices in Chapt. 10 a step width of 25 mV was
chosen. For the same reason, the FF is dependent on the resolution of the jV-measurement.
However, the main error sources arise from the periphery of the measurement, which is the
measurement temperature, the resistance of the contact line (including the ITO finger and
the contact resistance between the substrate and the measurement head of the robot), the
area of the aperture mask (< 1 %), and the error in the illumination intensity (including the
determination of the illumination spectrum, the accuracy of the positioning of reference and
solar cell in the illumination spot, and the error in the mismatch factor from the spectral
response measurement).
The most exact measurements are supposed to be conducted by the certification labs for solar
cell efficiencies. Therefore, the errors given by such an institute are regarded as benchmark
values (lower limits) for the total error in the solar cell parameters. From the certification
of a solar cell by the Fraunhofer ISE CalLab, Freiburg (see Chapt. 10), the relative errors
are given here: ∆jsc = 2.8 %, ∆Voc = 0.50 %, ∆FF = 1.0 %, and ∆ηPCE = 3.2 %.
4.4.4. Optical Device Simulations
The typical thickness of a complete device stack is between 100 and 200 nm. Light that
enters from the transparent ITO side is reflected at the opaque metal back contact. As
the device thickness is below the coherence length of the light (which is in the range of the
wavelength for sunlight), the light must be treated coherently. Therefore, the superposition
of the incoming and reflected light leads to interference effects that determine the optical field
inside the device. In this work, a simulation program called SimOPV (before OSOLemio) is
used for such calculations. The program was written by M. Furno at IAPP. It is based on
the transfer matrix formalism and Poynting vector computation. [206]
As input parameters, the optical constants (n& k) of all materials and blends in the stack
as well as the layer thicknesses are used. Then, the absorption in each layer as well as the
whole stack, transmission, reflection, the optical field inside the device, absorbed photon
fluxes, and the current densities can be simulated. An example is shown in Fig. 4.21, where
a typical n-i-p solar cell stack is simulated for two different p-HTL thicknesses of 35 nm and
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130 nm, respectively. For the lower thickness, the optical simulation predicts a maximum
of the generated photocurrent, whereas the thicker layer would give minimal photocurrent.
The upper panels of parts (a) and (b) show the optical field amplitude exemplarily at 550 nm,
where the used donor material strongly absorbs. The lower panels show the absorbed photon
flux versus the stack position. The divisions into the different layers is indicated above the
respective graphs. In the optimized stack, the maximum of the optical field is approximately
at the position of the absorbing blend layer. In contrary to this, the optical field has a
minimum at 550 nm in the bottom graph, resulting in much lower absorbed photon fluxes in
the active layers. Part (c) shows the simulated absorption spectra of the intrinsic C60 layer,
the blend layer and the sum of both (photocurrent generating active layer) for the optimized
stack (dark lines) and the detuned stack (light colors). Although the active layer is identical,
the absorption of the solar cell is strongly different due to the cavity effect of the thin solar
cell stack. Thus, by using the optical simulation, it is possible to adapt the layer thicknesses
of window layers such that the absorbed photon flux in the active layers is maximized.
It must be mentioned that this approach is only valid for smooth non-scattering interfaces.
But, as the same requirement is already valid for an accurate determination of the n& k
values, it is not really a disadvantage of the simulation.
4.4.5. Optical Device Transmission Measurements
Transmission experiments on semitransparent solar cell devices are conducted at the IV-
robot. The sun simulator as illumination source is exchanged by a combination of halogen
lamp and deuterium lamp (Avalight-DH-S-BAL, Avantes). The light is coupled into a fiber
bundle and directed onto the solar cell device in bottom illumination geometry. The trans-
mitted light is collected by another glass fiber that is connected to the CAS 140 spectrometer.
A background correction is performed in dark with the device removed from the optical path.
106




































































































































































































































































































































The Oligothiophene Material System
The dicyanovinyl end-capped oligothiophenes (DCVnT) are introduced as the
main material system in this work (Sec. 5.1). Subtle variations of the side chain
length and the substitution pattern as well as the influence of the backbone length
provide the outer framework for the performed investigations.
As most of the work presented here is based on thin films that are thermally
evaporated on a substrate, the thermal stability of the molecules and the sublima-
tion behavior is exemplarily addressed for specific compounds in Sec. 5.2. Mass
spectra are analyzed to characterize the molecule fragments that arise during the
evaporation process.
The determination of the energy levels is of crucial importance for the applica-
bility of the materials as donor compounds in combination with the acceptor C60
in solar cell devices. Therefore, the energy levels, determined with cyclic voltam-
metry in solution and with ultraviolet photoelectron spectroscopy in thin films are
compared in Sec. 5.3.
The series of unsubstituted oligothiophenes with backbone lengths from n = 4
to n = 6 is exemplarily used to illustrate the changes on the optical properties
(absorption and photoluminescence) that are induced by this chemical variation
(Sec. 5.4). On this basis, the impact of the acceptor C60 on the optical properties
of D:A mixed layers is the topic of Sec. 5.5. The principal mechanisms behind
the observed luminescence quenching (energy transfer versus charge transfer) are
explained.
Finally, flat and bulk heterojunction devices for DCVnT derivatives with n =
4 . . . 6 are presented in Sec. 5.6. The differences in Voc, jsc, and FF are at-
tributed to changes in the molecular energy levels, influencing the efficiency of
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charge generation at the D/A heterojunction, and to issues related to the stack
architecture, respectively.
5.1. Introduction
Today’s organic solar cell research is to a large extent dominated by material (re-)search, i.e.
find suitable donor and acceptor materials with superior transport and mixing properties,
large exciton diffusion lengths, optimized energy levels etc. Therefore, strong efforts are put
into the investigation of structure-property relationships: How do the molecules have to be
designed to achieve the desired performance? This question can be addressed by choosing
a molecule system that offers high variability and is suited for organic solar cells (OSC). In
the next step, subtle modifications to the molecules are realized and the influence on the
molecule’s chemical and physical properties are investigated. This approach sets the outer
framework in which this thesis is placed.
The basic molecule system that is used here is the dicyanovinyl end-capped oligothiophenes
(DCVnT, see Fig. 5.1). These molecules are of A-D-A type1 with strong electron withdraw-
ing acceptor groups (DCV) attached to an electron-pushing molecular backbone that consists
of n thiophene units. This structure leads to a local separation of the HOMO and LUMO
orbitals. The HOMO is more localized at (and can be influenced by) the molecular back-
bone whereas the LUMO is defined by the acceptor groups. [140,207] Stronger acceptor groups
decrease the LUMO energy whereas weaker acceptor groups bring about the opposite re-
sult. The effect is visible in the comparison of the unsubstituted α-oligothiophenes (without
any end groups) with DCV or even tricyanovinyl (TCV) substituted nTs. [140,207] Due to this
frontier orbital separation, the HOMO level can also be selectively varied with the number of
thiophene units, n, in the backbone without significantly affecting the LUMO level. Due to





Figure 5.1.: Chemical structure of dicyanovinyl end-capped oligothiophenes (DCVnTs).
1Typical nomenclature in the field of organic chemistry. D and A are used for electron-pushing and
electron-withdrawing substituents. This usage has to be distinguished from the D/A concept in OSC.
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is reduced. Therefore, the ionization potential is decreased, equivalent to a higher HOMO
energy. Schueppel et al. demonstrated a 0.43 eV increase of the HOMO level on elongating
the backbone from 3 to 6 thiophene units for a series of butylated DCVnTs. [140] The LUMO
energy stayed approximately constant upon those modifications (∆E ≤ 0.14 eV). Similar
results have been obtained by Fitzner et al. for the unsubstituted DCVnTs. [98] For the very
short DCVnTs, the separation of the frontier orbitals is not as pronounced and thus, both
levels shift from n = 1 to n = 3. The topic of the materials’ energy levels will be addressed
again in Sec. 5.3 (see also Fig. 5.7). Further structure modifications are accomplished by
adding side chains to the molecular core at the 1 and 2 positions of the thiophene units (see
Fig. 5.1). The substitution can be symmetrical (Rn = R
′
n) or non-symmetrical (Rn 6= R′n).
In principle, each thiophene unit can be substituted differently. However, regarding the side
chain substitution pattern, all molecules that were investigated up to now exhibited a sym-
metrical substitution pattern with respect to the center of the molecule (cf. Fig. 5.2). For
the different DCVnT derivatives, occurring in this thesis, the following nomenclature will
be used: The DCV-capped backbone containing n thiophene units (DCVnT) is extended by
the type of the side chains (e.g., Bu for butyl) and the numbering sequence (as superscript)
specifying the thiophene units where those side chains are attached. This nomenclature is
used in Fig. 5.2, giving an overview over the most important DCVnT materials investigated
at the IAPP up to now. The materials that are extensively used in this work are under-
lined in red. All DCVnT materials were synthesized in the group of Prof. Ba¨uerle at the
University of Ulm (except for DCV6T-Bu1256, which was delivered by Heliatek).
5.2. Thermal Stability
Sublimation Properties
The first important criterion for the materials is their thermal stability, because thermal
evaporation is exclusively used as deposition technique in this thesis. In some cases, thermal
gradient vacuum sublimation (TGVS)2 is used to purify the materials after the wet-chemical
purification steps following the synthesis. [98] However, especially for the longer DCVnTs,
the sublimation yield is too low (e.g. 20 % for DCV5T-Me33, see below) and the materials
are used without further purification. The sublimation yield is strongly dependent on the
phase, out of which the substance is sublimated. The sublimation time depends on the rate
of sublimation and therefore, the temperature is usually set as high as possible. However, if
the powder melts, the sublimation rate drops because the surface of the substance is strongly
decreased. Then, the temperature must be increased to retain the sublimation rate. The
drawback of a higher sublimation temperature is a stronger destruction of the molecules
2At IAPP, material purification by TGVS is performed by Annette Petrich.
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(fragmentation), which decreases the yield. In these cases, the sublimation yield can be
improved by increasing the sublimation time and using a lower processing temperature to
avoid melting of the substance.
An example is given for the quinquethiophene DCV5T-Me33. The material was sublimated
at a temperature of 320 ◦C for purification using TGVS. As this temperature is above the
melting point of this substance (Tmelt = 301
◦C [180]), the sublimation happened out of the
melted phase. The final yield was only 20 %, which means that 80 % of the material is wasted
upon sublimation. This loss is justified if impurities are withdrawn from the powder, which
potentially increases the device performance. In the case of DCV5T-Me33, however, the raw
material had already been very pure. This is inferred from the fact that only five segments
of the sublimation tube are covered by significant amount of material after sublimation (see
Fig. 5.3 (a) and (b)). For comparison, for ZnPc the tube is still fully covered even after the
fourth subsequent sublimation run. Furthermore, a comparison of devices with sublimated
and unsublimated DCV5T-Me33 as donor material showed no significant differences in per-
formance.
The appearance of the “powder” that is obtained from the sublimation is different from that
of the unsublimated powder (Fig. 5.3 (d) and (e)). It consists of small crystallites in compar-
ison to the very fine powder before the sublimation. The question remains if the impurities
remain in the solid phase, i.e. the melted sublimation remainder visible in part (c). These
remainders are also observed upon sublimation in the UFO tool during sample preparation.
There, the evaporation rate can be controlled more exactly than in the sublimation tool. It
is observed that as long as the deposition rate (in this particular evaporation chamber) is
kept below 0.2A/s, DCV5T-Me33 does not melt in the crucible. By this careful treatment,
the evaporation yield3 can be increased from ≈ 1 to >6 nm/mg4. At the same time, the
remainder in the crucible is reduced (see Fig. 5.4). Therefore, it is concluded that most of
the remainder does not originate from impurities in the powder, but from (possibly polymer-
ized) molecule fragments that are induced by the thermal treatment. From these results, it
is supposed that the sublimation yield upon TGVS can be increased above the observed 20 %
by decreasing the processing temperature. However, although the sublimation of a powder
at lower temperature and rate is technically possible, it is a question of available time. The
lower the temperature, the longer the sublimation tool is occupied. At least the sublimation
of larger amounts is, therefore, not practicable.
Beyond the example of DCV5T-Me33, the evaporation behavior of the DCVnT derivatives
is strongly different. Under normal treatment, the DCV4T derivatives do not melt. The
evaporation yield of DCV4T0 and DCV4T-Bu1144 is close to 100 %, a remainder in the cru-
3total evaporated layer thickness (nm) per mg of material inserted in the crucible
4This value is determined in the Analytik chamber of the UFO tool. It is specific to this chamber because
it depends on the relative orientation of evaporation source and sample and the source-sample distance.
113
Chapter 5: The Oligothiophene Material System
Figure 5.3.: Pictures from the sublimation of DCV5T-Me33: (a) Sublimation tube from
a sublimation test (TGVS). (b) All segments of the sublimation tube stacked side by
side. (c) Melted remainder of the source material. (d) Powder of the unsublimated
raw material. (e) More coarse product obtained from sublimation compared to the raw




Figure 5.4.: Examples of the remainder from DCV5T-Me33 in the crucible after the
evaporation rate in the UHV chamber had decreased to zero. In (a), the temperature was
increased above the melting point (high evaporation rates), whereas the evaporation was
gentle in (b), keeping the temperature below the melting point (deposition rate strictly
below 0.2A/s).
cible is not observed. For DCV4T0, a yield of >10 nm/mg was achieved in the Analytik
evaporation chamber of the UFO tool. In contrast, DCV4T-Me1144 leaves a remainder of
brown powder in the crucible. The same remainder is observed for DCV5T-Me1155 (see
Fig. 5.5 (a) and (b)). Both materials have four methyl side chains attached to the terminal
thiophene units. This side chain configuration showed the highest melting points in the
tested side chain variation. [179,180] For DCV4T-Me1144, a melting point could not even be
detected before the decomposition of the material set in. It is supposed that this side chain
configuration is also the reason for the common sublimation remainder. A similar remainder
is, therefore, also expected for the equivalent ter- and sexithiophene derivatives, DCV3T-
Me1133 and DCV6T-Me1166, respectively, which have not been tested so far. Still, the exact
reason and the chemical composition of the remainders must be identified.
Due to their very low melting points, the butylated DCV5T and most of the DCV6T deriva-
tives are evaporated from the melted phase. The usual remainder is a black melt (see
Fig. 5.5 (c) for an example) that was not analyzed any further up to now. The methylated
DCV6T compound is again an exception, exhibiting a very high melting point of 322 ◦C
compared to e.g. 250 ◦C for DCV5T-Bu1245 [187]. Similar to most of the other methylated
compounds, it does not melt as long as the evaporation rate is kept low. Nevertheless,
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Figure 5.5.: Remainders of four DCVnT materials after the evaporation rate in the UHV
chamber had decreased to zero. Picture (c) is taken from Ref. [187] with permission.
DCV6T-Me2255 leaves black solid flakes as remainder in the crucible after evaporation (see
Fig. 5.5 (d)). The sublimation behavior of this material is very bad, which is concluded from
the very high pressure that slowly decreases during evaporation (indicating dirt outgassing
from the powder) and the large amount of fragments identified in the mass spectra (see
below).
Mass Spectra
The thermal stability of the DCVnT molecules and their fragmentation is further analyzed
by mass spectra taken in the vacuum chamber during thermal evaporation. The molecules,
present in the chamber, are ionized in the mass spectrometer, and the m/z-ratio of the
fragments is determined. The detected ion current is directly proportional to the partial
pressure. Unfortunately, the mass spectrometer used at the institute has a m/z-limit of
300 u. The partial pressure of the fragments can, therefore, not be directly related to that of
the complete molecule, which would enable a quantification of the fragmentation. Figure 5.6
shows the mass spectra of several DCV4T and DCV6T derivatives in the range of 60 – 150 u.
The mass range below 60 u is governed by residue gases like water, oxygen and nitrogen
as well as solvents (CxHy). Therefore, it is difficult to assign certain peaks to specific
molecule fragments. However, these peaks are supposed to arise from the substance itself,









m = 64(+2) u
NN
m = 76(+2) u
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m = 104(+8) u m = 116(+10) u
Figure 5.6.: (a) Mass spectra of DCV4T derivatives with four alkyl side chains of varying
length attached to the terminal thiophene units. (b) Mass spectra of DCV6T derivatives
with four alkyl side chains of varying length attached to the thiophene units 2 and 5.
The mass axis is extended to 150 u, because in contrast to the quaterthiophenes, the
sexithiophenes show significant signal at higher mass values. (c) Examples for possible
fragments at specific m/z-values that are visible in the mass spectra in parts (a) and (b).
The masses comprise the fragment without and incorporating all hydrogen atoms.
evaporation chamber or the substrate holder.
One characteristic peak is observed around 66 u, which is attributed to a fragment of the
DCV end group (N2C3H2). This peak can be observed for any of the DCVnT materials,
however, with strongly different intensity. While it is just above the noise level for DCV4T-
Et1144, it is more than three orders of magnitude stronger for DCV6T-Bu2255. The short
oligomers (n ≤ 4) usually do not show any signature of higher mass fragments, even at
very high evaporation rates. In contrast to this, DCV6T molecules show additional features
around 76 u, 84 u, 112 u and 126 u. These belong to the complete DCV end group and
to one thiophene ring with alkyl rests attached, respectively. Some examples for possible
fragments at these mass numbers are shown in Fig. 5.6 (c). All spectra were taken under
similar conditions, especially at (approximately) the same evaporation rate. However, other
factors like the preliminary purification of the material (sublimation) or the filling level of the
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crucible (freshly filled or nearly empty) can also play a role. The evaporation conditions as
well as the melting temperatures from differential scanning calorimetry (DSC) measurements
are specified in Tab. 5.1. The melting temperatures indicate that evaporation of the DCV4T
derivatives is uncritical in terms of melting the substance during evaporation. In contrast
to this, the evaporation temperatures for the DCV6T derivatives are already close to their
melting points. This may also contribute to the increased damage of the sexithiophene
molecules during evaporation. The question whether the fragments are contained in the
powder as impurities from the synthesis or whether they arise from a decomposition of the
molecules cannot finally be answered. The observation of an increasing intensity for the peak
at 66 u just before the evaporation starts rather supports a decomposition of the material.
In some cases (especially for longer nTs), the higher mass peaks arise already at very low
temperatures, long before the evaporation starts and the magnitude of the peaks decreases
with evaporation time. This behavior rather speaks for synthesis residues being present in
the powder. As most of these materials are not purified by TGVS prior to sublimation,
synthesis cannot be excluded.
The more interesting question remains whether the fragments are incorporated in the thin
film as well. The fragments itself are quite small. Pure thiophene, for example, is a liquid
under normal conditions. Thus, it may not stick to the substrate but rather quickly desorb
Table 5.1.: Evaporation conditions for the mass spectra shown in Fig. 5.6: evapora-
tion temperature, Tevap, deposition rate at the sample position, R, and the pressure
in the chamber during evaporation, p (the base pressure is similar in all examples,
see Sec. 4.1). Additionally, the aggregate state of the substance, the preliminary
purification by thermal gradient vacuum sublimation (TGVS) and the melting point
(Tmelt,DSC) from DSC measurements are given. The DSC measurements were per-
formed at the University of Ulm in the group of Prof. Ba¨uerle.
molecule Tevap R p evap. from. . . TGVS Tmelt,DSC
(◦C) (A/s) (mbar) (◦C)
DCV4T0 235 0.1 7.4× 10=9 powder 3x 320 [98]
DCV4T-Me1144 ≈ 270 0.1 1.6× 10=8 powder 1x decomp.a
DCV4T-Et1144 205 0.1 6.3× 10=8 powder 1x 337 [179]
DCV4T-Bu1144 ≈ 220 0.1 1.4× 10=8 powder 1x 271
DCV6T0 ≈ 290 0.2 4.6× 10=8 powder – 302
DCV6T-Me2255 292 0.1 5.4× 10=7 powder – 321
DCV6T-Bu2255 250 0.1 1.2× 10=7 melt – n.d.
a no melting point; decomposition of the material above 370 ◦C [179]
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from the surface, particularly considering the low pressure conditions in the vacuum chamber.
Moreover, FFs above 60 % were achieved in solar cell devices with unsublimated DCV6T
derivatives as donor material. [97,126] Such high FFs may not be possible in the presence
of large impurity concentrations, which act as recombination centers for photogenerated
excitons or charge carriers.
5.3. Energy Levels
The energy levels of the donor materials play a crucial role in the structure-property rela-
tionship, because they determine the optical gap that must be optimized to match the solar
spectrum. The energetic position relative to the acceptor in the solar cell furthermore de-
termines the charge transfer dynamics at the D/A interface and the maximum Voc that can
be extracted from a solar cell. One way to determine the energy levels is the cyclic voltam-
metry (CV) measurement in solution. The advantage of this method is that both, HOMO
and LUMO level are determined. In thin film, the ionization potential (IP, equivalent to
the HOMO level, cf. Sec. 2.3) can be measured with ultraviolet photoelectron spectroscopy
(UPS), but the determination of the electron affinity (EA, equivalent to the LUMO level)
using inverse photoelectron spectroscopy (IPES) bears large errors and the technique is not
available at IAPP.
Fig. 5.7 compares the energy levels (HOMO/LUMO in solution with CV, IP in thin film
with UPS) for all DCVnT derivatives investigated so far. As mentioned before, the elon-
gation of the oligothiophene core from n = 3 to n = 6 decreases the IP by approximately
0.3 eV. For most of the compounds, the IP is similar to the HOMO value determined in
solution. Polarization effects between the interacting molecules in thin films can induce a
reduction of the HOMO energy compared to a diluted solution. The magnitude of this reduc-
tion cannot be determined exactly due to the errors within those measurements (typically
±50 meV). A strong effect of the thin film morphology on the measured IPs was proposed by
Ziehlke et al. [210] upon investigating different terthiophene derivatives. Although the alkyl
side chains are not significantly included in the electronic pi-system of the molecular core
and are, therefore, not expected to significantly alter the positions of the energy levels (evi-
denced from CV measurements in solution), the IPs differed by nearly 600 meV (see Fig. 5.7).
Ziehlke et al. proposed that the impact of the side chains might be strongly enhanced in thin
films due to molecular torsions induced by steric hindrance of the side chains and possibly
also due to the morphology in thin film. A morphological effect is also proposed in Chapt. 7
for DCV4T0, which shows an exceptionally large difference between the results from CV and
UPS measurements compared to all other DCV4T derivatives.
For very large numbers of n, the IP saturates. In theory, it should approach the polymer
value, because the influence of the acceptor groups is negligible then. For comparison, P3HT
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Figure 5.7.: Energy levels determined with CV in solution (HOMO/LUMO) and with
UPS in thin films (IP) for all DCVnT derivatives investigated so far. The derivatives are
sorted by their molecule mass for a fixed backbone length. The dashed lines are a guide to
the eye. CV measurements were performed in the group of Prof. Ba¨uerle at the University
of Ulm. The UPS measurements were conducted by S. Olthof and M. Tietze at the IAPP.
has an IP of 4.9 eV [55], which is still well above the values for the sexithiophene compounds
shown here.
In contrast to the HOMO, the LUMO is mainly localized on the DCV groups. Therefore, it is
insensitive to changes on the backbone, at least for n ≥ 3. [98] For all compounds investigated
here, changes in the backbone length, the side chain length, or substitution pattern induce
only small variations below 100 meV around a mean LUMO energy of 3.8 eV (determined
with CV in solution).
5.4. Optical Properties of the Pristine Materials
Schueppel et al. investigated the influence of the backbone length on the energy levels and
optical properties of a series of butylated DCVnT compounds. [140,186] The authors found that
the transition energies roughly follow a 1/N dependence (with N = number of double bonds).
This means that the optical gap decreases with increasing the backbone length, i.e. the num-
ber of thiophene repeat units. Deviations from this law for the shorter oligomers arise from
the stronger influence of the acceptor group also on the HOMO. [218] The thiophene rings
are interconnected by single bonds only, which makes the molecule vulnerable to torsional
motion of the rings. Torsions of the molecule can influence the ordering within the film,
which leads to relatively unstructured absorption spectra. [210,218]
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Fig. 5.8 shows absorption and emission spectra of the unsubstituted DCVnT compounds
(without side chains) for n = 4, . . . , 6. Terthiophenes are extensively discussed in Refs. [187,
210]. Moreover, those compounds cannot be used as donor materials in solar cells in com-
bination with C60 due to an energy transfer to the fullerene acceptor instead of a charge
transfer (ping-pong-effect). [140,186,187,210] With increasing backbone length, the optical gap
decreases from 1.80 to 1.71 eV. The second absorption maximum, which is visible at 350 nm
in the quaterthiophene derivative, is the S0→S4 transition. [140] For n = 4, it is still well sep-
arated from the S0→S1 transition. For increasing number of thiophene units, it approaches
the main absorption peak (shoulder around 430 nm for DCV6T0). The spectra of the longer
compounds are rather structureless, whereas that of DCV4T0 shows several vibronic peaks.
This difference is attributed to the longer backbone being more influenced by rotations of the
thiophene units in the backbone. Those distortions in the backbone decrease the intermolec-
ular order in the film which is reflected in an unstructured absorption spectrum. Details
about this issue are also discussed in Chapt. 7 in the comparison of DCV4T derivatives with
varying side chain length.
Similarly, the emission spectra of the longer compounds are also featureless and strongly
red-shifted compared to that of the tetramer, indicating a much smaller reorganization en-
ergy for the latter compound. [219] The Stokes shift is, therefore, much larger for the longer
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Figure 5.8.: Absorption and (normalized) photoluminescence spectra of the series of un-
substituted DCVnT derivatives with n = 4 . . . 6, measured on a 30 nm thin film deposited
on a quartz glass substrate. The absorption spectra are calculated from transmission and
reflection spectra according to Eq. 4.1. The luminescence of DCV5T0 was measured with
a different spectrometer which is not exact above 800 nm, explaining the steep drop of
the photoluminescence at higher wavelengths. The data for DCV5T0 and DCV6T0 was
measured by H. Ziehlke at IAPP.
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compounds, although exact numbers cannot be determined without a thorough vibrational
analysis. Taking just the maxima of absorption and emission leads to an overestimation of
the Stokes shift. The observed behavior is also explained by the longer backbone being more
sensitive to torsions. In the excited state, the molecule geometry is rather flat. Therefore,
the molecular reorganization between the ground and first excited state is higher for the
more distorted molecules. Furthermore, achieving the desired packing arrangement under
thermal evaporation is more difficult for larger molecules that are supposed to have a lower
molecular mobility on the substrate, leading to more disordered amorphous layers.
5.5. The Donor/Acceptor Couple: DCVnT and C60
In OSCs, free charge carriers are generated at the interface between a donor and an accep-
tor material (cf. Sec. 3.2). In this work, C60 is exclusively used as acceptor material. The
important properties of the DCVnT/C60 interface are summarized here.
Studying a series of butylated DCVnTs (n = 3 . . . 6), Schueppel et al. found a fundamental
difference in the transfer properties for n = 3 and n ≥ 4. [140] For terthiophenes, the charge
transfer to the C60 is replaced by an energy transfer. This energy transfer is dependent on
the overlap of donor emission and acceptor absorption, which is sketched in Fig. 5.9 (cf.
Eq. 2.24). Due to the red-shift of the emission with increasing chain length, the overlap be-
tween donor emission and acceptor absorption decreases to zero, impeding energy transfer.
Then, charge transfer takes place instead of energy transfer for n ≥ 4, which is essential
for OSCs. The transition from energy transfer to charge transfer was verified from the (in-
)visibility of sensitized emission from the C60 in DCVnT:C60 blends. Due to the lack of
charge transfer, terthiophenes cannot be used as donor material in combination with the
acceptor C60. However, they can be combined with a different acceptor or used as acceptor
material, e.g. in combination with ZnPc. [213]
The investigation of the absorption and emission spectra of the blended layers in comparison
to those of the pristine materials already allows to draw first rudimental conclusions about
possible energy/charge transfer processes at the D/A interface and about changes in the film
morphology. The photoluminescence (PL) spectra of neat and mixed films of methylated
DCVnT compounds with n = 3 . . . 6, exemplarily chosen here for illustration, are shown in
Fig. 5.10. The red-shift of the luminescence was already attributed to the elongation of the
backbone in Secs. 5.3 and 5.4 (see also Figs. 5.7 and 5.8). Upon blending the oligothiophenes
with C60, the luminescence is strongly quenched by at least two orders of magnitude. In
Fig. 5.10 (a), the dashed lines are hardly visible. Part (b) shows the spectra normalized to
their respective maximum. They reveal that the luminescence is not only quenched, but also
red-shifted compared to that of the pure film. For the terthiophene compound, the emission
peak at 730 nm is attributed to weak emission from the fullerene acceptor, made possible
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EmDCV(E) ·AbsC60(E) dE ≈ 0
Figure 5.9.: Sketch of the singlet exciton S1 levels for a DCVnT series with different
backbone lengths from n = 3 to n = 6. The magnitude of the energy transfer rate is
determined by the overlap integral between donor emission, EmDCV, and C60 absorption,
AbsC60 , which is illustrated as shaded area in the upper example spectrum for n = 3,
respectively. For the sexithiophene compounds, the overlap is zero (lower example spec-
trum).
by the energy transfer from DCV3T. [187] For n = 4, part of the emission is attributed to
intramolecular emission from the thiophene compound (see Sec. 7.2). However, the emis-
sion shoulder around 800 nm is attributed to emission from an interfacial charge transfer
state at the D/A interface. This additional emission feature further red-shifts for DCV5T
and DCV6T due to the decrease of the IP, lowering the CT state energy. Furthermore, in-
tramolecular emission from the oligothiophene compound is no longer detectable, indicating
a CT efficiency of close to 100 %.
The quenching efficiency and the strength of remaining intramolecular luminescence inten-
sity is also slightly dependent on the side chains, which do not strongly influence the energy
levels. This effect is due to the morphology in the blend layer, i.e. the miscibility and packing
of DCVnT and C60 in the mixed film. Definitely, the desired intrinsic packing motif of the
oligothiophene molecules is interrupted by the presence of the acceptor. The amplitude of
this effect is, however, strongly influenced by the side chain length and substitution pat-
tern. The larger the intrinsic phases that remain upon mixing, the smaller is the effect on
the intermolecular packing (indicated in changes in the absorption spectra), the stronger
the remaining intramolecular luminescence. Fig. 5.11 shows the absorption spectra of the
compounds presented in Fig. 5.10 in pristine and mixed films with C60. Upon blending the
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Figure 5.10.: (a) PL spectra of methylated DCVnT compounds with n = 3 . . . 6, which
are exemplarily chosen for illustration here. The spectra are normalized with respect to
their respective maximum (solid lines). The dashed lines are PL spectra of blend films
of the same compounds with the acceptor C60 (donor thickness identical, mixed 1:1 by
volume). The mixed layer spectra are normalized with respect to the maximum of the
neat layer PL spectra. (b) PL spectra of the mixed layer from part (a) each normalized
to its respective maximum value. The PL spectra of DCV3T-Me22 and DCV5T-Me2244
are taken from Ref. [187] with permission.
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Figure 5.11.: Thin film absorption spectra of exemplary DCVnT compounds with n =
3 . . . 6 in pristine films (black lines) and in mixed films with C60 (blue lines, equal donor
thickness in pristine and mixed films, mixing ratio of 1:1 by volume). For comparison, the
normalized absorption spectra in solution of the quater- and sexithiophene compound,
respectively, are included (gray dotted lines). The absorption spectra of DCV3T-Me22
and DCV5T-Me2244 are taken from Ref. [187] with permission. The absorption data in
solution is measured in the group of Prof. Ba¨uerle at the University of Ulm.
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materials with the acceptor, the absorption is strongly changed. The degree of ordering in
the film is in first approximation inferred from the contrast of the vibronic peaks. Applying
this criterion to Fig. 5.11 leads to the conclusion of more ordered pristine films for the shorter
compounds, with increasing disorder for increasing n. In the mixed films, the vibronic peaks
are broadened for all compounds. However, for the terthiophene compound there are still
two shoulders visible, whereas the absorption peak around 500 nm is completely structureless
for the DCV5T and DCV6T compounds. Furthermore, the absorption onset in the blend
layer blue-shifts compared to pristine films, approaching the value that is obtained in so-
lution. For comparison, the normalized absorption spectra in solution for the quater- and
sexithiophene compound are included in Fig. 5.11. From these results, one can conclude
a strong intermixing with only small intrinsically ordered phases for the compounds with
larger backbone size, whereas the phase size is larger for derivatives with small n.
5.6. Solar Cell Devices
In this section, we concentrate on the DCVnT materials with n ≥ 4, because the terthiophene
materials do not form a charge generating D/A couple with C60, as explained above. The
first devices with those compounds as donor materials were presented by Schulze et al. [96,214]
and Schueppel et al. [140] showing PCEs around 3 %. Schueppel et al. furthermore confirmed
the relation between the effective D/A gap and Voc, which was already discussed in Sec. 3.3.
Upon reducing the donor IP from 5.8 eV (DCV4T-Bu1144) to 5.5 eV (DCV6T-Bu2255, the
latter value is not part of Ref. [140], but measured by M. Tietze at IAPP in the course
of this work), Voc reduces by 0.2 V in a flat heterojunction (FHJ) device. However, the
p-contact was not optimal, exhibiting a strong S-kink for the quaterthiophene compound,
indicating a barrier to the hole transport layer. Furthermore, the device measurements were
not corrected for the spectral mismatch. A direct comparison of the photocurrent densities
is, therefore, not possible. Wynands et al. further improved the efficiency of devices with
DCV6T derivatives as donor materials using the technique of substrate heating to optimize
the blend layer morphology. [97,212] A mismatch corrected PCE of 4.9 % was achieved using
DCV6T-Bu1256. The highest PCEs were obtained with DCV5T derivatives (ηPCE = 5.2 %
with DCV5T0 [98] and ηPCE = 6.9 % with DCV5T-Me
33 [180]).
As soon as alkyl side chains are added to the DCVnT backbone, the direct comparability of
the performance of derivatives with different backbone length is questionable. In Sec. 5.2 it
was observed that the compounds with the methyl side chains attached to the endstanding
thiophene units exhibit a common sublimation behavior (similar crucible remainders). Sim-
ilarly, these compounds exhibit the highest melting points of all DCVnTs investigated (see
Tab. 5.1 and Ref. [180]). Furthermore, as they are close to the accepting DCV units, they
are also supposed to affect the energy levels. Although the effect is negligible in solution,
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the DCV5T molecule with the methyl chains at the endstanding rings shows the smallest
IP compared to its relatives with the methyl chains moved to the center of the molecule
(see Fig. 5.7). Therefore, it is supposed that the best comparability is given when the same
side chain substitution pattern is used for every backbone length. However, when the alkyl
side chains are attached to the endstanding thiophene rings, the gap between the side chains
increases with increasing n. This increase might influence the packing of donor and acceptor
at the D/A interface (keyword: intercalation, e.g. Ref. [220]). The highest comparability for
an investigation of the influence of the backbone length is, therefore, given when side chains
are completely omitted.
Figure 5.12 shows the jV-characteristics (part (a)) and the EQE spectra (part (b)) of FHJ
devices using the unsubstituted DCVnTs with n = 4, . . . , 6 as donor materials. [98] The used
solar cell stack, shown in the inset to Fig. 5.12 (a), is a standard test stack, thus not opti-
mized for highest photocurrents. The jV-measurements were performed in consideration of
the respective spectral mismatch. The solar cell parameters are shown in Tab. 5.2. As the
measurements were not performed exactly at 100 mW/cm2, the scaled short-circuit current
density, jsc,100, is given to directly compare the values of the different DCVnT compounds.
The impact of the slight intensity variations on Voc and the FF can be neglected. The trend
observed by Schueppel et al. and others before is further confirmed here. The decrease of
the IP by ≈0.3 eV from the DCV4T to DCV6T derivatives (see Fig. 5.7) reduces Voc by
0.1 V in this example. The difference in Voc is smaller than the difference in the HOMO
glass
ITO
C   (15nm)60










Figure 5.12.: (a) jV-characteristics of FHJ solar cells in dark (symbols) and under
illumination (lines) using the unsubstituted DCVnT derivatives (n = 4 . . . 6) as donor
materials. The layer stack is shown in the inset. (b) EQE spectra of the devices shown in
part (a). The spectra were scaled to the mismatch and area corrected short-circuit current
density scaled to 100 mW/cm2, jsc,100 (see Tab. 5.2). The data for DCV6T
0 was obtained
by H. Ziehlke at IAPP.
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Table 5.2.: Solar cell parameters of FHJ devices presented in Fig. 5.12. The mismatch
corrected intensity, IL, is used to calculate the PCE, ηPCE, and the scaled value of the
short-circuit current density at 100 mW/cm2, jsc,100. The area of the solar cells is ≈6 mm2
determined from the comparison of the measured jsc with and without an aperture mask.
jsc jsc,100 Voc FF S ηPCE IL
(mA/cm2) (mA/cm2) (V) (%) (%) (mW/cm2)
DCV4T0 3.1 2.9 1.03 40.9 1.30 1.2 106.4
DCV5T0 5.1 4.8 0.97 52.0 1.20 2.4 106.4
DCV6T0 4.8 4.8 0.94 63.2 1.16 2.9 99.2
levels. This can be understood from Eq. 3.23, which states that there is still a temperature
dependent factor reducing Voc compared to the effective gap. This factor may be different
for the investigated compounds, which may explain the differences between the change in
the effective D/A gap and Voc, respectively. Temperature dependent measurements of Voc
are, therefore, better suited for such a comparison, which is discussed in detail in Ref. [221].
The jsc generally increases from DCV4T to DCV5T derivatives. The absorption is not sig-
nificantly different for these compounds. Therefore, a better overlap of the donor absorption
with the sun spectrum, an increase of the absorption strength, or a cavity effect in the solar
cells are excluded here. Instead, the observed increase of the photocurrent is attributed to
an enhancement of the charge carrier generation efficiency. Using photoinduced absorption
experiments, Schueppel et al. observed that the efficiency of the triplet back recombination
mechanism, which is observed for all compounds at least at 10 K, is reduced from n = 4 to
n = 6. [140] At the same time, the oligothiophene cation absorption increases, meaning that
free charge carrier generation is preferred against the loss channel of triplet recombination.
The change in the recombination and charge carrier generation rates was mainly explained
by a shift of the energy level of the CT state. Here, the decrease of the CT state energy can
not only be inferred from the shift in Voc, but also from the shift of the residual lumines-
cence in mixed layers (see Fig. 5.10 (b)). Unfortunately, the CT level cannot be determined
exactly from the above PL measurements, because the onset of the CT emission is beyond
the measurement range of the used spectrometer. However, assuming that the CT state
energy shifts by the same amount as the HOMO level and using the value of ≈1.6 eV de-
termined for the DCV4T derivatives in Sec. 7.2.2, the CT state energy decreases to ≈1.3 eV
for the DCV6T derivatives. In contrast, the triplet level of the oligothiophene compounds
is rather insensitive to the backbone length for n ≥ 4 [140] (see Appendix B). Therefore, the
elongation of the backbone leads to a reduction of the CT state energy close to or below
the donor triplet energy which reduces the rate for the back recombination mechanism and,
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thus, results in larger jsc values in solar cells. The fact that the photocurrent density does
not further increase from DCV5T to DCV6T might be explained by differences in the optical
field inside the stack. In order to resolve these small differences, the stack would have to be
simulated with the optical constants (n& k) of these materials.
The increase in the charge carrier generation efficiency is further evidenced by the monotonous
increase of the FF from n = 4 to n = 6. Finally, the saturation value, which can also be
interpreted as the voltage dependence of photocurrent generation, is decreased from 1.3 to
1.16, meaning that the importance of the electric field for charge carrier generation decreases.
FHJ devices are strongly limited in the thickness of the donor layer due to the short exciton
diffusion length. Higher photocurrents are obtained by mixing donor and acceptor in BHJ
devices. The differences between FHJ and BHJ devices are exemplarily shown here using
methylated DCVnT derivatives5.
The jV-curves and EQE spectra of FHJ and BHJ devices with these compounds are shown
in Fig. 5.13. The solar cell parameters derived from these measurements are summarized
in Tab. 5.3. The general trends observed for the unsubstituted derivatives are preserved
for the methylated compounds, namely a continuously decreasing Voc with increasing n due
to the decreasing IP, and the lowest FFs and photocurrents for the DCV4T derivative,
due to the rather ineffective charge carrier generation. The Voc’s are slightly lower for the
methylated compounds, by 30 meV for n = 4 and 5, and by around 100 meV for n = 6. This
decrease may be related to a decrease of the IPs, lowering the effective gap between donor
and acceptor. For all but the DCV5T derivative, the photocurrents are nearly identical to
the devices with the unsubstituted DCVnT derivatives. However, a closer look at the EQE
spectra reveals marked differences. The contribution to the photocurrent in the absorption
range of the acceptor C60 is significantly higher in the devices with the methylated DCVnT
derivatives, whereas the EQE signal in the absorption region of the donors is decreased.
Assuming that the driving force for charge carrier separation is dependent on the difference
between the LUMO levels of donor and acceptor for excitations in the donor [115] and equally
on the difference between the HOMO levels for excitations in the acceptor, the smaller IP
could explain the increase of the quantum efficiency in the acceptor with an increase of the
driving force. However, this view is being questioned, as described in Sec. 3.7. Regarding
the FF, DCV6T-Me2255 again takes a special position showing a lower value compared to
DCV6T0. The strong reduction in voltage and FF for this compound may be correlated with
5BHJ devices were not prepared with DCV5T0 and DCV6T0, because the processibility of these com-
pounds is difficult and the evaporation yields are very. Therefore, the comparison between FHJ and BHJ
devices is shown for the derivatives with four methyl side chains, being aware of the comparability issues
discussed above. A constant side chain substitution pattern could not be obtained, because the DCV6T
compound with endstanding methyl side chains (DCV6T-Me1166) was not yet available and is replaced by
DCV6T-Me2255 here.
128
5.6 Solar Cell Devices











3 0 0 4 0 0 5 0 0 6 0 0 7 0 0 8 0 0
0 . 0 0
0 . 0 5
0 . 1 0
0 . 1 5
0 . 2 0
0 . 2 5
0 . 3 0
0 . 3 5







 D C V 4 T - M e 1 1 4 4
 D C V 5 T - M e 1 1 5 5
 D C V 6 T - M e 2 2 5 5











v o l t a g e  V  ( V )
( a )  f l a t  h e t e r o j u n c t i o n  ( F H J )














w a v e l e n g t h    ( n m )
 E
QE
w a v e l e n g t h    ( n m )
Figure 5.13.: (a) FHJ solar cells: jV-characteristics (top) in dark and illuminated under
simulated 1 sun conditions and EQE spectra (bottom) of devices with a donor layer
thickness of 6 nm using DCVnT derivatives (n = 4 . . . 6) with four methyl side chains
attached to the molecule backbone as donor materials. The stack is shown in the inset to
Fig. 5.12 (a). (b) BHJ solar cells: jV-characteristics (top) and EQE spectra (bottom) of
BHJ solar cells using the donor materials introduced in part (a) mixed with the acceptor
C60. The standard stack from Fig. 5.12 (a) is also used here with the pure donor layer
replaced by the D:A blend layer (mixed 2:1 by volume with a total thickness of 20 nm).
The corresponding solar cell parameters are summarized in Tab. 5.3. The EQE spectra
were scaled to the mismatch and area corrected short-circuit current density scaled to
100 mW/cm2, jsc,100.
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the bad sublimation behavior and the strong fragmentation observed in the mass spectra
(see Sec. 5.2, esp. Fig. 5.6).
The BHJ devices show the expected increase of the photocurrent, at least for n = 4 and 5.
Nevertheless, the relative increase is only in the range of 30 – 65 % although the content of
donor material is more than doubled. Furthermore, the FF in the BHJ devices is below
50 %, which is due to an unfavorable microstructure of the donor and acceptor phases. The
fine intermixing increases the probability for charge carrier recombination and impairs the
transport properties due to the interruption of the desired intrinsic molecular packing. The
increased charge carrier recombination is also the reason for the moderate increase of the
photocurrent. Overall, the PCEs are not significantly increased in this case. Therefore, the
next step would be the evaporation of the blend layer on a heated substrate to overcome
this drawback for BHJ solar cells, which is not shown here for these examples. With this
treatment, the FF can be brought back to the values obtained in FHJ devices. Together with
an increase of jsc due to the reduced recombination, the PCE can be more than doubled.
[97]
Table 5.3.: Solar cell parameters of FHJ (6 nm donor thickness) and BHJ devices (mixed
2:1 by volume with a total thickness of 20 nm) presented in Fig. 5.13. The mismatch
corrected intensity, IL, is used to calculate the PCE and the scaled value of the short-
circuit current density at 100 mW/cm2, jsc,100. The areas of the solar cells are ≈6 mm2
and were determined from the comparison of the jsc with and without an aperture mask.
jsc jsc,100 Voc FF S ηPCE IL
(mA/cm2) (mA/cm2) (V) (%) (%) (mW/cm2)
flat heterojunction
DCV4T-Me1144 3.1 2.9 1.00 54.9 1.16 1.6 106.6
DCV5T-Me1155 4.1 4.1 0.94 65.5 1.10 2.6 98.8
DCV6T-Me2255 4.8 4.8 0.84 58.9 1.12 2.4 100.3
bulk heterojunction
DCV4T-Me1144 4.2 3.9 1.00 42.3 1.26 1.6 108.9
DCV5T-Me1155 6.8 6.8 0.96 44.9 1.18 2.9 100.5




In this section, the dicyanovinyl end-capped oligothiophene material system (DCVnT) was
introduced as a model system to study the influence of subtle molecular structure variations
(backbone length, side chains) on the physical properties of the molecules, placing the outer
framework for the investigations in this thesis.
The sublimation properties of exemplary materials are investigated by comparing the sub-
limation yields as well as the remainders in the crucible when the evaporation rate ceased.
It is found that the molecule fragmentation (and the amount of remaining material in the
crucible) is increased when the evaporation occurs above the melting point of a substance.
As a result, the evaporation yield is low. This behavior mainly observed for the DCV5T
and DCV6T compounds with low melting points. However, remainders are obtained for the
shorter methylated compounds as well, which is attributed to the substitution pattern of the
side chains. Mass spectra analysis during evaporation confirm the stronger fragmentation
of the larger compounds. On the basis of the presented results, it is doubted whether the
observed molecule fragments are incorporated in the prepared layers, although this issue
must be further examined.
From the comparison of the energy levels, the assumption of the LUMO being practically
insensitive to backbone and side chain variations is confirmed. The HOMO is raised upon
increasing the number of thiophene units in the backbone. Side chains only slightly influence
the HOMO in solution, whereas larger differences are visible in the IP in thin films. This
difference is attributed to morphological effects.
The optical properties of the series of unsubstituted DCVnTs with n = 4 . . . 6 exemplarily
illustrate the main differences between the compounds. The red-shift of the absorption is
expected from the increase of the IP in contrast to the constant LUMO level. Furthermore,
it is argued that the intermolecular ordering is decreased for the longer compounds. The
lower mobility of the molecules on the substrate during evaporation and the vulnerability of
longer molecules to intermolecular torsions may serve as an explanation. The larger Stokes
shift for the molecules with larger n is taken as a confirmation for the latter assumption.
In mixed layers with the acceptor C60, the photoluminescence is strongly quenched for all
observed oligothiophene derivatives, although the mechanism behind the quenching is dif-
ferent for n = 3 and n ≥ 4. In contrast to an energy transfer from DCV3T to C60, the
residual luminescence for n ≥ 4 is attributed to emission from an interfacial CT state. In
the absorption spectra, D/A mixing leads to a blue-shift and broadening of the vibronic
peaks. It is argued that the intermolecular interactions between the donor molecules are
reduced in the mixed layer, similar to the molecules in a solution.
Finally, FHJ and BHJ solar cells are compared, using unsubstituted and methylated DCVnT
compounds as donor materials. Voc is decreased upon elongating the backbone due to the
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decrease of the effective D/A gap by the increasing IP. The increase in the photocurrent is
attributed to a higher efficiency of charge carrier generation, which is inferred from former
photoinduced absorption measurements. [140] This effect also increases the FF and improves
the saturation value, indicating a decreasing positive effect of the electric field on the quan-
tum efficiency. In BHJ solar cells, the efficiency is only slightly increased. The increase in
the photocurrent is balanced by a reduction of the FF due to increased charge carrier re-
combination in the mixed layers. Overall, DCV5T and DCV6T compounds give the highest
PCEs, whereas DCV4T compounds suffer from an inefficient charge carrier generation.
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Temperature Dependence of Charge Carrier
Generation
This chapter deals with the influence of the temperature on the charge carrier
generation yield in DCVnT:C60 blend films, which is investigated using photoin-
duced absorption spectroscopy (PIA).
In the first part, the interpretation of the PIA spectra in pristine DCV4T-Me1144
and DCV4T-Me1144:C60 blend films is elucidated. The absorption peaks are at-
tributed to specific excited states with the help of DFT calculations. Furthermore,
the determination of the characteristic generation and recombination parameters
(lifetime and generation rate) is explained with examples (Sec. 6.2).
Following the discussion about the temperature dependence of the PIA spectra and
the impact on the excited state lifetimes and generation rates (Sec. 6.3), a de-
tailed model for the process cascade between initial excitation and final free charge
carrier generation is given in Sec. 6.4 for the D/A system DCV4T-Me1144:C60.
The results reveal a temperature activation of charge carrier generation that is
assigned to a temperature activation of charge carrier motion in the disordered
energetic landscape of an organic thin film. The link between the activation energy
for charge carrier generation and the intermolecular coupling for charge transfer
(charge carrier mobility) is strengthened by a comparison to equivalent results in
a DCV6T-Me2255:C60 blend layer.
The main results of the first part of this chapter (Sec. 6.2 to 6.5.1) were published
in Ref. [211].
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6.1. Introduction
In Sec. 3.7, possible influence factors on the charge carrier generation rate in organic solar
cells (OSC) were discussed. One of these – the temperature – has attracted only minor at-
tention, revealing partially contradictory results as a driving force for the generation process
of free charge carriers.
In this chapter, the influence of temperature on the generation process of free charge carriers
is investigated using photoinduced absorption spectroscopy (PIA). Temperature dependent
PIA measurements on DCVnT materials were reported earlier by R. Schu¨ppel. [186] The au-
thor observed that the ratio between the amplitudes of polaron and triplet exciton signals
increases with temperature. This finding was interpreted as a hint for a temperature activa-
tion of charge carrier generation. However, the temperature range was limited to 200K and
the signal-to-noise ratio was low. This was already improved by H. Ziehlke, who extended
the measurable temperature range up to room temperature [187]. With a more elaborate
fitting procedure, which will be introduced and used here as well, the author determined an
activation energy of ≈65 meV for DCV5T-Bu2244 using a simple Arrhenius model. However,
the data basis was small, with only four data points between 10 and 290 K. Moreover, a
detailed picture of the temperature dependent processes in the blend layer and the reason
for the temperature activation of charge carrier generation was not given.
Therefore, a detailed investigation of the triplet exciton and free charge carrier population
and dynamics is necessary for a complete picture of the processes in the blend layer. It will
be demonstrated that even without directly measuring the charge transfer (CT) state, these
measurements provide indirect access to the efficiency of charge transfer and charge carrier
generation at the D/A interface. The investigation is performed exemplarily for DCV4T-
Me1144, which has already proven to work well in solar cell devices (3.8 % in a non-optimized
bulk heterojunction structure). [179] In the discussion about the temperature activation of free
charge carrier generation, a sexithiophene derivative (DCV6T-Me2255) will be introduced for
a comparative study. The standard material C60 is used as an electron acceptor.
6.2. Principal Introduction to the PIA Measurements
6.2.1. Interpretation of the Spectra
The quasi-steady state PIA technique is sensitive to processes on the µs to ms timescale.
Singlet excitons have much smaller lifetimes and, thus, any photoinduced absorption from
singlet excitons is excluded from the interpretation of the PIA spectra reported here. Triplet
excitons, however, have lifetimes in the mentioned time frame and are, therefore, very impor-
tant in the analysis of these spectra. In pristine materials, the intrinsic intersystem crossing
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(ISC) process is the only pathway to generate triplet excitons at low intensities, where higher
order processes like singlet fission [222,223] are insignificant. As mentioned in Sec. 2.2.4, pure
hydrocarbonic compounds exhibit only low ISC rates, which are usually enhanced by the
incorporation of heavy atoms in the molecular structure to realize e.g. phosphorescent emit-
ters for organic light emitting diodes. In oligo- or polythiophene materials, this part is taken
over by the sulfur atoms that induce a significant coupling between the singlet and triplet
levels. [224] Those materials then show photoinduced absorption from triplet excitons in so-
lution or thin films. [140,224,225]
For the interpretation of the PIA spectra, time dependent density functional theory (TD-
DFT) calculations are used to predict the transition energies of singlet-singlet (S0→Sn)
or triplet-triplet exciton transitions (T0→Tn). Furthermore, a charge can be added to the
molecule within these calculations and thus, the transition energies of the molecule in its pos-
itive donor (cation, D+0→D+n ) or negative acceptor state (anion, A−0→A−n ) is obtained. Such
calculations (for all but the anion transitions) were already published by Schueppel et al. for
the series of unsubstituted DCVnTs (n = 3 . . . 6) without any side chains (DCVnT0). [140]
Within these calculations, the transition energies, E, and oscillator strengths, f , were de-
termined. The same calculations were performed by R. Gresser (IAPP) for DCV4T-Me1144.
For full consistency, the calculations were repeated for DCV4T0 as well and the comparison
is shown in Tab. 6.1. The results for DCV4T-Me1144 do not significantly differ from the val-
ues derived for the unsubstituted DCV4T, indicating that the molecules’ intrinsic energetic
properties are not significantly different. This finding is not unexpected, as the alkyl side
chains are not included in the pi-system of the molecular backbone. The predicted values
for the optical transitions of the DCVnT cations were validated by Schueppel et al. in ionic
solutions [140] and will be used below in the assignment of the polaronic transitions. Further
verification of polaronic or triplet excitonic transitions could be obtained by determining the
spin of the excitations using electron spin resonance (ESR) techniques. [225,226]
The PIA spectrum (ip-signal) of a pristine DCV4T-Me1144 layer measured at 10 K is de-
picted in Fig. 6.1 (a) (dashed line). It shows a broad two-peak structure around 1.3 eV that
is attributed to the T1→T4 triplet exciton transition of DCV4T-Me1144. The calculations
predict the strongest triplet exciton transition at 1.6 eV, which is somewhat higher in energy
than the observed 1.3 eV. This mismatch in energy is attributed to a polarization of the envi-
ronment of the molecules in a thin film, in contrast to the conditions of an isolated molecule
assumed for DFT calculations. The origin of the double peak structure of the triplet tran-
sition might be attributed to vibronic progression of the photoinduced absorption signal.
However, the peak distance of ≈100 meV is shorter than typical values for carbon-carbon
stretching frequencies, that exhibit values of around 200 meV. Another possibility might be
a red-shifted triplet absorption in highly ordered crystalline regions in the thin film, similar
to what is observed for the singlet pi−pi∗ transitions (see Sec. 7.2). This will be addressed in
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Figure 6.1.: (a) PIA spectra (ip-signal) of DCV4T-Me1144 in a pristine film (30 nm,
dashed line) and mixed with C60 (mixed 1:1 by volume, total thickness 60 nm, solid line)
measured at 10 K. The films are equally excited at 532 nm with an excitation intensity
of ≈130 mW/cm2 and a modulation frequency of f = 173 Hz. The photoluminescence
(PL) signal is corrected (subtracted) by measuring the PL in a separate measurement.
(b) The NIR-part of (a) is enlarged to increase the visibility of the LE cation and the
anion transition. (c) Energy level scheme of the donor singlet and triplet exciton levels
and the CT level between DCV4T-Me1144 and C60. (d) Simulated ip- and op-curves for
two different lifetimes, τ1 and τ2, assuming monomolecular recombination (Eq. 4.20). (e)
op-spectra equivalent to part (a).
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Table 6.1.: Calculated transition energies for S0→Sn, T1→Tn, D+0→D+n and A−0→A−n
optical transitions for DCV4T0 and DCV4T-Me1144. For each excitation species, the tran-
sition energy, E, and the corresponding oscillator strength, f , of the first few transitions
are shown. The calculations are performed by R. Gresser at IAPP using the Gaussian03
package. Details can be reviewed in Ref. [210].
n
DCV4T0 DCV4T-Me1144






1 2.17 2.018 2.24 1.806
2 2.57 0.000 2.59 0.005
3 3.11 0.000 3.13 0.038
4 3.28 0.309 3.30 0.349






2 0.67 0.009 0.64 0.013
3 1.48 0.000 1.47 0.000
4 1.62 2.237 1.61 2.260
5 1.94 0.000 1.91 0.000
6 2.08 0.000 2.08 0.000
n
DCV4T0 DCV4T-Me1144






1 1.00 0.304 1.00 0.314
2 1.58 0.000 1.59 0.000
3 1.83 1.882 1.81 1.819
4 1.96 0.000 1.91 0.000






1 0.81 0.373 0.79 0.384
2 1.53 0.000 1.53 0.000
3 1.64 1.764 1.63 1.650
4 1.66 0.000 1.64 0.000
5 2.24 0.063 2.25 0.078
the next section in the discussion of the recombination dynamics of the DCV4T-Me1144:C60
blend layer.
The PIA spectrum of a mixed layer with the acceptor C60 is likewise inserted in Fig. 6.1 (a)
(solid line). The absorption of the triplet exciton is increased by a factor of 4. The additional
triplet population can not arise from ISC, because the ISC rate does not change with the
insertion of the acceptor molecules. Schueppel et al. have observed the same effect for the
chemically similar butylated DCV4T derivative and explained this increase by an indirect
population of the oligothiophene triplet state from a CT state at the D/A interface. [140]
Two conclusions can be drawn from this observation: First, the DCV4T triplet state must
lie below the CT state to efficiently allow this back transfer. Second, the dissociation of the
CT exciton into separate charge carriers must be inefficient, because otherwise the triplet
exciton absorption would be quenched in the blend layer.
A quantitative determination of the energetic positions of the triplet T1 state and the CT
state is difficult. The CT state energy is usually determined from CT emission or from
high sensitivity EQE measurements (cf. Sec. 3.6.2). Due to the absence of a distinctive CT
emission feature, the CT state energy must be estimated from the energy levels of donor
and acceptor. Usually, the upper limit of the CT state energy is taken as the difference
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between the HOMO of the donor and the LUMO of the acceptor molecule. In thin films,
these terms are replaced by the ionization potential (IP) and the electron affinity (EA),
respectively. For the IP of DCV4T-Me1144, a value of 5.7 eV was measured with UPS1. The
EA of 4.0 eV for C60 is taken from literature.
[118] Therefore, we set the upper limit of the CT
state energy to 1.7 eV. Assuming a binding energy of the CT state of ECTB ≈ 0.3 eV [154], we
expect the CT state energy at approximately 1.4 eV. A confirmation for the estimated CT
energy is given in Sec. 7.2.2, where the red-shifted feature in all DCV4T:C60 blend layers is
attributed to emission from an interfacial CT state. The energy of the CT state is estimated
between 1.3 and 1.6 eV, depending on whether the onset or the maximum of the emission
is used. The triplet state energy is also difficult to access due to the absence of a distinct
phosphorescence signal. Schueppel et al. calculated the energies of the T1 triplet levels for
the series of non-alkylated DCVnTs with n = 3 . . . 6 and determined values between 1.29
and 1.26 eV for the T1 state energy.
[140] The energy of the triplet level does not change
significantly along this series because the triplet exciton is strongly localized on the central
one or two thiophene rings. [38] Thus, we do not expect any change of the triplet level on
adding methyl side chains at the terminal thiophene units. The energy of the T1 state could
be determined experimentally by detecting a phosphorescence signal by gated luminescence
measurements, where the signal from fast fluorescence events is suppressed [227,228]. A new
method to disclose small phosphorescence signals in strong fluorescence signals, which was
developed within this work, is presented in Appendix B. With this technique, the energy of
the triplet state in DCV4T-Me1144 is estimated between 1.13 and 1.26 eV, again depending
on whether the onset or the peak maximum is taken. Overall, we estimate the CT state
to lie approximately 0.2 – 0.3 eV higher in energy than the DCV4T-Me1144 triplet state. An
excited state diagram with all relevant values illustrating the triplet population mechanism
due to back transfer from the CT state is shown in Fig. 6.1 (c).
In the blend layer PIA spectra, two additional peaks occur at 0.93 and 1.55 eV that are hardly
visible in the pristine layer (see Fig. 6.1 (b)). These peaks are attributed to transitions of the
low-energy (LE) and high-energy (HE) quaterthiophene cation transitions. DFT calculations
predict these transitions at 1.00 and 1.81 eV. The assignment was furthermore confirmed by
Schueppel et al. with cation spectroscopy on DCV4T-Bu1144 in solution, revealing cationic
transitions at 0.93 eV and 1.62 eV, respectively. [140] These peaks are more distinct in the op-
spectra, shown in Fig. 6.1 (e). The op-signal is usually zero at low frequencies (quasi-steady
state conditions), where the spectra are measured. However, at 10 K the lifetimes are so
long that there is a significant contribution to the op-signal. The different ratio between the
peaks at 1.36 and 0.93 eV in the ip- and op-spectra indicates different lifetimes and hence, a
different origin of these two transitions. This is exemplified in Fig. 6.1 (d), where the ip- and
1measured by M. Tietze at IAPP
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op-signals for transitions with different lifetimes, τ1 and τ2, are calculated assuming simple
monomolecular recombination (Eq. 4.20). In this exaggerated case, the op-component op2
for the transition with a long lifetime is even larger than op1 at the typical modulation
frequency for spectral measurements although it is reversed for the ip-signals. Additional
detailed justification for the assignment of the peaks to triplet excitons and cations will be
given in the next section from the recombination analysis and intensity dependency (see
Fig. 6.5). Moreover, it will be shown in Sec. 6.3 that the cation features exhibit a different
temperature behavior than the triplet transition, also supporting the different origin.
Another very small contribution is visible in both the pristine and blend layer spectra around
0.7 eV. This transition can, therefore, not arise from the C60, but is attributed to the LE
anion transition, which is predicted from DFT calculations at 0.79 eV. It can be concluded
that a certain amount of free charge carriers is generated in the pristine film as well, even
in the absence of the acceptor material. Due to the lack of the fullerene acceptor, DCV4T-
Me1144 serves both as donor and as acceptor, resulting in small cation and anion peaks in
the spectra. Such intrinsic charge carrier generation even in the absence of an electric field
was reported for several material systems [158,169,229,230] and is often discussed in terms of the
hot exciton model2 raised by Arkhipov et al. [67] This process is also subject of the discussion
about the low temperature offset charge carrier generation rate in Sec. 6.5.
In contrast to other publications, a signature of the C60 anion is not observed in the mixed
layer (C60 anion absorbs around 1.16 eV
[144,159,231,232]). However, the C60 anion absorption
reported in literature is usually quite small, which may be due to the small absorption cross
section of the C60 anion transition.
[233] Therefore, a potential absorption signature of the
C60 anion in the DCV4T-Me
1144:C60 blend layer may be hidden behind the strong oligoth-
iophene triplet absorption. In the mixture of a sexithiophene derivative with C60, which
will be shown in Sec. 6.5.2 (Fig. 6.12), it is clearly resolved due to the higher charge carrier
generation yield.
6.2.2. Interpretation of the Frequency Scans
Detailed information about the recombination dynamics is gained by changing the modu-
lation frequency of the laser excitation (frequency scan) to extract both, the lifetime, τ ,
and the effective generation rate, geff. In Sec. 4.3.3, different recombination mechanisms
and models were summarized to fit the frequency dependence of the PIA signals. In this
work, the monomolecular model (Eq. 4.20) is used for the triplet exciton transitions and the
dispersive model (Eq. 4.28) for charged excitations due to their wide range of recombination
lifetimes. For each data set, the ip- and op-signals are fitted simultaneously.
2This process must be distinguished from the hot CT exciton dissociation model for D/A systems discussed
in Sec. 3.7.3, although there are similarities in the mechanism.
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DCV4T-Me1144 Pristine Layer
Figure 6.2 shows a frequency scan of the triplet exciton transition in the pristine DCV4T-
Me1144 layer measured at 10 K. As the photoluminescence (PL) in the pristine layer is quite
strong and reaches out until 1.2 eV, the frequency scan must also be corrected for the nega-
tive contribution of the PL to the PIA signal. The corresponding reference measurement is
performed right after the actual PIA frequency scan. The op-component clearly exhibits a
two-peak structure that cannot be modeled correctly with either recombination mechanism
by a single decay (see Fig. 6.2 (a)). Actually, the op-component shows a clear peak that
is characteristic for a specific lifetime parameter and independent of the used recombina-
tion model. Such a double peak structure can, therefore, only be reproduced assuming a
second component with a different lifetime and generation rate (see Fig. 6.2 (b)). This recom-
bination behavior was previously observed for polymers [234–236], and also for terthiophene
molecules [210]. Several spectrally overlapping excited species or polarons with a different
degree of localization are given as an explanation for such a behavior. Similarly, two inde-
pendent recombination species with different lifetimes and generation rates are used here to
fit the data. Whenever necessary, a third recombination component is used to accurately fit
the data. A justification for this procedure is given below in the discussion of the recombi-
nation details for the mixed layer. In the above example, the data is already well modeled
with two monomolecular species with small deviations at low frequencies. If one component
is set dispersive, the fit returns a dispersivity parameter of δ = 0.8.
Figure 6.3 shows frequency scans at the triplet transition for different intensities. The data
sets of ip- and op-component were fit separately for each intensity. At high intensities, the
curves are well fit with two recombination components with lifetimes on the order of 10
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Figure 6.2.: Comparison of different the fit results using the monomolecular model with
one or two recombination components, respectively, and the dispersive recombination
model. The data represents the frequency dependence measured at the triplet exciton tran-
sition at 1.36 eV in the pristine DCV4T-Me1144 layer with an intensity of ≈30 mW/cm2.
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Figure 6.3.: Frequency scans for the pristine DCV4T-Me1144 film measured at 1.36 eV
at different excitation intensities. The ip- and op-components are plotted as filled squares
and open circles, respectively. The gray lines are fits to the data using a sum of two
(above 25 % rel. intensity) or three independent components (below 25 % rel. intensity)
with lifetimes, τi, and effective generation rates, geff,i . One of the components was fit
with the dispersive recombination model. The excitation intensities are normalized, the
maximum corresponds to ≈130 mW/cm2.
and 200 µs, respectively. The generation rate of the faster component is ten times higher
than that of the slow component. A further discussion about a possible origin of this com-
ponent will be given in the review of the recombination dynamics of the blend layer. For
excitation intensities below ≈30 mW/cm2, a third component with a lifetime of several ms
is necessary to fit the data. As long as the decay is bimolecular, the appearance of a new
species at lower intensities is reasonable because at lower intensities, bimolecular recombi-
nation components contribute more to the signal due to their increasing lifetime compared
to the constant lifetime for monomolecular species. However, the recombination parameters
are hard to fit exactly due to the high noise and the limited frequency range. Further-
more, clear statements about the dispersivity of the two long-living components cannot
be made without any further information, which demands for one of the δ’s to be fixed
to 1. Irrespective of this uncertainty, it is of minor importance for the determination of
the recombination parameters of the triplet transition whether two or three recombination
components are used for the fit. Therefore, the triplet exciton lifetime, τT, and the effective
generation rate, geff,T, are determined in dependence of the excitation intensity and the re-
sult is shown in Fig. 6.4 (a). The determined generation rate increases linearly with intensity
as expected. The lifetime of the triplet exciton is widely independent of intensity indicating
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monomolecular recombination. Only at high intensities, it slowly starts to decrease, indi-
cating the inset of second-order (bimolecular) processes like triplet-triplet annihilation. The
critical excited state density can be calculated from Eq. 4.13 by assuming an absorption
cross section of σT ≈ 10−16 cm2. [31,32] ∆TT is reconstructed from the fit parameters using
limωτ1 ∆TT = geff,TτT. Under these assumptions, the critical density, ncrit, at an intensity of
≈30 mW/cm2 amounts to ncrit = 8.7× 1016/cm3. Similarly, the ISC yield is estimated from
Eq. 4.22 to ηISC = 0.12, using an OD of 0.739 at 532 nm for the pristine layer (calculated
from transmission and reflection measurements using Eq. 4.2, see Fig. C.1 in Appendix C).
However, due to the uncertainty in the absolute excitation intensity and the absorption cross
section for the triplet exciton T1→T4 transition, the error of this value is quite large.
In Sec. 4.3.4, the intensity dependence of the ip- and op-signals was introduced as an indi-
cator of the recombination mechanism. However, this method can only be applied as long
as no overlapping transitions are present. In the case of the triplet transition in the neat
layer, this technique would lead to wrong conclusions, which is illustrated in Fig. 6.4 (b).
The black symbols depict the intensity dependent ip- and op-signals as they were measured
at a frequency of 173 Hz at 1.36 eV at 10 K. The ip- and op-signals that would arise merely
from the fast decaying triplet exciton can be reconstructed from the fit parameters τT and










= geff ω τ
2 for ωτ  1 .
(6.1)
The measured values indicate a stronger crossover to a bimolecular recombination behavior
at lower intensity as it would be inferred from the reconstructed values. This is due to the
bimolecular nature of the overlapping transitions at 1.36 eV dominating the signal at low
frequencies. Therefore, it is more convenient to distinguish between mono- and bimolecular
recombination from the intensity dependence of the lifetimes. For monomolecular recombi-
nation, the lifetime is constant, whereas it decreases with increasing intensity in the case of
bimolecular recombination.
DCV4T-Me1144:C60 Blend Layer
For the blend layer, the recombination dynamics of the triplet transition at 1.36 eV as well
as the LE and HE cation transitions at 0.93 and 1.55 eV were determined. Figure 6.5(a-c)
shows one example of the ip- and op-signals for every transition measured at 10 K at an exci-
tation intensity of approximately 30 mW/cm2. The resulting fit parameters of the exemplary
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Figure 6.4.: (a) Determined fit parameters, τT and geff,T, at different excitation intensi-
ties for the triplet transition in the pristine DCV4T-Me1144 film at 10 K. For the fit, two or
three components were used. The shortest lifetime is attributed to the triplet exciton re-
combination and the parameters are shown here. In the log-log-plot, the slope of m = −1/2
for the lifetime indicates bimolecular behavior, which is not reached for the intensities dis-
played here. geff,T increases linearly with a slope of m = 1. The standard deviation for
τT (and also for geff,T) obtained from the fit routine is rather small (∆τT/τT ≈ 1 %). (b)
Intensity dependence of the ip- (closed squares) and op-signals (open circles) measured at
1.36 eV (black symbols) compared to reconstructed values from the fit parameters of the
triplet transition in part (a) using Eq. 6.1 (blue symbols). The intensity is normalized, the
maximum corresponds to ≈130 mW/cm2.
measurements at 10 K are given in the graph, too. The triplet transition shows the same
two-component behavior as in the pristine layer, with a slightly higher lifetime of 25 µs for
the fast component at 10 K. Furthermore, the second recombination component (unknown







≈ 11 in the pristine layer). Currently, it is hard to speculate about possible
origins of the second recombination component (Y). As it appears in the pristine as well as
in the blend layer, it must arise from the DCV4T-Me1144 itself. One possibility would be
triplet excitons in differently ordered regions of the film (crystalline or amorphous). [210,237]
The more ordered regions may also exhibit slightly red-shifted absorption features, which
is usually seen for ground state absorption spectra (cf. Sec. 7.2). However, the molecular
geometry in the T1 state is more rigid than in the S0 state and the ordering (planarization)
effect is expected to be less significant. As the excitations predominantly occupy low-energy
(ordered) regions in the layer, the longer lifetime would be attributed to the more ordered
regions within the film. Furthermore, the DCV4T-Me1144 molecules are expected to be more
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Figure 6.5.: (a-c) Frequency dependent measurements at the spectral position of the
triplet exciton and the LE/HE cation transitions on the DCV4T-Me1144:C60 blend layer.
The ip- and op-components are plotted as filled squares and open circles, respectively. The
multicomponent fits are represented by blue lines. All lifetimes τi and effective generation
rates geff,i are given in the respective figures. The measurements were performed at 10 K
with an excitation intensity of approximately 30 mW/cm2 (marked by the dashed black
line in parts (d-f). (d-f) Intensity dependence of the determined triplet exciton (τT in
part (a)) and cation lifetimes (τC in parts (b/c)). In (e) and (f), the gray lines with a slope
of -1/2 in the log-log-plot indicate the square-root decrease of the lifetime with increasing
intensity which is predicted assuming bimolecular recombination (Eq. 4.26).
144
6.3 Temperature Dependence of the Spectra
to be higher in the blend layer, which is contrary to the experiment. In summary, the origin
of the second recombination component remains unresolved at the moment.
From Fig. 6.1 (a), it is obvious that the peak at 1.36 eV is sufficiently intense and broad
to contribute signal at both cation transitions. The flank of the triplet exciton transition
reaches out until 0.7 eV and slightly less at higher energies due to the ground state bleach
region. Due to the small lifetime of the DCV4T-Me1144 triplet state, the triplet contribu-
tion can be unambiguously identified in both cation transitions. The lifetimes, τT, of the
triplet exciton, determined from the fits in Fig. 6.5 (a-c), are all on the order of 20 µs. It
is self-evident that the generation rates, geff,T, obtained from the fits at 0.93 and 1.55 eV
are much smaller than those obtained at the triplet peak, because those measurements are
taken at the side of the triplet transition. At this point, it is worthwhile mentioning that
the determined effective generation rates of triplet exciton and cation cannot be compared
directly, because the respective absorption cross sections are not expected to be identical.
The cation features exhibit a long lived component with a lifetime, τC, on the order of 1 ms,
which is attributed to the cation of DCV4T-Me1144. The lifetimes of the cation component
at the HE and LE transition are in good agreement, confirming the common origin. The
unknown third recombination component (Y) must not be of the same origin as proposed
for the triplet transition. Especially at the spectral position of the HE cation transition, dif-
ferent overlapping transitions like the DCV4T-Me1144 anion or possibly also the C60 triplet
exciton [238,239] may contribute to the signal.
Triplet exciton and cation transitions can be distinguished by the intensity dependence
of their lifetime, which is shown for the blend layer transitions in Fig. 6.5 (d-f). Such an
analysis was performed for the triplet exciton in the pristine layer, too, exhibiting a more or
less constant lifetime. In the blend layer, the triplet component shows a similar transition
from monomolecular to bimolecular recombination for intensities greater than 30 mW/cm2,
which is indicated by a slight decrease of the triplet lifetime above this critical intensity
(see Fig. 6.5 (d)). Therefore, all following temperature dependent recombination analysis is
conducted at 30 mW/cm2 (marked as dashed black line in Fig. 6.5 (d-f)), where the triplet
recombination is still monomolecular. The DCV4T-Me1144 cation exhibits a typical bimolec-
ular recombination behavior with the predicted square-root decrease of the modeled lifetime,
indicated by the gray line in Fig. 6.5 (e) and (f) with a slope of −1/2.
6.3. Temperature Dependence of the Spectra
In the previous sections, only the spectra and recombination dynamics at 10 K were discussed.
When the temperature is increased, the lifetimes of all excited species decrease. This leads
to a decrease of the PIA signal amplitude according to Eq. 4.20, which is the reason for
145
Chapter 6: Temperature Dependence of Charge Carrier Generation
most PIA investigations being carried out at cryogenic temperatures. The decrease of the
absolute signal is depicted in Fig. 6.6 (a) and (b) for the pristine DCV4T-Me1144 film and the
mixed layer with C60, respectively. At higher temperatures, the relative contribution from
the cation peak increases. In the pristine layer, it is even stronger than the triplet exciton
peak at 290 K. The LE cation peak is slightly blue-shifted by ≈50 meV compared to the
blend layer. The position of the HE cation peak is hard to determine, because the HE anion
peak could as well contribute to the plateau around 1.6 eV (see Tab. 6.1). The LE anion
peak around 0.7 eV is clearly resolved in both the pristine and the blend layer up to 200 K,
also at slightly higher energy in the pristine layer compared to the blend layer.
On the right-hand side of Fig. 6.6 (part (c) and (d)), the spectra are displayed normalized
to the triplet exciton transition at 1.36 eV. It is clear that the temperature dependence of
the triplet exciton and the cation peaks is different, again confirming the above assignment
of the peaks. A detailed recombination analysis of the triplet exciton and cation peaks will
be given in the next section. The triplet exciton double peak shows only slight variations of
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Figure 6.6.: (a) and (b) Temperature dependence of the PIA spectra (ip-component) of
the pristine DCV4T-Me1144 (30 nm) and the DCV4T-Me1144:C60 blend layer (1:1, 60 nm),
respectively, displayed on absolute scale (note the log-scale on the ordinate to display all
data simultaneously). (c) and (d) The same data as in parts (a) and (b), but normalized
to the triplet exciton transition at 1.36 eV. All spectra were recorded at an excitation
intensity of ≈130 mW/cm2 and a modulation frequency of 173 Hz. Moreover, all spectra
were corrected for (residual) PL signals, which were recorded in a separate measurement.
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the relative amplitude. The red shoulder slightly increases until 150 K and decreases again
relative to the main peak at 1.36 eV, which is identical for the pristine and the blend layer.
This finding again suggests that any charged species can be excluded as the origin for this
double structure, because the cation peaks monotonously grow with increasing temperature
relative to the triplet exciton peak.
Finally, a shift of the bleaching onset can be observed at least until 150 K, which is more
pronounced for the pristine layer. Above 150 K, the red-shift is overtaken by photoinduced
absorption features in this spectral region. The shift of the bleaching onset can be explained
in terms of a temperature activated diffusion of charges/excitations to crystalline lower
energy regions. The low energy regions in the film are therefore predominantly occupied,
leading to stronger bleaching of the ground state absorption in its red tail. [151]
6.4. Discussion of the Temperature Dependent Processes in the
Blend Layer
A deeper understanding of the temperature dependent processes is gained from the recom-
bination analysis, yielding the lifetimes and generation rates, like introduced above. This
analysis is performed for a set of temperatures from 10 to 290 K. Due to the small PIA
signal at higher temperatures, the cation transitions are only evaluated until 200 K. In
Figure 6.5 (d), a critical excitation intensity of 30 mW/cm2 was identified for bimolecular re-
combination processes for triplet excitons in the blend layer. This behavior does not change
significantly at higher temperatures. Fig. 6.7 shows the intensity dependence of the triplet
exciton lifetimes for temperatures between 10 and 290 K. Bimolecular processes are iden-
tified by τT decreasing with a slope of m = −1/2 in the log-log-plot. From these data, the
critical intensity mentioned above is also applicable to the analysis at higher temperatures.
The fit parameters, τ and geff, from the frequency analysis of the triplet exciton and the
LE cation transitions are displayed in Fig. 6.9 (a)3. The lifetimes of both the triplet exciton
and the cation decrease with increasing temperature by more than one order of magnitude.
Surprisingly, the triplet generation rate first increases by a factor of 2 between 10 and 150 K.
For higher temperatures, it decreases again to approximately its low temperature value.
The generation rate of the DCV4T-Me1144 cation increases exponentially in the blend layer,
starting above 150 K, where the triplet exciton generation rate starts to decrease.
Before continuing the discussion, a direct temperature activation of the ISC process in
DCV4T-Me1144 must be excluded. The ISC efficiency depends on the energy difference
3Some numbers of the recombination parameters for the pristine and the blend layer determined at specific
temperatures are given in Tab. C.2 in Appendix C
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Figure 6.7.: Intensity dependence of the (normalized) triplet exciton lifetime, τT, for
temperatures between 10 and 290 K. The inset of bimolecular recombination is identified
from a decrease of the lifetime with a slope of m = −1/2 (indicated by the dashed line),
which is not reached for the excitation intensities used in this experiment.
between the contributing singlet and triplet level. Therefore, a temperature activated gener-
ation mechanism of triplet excitons is feasible if the triplet level is slightly higher in energy
than the singlet exciton. Such processes were reported for example for terthiophenes, show-
ing a thermally activated decrease of the fluorescence quantum yield. [240] However, Beljonne
et al. also reported that especially in acceptor substituted and longer oligothiophenes, like
those used here, the triplet levels are energetically well separated from the first excited
singlet state and a thermal activation of the ISC process is therefore not expected. [38] Us-
ing the numbers from Tab. 6.1 for DCV4T-Me1144, we derive a large energetic difference
of E(T4) − E(S1) ≈ 0.55 eV4 between the first excited singlet and the nearest triplet state
using E(T1) ≈ 1.2 eV [140]. Thus, in accordance with the results of Beljonne et al. we do
not expect a thermal activation of the ISC rate. Experimental evidence for this statement
is drawn from the evaluation of the triplet generation rates in the pristine DCV4T-Me1144
film, which gives constant values over the whole evaluable temperature range (until 200 K).
The values derived at an excitation intensity of ≈30 mW/cm2 are displayed in Fig. 6.8.
The temperature dependent generation rates of DCV4T-Me1144 triplet excitons and cations
can be understood from the consideration of the pathways for triplet exciton generation and
the morphology of the blend layer, as illustrated in Fig. 6.9 (b) and (c). For the following in-
4Tab. 6.1 contains energies for optical transitions from the relaxed ground state to higher states. E(S1)
is therefore not the energy in the relaxed molecular geometry. The value of 0.55 eV must therefore be taken
as first approximation.
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Figure 6.8.: Temperature dependence of the effective generation rates, geff,T, of the triplet
exciton in the pristine DCV4T-Me1144 layer, excited at an intensity of ≈30 mW/cm2. The
dashed line is meant as a guide to the eye.
terpretation, only excitations in DCV4T-Me1144 are considered, since its absorption is much
higher than that of C60 at the exciting laser wavelength (532 nm).
In a pristine donor layer, triplet excitons form via intermolecular ISC. Figure 6.8 demon-
strated that the rate constant for this process is independent of temperature for this material.
As long as the phase sizes of donor and acceptor in the mixed layer are large enough that not
every exciton reaches the D/A interface, this process also occurs in the mixed layer (process 1
in Fig. 6.9). However, triplet exciton generation via ISC will be suppressed if the singlet
exciton reaches the D/A interface. There, it undergoes charge transfer by transferring its
electron to the acceptor C60. Thus, we observe efficient PL quenching in the mixed layer.
To reach the D/A interface, the exciton must diffuse in the broadened density of states, giving
rise to a temperature dependent exciton diffusion length, LD(T ), as discussed in Sec. 2.4.4.
Therefore, LD may become very short at low temperature, allowing only excitons in the di-
rect vicinity of the D/A interface to make a charge transfer (shaded blue area in Fig. 6.9 (b)).
Exciton diffusion lengths in oligothiophene derivatives such as the one presented here have
not been studied in great detail, yet. However, there are some estimations for LD at room
temperature ranging between 5 and 10 nm. [217,241]
Subsequent to the CT process, the CT exciton is supposed to be dissociated to free polarons.
However, this process is not efficient at low temperatures which is inferred from the small
cation generation rates in Fig. 6.9 (a) at low temperatures. Therefore, the CT excitons must
recombine. In addition to direct recombination to the ground state, they can also form an
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Figure 6.9.: (a) Temperature dependence of the lifetime, τT, (diamonds) and the effective
generation rate, geff,T (crosses), of the DCV4T-Me
1144 triplet exciton transition at 1.36 eV
(top) and the LE cation transition at 0.93 eV (bottom) measured at an excitation intensity
of approximately ≈30 mW/cm2. The dashed lines are a guide to eye. (b) Schematic sketch
of the DCV4T-Me1144:C60 (blue, yellow) mixed layer, illustrating the dominant processes
in the temperature regimes 1-3, which are marked in (a) and further explained in the text.
The blue-shaded area marks the effective D/A interface region, from which the singlet
excitons ( XO) can reach the D/A interface, where the excitons can be split to form a
CT exciton (represented by a red bound around electron and hole). Triplet excitons are
marked by TO. With increasing temperature, this region expands further into the pristine
DCV4T-Me1144 phase due to the increased exciton diffusion length. (c) Energy level
diagrams for visualization of the dominant (red) and secondary (dotted black) processes
following singlet excitation in the donor for the three temperature regimes discussed in
the text.
energetically favorable triplet exciton on the donor. This indirect triplet state population
pathway leads to the observed increase of the triplet exciton generation rate in the mixed
layer compared to the pristine layer, already at 10 K. Upon increasing the temperature,
more singlet excitons reach the D/A interface due to activated migration and perform a CT.
Despite this enhanced formation of CT states, their dissociation remains inefficient, so that
this increase in CT exciton generation leads to an increase in DCV4T-Me1144 triplet exciton
generation via back transfer from the CT state (process 2). For temperatures above 150 K,
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the generation rate of cations increases exponentially, showing that the probability for CT
exciton dissociation increases significantly (process 3). Concurrently, the generation rate of
triplet excitons from CT excitons decreases as these are competing processes. Moreover,
the direct generation of triplet excitons from intermolecular ISC decreases as well, because
the probability for a singlet exciton to reach the D/A interface strongly increases. This
statement is confirmed by a decrease of the residual photoluminescence signal for increasing
temperature, which is shown in Fig. 6.10. Part (a) shows the absolute spectra recorded at
different temperatures. The integrated PL is depicted in part (b). Although the signal-to-
noise ratio is not optimal, because the setup is not optimized for PL measurements, the
trend is confirmed.
6.5. Temperature Activated Free Charge Carrier Generation
6.5.1. Evaluation of the Activation Energy for the DCV4T-Me1144:C60 Blend
From Fig. 6.9, it is concluded that the dissociation of the CT state into free charge carriers in
the DCV4T-Me1144:C60 blend is a temperature activated process, which is also in accordance
with Onsager-Braun theory. The temperature dependence of the effective cation generation
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Figure 6.10.: (a) Temperature dependence of the residual PL in the DCV4T-Me1144:C60
blend layer measured at an intensity of ≈130 mW/cm2. The spectra were measured using
the PIA setup and are still convoluted by the transfer function of the setup. (b) Tem-
perature dependence of the integrated PL spectra shown in part (a). The numbers are
normalized to the value determined at 10 K. The dashed line is meant as a guide to the
eye.
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rate, geff,C, from Fig. 6.9 (a) can be modeled using an exponential function with an activation
energy, Ea (Arrhenius-like):






The result is shown in Fig. 6.11. Unfortunately, reasonable fits were only possible up to
200 K, which considerably reduces the data basis. The determination of the activation
energy can be repeated for different excitation intensities and also for the HE cation at
1.55 eV. The resulting activation energies, shown in part (b) of Fig. 6.11, range between
20 and 60 meV. The error in the graph is just the error from the fitting procedure and
does not contain uncertainties that arise in previous evaluation steps. The determined mean
activation energy of ≈40 meV is somewhat higher than the thermal energy, kBT , at room
temperature (25 meV). Thus, it remains questionable if thermal energy alone is responsible
for the dissociation of the CT states at the D/A interface. Several factors are reported in
literature to influence the charge carrier generation efficiency at the D/A interface. Most
of them were already discussed in Chapt. 3, some additional references are cited here: the
free-energy difference driving charge separation, macroscopic electric fields [128], the dielectric
constant of the blend [242], the strength of electronic interactions at the D/A interface [243],
the film nanomorphology/domain size [242], and inter-/intramolecular charge/wavefunction
delocalization [244]. Among those, only the charge carrier mobility is directly temperature
dependent. It is therefore tempting to conclude that the observed increase in DCV4T-Me1144
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Figure 6.11.: (a) Exponential fit of the temperature dependent cation generation rate
from Fig. 6.9 with an activation energy, Ea, according to Eq. 6.2. The determined fit
parameters are given in the figure. (b) Activation energies determined at different exci-
tation intensities. The value that was exemplarily used in part (a) is circled in red. The
maximum intensity corresponds to ≈130 mW/cm2.
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cation generation rate with increasing temperature is not only a direct result of additional
thermal energy, but most probably due to an increase of the charge carrier mobility driving
charge separation. Usually, the term charge carrier mobility is used to describe macroscopic
charge carrier transport. At this point it is used to literally express the capability of the
charge to move in the solid. It is intuitive to state that the dissociation of CT states depends
on the ability of charge carriers to move away from the interface. [66,245] Charge carrier motion
in rather amorphous or nanocrystalline organic materials is governed by hopping transport.
The charge carrier transport from one site to another is determined by the site distance,
the intermolecular coupling, and the energy difference between two sites. This energy dif-
ference is macroscopically expressed in terms of an energetic disorder, which is in the range
of 50 to 150 meV for organic materials. [41,43,246] The question whether polaronic effects may
contribute to the temperature activation of mobility depends on the relative importance of
the polarization relaxation energy and the energetic disorder in the solid. [17] Generally, the
activation energies determined for thin film (hole) mobilities in various organic molecules
range between 50 and 500 meV. [44,47,171]
Similar activation energies to those determined herein were obtained by Presselt et al. from
temperature dependent external quantum efficiency measurements on P3HT:PCBM based
solar cells (≈50 meV). [247] However, it must be stated here that these values include not
only a possible temperature activation for the generation efficiency of free charge carriers
(including exciton diffusion), but also the temperature activation of charge transport to the
electrodes. The authors furthermore noted that one has to be careful with mobility values
determined in dark and under illumination conditions. Due to the higher charge carrier den-
sity under illumination, the charge carrier mobilities are usually higher than in the dark. [247]
Overall, the activation energy of 40 meV, which is determined herein, is a reasonable value
for the temperature activation of charge carrier motion in a disordered organic material.
One could also speculate that the observed activation energy is only due to the thermal
activation of exciton diffusion, transporting more excitons to the interface with increasing
temperature. However, this argument must be rejected following the above discussion. The
temperature activated exciton diffusion leads to the observed increase of the triplet exciton
population and a quenching of the residual singlet exciton luminescence starting at 10 K.
However, the increase of the cation generation rate starts only above 150 K and can, there-
fore, not be explained with exciton diffusion.
In the next section, the proposed link between the determined activation energy and the
charge carrier mobility will be strengthened by comparing the obtained data to the sexithio-
phene derivative DCV6T-Me2255.
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6.5.2. Comparison to a Sexithiophene Derivative (DCV6T-Me2255)
The photophysical properties of a butylated DCV6T derivative (DCV6T-Bu2255) were in-
vestigated by Schueppel et al. [140,186] As introduced in Chapt. 5, the authors found that
the efficiency of the triplet back transfer mechanism via the CT state, which is strong for
DCV4T derivatives, decreases for the DCV6T derivative. Thus, those molecules can perform
much better in solar cell devices. Wynands et al. obtained a power conversion efficiency of
4.9 % with a similar derivative (DCV6T-Bu1256). [97]
Unfortunately, it was not possible to determine the hole mobility of DCV6T-Me2255 up to now
due to technical limitations. However, due to the larger size of the sexithiophene molecules,
the probability for a (poly-)crystalline ordering in thermally evaporated thin films is generally
lower than for the shorter quaterthiophene molecules. Therefore, the charge carrier mobilities
that are found for sexithiophene materials are generally lower than for the shorter quaterthio-
phenes. D. Wynands determined a value of 2.4× 10=5 cm2/V s for DCV6T-Bu1256 [248], which
is one order of magnitude lower compared to the hole mobility of 2.5× 10=4 cm2/V s obtained
for DCV4T-Me1144 in organic field-effect transistors. [179] For the same DCV6T derivative,
Levichkova et al. determined an even lower value of 1× 10=6 cm2/V s using CELIV measure-
ments. [216] Moreover, the energetic disorder of DCVnTs was calculated using kinetic Monte
Carlo simulations on systems that were generated using molecular dynamic simulations. [219]
The calculated disorder parameter increases from n = 1 to n = 6. Therefore, a larger
activation energy for charge carrier generation is expected for sexithiophene materials.
Introduction of the PIA Spectra of DCV6T-Me2255
Prior to the evaluation of the temperature activation of charge carrier generation for this
material, the PIA spectra will be introduced and important consonances and dissonances
compared to DCV4T-Me1144 are discussed.
Figure 6.12 shows the PIA spectra recorded at various temperatures between 10 and 290 K
for the pristine DCV6T-Me2255 and the DCV6T-Me2255:C60 blend layer. Parts (a) and (b)
show all spectra on the log scale. In parts (c) and (d), the same data sets are normalized
to the LE cation transition to reveal relative differences in the transitions with increasing
temperature.
The PIA spectra of DCV6T-Me2255 are similar to those of DCV4T-Me1144 (cf. Fig. 6.6).
At low temperatures, the spectra of the pristine film are characterized by a strong triplet
exciton transition at 1.08 eV. Similar to the observations above, the LE and HE cations
become present at higher temperatures, whereas the triplet transition is strongly quenched.
This does, however, not necessarily mean that triplet excitons are not created in the layer
anymore. A detailed frequency analysis, like introduced above, reveals that at 200 K the
triplet exciton generation rate has only decreased by 50 %, whereas the lifetime is first con-
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Figure 6.12.: (a) and (b) Temperature dependence of the PIA spectra (ip-component)
of the pristine DCV6T-Me2255 (30 nm) and the DCV6T-Me2255:C60 blend layer (mixed 1:1
by volume with a total thickness of 60 nm), respectively, displayed on absolute scale (note
the log-scale on the ordinate to display all data simultaneously). (c) and (d) The same
data as in parts (a) and (b), but normalized to the LE cation transition around 0.8 eV.
All spectra were recorded at an excitation intensity of ≈130 mW/cm2 and a modulation
frequency of 173 Hz. Moreover, all spectra were corrected for (residual) PL signals, which
were recorded in a separate measurement.
stant until 100 K and subsequently decreases from 14 µs to 1 µs at 200 K5.
In the blend layer, the triplet exciton plays only a minor role, being flanked by two strong
DCV6T-Me2255 cation transitions. The triplet exciton absorption signal vanishes above
200 K. However, the frequency analysis suggests that the triplet exciton generation first
increases with increasing temperature up to 100 K, similar to the behavior observed for
DCV4T-Me1144. Unfortunately, the PIA signals are too small to be evaluated above 100 K.
This might be due to a strong decrease of the triplet exciton lifetime, following the observa-
tions in the pristine film.
In the DCV6T-Me2255:C60 blend layer, the effective generation rate of triplet excitons, geff,T,
is smaller by a factor of ≈10 compared to the DCV4T-Me1144:C60 blend layer. Although
the different absorption spectra and also a possible (but not expected) difference between
5Some numbers of the recombination parameters for the pristine and the blend layer determined at specific
temperatures are given in Tab. C.2 in Appendix C
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the triplet exciton absorption cross sections are not taken into account here, this number
already proves the reduced triplet back transfer efficiency for the sexithiophene compound.
The reason for this reduced back transfer efficiency lies in the decreased IP of DCV6T-Me2255
(5.55 eV6), arising from the elongation of the molecular backbone. Therefore, the energy of
the CT state decreases by ≈150 meV, placing the CT state only slightly above the triplet
level. This reduces the triplet back transfer efficiency but still allows for a small contribution
at low temperatures where CT exciton dissociation is not yet efficient.
The LE and HE cation signatures at 0.78 and 1.39 eV, respectively, are already strong at 10 K.
The effective generation rate, geff,C, is tripled compared to DCV4T-Me
1144. This observa-
tion already suggests a higher quantum efficiency of free charge carrier generation compared
to DCV4T-Me1144. At 1.18 eV, another small transition is visible, which is attributed to
the C60 anion transition according to literature.
[144,159,231,232] This transition could not be
observed in the DCV4T-Me1144:C60 blend film due to the strong DCV4T triplet absorption
signal and the lower generation efficiency.
For efficient OSCs, a donor and an acceptor are usually mixed due to the low charge carrier
generation yield in pristine materials. The charge carrier generation rate in pristine DCV6T-
Me2255 can be estimated from the comparison of the effective cation generation rates between
a pristine DCV6T-Me2255 layer and the blend layer with C60. It turns out that the cation
generation rate in the blend layer is 15-20 times stronger than in the pristine layer at 290 K.
Assuming a quantum yield of 70-100 % in the blend layer, a range of 3 to 7 % can be esti-
mated for the pristine layer. Typical values for conjugated organic materials range between
0.1 and 10 %. [161,249–251]
Evaluation of the Activation Energy in the DCV6T-Me2255:C60 Blend
In order to determine the activation energies for charge carrier generation, frequency de-
pendent measurements are conducted at the spectral positions of the LE and HE cation,
respectively, for several temperatures and intensities. The intensity range is extended by
one order of magnitude compared to the DCV4T derivative and the cation dynamics are
evaluated until 290 K due to the higher charge generation yield resulting in a larger PIA
signal. For the fitting procedure, only one recombination component had to be assumed for
the strong cation transitions. Again, the dispersive recombination mechanism (Eq. 4.28) was
used to fit the data.
The resulting activation energies, including the error from the fitting procedure, are displayed
in Fig. 6.13. In contrast to the 40 meV determined above for DCV4T-Me1144, the activation
energies determined for the DCV6T derivative range between 70 and 100 meV. Again, the
values appear to be independent of intensity. Only at high intensities, the activation energy
6measured with UPS by M. Tietze at IAPP
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Figure 6.13.: (a) Activation energies for cation generation determined for the LE and HE
cation transitions at different excitation intensities. The maximum intensity corresponds
to ≈130 mW/cm2. (b) Intensity dependence of the offset generation rate (fit parameter
geff,0).
is somewhat smaller, which might be due to the large error from the fit. The error seems to
increase with excitation intensity. One possible explanation might be local heating at very
high excitation intensities. Furthermore, the determined cation generation rate exceeds the
offset value only above 250 K (similar to Fig. 6.11 (a)), leaving only two data points for the
determination of the activation energy. Unfortunately, higher temperatures are technically
not accessible with the current measurement setup.
The higher activation energy for the sexithiophene derivative fulfills the expectations derived
from the lower charge carrier mobilities. Simply spoken, an increase in temperature facilitates
motion of charge carriers away from the interface, which might be expressed macroscopically
by an increase in charge carrier mobility which in turn promotes CT state dissociation.
Again it must be emphasized that the charge carrier mobility is taken as a rough measure
of the transport properties (intermolecular couplings, disorder) that also influence single in-
termolecular hopping steps on the microscopic scale. In this sense, the larger mobility of
the charge could also be expressed in terms of a larger delocalization of the charge, which
increases the mean charge pair distance. Thus, many of the impact factors mentioned above
refer to the same principal mechanism in those blend layers: nanomorphology, domain size,
charge carrier delocalization, and charge carrier mobility may all refer to the same funda-
mental issue, namely the ability of the charge carrier to move (away from the interface).
These results place the foundation for further experiments to verify this statement. An
interesting way for further verification would be an investigation of a blend layer that is
deposited onto a heated substrate. This deposition method in many cases leads to a more
ordered polycrystalline film and larger phases (cf. Chapt. 9). Furthermore, Levichkova et al.
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demonstrated that the activation energy for the charge carrier mobility, determined with
CELIV measurements, is drastically decreased from 186 to 87 meV for a device prepared at
elevated substrate temperature compared to an identical device prepared on a non-heated
substrate, although the room temperature mobility is decreased in the heated device. [216]
The authors suggested that at higher substrate temperature, the growth of the molecules
changes from a rather face-on configuration with the pi-stacking direction perpendicular to
the substrate to a more edge-on configuration with the pi-stacking direction parallel to the
substrate. Although this rearrangements leads to a decrease in the mobility in a specific
direction (in the work of Levichkova et al. perpendicular to the substrate), the activation
energy for charge carrier generation is expected to decrease due to a reduction of the ener-
getic and positional disorder in the layer due to the heating procedure.
One interesting question was not addressed up to now: Where does the offset in the charge
carrier generation rate come from that persists even at 10 K (see Fig. 6.11)? To clarify this
question, the intensity dependence of the offset generation rate, geff,0, determined from the
fit is shown in part (b) of Fig. 6.13. The offset generation rate is directly proportional to the
excitation intensity over the whole investigated intensity range. The errors from the fit are
small, so that they are hardly seen below the data points. The direct proportionality shows
that there is a physical meaning behind this offset parameter. As the effective generation
rate of charge carriers does not vanish at low temperatures, there must be a second charge
carrier generation process that is independent of temperature. One possible scenario will
be sketched here. Excitons that are photogenerated directly at the D/A interface have a
large excess energy in the singlet exciton state (excitation is 0.6 eV above the optical gap
for DCV6T-Me2255) that is used to generate free charge carriers. In the Onsager picture,
this excess energy corresponds to a larger thermalization distance between electron and
hole which facilitates the final dissociation. The process is more efficient in the blend layer
following the CT, as the excess energy from the charge transfer (∆GCT ≈ 0.14 eV7) adds up
to a total excess energy that is higher than in the pristine layer. The mobility might not play
a crucial role for the dissociation of these hot excitons, as the mobility of the still hot charge
carriers following the CT is much higher than in the relaxed state. [49] This is attributed to
the higher density of available states at higher energy, decreasing the intersite distance for
hopping processes. Furthermore, the transfer probability for the initial energetical downhill
hopping processes of hot electrons are not restricted by a temperature dependent exponential
damping term (see Sec. 2.4.3).
The difference between the temperature independent process at low temperature and the
temperature activated process can be explained as follows: Excitons that are generated
7using IPD = 5.55 eV, EAA = 4.0 eV
[118], and Egap,opt = 1.69 eV
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far away from the interface do not reach the interface at low temperatures. However, as
exciton diffusion is also thermally activated, they reach the interface at higher temperatures
as discussed for DCV4T-Me1144. After several hopping processes, the excitons have relaxed
to the temperature dependent equilibrium state in the density of states and distributed their
excess energy to the surrounding. The remaining energy (only ∆GCS without the excitation
excess energy) does not suffice to separate charge carriers at low temperatures, leading to the
observed increase in triplet population. The charge carrier generation rate remains constant
as only those excitons that are generated directly at the interface are efficiently separated.
At even higher temperatures, the thermal activation of mobility (and possibly also thermal
energy from the lattice) increases the probability for charge carrier generation, resulting in
the total effective generation rate, geff,C, exceeding the offset generation rate, geff,0.
The proposed charge generation process behind the observed offset generation rate, geff,0,
could be proven by a dependence on the excitation photon energy. In some cases, such a
dependence is observed for the charge generation yield in pristine organic materials. [12,252]
Measurements in D:A blends have, however, not revealed a clear influence of the excitation
photon energy. [133] Nevertheless, the effect might only be observable at low temperature and
in blends where the excess energy from the CT is low, like for the DCVnT:C60 blends. For
high values of ∆GCS, the additional energy from the exciting photon may not improve the
anyway high yield usually approaching 100 %. [150]
In a second test, substrate heating during deposition could be used to decrease the direct
interface area in the blend due to the increased phase sizes. This reduction should result
in a lower offset charge carrier generation yield, but simultaneously in a smaller activation
energy for charge carrier generation (following the results of Levichkova et al. [216]) due to
the higher degree of ordering in the film.
6.6. Summary
In the beginning of this chapter, photoinduced absorption signals in a pristine DCV4T-
Me1144 film and in a DCV4T-Me1144:C60 blend layer were assigned to specific triplet cation
and anion transitions using DFT calculations. The increased triplet exciton population in
the blend layer is explained in terms of a triplet back transfer following the CT process at
the D/A interface. The feasibility of this process is demonstrated by setting up an energy
diagram for the singlet, triplet and charge transfer states. Cation transitions in the blend
layer indicated the generation of free charge carriers.
Following the identification of the transitions, the recombination analysis using frequency
dependent measurements is explained. The recombination parameters – the excited state
lifetime, τ , and the effective generation rate, geff – are determined and presented for the
pristine and the mixed layer measured at 10 K.
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This recombination analysis is the basis for the discussion of the temperature dependent
processes in the blend layer. It is revealed that the temperature activation of singlet exciton
diffusion leads to an increase of the triplet generation rate, because the additional singlet
excitons at the D/A interface cannot efficiently be converted into free charge carriers but
recombine to the triplet exciton state following the CT process. Above 150 K, a tempera-
ture activation of free charge carrier generation dominates, reducing the yield of the triplet
back transfer mechanism. The mean activation energy of 40 meV is assigned to a tempera-
ture activation of the charge carrier mobility facilitating the escape of the charges from the
D/A interface. The link between the activation energy and the charge carrier mobility is
strengthened from equivalent measurements on the sexithiophene derivative DCV6T-Me2255.
Following an introduction to the PIA spectra, the recombination analysis is repeated result-
ing in a larger activation energy of ≈90 eV. The higher activation energy correlates well with
the mobility which is one order of magnitude lower than that of DCV4T-Me1144.
Additionally, a detailed discussion of the offset cation generation rate reveals a second genera-
tion mechanism that must be independent of temperature. A hot exciton model is proposed
as an explanation for this phenomenon, providing enough excess energy from the initial
photoexcitation for the dissociation of the CT exciton only for excitations that are placed
directly at the interface. The temperature activation of charge carrier generation arises from
the fact that those excitons that are created far from the interface relax in the DOS upon
diffusing to the interface. The concomitant loss of energy must be overcome by the increased
charge carrier mobility at higher temperatures, facilitating their escape from the interface.
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Side Chain Investigation on Quaterthiophene
Derivatives
The influence of the length of alkyl side chains attached to a DCV4T backbone
on the energetical, morphological, and photophysical properties in pristine and
mixed films with C60 is investigated.
The energy levels in solution and thin film, determined with cyclic voltammetry
and ultraviolet photoelectron spectroscopy, respectively, are compared and dis-
cussed.
Absorption and photoluminescence measurements in pristine and D:A blend films
reveal marked differences of the nanoscale morphology, the degree of ordering, and
the phase separation between donor and acceptor for varying side chain length.
The main part of the chapter comprises photophysical investigations using pho-
toinduced absorption spectroscopy. First, the influence of the side chain length
on the molecular interactions is analyzed at low temperature, where exciton mi-
gration is mainly suppressed. For that, the triplet back transfer efficiency is com-
pared, which is sensitive to the D/A coupling strength. After a short discussion
about the charge carrier generation rate at 10 K, the measurement temperature
is increased approaching solar cell working conditions. Besides the identifica-
tion of morphology relevant parameters determining the recombination of triplet
excitons, the temperature activation of the cation generation rate is examined.
With these observations in hand, flat and bulk heterojunction solar cell devices
are compared. Although it is found that the side chains do change the solar cell
performance, a possible influence of the side chain length on the charge carrier
generation efficiency is not unambiguously identified.
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7.1. Energy Levels
The HOMO and LUMO energy levels of a donor material are particularly important for
the final device properties. The HOMO level defines the effective gap at the D/A interface,
which is related to the open-circuit voltage. Furthermore, the hole transport material must
be matched to the HOMO level of the donor material to avoid barriers at this contact. The
LUMO level is often used to estimate whether charge transfer to an acceptor molecule is
theoretically feasible. The easiest way to determine the energy levels is by cyclic voltammetry
(CV), which is usually performed in solution. However, the material is finally deposited in a
thin film, where the energy levels may be different depending on the degree of polarization
or aggregation in thin film. The HOMO energy in thin films is usually identified with the
ionization potential (IP) measured by ultraviolet photoelectron spectroscopy (UPS). The
LUMO level (identified with the electron affinity (EA)) is accessible via inverse photoelectron
spectroscopy. However, this method was not accessible within this work and, therefore, the
best approximation is still the LUMO level in solution. Sometimes, the optical gap is added
to the IP, resulting in the so-called effective optical LUMO energy. [37] However, as long as
the exciton binding energy is unknown, this number is not a reasonable estimation of the
LUMO energy.
Figure 7.1 compares the energy levels determined with CV in solution to the IP values from
UPS measurements for the DCV4T derivatives with alkyl side chain lengths of 0, 1, 2 and
4 carbon atoms1. For reference, the energy levels of C60 are also included. As expected,
the impact of the side chains on the energy levels in solution is small, because the alkyl
chains are not significantly contributing to the pi-system. For all DCV4T derivatives, the
values differ by around 150 meV without indicating a clear trend. Such differences may arise
from induced torsions of the backbone due to steric hindrance induced by longer side chains
or by N-H interactions between the side chains and the DCV endgroup. [179] However, the
shifts affect HOMO and LUMO in the same way, so that the gap energy stays approximately
constant (Egap,CV = (2.00± 0.04) eV).
The IP values in thin film lie around or above the HOMO value determined in solution for
all compounds except DCV4T0. Differences between the values in solution and thin films
may be induced by polarization effects from molecules interacting in thin films, which are
absent in a dilute solution. However, their magnitude cannot be determined exactly due
to the errors of the UPS and CV measurements (typically ±50 meV). The big exception
to this rule is the unsubstituted DCV4T. The IP value of DCV4T0 lies at 6.13 eV, which
is 0.3 eV below the HOMO value determined in solution. Similar differences were already
1For all derivatives but DCV4T0, the IP value is measured on gold foil. Due to the strong clustering







































Figure 7.1.: Energy levels of DCV4T derivatives with different alkyl side chain length
measured in solution (HOMO and LUMO from CV) and in thin film (IP from UPS).
The data was already presented in Sec. 5.3 (Fig. 5.7) and is reduced here to the DCV4T
derivatives. For reference, the energy levels of C60 are shown as well. The CV values
are taken from Ref. [253]. The IP is measured at IAPP by M. Tietze. As it cannot be
measured at IAPP, the EA value for C60 in thin film is taken from Ref. [118] (determined
via inverse photoelectron spectroscopy), where also a similar value was obtained for the
IP.
observed by Ziehlke et al. when comparing the energy levels of terthiophene compounds with
different number and length of the alkyl side chains. [210] The presented IP values were all
measured on thin layers of DCV4T evaporated on gold foil. Usually, 5 – 10 nm suffice to
produce a closed film, which is essential to suppress any remaining signal from the gold foil.
The disappearance of the characteristic Au Fermi edge is the indicator for a closed organic
film on top of the gold. However, for DCV4T0 a closed film could not be obtained even at
a thickness of 15 nm. This indicates a strong island-like growth of the DCV4T0 molecules.
Therefore, the measurement was repeated for a thin film evaporated on top of a 5 nm C60
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sublayer. Although the characteristic peaks of C60 were suppressed, indicating a closed
DCV4T0 layer, the DCV4T0 molecules have a high tendency to aggregate, which might be
one reason for the exceptionally high difference between the CV HOMO (non-interacting in
solution) and the IP value (strong intermolecular interaction in thin film). In contrast to
the other derivatives, the lack of any interfering side chains might support an undisturbed
packing of the DCV4T0 molecules. Another explanation might be a different molecular
orientation of DCV4T0 compared to the other derivatives. For sexithiophene molecules, a
shift of the IP of 0.6 eV was found depending on the orientation of the molecules on the
substrate (lying flat or standing upright). [254] The exact reason for the exceptionally high IP
for DCV4T0 is not yet fully understood, but more arguments are presented in the discussion
about the Voc values from solar cell devices in Sec. 7.6.
With respect to the acceptor C60, the energy levels of the quaterthiophene derivatives are
in the appropriate range (LUMO higher than C60) to work as donor materials in organic
solar cells (OSCs). The deep lying HOMO level ensures a high Voc. The LUMO level is
quite close to that of C60 compared to other donor materials like P3HT.
[37] Nevertheless,
the charge transfer (CT) from the donor to the acceptor works with a high efficiency, which is
demonstrated below with photoluminescence (PL) quenching and photoinduced absorption
(PIA) measurements and, finally, also in solar cell devices.
7.2. Optical Properties
The measurements of the absorption and emission properties in pristine films and mixed with
C60 reveal important details about the order within the film. This knowledge is essential
when interpreting the photophysical investigations as well as for solar cell devices.
7.2.1. Solution and Pristine Films
Absorption Spectra
The previous section has shown that the introduction of alkyl side chains to the olig-
othiophene backbone does not significantly influence the energy levels. This is also re-
flected in the absorption spectra in solution, which are shown in Fig. 7.2 for the DCV4T
derivatives under investigation. The onset of the absorption spectra is not at all affected
(Egap,sol = (2.10± 0.01) eV). However, the peak position and the broadening of the absorp-
tion is different for the investigated molecules. The compound with methyl side chains has a
somewhat special place in this series of side chains. Compared to all others, the absorption
peak is blue shifted by 117 meV. This blue-shift is also predicted by DFT calculations (see
Tab. 6.1). These calculations predict a 70 meV blue-shift for the S0→S1 transition upon
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Figure 7.2.: Normalized absorption (solid lines) and PL (dashed lines) spectra of the
alkyl substituted DCV4T derivatives (a) in solution and (b) in thin film (solid lines).
The absorption spectra are calculated from the measured transmission and reflection data
according to Eq. 4.1. The thin film absorption spectra are shown as optical density on
absolute scale in Fig. C.1 in Appendix C.
is not preserved in the measurements. The spectra for the compounds with longer side
chains in Fig. 7.2 rather resemble that of the unsubstituted DCV4T. Moreover, the solution
absorption spectrum of DCV4T-Me1144 is much broader than those of the other DCV4T
derivatives. This broadening may originate from a flatter torsional potential of the molecule
in the ground state. However, the reason for a flatter torsional potential in solution only
for the methylated DCV4T cannot be clarified on the basis of the currently available data.
A flatter torsional potential means that the molecule can sample inter-ring torsional modes
with a wider range of torsional angles at the same thermal energy. The torsional potential
is usually steeper in the excited state because of a shortening of the inter-ring bonds. [218]
Thus, the backbone becomes more rigid and excitation of higher torsional modes is more
difficult. When the difference between the torsional potentials in the ground and excited
state increases, strong geometrical reorganization is necessary to reach equilibrium in the
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excited state upon absorption (S0→S1 transition). This is reflected in a large reorganization
energy. A qualitative measure for the reorganization energy is the Stokes shift, i.e. the ener-
getic distance between the (0–0) modes in absorption and emission. Due to the blue-shift of
the absorption, the Stokes shift is largest for the methylated derivative. From this observa-
tion, it is concluded that torsions in the backbone are induced most easily in the methylated
compound.
In comparison to the solution spectra, the absorption spectra in thin films are red-shifted by
≈ 0.3 eV (see Fig. 7.2 (b)). Moreover, they exhibit a certain degree of vibronic substructure.
This structure is most pronounced for the unsubstituted DCV4T0, which shows at least three
distinct peaks with intermode distances of ≈180 – 200 meV, which is the typical distance for
C–C [33,154] or C=C [17,33,229,255] vibrational stretching modes. For longer side chains, the sub-
structure is less distinct and only scarcely visible for the butylated DCV4T. In contrast to
the complete freedom of rotation for the molecular units in the backbone in solution, the in-
tegration of the molecules in the film leads to a planarization of the molecular backbone. [187]
In non-interacting molecules in solution, the side chains induce a conformational change to
the molecules, leading to a new equilibrium conformation. In thin films, the electronic inter-
actions between the molecular backbones steepens the potential for conformational changes.
This stiffening results in an enhanced vibronic structure of the absorption spectra for all
DCV4T derivatives compared to the solution spectra. [256] The statement of different molec-
ular conformations in solution and thin film is confirmed by the different relative intensities
of the vibrational modes in the PL spectra in thin film and solution. Another indicator of the
intermolecular ordering in thin organic films is the visibility of a shallow-band notional (0-0)
absorption peak. [33,257,258] Brown et al. performed a detailed investigation of the absorption
spectrum of polythiophene (P3HT) thin films. [33] The authors emphasized that a simple
Franck-Condon analysis of the absorption spectrum, assuming only one vibronic mode cou-
pled to the pi − pi∗ electronic transition, cannot explain the energetic positions and relative
intensities of the peaks. Instead, they suggested an interchain excitonic absorption being
responsible for the observed notional (0-0) absorption peak. Such interchain features are
only feasible in the presence of strong interchain order. Brown et al. verified their proposed
model by successfully modeling the temperature dependent PL spectra. Furthermore, they
compared the results from the ordered regioregular P3HT to rather amorphous regiorandom
P3HT, where the interchain absorption and emission features are much less intense. With
regard to the chemical similarity between P3HT and oligothiophenes, the argumentation of
Brown et al. [33] is followed here and the first absorption peak in the thin film absorption
spectra in Fig. 7.2 (b) is assigned to intermolecular excitonic absorption. Then, the (0-0)
absorption peak of the intramolecular transitions is identified with the next peak that is
higher in energy. The oscillator strength of the intermolecular absorption peak is then a
measure of intermolecular aggregation (intermolecular order) in the thin film, a means of
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identifying the two extreme cases of randomly oriented amorphous and fully crystalline films.
Figure 7.2 (b) shows that the peak at 617 nm, assigned to intermolecular aggregation, is also
strongest for DCV4T0, with decreasing oscillator strength for longer alkyl side chains. The
reduced ability of the molecules to arrange in an ordered fashion in thin films is attributed
to the more bulky side chains that hinder an optimal molecular arrangement. [218] Gierschner
et al. mention two more factors how alkyl side chains can influence thin film absorption
spectra. [218] The first is a shortening of the conjugation length due to intramolecular tor-
sions induced by the substituents. Second, the side chains can lead to an increased average
intermolecular distance, similar to a dilution of the solid. Due to the interchain absorption
feature being the lowest-energetic absorption feature, the “real” optical gap (onset of the
electronic pi − pi∗ transition) is not directly accessible without a thorough Franck-Condon
analysis. The absolute absorption onset slightly increases with the length of the side chains
from 1.80 to 1.88 eV.
An interesting feature in the comparison between solution and thin film absorption spectra
is the ratio between the S0→S1 and higher energy transitions (S0→Sn): In solution, the
high energy transitions are more intense for the alkyl-substituted, whereas this ordering is
reversed in thin film. The higher intensity for the substituted derivatives was already sug-
gested by DFT calculations, predicting a slightly larger amplitude for this transition (see
Tab. 6.1). The observation of a reverse ordering might also be explained by a geometry
change of the ground state in the thin film.
Photoluminescence Spectra
The PL spectra of the DCV4T thin films measured at room temperature are also depicted
in Fig. 7.2 (b). For clarity, the spectra are offset proportional to the change in temperature.
The spectrum of DCV4T0 exhibits strong peaks around 670 and 718 nm, and another weak
contribution around 790 nm. The first two are also identified in the spectra of DCV4T-
Et1144 and DCV4T-Bu1144, although they are less distinct for DCV4T-Et1144 and hardly
distinguishable for DCV4T-Bu1144. The most striking difference occurs for the compound
with methyl side chains. The emission spectrum is red-shifted compared to the others by
100 nm and there is absolutely no vibrational structure left. In their publication about
P3HT, Brown et al. also found that two Franck-Condon series were necessary to adequately
model the PL spectra of P3HT. [33] The authors took this finding as another proof for the
presence of interchain excitonic states that also show up in emission. For the first vibronic of
the interchain emission series, their results yielded a center energy of the Gaussian peak at
1.68 eV (738 nm) at 300 K. This value matches well the emission of DCV4T-Me1144, which
peaks around 755 nm (1.64 eV). Interestingly, DCV4T-Me1144 does not show the strongest
intermolecular features in the absorption spectra, but rather the unsubstituted DCV4T0,
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which does not show (at least not exclusively and not as intense) interchain emission like
DCV4T-Me1144.
Somewhat deeper insight into the PL spectra is gained from temperature dependent PL
measurements2. Figure 7.3 shows temperature dependent PL measurements for all four
DCV4T derivatives recorded between 10 and 290 K. The spectra are normalized to their
respective maximum.
Changes in the measurement temperature can have multiple effects on the PL spectra that
must be taken into account when interpreting the data. At low temperature, thermally
activated torsions of the molecular backbone are frozen out, which reduces disorder in the
film and potentially increases intermolecular interactions. Furthermore, the reduced thermal
energy for exciton diffusion reduces the equilibrium energy (only energetic downhill hopping
possible), leading to a preferential occupation of sites at lower energy. As discussed above,
the lowest energy configuration is the crystalline packing of the molecules and thus, regions of
high intermolecular order. It is, therefore, expected that recombination occurs predominantly
from more ordered regions in the bulk. However, the exciton diffusion length decreases with
temperature and excitons may also be trapped at higher energy sites. In contrast to this,
exciton diffusion is much easier at higher temperatures and well ordered regions can be
reached. However, the equilibrium energy is higher and excitons will also occupy higher
energy sites. Moreover, due to the higher thermal energy, intermolecular disorder is higher
and the density of well-ordered low-energy sites decreases.
As expected, the PL of the two derivatives with longer side chains slightly red-shifts upon
lowering the temperature (see Fig. 7.3 (c) and (d)). In contrast to the relatively unstructured
emission at room temperature, two distinct peaks evolve at 1.62 and 1.76 eV, respectively,
with slightly higher intensity for the lower-energy peak. Below 70 K, the spectra do not
change anymore. Brown et al. also applied their modeling to temperature dependent PL
measurements on P3HT. [33] They found that the relative intensity of the interchain emission
features does not strongly depend on temperature and is even constant below 125 K. This
finding might be explained by the abovementioned preferred occupation of low-energy sites
in the density of states (DOS), favoring emission from low-energy ordered regions. Therefore,
the higher intensity of the peak at 1.62 eV at 10 K both in DCV4T-Et1144 and DCV4T-Bu1144
may be interpreted in terms of an interchain emission feature. However, this assignment still
requires further investigation.
The temperature dependence is completely different for DCV4T-Me1144. The unstructured
2Those measurements are not possible at the standard PL spectrometer at IAPP. Therefore, the PIA
setup was used to obtain temperature dependent PL spectra down to a temperature of 10 K. However,
this setup is not calibrated, which leads to PL spectra that are convoluted by the wavelength dependent
transfer function of the setup. This disadvantage can be overcome by matching two spectra recorded at the
calibrated spectrometer and the PIA setup, respectively, both at the same temperature (room temperature).
The correction function thus obtained is used to correct the spectra recorded at lower temperatures.
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Figure 7.3.: Temperature dependent PL measurements of pristine films of all investi-
gated DCV4T derivatives. The spectra are recorded using the measurement setup for
photoinduced absorption, described in Appendix A. The spectra are corrected for the
spectral transfer function of the PIA setup as described in the text. For better visibility,
the spectra are vertically offset proportional to the change in temperature. The black ar-
rows indicate the red-shift of the PL onset upon decreasing the temperature. The samples
have a thickness of 30 nm. Excitation is provided by a laser at 532 nm and an excitation
intensity of ≈130 mW/cm2.
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emission spectrum at room temperature only slightly red-shifts (see Fig. 7.3 (b)). A second
peak evolves around 1.5 eV, whereas the other stays practically constant at 1.64 eV. Below
100 K, the spectrum does not change anymore so that the overall temperature induced
changes in the spectrum remain small. This observation supports the assumption that
already the emission observed at room temperature is to a great extent determined by
emission from extended intermolecular excitations. The peak position coincides well with
that of the just discussed low temperature limit of the DCV4T derivatives with longer side
chains.
The situation is even more complicated for DCV4T0, which already exhibits a clear multiple
peak structure at room temperature, as introduced above (see Fig. 7.3 (a)). Upon decreasing
the temperature, the highest energy peak vanishes and a broad red-shifted emission evolves.
Below 150 K, this behavior is reversed and at 10 K the room temperature spectrum is fully
recovered in shape with slightly red-shifted but shallower peaks. Until now, this behavior is
not fully understood.
7.2.2. Mixed Films with C60
Absorption Spectra
Figure 7.4 (a) shows the absorption spectra of all DCV4T derivatives in a mixed layer with
the acceptor C60 with a total thickness of 60 nm and a mixing ratio of 1:1 by volume. The
spectra are all similar in shape and – with the exception of DCV4T0 – even equal in magni-
tude. The absorption spectrum of the DCV4T0:C60 mixed layer depicts a very special case
which will be treated separately in more detail in Chapt. 9. Compared to the absorption
spectra of the pristine materials in Fig. 7.2 (b), the mixed layer spectra lack any vibronic
substructure. The strong peak around 340 nm originates from C60, as can be inferred from
the absorption spectrum of a 30 nm thick pristine C60 layer that is depicted in Fig. 7.4 (b)
for comparison. A barely visible leftover of the low energy absorption, indicating ordered
domains in the pristine materials, can be discovered in the blend layer absorption spectra
of DCV4T0 and DCV4T-Me1144 at 617 nm. From this observation, one could tentatively
conclude that the two phases of donor and acceptor grow more coarsely grained for those
two materials. The phase separation is a crucial parameter for the description of mixed D:A
layers because the degree of phase separation influences not only the charge transport and
recombination. It also defines the amount of excitons reaching the D/A interface, which is
limited by the exciton diffusion length (see also Chapt. 9).
In part (b) of Fig. 7.4, the mixed layer spectrum of DCV4T-Me1144 is exemplarily taken
to illustrate the differences to the absorption spectra of the pure donor and acceptor com-
pounds, respectively. The vibronic structure of the pristine DCV4T-Me1144 film is nearly
completely lost. The presence of the acceptor C60 interrupts the packing of the quaterthio-
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Figure 7.4.: (a) Thin film absorption spectra of mixed layers of the four DCV4T deriva-
tives with the acceptor C60. The layers are mixed 1:1 by volume with a total thickness
of 60 nm. The absorption spectra are calculated from the measured transmission and re-
flection data according to Eq. 4.1. (b) From the DCV4T derivatives in part (a), DCV4T-
Me1144 is chosen to exemplify the differences between the mixed layer absorption spectra
and those of pristine donor and acceptor layers (DCV4T-Me1144 and C60, 30 nm each).
The absorption spectrum of DCV4T-Me1144 in solution is redrawn for comparison. The
absorption spectrum of C60 was obtained by S. Olthof at the IAPP.
phene molecules in their favored way, similar to the molecules in a solution. Therefore, the
mixed layer absorption indicates a “dilution” of (at least part of) the DCV4T in C60 (cf.
the solution and the mixed layer spectra of DCV4T-Me1144 in Fig. 7.4 (b)). The visibility
of the aggregation shoulder in the blend layers depends on the size of the pristine DCV4T
grains in the mixed film.
Photoluminescence Spectra
The mechanism of charge carrier generation at the D/A heterojunction in OSC was intro-
duced in Chapt. 3.7. It was mentioned that – as long as the energy levels of donor and
acceptor are appropriate – ultrafast CT occurs at the interface between donor and accep-
tor. The CT process generally leads to strong quenching of the PL of the pristine materials
because the rate of the CT is larger than the rate of the luminescent decay of the singlet
exciton to the ground state. This PL quenching was observed by Schueppel et al. for selected
DCVnT materials in combination with the acceptor C60.
[140] For n ≥ 4, the quenching was
attributed to a CT reaction, whereas it was attributed to energy transfer in DCV3T, wit-
nessed by sensitized emission from the acceptor C60.
[186] The observation of energy transfer
for the terthiophene compounds was confirmed by Ziehlke et al. for all DCV3T compounds
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listed in Fig. 5.23. [210] However, for the quaterthiophene compounds, energy transfer was
shown to be insignificant. [186]
Figure 7.5 shows the emission spectra of the DCV4T derivatives in mixed layers with the
acceptor C60 compared to their PL spectra in pristine layers, all recorded at room tempera-
ture. The mixed layer luminescence is strongly quenched for all donor compounds, indicating
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Figure 7.5.: Comparison of mixed and pristine layer PL spectra (normalized) for the
DCV4T compounds with different side chain lengths. The mixed layers were coevapo-
rated with a 1:1 ratio (by volume) with a total thickness of 60 nm. Thus, the amount of
oligothiophene material is equal between mixed and pristine layers (30 nm thickness). The
quenching factors, indicating the PL intensity ratios between pristine and mixed layers
due to a CT at the D/A interface, are given in the respective graphs. Differences in the
absorption between pristine and blend layer are not considered in the quenching factors.
Furthermore, simple Gaussian fits were used to estimate the peak centers for all PL spec-
tra. Only the number of the peaks was fixed during the fitting procedure. The resulting
peak positions are given in the figures. For DCV4T-Bu1144 (part (d)), the onset of the
red-shifted emission at 1.32 eV in the mixed layer is exemplarily determined. All samples
were equally excited at 550 nm.
3All DCV3Ts but DCV3T-Me1133, which has not been investigated up to now.
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energy transfer process as in terthiophenes, see Sec. 5.5). Two different quenching factors are
mentioned in Fig. 7.5 (a-d): Q0–0 denotes the ratio of the (0–0) peak values between mixed
and pristine layer. This value is used to indicate the quenching efficiency of the intramolec-
ular singlet exciton. In contrast to this, Qint is the ratio of the integrated PL spectra. Using
the latter value to quantify the quenching efficiency of singlet excitons can be misleading
when additional emission features arise in the blend layer (e.g. CT emission).
It is interesting to inspect the PL remainder of the compounds with different side chain
lengths. The PL spectrum of DCV4T0 (part (a)) still exhibits residual emission from the
two strong peaks observed in the pristine material (around 1.7 and 1.9 eV). Such residual
emission indicates that not all excitons can reach the interface, which can be explained by
a small exciton diffusion length, LD, a coarse morphology with phase size higher than the
LD, or by an inefficient CT process. The emission intensity at 1.6 eV is stronger in the
mixed layer. An emission from C60 is excluded because it peaks at 1.7 eV.
[187] Another
explanation for this increase might be emission from an intermolecular D/A CT exciton, as
demonstrated for various polymer D/A combinations (see Chapt. 3.6.2). From the HOMO
energies derived by CV and UPS measurements, one expects the CT state at similar energies
for all quaterthiophenes except DCV4T0, which exhibits an extraordinarily high IP in thin
film. Although the origin of this value is not clarified yet, the similarity of Voc’s obtained
from the DCV4T derivatives (see Sec. 7.6) rather suggests similar CT state energies for all
compounds.
The blend layer PL spectrum of DCV4T-Me1144 is somewhat surprising, because it exhibits
a peak structure similar to DCV4T0, which is not observed in the pristine layer. The peaks
at 1.72 and 1.86 eV, observed in the blend layer PL spectrum, are therefore supposed to
represent the intramolecular emission including intramolecular vibrational modes, similar
to that of DCV4T0. The shoulder around 1.6 eV is also identical to DCV4T0, and could
also constitute a weak emission from a CT exciton. These explanations support the above
assignment of the pristine layer PL of DCV4T-Me1144 to emission from an intermolecular
excitonic state. This emission feature does not show up in the mixed layer due to the in-
terruption of the packing motif of DCV4T-Me1144 by fullerene molecules. The quenching
factors are smaller compared to DCV4T0. However, it is questionable to which extent the
quenching values shown in Fig. 7.5 are meaningful for a quantification of the CT efficiency.
Q0–0 does not contain any information in this particular example, because this transition is
not present in the pristine DCV4T-Me1144 layer. Qint is likewise insignificant, because the
emissive species are different in pristine and blend films.
The PL spectra obtained from blends of DCV4T-Et1144 and DCV4T-Bu1144 with C60 are
shown in parts (c) and (d). Neither of them shows any remaining signature of the pristine
film. The Q0–0 quenching factors are accordingly much higher than for DCV4T
0 or DCV4T-
Me1144. The integrated value, Qint, again suggests the wrong picture of the singlet exciton
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quenching efficiency, as this value is similar to that of DCV4T0. The remaining emission can
be modeled by a single Gaussian feature at 1.56 and 1.57 eV, respectively. These energies are
similar to those obtained for the other two DCV4T derivatives. This observation confirms
an emissive CT exciton as the origin for this emission feature. Depending on where the
energy of the CT state is defined, it is estimated to lie between 1.32 eV (onset) and 1.60 eV
(maximum). The reason for the ultimate quenching of singlet exciton emission in these two
compounds may be found in a really intimate mixing between donor and acceptor, leaving
no chance for the exciton to not reach the D/A interface. This was already suggested from
the lack of the DCV4T aggregate absorption feature for these two compounds in the blend
layer spectra in Fig. 7.4 (a).
7.3. Influence of the Side Chain Length on the Intermolecular
Coupling
The aim of the photophysical investigation is to gather information about the influence of
the side chain length on the charge transfer efficiency from the donor to the acceptor C60.
As a first approximation, the longer side chains are supposed to increase the mean distance
between donor and acceptor, which then reduces the charge transfer efficiency. In order to
transfer charges, the wavefunctions of donor and acceptor must exhibit a certain overlap,
rendering this process short-ranged. This distance dependence is also important for the
Dexter energy transfer mechanism that exhibits an exponential decrease of the transfer rate
with increasing molecular distance. In calculations for pentacene and C60, the exponential
distance dependence of the intermolecular couplings was confirmed by Yi et al. [112] Further-
more, the couplings are strongly dependent on the relative orientation of donor and acceptor,
which determines the CT efficiency.
Ziehlke et al. already investigated terthiophene compounds with different side chain
lengths. [210] In these compounds, energy transfer to the acceptor C60 is the dominant transfer
mechanism, which leads to an enhanced triplet exciton population in blend layers. Both, sin-
glet and triplet energy transfer depend on the intermolecular distance, although with varying
strength (∝ R−6 and ∝ exp (−2R), respectively). In their work, the authors determined the
transfer efficiency by comparing the ratio of triplet generation rates in pristine donor and
D:A blend layers. [210] Their results revealed a dependence of the transfer efficiency on the
side chain length, which first increases from no side chains to methyl, but then decreases for
the longer butyl side chains.
From the measurements in the previous sections of this chapter, it is clear that the side
chain length does not only affect the charge or energy transfer efficiency, but also strongly
influences the morphology of pristine as well as blend layers. For a proper comparison of
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the four DCV4T compounds, it is therefore necessary to minimize the impact of morphology
related processes as far as possible. The following investigation is, therefore, performed at
10 K, where temperature activated processes like exciton diffusion are largely suppressed (cf.
Sec. 2.4.4). As the charge carrier generation rate is low at this temperature, the transfer
efficiency is estimated by comparing the efficiency of the triplet back transfer mechanism4
for all DCV4T compounds. Before the investigation of blend films, the differences between
the pristine compounds are examined.
7.3.1. PIA Spectra of Pristine and Blend Layers at 10 K
The photoinduced absorption (PIA) spectra of the pristine compounds are shown in
Fig. 7.6 (a). The spectra are displayed on a log-scale to better visualize transitions with
smaller amplitude. For a better comparison, the spectra are corrected for the optical den-
sity, OD, of the layers. The optical density is determined according to Eq. 4.25 from the
reflection and transmission measurements performed on a separate sample prepared on a
quartz substrate.
The principal assignment of the peaks to specific excited state transitions (DCV4T triplet
excitons, cations, and anions) was done in Chapt. 6 for the methylated compound. DFT
calculations revealed only minor changes in the transition energies upon attaching methyl
side chains to the DCV4T backbone (see Tab. 6.1). Therefore, a further increase in the side
chain length is unlikely to have a significant influence on the peak positions.
In contrast to the methylated compound, DCV4T0 shows an additional absorption feature
below 0.6 eV. The onset of a similar feature is also visible for DCV4T-Et1144 and DCV4T-
Bu1144. DFT calculations predict a very weak triplet exciton transition at 0.67 eV (T1→T2).
The transition amplitude is approximately two orders of magnitude lower than for the strong
T1→T4 transition, in good agreement with experiment. For the compound with methyl side
chains, a small red-shift is predicted from the values given in Tab. 6.1, which places this
transition beyond the accessible energy range.
Upon closely comparing the spectral positions of the triplet exciton T1→T4 transition be-
tween pristine and blend films in Fig. 7.6, a small blue-shift is visible for the pristine
DCV4T0film. This shift is attributed to an effect of strong intermolecular interaction in
the densely packed pristine layer.
The magnitude of the triplet transitions increases with longer side chains. Assuming con-
stant triplet exciton lifetimes, this observation indicates an increase of the triplet exciton
generation rate (i.e. the intersystem crossing (ISC) efficiency) on the side chain length. This
issue is addressed in more detail in the recombination analysis in the next section.
4See Chapt. 6 (Sec. 6.2.1, especially Fig. 6.1 c) for a detailed explanation of this mechanism.
5The absorption spectra that display the differences in the optical density for all four DCV4T compounds
are shown in Appendix C (Fig. C.1).
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Figure 7.6.: PIA spectra (ip-component) of (a) pristine films (30 nm) of all DCV4T
compounds and (b) mixed films with the acceptor C60 (1:1, 60 nm) measured at 10 K. The
ordinate is shown on a log-scale to better visualize transitions with smaller amplitudes.
The spectra are corrected for the optical density, OD, of the films at the exciting laser
wavelength. The identified excited state transitions are labeled in the graph. All spectra
were recorded at an excitation intensity of ≈130 mW/cm2. The modulation frequency of
the excitation was fixed at 173 Hz.
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Finally, it is worth mentioning that the onset of the ground state bleach (GSB) blue-shifts
with increasing side chain length. As this value depends on the ground state absorption spec-
trum, this observation is not unexpected. The thin film absorption measurements exhibit a
similar blue-shift of the optical gap (determined from the absorption onset) with increasing
side chain length.
Part (b) of Fig. 7.6 shows the PIA spectra of mixed films of all DCV4T compounds with the
acceptor C60. Again, the same peaks are visible as in the pristine film. Surprisingly, even
the anion signature is present in the mixed films with a comparable transition amplitude.
Therefore, the efficiency of intrinsic charge carrier generation in the pristine donor phase
of the blend layer is similar to that in the pristine film. The process must, therefore, be
faster than the diffusion of the excitons to the D/A interface. At 10 K, this implication is
reasonable as exciton diffusion is widely suppressed at low temperatures.
The observed blue-shift of the transition energy for DCV4T0 is impeded due to the disruption
of the preferred microstructure in the presence of C60. Instead, a monotonous blue-shift of
the maximum of the strong T1→T4 triplet transition by 30 meV arises on increasing the
side chain length. Beljonne et al. stated that – in contrast to the lowest energy T1 state
– the higher excited Tn states have a lower binding energy and can extend over several
repeat units, which they inferred from theoretical calculations and PIA measurements on
poly-ynes. [259] As a consequence, the Tn states follow the same trends as the singlet Sn states
when elongating the backbone, whereas the T1 state does not.
[38] This fact generally leads to
the red-shift of the T1→Tn absorption features from monomers to polymers. In the present
case, the S0→Sn transition energies blue-shift upon increasing the side chain length, which
is observed in the absorption measurements in thin film and from the onset of the GSB in
the pristine layer. Likewise, a blue-shift of the T1→Tn absorption features with longer side
chains is expected.
The LE cation peak around 0.9 eV is more distinct than in the pristine layer in all DCV4T
compounds, indicating higher charge carrier generation yields. At low temperature, the
generation of charge carriers is attributed to an offset generation rate from hot excitons
at the D/A interface (see Sec. 6.5.2). The anion and cation transitions at 0.7 and 0.9 eV,
respectively, also exhibit a small shift with increasing side chain length. However, in contrast
to the triplet exciton transition, the energy decreases by approximately 50 and 70 meV,
respectively.
Finally, the shift of the onset of the GSB is still visible in the blend layer, but no longer
as pronounced. This observation matches the absorption measurements, which have already
shown that the differences between the DCV4T compounds that arise due to a higher degree
of ordering in the pristine film are only partly preserved in the blend layer.
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7.3.2. Recombination Analysis for Pristine and Blend Films at 10 K
The recombination analysis is conducted as described in Chapt. 6. Figure 7.7 shows exam-
ples of the frequency scans including the fits. The triplet exciton recombination is always
assumed to be non-dispersive, whereas the second recombination component (Y) is assumed
to recombine with a certain distribution of lifetimes. Tab. 7.1 shows the resulting fit pa-
rameters, τ and geff, for all DCV4T compounds. For DCV4T
0 and DCV4T-Et1144, three
recombination components were used to accurately fit the data. As described before, the
anion transition may contribute to the signal at this transition energy. Due to the usually
long lifetime and small amplitude of this recombination component, certain parameters must
be fixed manually to obtain an acceptable fit. As a consequence, these parameters must be
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Figure 7.7.: Examples of frequency scans (symbols) at the spectral position of the triplet
exciton T1→T4 transition of all DCV4T compounds. The measurements are performed at
10 K at an excitation intensity of ≈30 mW/cm2. All data are corrected for the PL signal
that gives a disturbing positive contribution to the change in transmission. A combined
fit (blue lines) of the ip- and op-signals is performed to minimize errors. For the presented
examples, a sum of two or three components (either monomolecular, following Eq. 4.20,
or dispersive, following Eq. 4.28) is used. The determined fit parameters are given in
Tab. 7.1.
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treated with caution. Furthermore, the dispersivity parameter, δ, of component Y must
be fixed to 1 in the case of three recombination parameters, because with two independent
dispersive recombination components the fit is overparametrized and several combinations
of the dispersivity values give similar fits. However, this procedure only serves to obtain a
good fit of the whole frequency scan. It does not significantly influence the fit parameters of
the triplet exciton, which are analyzed here.
It is worth repeating the definition of the effective generation rate, geff, from Sec. 4.3.3
(Eq. 4.22):
geff = σdg0 = σdηαIL . (7.1)
Irrespective of the recombination mechanism that is used, a collection of material parame-
ters is included. The actual value of interest is the generation yield, ηi, which specifies the
probability that a specific excited state, i, is generated following photoexcitation. However,
as long as one of the material parameters is not exactly known (e.g. the absorption cross
section of the excited state, σi or the excitation intensity, IL), the yield can only be given
with large errors. As all these parameters occur as a product, they can be summarized in an
effective generation rate, geff,i , given in units of [1/s]. As long as the other parameters are
kept (or assumed to be) constant, geff can be used as a measure of the quantum yield, η.
The determined lifetime of the triplet exciton at 10 K is approximately 15 µs in all DCV4Ts,
which is quite short for organic compounds. Triplet exciton lifetimes of purely organic
Table 7.1.: Fit parameters determined from the frequency scans at the triplet exciton
T1→T4 transition in the pristine films of all DCV4T compounds at 10 K. The correspond-
ing data and fit curves are shown in Fig. 7.7. The excitation energy was ≈30 mW/cm2.
Parameters that were fixed during the fitting procedure are marked with (f).
side chains: none Me1144 Et1144 Bu1144
triplet
exciton
τT (µs) 14.8 14.1 16.4 16.7
geff,T/OD (1/s) 4.9 5.0 13.7 20.8
comp Y
τY (µs) 166 212 217 143
geff,Y/OD (1/s) 0.216 0.425 1.70 1.14




τCE (µs) 721 – 3000 (f) –
geff,CE/OD (1/s) 0.0143 – 0.0182 –
δCE 0.80 – 0.71 –
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(metal-free) molecules are usually on the order of several 100 µs [31] and can even exceed
several ms [32], whereas those of transition metal complexes used as phosphorescent emitters
in OLEDs also exhibit lifetimes in the µs range [31,34]. Interestingly, there is a difference
in the lifetime of the presumably more ordered compounds (DCV4T0 and DCV4T-Me1144
with τ < 15 µs) compared the compounds with longer side chains, which presumably have
a higher degree of disorder. Their lifetimes slightly exceed 16 µs (see Tab. 7.1). One expla-
nation might be quenching of triplet excitons at impurity sites in the film. To reach these
impurities, the triplet excitons must diffuse in the film. This process strongly depends on
the disorder of the energetic landscape. The diffusion constant is expected to be larger in
more ordered systems. Therefore, excitons in the more ordered compounds with shorter side
chains will reach these impurities with higher probability, which may explain the shorter
lifetime. However, the effect is strongly temperature dependent, as the diffusion in disor-
dered systems is temperature activated. This might explain the tiny difference between the
ordered and disordered compounds at 10 K.
The effective generation rates for triplet excitons in all DCV4T compounds are stated in
Tab. 7.1. To account for absorption differences, the values are corrected for the optical
density of the film. Keeping the excitation intensity constant and assuming that the absorp-
tion cross section for the T1→T4 transition does not change upon increasing the side chain
lengths, these values directly map the ISC yield of these compounds. The value increases
with increasing side chain length from 5 to 20/s. This increase in the ISC yield with longer
side chains is explained by stronger twisting of the oligothiophene backbone due to steric
hindrance by the side chains. [73,260,261] Ziehlke et al. determined the dihedral angles between
the thiophene units for terthiophene compounds without side chains and with two and four
methyl side chains attached to the backbone. [210] The authors observed a strong increase
from 0 to 25° upon adding the side chains. Furthermore, Fitzner et al. determined the
crystal structure of single crystals from DCV4T0, DCV4T-Me1144, and DCV4T-Et1144. [179]
They found nearly coplanar molecules for short side chains, whereas the ethyl substituted
compound displayed significant twisting due to steric hindrance induced by the side chains.
Therefore, the attribution of the strong increase in the ISC yield to a stronger twisting of
the molecules upon elongating the side chains from zero to four carbon atoms is reasonable.
Due to the low signals of the cation and anion transitions in the pristine films, their recom-
bination dynamics are not determined.
In the blend layer, the triplet exciton lifetime is increased compared to the pristine layer
for all DCV4T compounds. Such an effect was observed by Ford et al. upon blending two
polyfluorene polymers, F8BT and PFB, with different blending ratios. [32] The increase in
the monomolecular triplet lifetime was attributed to a disruption of the interchain packing
of the polymers, which decreases the triplet exciton mobility, thereby reducing quenching at
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impurities and defect sites. The lifetime of the methyl compound (τT = 25.2 µs) approaches
the values of the compounds with longer side chains (τT = 25.8 µs for DCV4T-Et1144 and
23.1 µs for DCV4T-Bu1144). Following the above argumentation, this is explained with a loss
of the preferred packing motif, which increases the disorder in the film and leads to similar
lifetimes for all compounds but the unsubstituted DCV4T (τT = 17.8 µs). The lifetime is
only slightly increased there, indicating that the pristine packing is at least partly preserved
in the blend layer.
Now, the influence of the side chain length on the transfer efficiency is examined. At 10 K,
exciton diffusion is expected to be small and does not superimpose the transfer efficiency.
Nevertheless, morphological details must be taken into account. The mixing of the donor
and acceptor phases plays an important role in this analysis, because this determines the
fraction of molecules that are close to the D/A interface and are able to perform a CT. The
PL measurements, presented in Sec. 7.2.2, showed a different quenching efficiency for short
and longer side chains. At 290 K, the intramolecular PL was fully quenched for the ethyl and
butyl compound, indicating that all excitons reach the interface. In contrast to this, a small
contribution from the molecular PL was still visible for the unsubstituted and the methyl
compound. From this observation, it was concluded that the phase separation is smaller for
the compounds with longer side chains. At 10 K, the exciton diffusion length is shorter than
at 290 K, so that fewer excitons are able to reach the interface. The effective generation rate
for triplet excitons in the blend is, therefore, regarded as a superposition of triplet excitons
generated by intrinsic ISC and generated by the triplet back transfer mechanism from the CT
state. The intramolecular ISC rate is assumed constant upon blending the oligothiophene
materials with C60, because this acceptor has no influence on the intramolecular spin-orbit
coupling of the DCV4T molecules.
In their investigation on terthiophene molecules with varying side chain length, Ziehlke et al.
performed a similar comparison to determine the transfer efficiency between donor and ac-
ceptor, although the exact mechanism is different to the triplet back transfer mechanism
that prevails here. [210] In DCV3T:C60 heterojunctions, the singlet exciton is transferred via
energy transfer to the C60 molecule. There it undergoes ISC and the triplet exciton is back-
transferred to the terthiophene molecule. This process was verified from the observation of
sensitized emission from the fullerene, which is not present for DCV4T derivatives. In their
studies, Ziehlke et al. used the ratio of the triplet generation rates in the pristine and the
blend layers as an indicator of the total transfer efficiency. The advantage of this approach
is that an exact knowledge of the absorption cross section of the triplet transition is not
necessary. It must only be assumed that it does not change upon mixing with C60, which
is reasonable. When the optical density of the film at the exciting laser wavelength and
the excitation intensity are taken into account, the ratio of the effective generation rates di-
rectly translates into the ratio of the triplet exciton yields between pristine and blend layer,
181
Chapter 7: Side Chain Investigation on Quaterthiophene Derivatives
ηpr/ηbl. Following this approach, their results indicated the strongest D/A interaction for
the compound with two methyl side chains attached to the backbone. The transfer efficiency
was lower for longer side chains or an increased number of side chains.
Table 7.2 shows the determined effective generation rates of the triplet exciton determined
from frequency scans at the T1→T4 transition of each DCV4T compound in the pristine
and the mixed layer at a temperature of 10 K. The measurements are all performed under
approximately equal excitation conditions and the numbers are corrected for the respective
optical density. For the comparison of the DCV4T derivatives, four different cases are
considered here (A–D), which are sketched in Fig. 7.8. The actual measure of interest is the
yield of triplet exciton generation in the blend layer via the back transfer from the CT state,
ηBT. This value is regarded as an indicator of the strength of the D/A interactions that
were supposed to be influenced by the length of the side chains. [210] The first case (A) is the
approach of Ziehlke et al., where the ratio of the triplet generation rates in pristine and blend
layer is evaluated. [210] In this approach, no assumptions about the relative importance of ISC
(1) and the back transfer mechanism (2) for the total generation of triplet excitons in the
blend layer are made. The determined ratios of the generation rates are shown in Tab. 7.2.
The determined ratio of the generation rates decreases with increasing side chain length
from 2.4 to 1.1. For DCV4T-Et1144, it is even lower than one, which demonstrates that in
contrast to the general statement for quaterthiophene derivatives, the triplet generation rate
in the blend layer is lower than in the pristine film. The triplet ratio for the butyl compound
was previously determined by Schueppel et al. [140] The authors found a slightly higher value
of 2.2, which led the authors to the conclusion of the increased triplet exciton population
in the blend layer by triplet back-transfer. The lower value determined here is probably
more exact due to the more elaborate fitting procedure and the larger frequency range in
Table 7.2.: Effective generation rates, geff,T, for triplet excitons determined from the
frequency scans at the triplet exciton T1→T4 transition in the pristine films of all DCV4T
compounds and in blends with C60 (all corrected for the optical density, OD, of the film).
The data is recorded at 10 K at an excitation intensity of ≈30 mW/cm2. The evaluations
are performed according to cases A–C introduced in Fig. 7.8.
case DCV4T0 DCV4T-Me1144 DCV4T-Et1144 DCV4T-Bu1144
prist. blend prist. blend prist. blend prist. blend
C geff,T/OD (1/s) 4.9 11.8 5.0 10.1 13.7 12.8 20.8 23.0
A blend/pristine 2.4 2.0 0.93 1.1
B blend−pristine 6.9 5.1 =0.9 2.2
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the measurements. The decrease of the triplet generation ratio would lead to the conclusion
that the intermolecular interactions (and, therefore, also the charge transfer efficiency) is
highest for the most closely packed unsubstituted DCV4T molecules. The larger side chains
that increase the mean distance to the acceptor and thereby reduce the transfer efficiency
could serve as an explanation for this observation (spacer effect).
However, this conclusion must be critically examined. Actually, the yield of the back transfer
mechanism, ηBT (2), is not represented by evaluating the ratio of the effective generation
rates in pristine and blend layer, because the generation rate in the blend is supposed to be
a superposition of the processes 1 and 2 (see Fig. 7.8). The simple ratio as an enhancement
factor does, therefore, not directly reflect the efficiency of the CT and triplet back transfer
processes (2).
In the second case (B), we assume that the generation rate for intrinsically generated triplet
excitons is the same in neat and blend layer, and only the additional triplet excitons in
the blend layer are created via the additional pathway. Then, the difference between the
effective generation rates must be evaluated instead of the ratio, which is illustrated in
Fig. 7.8. The results are shown in Tab. 7.2. Similar to case (A), the largest difference is
obtained for DCV4T0. Due to the generation rate being lower in the blend layer compared
to the pristine film, DCV4T-Et1144 remains an exception in this series. However, as the
back transfer mechanism is supposed to be even more efficient than the ISC by spin-orbit
coupling (large intercharge distance, small spin dephasing time), the assumptions for case (B)
are rather unlikely. Furthermore, as most of the singlet excitons do reach the D/A interface
(as evidenced by the strong PL quenching in the blend layer), the scenario assumption of
equal generation rates from intrinsic ISC is not realistic.
Consequently, case C assumes that the ISC on the DCV4T molecules as generation pathway
for triplet excitons (process 1) is completely avoided in the blend layer. Then, the absolute
numbers of the effective triplet generation rates in the blend films must be compared, as above
in the discussion of the pristine films. Table 7.2 shows that in this approach the largest geff,T
values are obtained for the butyl compound and the lowest values for the compound without
any side chains, which is the opposite of the conclusions from cases A and B, respectively.
But still, the assumption of 100 % quenching is not entirely correct, at least not for any of
the investigated materials. From the PL measurements in the blend layer, it was concluded
that the mixing of donor and acceptor is much better for the compounds with ethyl and
butyl side chains, because no signature of remaining intramolecular emission was visible.
For the compounds without and with methyl side chains, respectively, the emission was not
completely quenched and a larger phase separation was concluded. This means that – at
least for the latter two compounds – a certain amount of triplet excitons, X, is supposed to
be generated by ISC, which is expressed by case D in Fig. 7.8. Unfortunately, it is difficult to
exactly quantify this morphology related amount, which is necessary for the determination
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of the correct charge transfer efficiency.
From these results, a final conclusion about differences in the intermolecular D/A coupling
efficiency cannot be drawn. Nevertheless, in contrast to the proposed spacer effect being
dependent on the side chain length, it is likewise reasonable to assume that the side chains
do not induce any spacer effect when the DCV4T and C60 molecules arrange in a face to
face configuration at the interface. The direct charge transfer efficiency is then expected to
be approximately equal for all DCV4T derivatives disregarding their side chain length, a
conclusion that is supported by the results from flat heterojunction solar cells (see Sec. 7.6).
The difference in triplet generation rates in the blend layers is then ascribed to the different
blend layer morphology, in accordance with absorption and PL measurements. The fine
intermixing of donor and acceptor simply leads to a higher amount of excitons reaching
(or rather being created at) the D/A interface, especially at such low temperatures where
exciton diffusion is impeded.
It must be kept in mind that a conclusion to differences in the triplet generation yield
from the comparison of the absolute values of the effective generation rates for the different
DCV4T compounds is only valid as long as the absorption cross section, σ, and the excitation
intensity, IL, do not change between the different compounds. This uncertainty was the main
reason for the comparison of the ratio of the generation rates between pristine and blend
layers by Ziehlke et al. [210], because especially σ can be canceled out in this way.
7.4. The Influence of the Side Chain Length on the Offset Charge
Carrier Generation Rate at Low Temperature
The above discussion only concerned the triplet generation efficiency in the blend layers
to discern possible differences between the D/A coupling for the DCV4T derivatives. For
solar cells, the final parameter of interest is the generation rate of free charge carriers.
The influence parameters for charge carrier generation were discussed in detail in Sec. 3.7.
Although the energy levels do not strongly differ between the four DCV4T derivatives, other
parameters like the disorder in the film and the mobility of charge carriers could make a
difference in the generation of free charge carriers. However, the temperature dependent
measurements described in Chapt. 6 imply that two different processes lead to free charge
carriers. One of them is independent of temperature, realizing an approximately constant
offset charge carrier generation rate at low temperature. This process is supposed to be due
to the dissociation of hot excitons that are created directly at the D/A interface.
Examining the cation transition peaks at low temperature is troublesome, because the strong
triplet transition signal is superimposed on the low cation transition signals. Furthermore,
the lifetimes tend to exceed the ms range, placing the important part for the fitting procedure
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at the lower edge of the accessible frequency range. Figure 7.9 shows exemplary frequency
scans of all DCV4T derivatives taken at the LE cation transition of all DCV4T compounds at
10 K and an excitation intensity of ≈130 mW/cm2. For these fits, again three recombination
components were used, one of which was set dispersive. The fits feature some shortcomings
especially at low frequencies. For example, in the case of DCV4T-Et1144 the measurement
points in the op-signal tend upwards at the lower frequency edge (<100 Hz), which is not
reproduced by the model curve. This uncertainty manifests itself particularly in large errors
of all fit parameters of the long lived recombination component. The frequency range would
have to be increased by at least one or two decades to reach the linear region in the log-log-
plot, which is crucial for the correct determination of the dispersivity, δ. Then, the lifetime
and the generation rate could also be determined with higher accuracy.
All determined fit parameters including the standard deviation errors from the fit are shown
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Figure 7.9.: Examples of frequency scans (symbols) at the spectral position of the LE
cation transition of all investigated DCV4T compounds at 10 K and an excitation inten-
sity of ≈130 mW/cm2. A combined fit (blue lines) of the ip- and op-signals was used
to minimize the error. For the presented examples, a sum of three components (either
monomolecular, following Eq. 4.20, or dispersive, following Eq. 4.28) was used. The de-
termined fit parameters are given in Tab. 7.3.
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in Tab. 7.3. The effective generation rates are again corrected for the optical density of the
films. The three recombination components were ascribed to the quaterthiophene cation
as well as the triplet exciton and the unknown component, Y, like described before. For a
better visualization, the values of the effective cation generation rate, geff,C, of all DCV4T
derivatives are presented in Fig. 7.10. The results suggest that the offset charge carrier
generation rate at low temperatures is highest for the compound with the longest side chains,
although the value for the compound with ethyl side chains is exceptionally low. Following
the discussion in Chapt. 6, this offset generation rate arises from hot excitons that are directly
generated at the D/A interface. Due to the ultrafast CT, those excitons can use the excess
energy from photoexcitation for the final dissociation of the charge pair. The efficiency of
this step might still be dependent on the amount of excess energy. As the optical gap in
thin film increases with side chain length, the larger excess energy could be one explanation
for a higher offset generation rate. A second possible explanation is again the morphology
Table 7.3.: Fit parameters determined from fits to frequency scans taken at the LE cation
transition of all investigated DCV4T compounds at 10 K and an excitation intensity of
≈130 mW/cm2. The corresponding data and fit curves are shown in Fig. 7.9. The errors
given in the table are the standard deviations from the fitting procedure. All fits are
performed with three components, whereof one is set dispersive. The others are fixed at
δ = 1 (non-dispersive).
measured at excited state geff/OD τ δ
(eV) (1/s) (µs)
0.97
cation 0.31± 0.11 537± 149 0.57± 0.04
Y 0.64± 0.15 113± 21 1 (f)DCV4T0
triplet 5.62± 0.51 17.0± 1.6 1 (f)
0.93
cation 0.32± 0.11 659± 199 0.56± 0.04
Y 0.62± 0.18 120± 27 1 (f)DCV4T-Me1144
triplet 2.99± 0.49 20.5± 3.7 1 (f)
0.89
cation 0.11± 0.03 1560± 463 0.57± 0.03
Y 0.47± 0.08 150± 22 1 (f)DCV4T-Et1144
triplet 2.03± 0.19 22.6± 2.8 1 (f)
0.92
cation 0.44± 0.24 574± 261 0.57± 0.06
Y 0.49± 0.44 107± 60 1 (f)DCV4T-Bu1144
triplet 1.89± 1.00 24.3± 13.2 1 (f)
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Figure 7.10.: Cation generation rates, geff,C, of all investigated DCV4T derivatives at
10 K in mixed layers with the acceptor C60. The values are determined from the fit of the
frequency scans shown in Fig. 7.9 and listed in Tab. 7.3.
of the blend layer. When only those excitons that are created directly at the interface can
be separated at 10 K, a larger interface area would also increase the generation rate. From
the presented absorption and PL results, it was concluded that the intermixing of donor and
acceptor must be more intimate for the compounds with long side chains. This conclusion
is supported by the cation generation rates determined here. However, the error of the
determined parameters is quite large and more elaborate measurements (e.g. with higher
frequency range) are necessary to provide further proof of the proposed correlation.
7.5. In the High-Temperature Limit: Implications for Solar Cell
Devices
Until now, the temperature for investigation was kept low to reduce diffusion processes and
focus on the processes directly at the interface. However, in order to draw conclusions
for OSCs under working conditions, these measurements have to be extended to higher
temperature. In literature, this step is often avoided due to the lower signal at higher
temperature. However, the observations in Chapt. 6 made clear that the generation and
recombination dynamics in D:A blend layers can significantly depend on the temperature,
rendering low temperature conclusions meaningless, at least with respect to their comparison
to solar cell devices.
In the following, the temperature dependence of the triplet exciton and cation generation
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and recombination behavior will be examined in detail at higher temperature, although the
goal of 290 K can as well not be reached here6.
7.5.1. PIA Spectra in Pristine and Blend Films at 200 K
Figure 7.11 shows the PIA spectra of pristine and blend films from all four DCV4T com-
pounds measured under the same conditions as in Fig. 7.6, but at 200 K. The excited state
transitions identified and marked in Fig. 7.6, are again shown in Fig. 7.11. The PIA signal de-
creases over the whole spectrum due to the decrease in excited state lifetimes. For DCV4T0,
the PIA signal is already close to the resolution limit. The cation and anion signals are
remarkably strong for DCV4T-Et1144, so that the anion transition is clearly distinguished.
The T1→T4 triplet exciton transition is still visible in the blend layer for all compounds. In
addition to the LE cation and anion peaks below 1 eV, the HE cation peak around 1.55 eV
becomes more distinct. Astonishingly, the anion peak is still visible in all spectra at 200 K. In
DCV4T-Et1144, it prevails for even higher temperatures close to room temperature7 (dashed
line in Fig. 7.11 (b)). As speculated in the discussion about the temperature activation of
charge carrier generation, the charge carrier generation process in the intrinsic donor phase
may be independent of temperature as long as it is fast enough to compete with exciton
diffusion to the interface. Otherwise, the photogenerated exciton reaches the D/A interface
and the electron is transferred to an acceptor instead of a donor molecule. However, this
type of charge transfer proceeds at a rate at least comparable to the rate for intermolecular
relaxation. Otherwise, exciton dissociation in the pristine material cannot make use of the
excess energy from photoexcitation. A second possibility for the emergence of DCV4T an-
ions is a transfer of electrons from the acceptor to the donor. Although CV measurements
predict a barrier between the LUMO levels of ≈0.3 eV, a high electron density in the acceptor
compared to the donor phase may help to drive such an electron transfer.
7.5.2. Recombination Analysis: Triplet Excitons and Free Charge Carriers
Before discussing the temperature dependence of the generation rates of triplet excitons
and cations, it is worth spending some words on the temperature dependence of the triplet
exciton lifetimes, τT. The triplet exciton lifetime decreases for higher temperatures, which
is the main reason for the strong decrease of the PIA signal. Figure 7.12 (a) shows the
temperature dependence of the triplet lifetime, τT, for all DCV4T compounds, in each case
normalized to the value at 10 K. The onset of the lifetime drop moves to higher temperatures
6The signal quality can be increased by increasing the layer thickness, the excitation intensity or the
signal-to-noise ratio of the setup.
7In DCV4T0 and DCV4T-Me1144, it vanishes at room temperature, DCV4T-Bu1144 was not investigated
at this temperature. Again, a correlation to the order or disorder in the film can be assumed but not be
proven at present.
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Figure 7.11.: PIA spectra (ip-component) of (a) pristine films (30 nm) of all investigated
DCV4T compounds and (b) mixed films with the acceptor C60 (1:1, 60 nm) measured at
200 K. The ordinate is shown on a log-scale to better visualize transitions with smaller
amplitude. The spectra are corrected for the optical density, OD, of the films. The
identified excited state transitions are labeled in the figure. All spectra were recorded at
an excitation intensity of ≈130 mW/cm2. The modulation frequency was fixed at 173 Hz.
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Figure 7.12.: Temperature dependence of the triplet exciton lifetimes of all investigated
DCV4T derivatives (a) in the pristine film and (b) in the blend layer with C60. The
lifetimes are normalized to the respective value at 10 K for every compound. The lifetimes
were determined from frequency scans that were taken at an intensity of ≈30 mW/cm2.
for longer side chains. Again, it is possible to derive an activation energy for the triplet
decay rate, kT = τ
−1
T , using an Arrhenius-like increase, which was already used for the
determination of the activation energy for charge carrier generation in Chapt. 6:






Equivalent to the onset of the lifetime decrease, the activation energy increases with in-
creasing side chain length from ≈20 meV for DCV4T0 to ≈100 meV for DCV4T-Et1144(For
DCV4T-Bu1144, the data basis of three temperatures is too low for the activation energy to
be determined). Ohkita et al. observed a similar behavior in their investigation of the triplet
exciton dynamics in fluorene-based polymer films. [262] Using Eq. 7.2, the authors determined
an activation energy of 120 meV and an offset recombination rate of kT,0 = 3.3× 103/s. They
discussed several reasons for such a temperature deactivation of the triplet state: Thermal
regeneration of singlet excitons is only reasonable if the S1→T1 energy difference is in the
range of the determined activation energy. A temperature activation of triplet exciton dif-
fusion could also give rise to a temperature dependent decay rate, if impurity quenching is
feasible. Finally, the non-radiative recombination rate could be increased due to an increase
in the ISC efficiency via thermally induced intramolecular vibrations and torsional modes at
higher temperature.
In the DCV4Ts, the activation energies are smaller, nearly one order of magnitude for
DCV4T0. The offset recombination rates, however, are one order of magnitude larger than
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observed by Ohkita et al. for the fluorene based polymers (kT,0 = 8.1× 104/s for DCV4T-
Me1144 for an excitation intensity of ≈30 mW/cm2). The higher recombination rate is ex-
plained with a stronger spin-orbit coupling from the sulfur atoms in the oligothiophene
compounds compared to the polyfluorene materials. Thermal regeneration of singlet ex-
citons is ruled out here, because the activation energies are far smaller than the S1→T1
gap (≈0.6 eV). The fact that the activation energies strongly vary between the compounds
suggests that increased vibrations are not solely responsible for the observed temperature
dependence of the decay rates. A temperature activation of triplet diffusion depends on the
width of the DOS, which is (at least in part) determined by the morphology of the film. A
small activation energy corresponds to a shallow DOS for triplet excitons. Therefore, it can
be speculated that the energetic and positional disorder steadily increases with increasing
side chain length. Additionally, the Dexter energy transfer mechanism for triplet exciton
transfer is exponentially dependent on the intermolecular distance. A larger mean distance
between the molecules could also decrease the diffusion constant and lead to the observed
temperature activated behavior.
In the blend layer, the temperature dependence of the triplet exciton lifetime is equal for all
compounds (see Fig. 7.12 (b)). The activation energy increases to ≈130 meV. This collapse
of the temperature dependencies independent of the side chain length strengthens the argu-
ment of a morphological origin for the observed differences in the pristine films, because the
preferred ordering of the molecules is observed to be partly or even fully disrupted in the
blend layer. Ohkita et al. proposed that in D:A blend layers another deactivation channel
arises from a thermal regeneration of the CT state. [262] Although the difference between the
triplet T1 state and the relaxed CT0 state is estimated to 0.3 eV, this process may contribute
to the deactivation of the triplet level, because the error of this energy difference is at least
0.2 eV. Furthermore, the PL measurements indicate that the CT state is approximately at
the same energy for all DCV4T compounds, as is the T1 state. Therefore, the observation
of a common activation energy for all compounds matches the constant T1 – CT0 energy
difference.
As an additional remark, the activation energy is also intensity dependent, decreasing with
higher intensity (see Tab. C.1 in Appendix C). This observation reflects an increasing impact
of triplet-triplet annihilation processes at higher excitation intensity.
Following the discussion about the temperature dependence of the triplet exciton lifetime,
the development of the triplet exciton generation rates is discussed. In Fig. 7.13, the triplet
exciton generation rates of all compounds are plotted versus temperature for both pristine
and blend films. In pristine films, the triplet generation rate is approximately constant with
temperature. For DCV4T-Bu1144, a slight decrease is observed. A special behavior is ob-
served for the ethyl substituted compound. Here, the ISC rate (which is proportional to
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Figure 7.13.: Temperature dependence of the triplet generation rates, geff,T, of all inves-
tigated DCV4T derivatives in the pristine film (black symbols) and in the blend layer with
C60 (blue symbols). The values are corrected for the optical density of the thin film. All
values are determined from frequency scans at an excitation intensity of ≈30 mW/cm2.
geff,T) seems to increase with temperature (see Fig. 7.13 (c)).
In blends of DCV4T0 and DCV4T-Me1144 with C60, a strong increase with temperature is
observed in comparison to the pristine materials. The reason for this behavior was discussed
in Chapt. 6 in terms of thermally activated exciton diffusion, which initially increases the
triplet exciton population due to the inefficient charge carrier generation. This observation
confirms the assumption of a coarse microstructure and phase separation of these two com-
pounds in the blend layer. However, a similar increase is also observed for the compounds
with longer side chains. On the current data basis, the origin of the temperature dependence
especially of the ethyl substituted compound cannot be fully elucidated.
However, one point is important to mention for solar cell devices: Although the triplet gen-
eration rate drops above a certain temperature, triplet excitons are still present at room
temperature for all investigated DCV4T derivatives. Furthermore, the effective generation
efficiency at room temperature is approximately the same for all DCV4Ts (presumably ex-
cept DCV4T-Bu1144). For OSC devices, the triplet states are generally supposed to act as
traps which cannot contribute to the photocurrent, although a thermal reactivation cannot
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be excluded when the energy difference between the triplet exciton and the CT state is small.
Before discussing potential differences in the efficiency of free charge carrier generation, it
can already be stated that the efficiency of excitation trapping due to recombination to
triplet excitons is approximately equal for all DCV4T derivatives.
Finally, the temperature dependence of the cation generation rate is discussed. Figure 7.14
shows the generation rates, geff,C, determined at the LE and HE cation transitions at an
intensity of ≈130 mW/cm2 for three DCV4T compounds. In all cases, the generation rates
increase above a certain threshold temperature. For DCV4T0 and DCV4T-Me1144, the
threshold temperature is lower than for DCV4T-Et1144. At the HE cation transition, the
values first increase, but then start to saturate above 150 K for DCV4T-Me1144 or even de-
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Figure 7.14.: Temperature dependence of the effective charge carrier generation rate (OD
corrected) determined (a) at the LE and (b) at the HE cation transition for the DCV4Ts
with none, methyl, and ethyl side chains at an excitation intensity of ≈130 mW/cm2.
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this high excitation intensity, possibly also influenced by overlapping recombination species.
It is not observed for the LE cation, where the cation transition is dominant.
According to the discussion in Chapt. 6, a smaller threshold temperature directly translates
into a smaller activation energy. In the comparison between DCV4T-Me1144 and DCV6T-
Me2255, the activation energy correlated well with the charge carrier mobility of these materi-
als. The hole mobilities of the DCV4T derivatives (except DCV4T-Bu1144) were determined
by OFET measurements. [179] The values are given in Tab. 7.4 together with the activation
energies for charge carrier generation, determined from Fig. 7.14 (a). Again, the activation
energy increases with decreasing charge carrier mobility. The observations from Chapt. 6 are
confirmed for the DCV4T derivatives with varying side chain length. Furthermore, the re-
sults are in line with the conclusions from optical measurements (absorption and PL), where
intermolecular order in the film decreases with increasing side chain length. The ability
of charge carriers to move away from the exciton separating D/A interface seems to be an
important driving force for the final dissociation of the bound pair into free charge carriers.
In view of the final devices, these results favor a higher photocurrent density for the com-
pounds with shorter side chains, provided that the generation rate does not saturate at higher
temperature. However, such a saturation was not observed for the sexithiophene derivative,
where the cation signal could be evaluated up to 290 K due to the larger generation effi-
ciency. Furthermore, the exhaustively discussed differences in intermolecular ordering and
D/A phase sizes supported by the varying charge carrier mobility indicate a better transport
behavior for the compounds with shorter side chains, which may be reflected in the FF of
the final devices.
Table 7.4.: Hole mobilities, measured in OFET geometry [179], and activation energies
for charge carrier generation for DCV4Ts with none, methyl, and ethyl side chains. The
activation energies were determined from the temperature dependence of the LE cation
generation rate in Fig. 7.14. The errors are the values for the standard deviation given
from the fit.
DCV4T0 DCV4T-Me1144 DCV4T-Et1144
hole mobility (cm2/V s) 9.4× 10=5 2.0× 10=4 2.7× 10=5
Ea (meV) 50.2± 23.9 54.2± 7.5 102.5± 5.3
195
Chapter 7: Side Chain Investigation on Quaterthiophene Derivatives
7.6. Solar Cells
7.6.1. Flat Heterojunction Devices
Flat heterojunction (FHJ) devices do not allow very high efficiencies, but they allow drawing
certain conclusions about the transport properties (connected with the FF) and the energy
levels (connected with Voc) which is not as easy in the mixed phase bulk heterojunction
(BHJ) devices.
The FHJ solar cells are produced with a non-optimized standard test stack shown in
Fig. 7.15 (a). The 50 nm Au-electrode allows a better positioning of the aperture mask
for the exact measurement of jsc because it is not 100 % opaque. Therefore, jsc may be
easily increased by a fully reflecting electrode. Furthermore, the stack is not optimized for
the maximum optical field in the active layer, as described in Sec. 4.4.4. The n& k-values,
which are necessary for this optimization step, are not determined for the DCV4T materials.
However, as the region of maximum absorption does not significantly change between the
DCV4T derivatives used, the field distribution is expected invariant. However, all solar cells
may be further improved by this step to give higher power conversion efficiencies (PCEs).
The jV-characteristics of the FHJ devices are shown in Fig. 7.16. The solar cell parameters
extracted from the curves are given in Tab. 7.5. First of all, jsc is small but virtually inde-
pendent of the side chain length. As not all devices were measured at exactly 100 mW/cm2,
the photocurrent is additionally normalized to this intensity (jsc,100). A direct conclusion to
the efficiency of charge carrier generation would only be possible if the integrated absorption
of the oligothiophene part could be simulated. The EQE measurements, which are shown
in Fig. 7.16 (b), suggest that the internal quantum efficiency of DCV4T0 is higher than for
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Figure 7.15.: Solar cell stacks used for (a) FHJ and (b) BHJ devices for the comparison
of the four DCV4T derivatives.
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Figure 7.16.: (a) jV-characteristics and (b) EQE measurements of FHJ devices for all
DCV4T derivatives investigated here. The layer stack is shown in Fig. 7.15 (a). The jV-
characteristics are measured mismatch corrected. The light intensity and the solar cell
parameters extracted from the curves are mentioned in Tab. 7.5. The EQE measurements
are performed at short circuit. The spectra are scaled to the mismatch and area corrected
short-circuit current density scaled to 100 mW/cm2, jsc,100.
the weakest absorption of all compounds at this wavelength (see Fig. C.1 in Appendix C).
Still, it is not possible to tell from these measurements alone, which step between excitation
and charge extraction is most efficient for DCV4T0. Only the exciton diffusion length can
be excluded as an argument because the donor layer thickness is only 6 nm and, therefore,
most of the excitons should reach the interface. An influence of the side chains on the charge
generation efficiency could not be confirmed with PIA measurements as well. Further mea-
surements are needed to clarify this issue.
Table 7.5.: Solar cell parameters for FHJ solar cells of three DCV4T derivatives. In
addition to the characteristic solar cell parameters jsc, Voc, FF , and ηPCE, the satura-
tion value, S, and the mismatch corrected incident light intensity, IL are given. Due to
the slightly different measurement intensities, jsc is additionally given normalized to an
illumination intensity of 100 mW/cm2 for better comparison (jsc,100).
jsc jsc,100 Voc FF S ηPCE IL
(mA/cm2) (mA/cm2) (V) (%) (%) (mW/cm2)
DCV4T0 3.1 2.9 1.03 41.0 1.17 1.2 106.4
DCV4T-Me1144 3.1 2.9 1.00 54.9 1.18 1.6 106.6
DCV4T-Et1144 3.1 3.1 1.09 47.0 1.20 1.6 100.6
DCV4T-Bu1144 2.8 2.7 1.15 41.1 1.24 1.3 102.8
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The methyl compound shows the highest FF of 54.9 %. For the DCV4T0 and the DCV4T-
Bu1144 device, it is significantly lower. A macroscopic explanation for a decrease in the FF is
a decrease in the shunt resistance of the device, which is visible in the jV-characteristics of the
DCV4T0 device as a linear slope in reverse bias instead of a saturation regime (cf. Fig. 3.4).
Microscopically, such parasitic effects can arise from rough layers or defects in the layers
due to impurities on the substrate. For the butyl compound, the low FF is mainly due to
an S-kink in the jV-characteristic. The reasons for an S-kink can be manifold and were
investigated in detail by W. Tress. [109,263–265] Injection barriers between intrinsic and trans-
port layers can induce strong S-kinks, depending on the barrier height. In FHJ devices,
an injection barrier leads to a positive field in the donor region for V < Voc. Due to the
strong charge carrier density gradients in the separated donor and acceptor phases, there
remains a net negative diffusion current of photogenerated charge carriers. Therefore, Voc
is not affected, but the overall photocurrent is reduced, resulting in the S-shaped behavior
of the jV-characteristics. Furthermore, in FHJ devices an injection barrier can be identi-
fied from the low injection current in forward bias. In a BHJ device, there are no charge
carrier density gradients due to the mixing of donor and acceptor. Therefore, an injection
barrier manifests itself in a reduction of Voc instead of an S-kink.
[109] In forward direction,
electrons are injected at the n-side, transported through the blend layer and recombine at
the blend/HTL interface so that the injection current is not affected by the injection barrier.
The criterion for an injection barrier is fulfilled for all DCV4T derivatives, because the IPs
exceed the value of the transport material BPAPF. Additionally, the barrier height increases
with side chain length up to 250 meV for DCV4T-Bu1144. Equivalent to the above expla-
nations, the FHJ device with DCV4T-Bu1144 shows an S-kink and a low injection current,
whereas the barrier for the methylated DCV4T is small enough to exhibit at least a decent
FF (no S-kink) and good injection behavior.
The second reason for an S-kink is a low charge carrier mobility or strongly imbalanced
mobilities. Within the presented side chain series, the methylated compound showed the
highest hole mobility in OFET measurements (see Tab. 7.4), which is only approximately
one order of magnitude lower than typical values for C60.
[6] Although the hole mobility of
DCV4T-Bu1144 was not determined, it is expected that it further decreases on increasing the
side chain length. Such an effect was also observed in a comparative study of bis-fluorene
substituted NTCDI derivatives with varying side chain lengths. [174] The decreasing mobility
for the compounds with longer side chains leads to an increased imbalance between the hole
mobility in the donor and the electron mobility in the acceptor layer. The lower mobility
can also contribute to the lower injection currents in the devices with DCV4T-Et1144 and
DCV4T-Bu1144.
The Voc increases as expected with increasing IP, giving a maximum value of 1.15 V for
DCV4T-Bu1144. A direct correlation between Voc and the effective D/A gap, ED–A, has
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been frequently confirmed for various polymer as well as small molecule materials and D/A
combinations. [5,103,131,221] This dependence is also observed for all DCV4T compounds with
alkyl side chains attached to the backbone. Voc increases by 150 mV for an increase in the
IP of 100 meV. The compound without side chains completely contradicts the model. The
determined IP of 6.1 eV would suggest a much larger Voc value than observed. Furthermore,
following the discussion about the injection barriers above, the device should exhibit a strong
S-shaped behavior, which is not observed. The value determined via UPS at the surface of
the film must be different from the one at the direct interface with C60. Although the
DCV4T0 film for the UPS measurement was already evaporated onto a thin C60 sublayer,
the molecular orientation can be different at the interface to C60 compared to the surface
(flat-lying compared to upright-standing, see Sec. 7.1). Thickness dependent IP measure-
ments or the determination of the IP of DCV4T0 in a mixed film with C60 might give deeper
insight into the origin of the discrepancy between expectation and the results of solar cell
devices.
In a closer theoretical framework, Voc is not directly dependent on the effective gap, but
determined by the energy of the CT state. At V = Voc, all photogenerated charge carriers
must recombine, as the net current is zero. As the recombination of free charge carriers
is also mediated by the CT state, its energetics and dynamics determine the recombina-
tion kinetics and hence Voc. From a thermodynamic point of view, one can derive a direct
relation between the charge transfer state and the Voc of the solar cell.
[110,137,266,267] For
the DCV4T materials described here, the values for Voc differ much stronger than the CT
energies, which were supposed to be very similar from the PL measurements in Sec. 7.2.2.
However, a discrimination of such small differences is difficult. Both the measurement of the
IP as well as the determination of the CT energy from the presented PL quenching mea-
surements do have an error that is approximately in the range of the observed differences.
However, even if the values could be determined correctly, the CT state energy only places
the maximum of possible Voc values. The value that is measured still depends on the charge
carrier density in the film and, therefore, on the recombination, which can be inferred from
Eq. 3.23. Even if all compounds had the same ECT, Voc might still be different when the side
chain length determines the recombination kinetics. An interesting study in this direction
was performed by Perez et al. [111] The authors investigated the Voc values of donor mate-
rials with a flat geometry compared to those with more bulky side groups. The difference
between the theoretically expected and experimentally observed Voc was much smaller for
bulky donor materials, because those reduced the recombination probability from the CT
state to the ground state. According to Eq. 3.23, the maximum value of Voc could also be
obtained upon reducing the temperature to 0 K. This ansatz was pursued by Widmer et al.,
who determined the maximum Voc from an extrapolation of temperature dependent mea-
surements to 0 K (V0).
[221] A good correlation between V0 and ED–A was obtained. Using this
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technique, differences in the recombination characteristics between the DCV4T derivatives
and, therefore, the deviation of Voc from its maximum value can be revealed.
7.6.2. Bulk Heterojunction Devices
The implications that are drawn from the PIA measurements on mixed films are best tested
with BHJ devices. The solar cell stack is depicted in Fig. 7.15 (b). The mixing ratio of 1:1
by volume was chosen equal to that used in the PIA samples. The thickness of the blend
layer of the BHJ devices presented here is reduced to 20 nm compared to the 60 nm used for
the PIA measurements because of the low FF. However, a principal difference upon varying
layer thicknesses is not expected.
The jV-characteristics and EQE spectra of the BHJ devices are shown in Fig. 7.17. The
solar cell parameters extracted from the jV-curves are given in Tab. 7.6. In contrast to the
FHJ devices, the short-circuit current density in the BHJ devices is strongly dependent on
the side chain length, at least in this stack architecture. The compound without side chains
gives the highest photocurrent density, decreasing for longer side chains. This decrease is
supposed to be due to increased recombination within the active layer because of the finely
mixed donor and acceptor phases for the compounds with longer side chains. Only for the
unsubstituted compound, the phase separation is still large enough so that the low-energy
shoulder around 610 nm is clearly visible in the EQE spectrum in Fig. 7.17 (b), similar to the
absorption spectra in Fig. 7.4. Although the mobilities were not determined in blend layers,
it is reasonable that the nanoscale morphology also impacts the transport of charge carriers.
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Figure 7.17.: (a) jV-characteristics and (b) EQE measurements of BHJ devices with
three DCV4T derivatives. The layer stack is shown in Fig. 7.15 (b). The jV-characteristics
are measured mismatch corrected. The light intensity and the solar cell parameters ex-
tracted from the curves are mentioned in Tab. 7.6. The EQE measurements are performed
at short circuit. The EQE spectra are scaled to the mismatch and area corrected short-
circuit current density scaled to 100 mW/cm2, jsc,100.
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Table 7.6.: Solar cell parameters for BHJ solar cells of all DCV4T derivatives investigated
here. In addition to the characteristic solar cell parameters jsc, Voc, FF , and ηPCE, the
saturation value, S, and the mismatch corrected incident light intensity, IL are given.
jsc Voc FF S ηPCE IL
(mA/cm2) (V) (%) (%) (mW/cm2)
DCV4T0 6.0 0.94 48.7 1.15 2.8 98.7
DCV4T-Me1144 3.7 0.96 34.9 1.29 1.2 101.1
DCV4T-Et1144 2.8 0.99 41.7 1.41 1.1 100.5
DCV4T-Bu1144 2.7 0.99 33.0 1.51 0.87 101.2
From this expectation, one could infer that the charge carrier generation efficiency at room
temperature is larger for DCV4T0, according to the lower activation energy found from the
temperature dependent PIA measurements. A direct comparison of the PIA results to the
short-circuit current density is, however, only partially feasible. Additionally to the different
absorption in the solar cell cavity compared to the single layers on glass for PIA measure-
ments, the photophysics are probed without any contacts, thus at open-circuit, whereas the
photocurrent is usually compared at short-circuit. One possibility to overcome this restric-
tion is to perform the PIA measurements on complete devices. Such measurements can also
be done with the current measurement setup and first results will be presented in Chapt. 8.
Therefore, the many superposing impact factors make it difficult to clearly attribute a trend
in the jsc values between the DCV4T derivatives to the one or the other effect. However,
the PIA observations already point in the right direction.
The FF usually decreases when the donor is mixed with the acceptor in a BHJ device. This
is true for the compounds with alkyl side chains. For DCV4T-Me1144, it decreases more
drastically than for the other compounds and the jV-characteristics reproducibly shows a
pronounced S-kink. To resolve this issue, further stack modifications were tested. Upon in-
creasing the doping concentration in the hole transport layer from 10 to 20 wt%, the S-kink
can be slightly reduced, which increases the FF to 36.2 %. The higher doping concentration
may reduce contact problems at the p-contact. However, the impact is only small in this
case. The changes in the jV-characteristics can be inspected in Fig. 7.18. A stronger im-
provement is achieved upon changing the mixing ratio from 1:1 to 2:1, meaning an increase
of the fraction of DCV4T-Me1144 compared to C60. This change already increases the FF to
42 %. Further optimization is obtained upon heating the substrate during deposition of the
active blend layer to 70 ◦C, resulting in a FF of 54 %. These results clearly indicate that the
strong drop of the FF for DCV4T-Me1144 is due to the morphology in the 1:1 blend layer.
For the unsubstituted DCV4T derivative, the FF is large compared to the other derivatives
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Figure 7.18.: jV-characteristics of solar cell devices using DCV4T-Me1144 as donor mate-
rial. The principal stack is shown in Fig. 7.15 (b). The modifications of either the mixing
ratio, or the p-doping concentration, or the substrate temperature during active layer
deposition are noted in the graph.
and nearly unchanged compared to the FHJ device. This may be due to the stronger phase
separation in the blend layer or due to the fact that the FHJ device already exhibited a
rather low FF, which was attributed above to the impact of shunts.
The Voc’s are lower in the BHJ devices compared to the FHJ devices. In contrast to FHJ
devices, an injection barrier does not induce S-kinks in the jV-characteristics. Instead,
Voc decreases with increasing barrier height. The injection barrier increases for longer side
chains, as does the effect of Voc lowering, resulting in similar values for all devices. For
BHJ devices, the impact of charge carrier recombination on Voc, which was discussed above,
is much stronger, because the probability for recombination is strongly enhanced by the
larger interface. Furthermore, differences in the morphology and phase separation of the
DCV4T:C60 mixed layers can also result in changes of the resulting voltage loss from charge
recombination.
As a summary, the solar cell device performance does depend on the side chain length,
with the highest PCE for the compound without any side chains8. However, taking the
8This statement is only true for the presented device architectures! Especially the differences in the
morphology have proven to considerably determine the performance of the devices. In contrast to the devices
with a 1:1 blend ratio, Fitzner et al. demonstrated that for BHJ devices with a ratio of 2:1, additionally
deposited on heated substrates, the compound with methyl side chains has the highest PCE. [179] The reason
for this difference is a strong packing-induced decrease in the PCE of DCV4T0-based devices upon deposition
at elevated substrate temperatures, which will be explained in detail in Chapt. 9
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observations from FHJ devices as well as from the PIA measurements into account, it must be
concluded that these changes predominantly arise from the nanoscale blend layer morphology
and energy barriers at the p-contact. A significant influence from differences in the charge
carrier generation efficiency could not be clearly identified. A detailed characterization of
the blend layer morphology has not been accomplished up to now, but conclusions about
the phase sizes and the intermolecular ordering within the phases can be drawn from the
absorption and PL measurements presented in the beginning of this chapter, and they match
most of the observations made in the photophysical experiments as well as the device results.
7.7. Summary
This chapter tackles the influence of the chain length of alkyl substituents attached to the
backbone of DCV4T derivatives on the energetical and optical properties as well as the pho-
tophysics and the final device performance.
The side chains only have a small influence on the HOMO and LUMO energy levels deter-
mined in solution. However, a difference of the IP of ≈100 meV in a thin film was observed
between the alkylated DCV4T compounds. The unsubstituted derivative exhibited a very
high IP, supposedly due to a different molecular orientation on the substrate. Solar cell and
spectroscopic results rather indicate that – at least at the interface to C60 – the energy of
the HOMO level is similar to the other derivatives.
Absorption measurements in thin film indicate a red-shift of the optical gap and a higher
degree of ordering for shorter side chains, indicated by the different oscillator strength of the
absorption feature that is assigned to crystalline domains in the film. DCV4T-Me1144 takes
a special position in the absorption spectrum in solution as well as in the emission spectrum
in thin film. There, the red-shifted luminescence compared to the other derivatives is at-
tributed to delocalized intermolecular excitons, indicative of a close packing.
In mixed films, the favored packing motif is disturbed by the C60 molecules. The absorption
spectra indicate that the mixing of donor and acceptor molecules is most intimate for the
derivatives with longer side chains. This conclusion is corroborated by PL measurements
that show a complete quenching of the donor PL for the longest side chains, whereas resid-
ual signal from the pristine molecules is still observed for short or no side chains. Another
red-shifted emission feature visible in all blend layer spectra is attributed to radiative re-
combination of the CT state.
In the first part of the photophysical investigation, the PIA spectra are discussed on the
basis of a recombination analysis from the evaluation of modulation frequency dependent
measurements. In the pristine films, an increase of the ISC efficiency with side chain length
is observed and attributed to molecular twists induced by the steric hindrance of the longer
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side chains. In order to investigate the influence of the side chain length on the intermolecu-
lar D/A coupling in mixed layers, the efficiency of the triplet back transfer mechanism from
the CT state to the donor triplet state is analyzed. However, even at low temperature where
exciton motion is largely suppressed, the blend layer morphology still plays a significant role,
which is unfortunately hardly quantifiable. However, an intuitively suspected spacer effect
due to the different side chain lengths must be revised in the blend layers when donor and
acceptor lie face-on instead of edge-on.
Similar conclusions are also drawn from the determination of the temperature independent
offset charge carrier generation rate at 10 K. The slightly higher efficiency for the butylated
compound must not directly infer a stronger coupling, but can also be due to the larger
interface area, meaning a higher amount of excitations that are created directly at the D/A
interface, being able to make use of the excess energy for CT dissociation.
In a final step, the temperature is increased to solar cell relevant temperatures (approaching
room temperature). The recombination of triplet excitons is found to be temperature ac-
tivated. The activation energy increases with increasing side chain length from 20 meV for
DCV4T0 to 100 meV for DCV4T-Et1144, indicative of a shallower DOS (lower energetic dis-
order) for the more ordered films. In the mixed films, the activation energy is identical for all
compounds (around 130 meV), which again confirms the conclusion of the interruption of the
desired molecular arrangement of the oligothiophene molecules in the blend layer. In view
of the solar cell devices, it is important to note that the generation rate of triplet excitons
is still high at room temperature, but comparable for all compounds. These excitons are
assumed to be lost and cannot contribute to the photocurrent. Similar to the observations in
Chapt. 6, the charge carrier generation rate is again exponentially increasing with temper-
ature. Likewise, the correlation to the hole mobility is confirmed for the DCV4T compounds.
Finally, the compounds are tested in solar cell devices in a non-optimized standard stack
architecture. Flat heterojunction devices reveal an S-shaped jV-characteristic for the com-
pounds with longer side chains, which is attributed to their low hole mobility as well as an
injection barrier at the p-contact due to the high IP. The generated photocurrent is approxi-
mately equal for all devices, which indeed indicates that the CT process and the dissociation
efficiency for the CT state is similar for all compounds. In accordance with the PIA investi-
gations, a clear spacer effect is not observed in FHJ devices. In BHJ devices, the generated
photocurrent is strongly different for the investigated DCV4T compounds. However, the re-
sults presented in this chapter highlight in numerous ways the different morphology and phase
separation in the mixed layers. Although the results from the temperature dependence of the
charge carrier generation rates indicated a higher efficiency for the compounds with shorter
side chains (due to the better intermolecular coupling in the pure donor phase, expressed
by the higher charge carrier mobility), this effect cannot be distinguished from morphology
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induced differences in the non-geminate recombination using only the jV-characteristics of
the BHJ solar cells.
In the presented architecture, the highest efficiency is achieved for the BHJ device with
DCV4T0 as donor material, giving a PCE of 2.8 %. Further optimization of the devices
would lead to even higher efficiencies, like demonstrated by Fitzner et al. for the methylated
compound. [179] However, the PCE of 3.8 % demonstrated there for the device with the active
layer deposited onto a heated substrate may still be improved by further optical optimiza-
tion, increasing the reflection of the top electrode, or further adapting the mixing ratio and
blend layer thickness. As a last point, increasing the IP of the hole transport layer could




Electric-Field Dependent PIA Measurements
on Complete Solar Cell Devices
In this chapter, semitransparent solar cells are used to perform, for the first time,
photoinduced absorption measurements on working solar cell devices in standard
transmission geometry.
First, the concept of semitransparent thin metal top contacts is introduced (Sec. 8.1).
The fabricated solar cells are presented in Sec. 8.2 and compared to a standard
device. The transmission through the solar cell is maximized for the wavelength
region of interest by adjusting the thickness of an organic capping layer using
optical stack modeling.
In a proof-of-principle study, a semitransparent solar cell comprising a DCV6T-
Me2255:C60 blend as the photoactive layer is used to study the influence of the
applied bias voltage on the photoinduced absorption spectra and the generation
and recombination dynamics of photoexcited states (Sec. 8.3). Possible explana-
tions for the observed behavior are discussed.
8.1. Introduction
The photoinduced absorption (PIA) measurements that were shown so far in this work were
performed on bare layers without any contacts attached. However, the question whether the
electric field inside the sample has a significant influence on the dissociation of CT excitons
or even singlet excitons has not been finally answered yet. [268–270] However, the electric field
strongly impacts the recombination in the solar cell [168], because at higher fields the charge
carriers are extracted much faster which leaves less time for recombination. [268,270,271] At
open-circuit, all charge carriers that are photogenerated must recombine in the active layer,
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as there is no net current extracted from the cell. This is the regime where experiments are
conducted when the samples are contact-free. From the jV-characteristics of the finished
device, it is usually difficult to distinguish between the impact of the applied bias on the
generation and the recombination behavior of charge carriers.
With PIA, it is not possible to perform any measurements on standard solar cells, as this
method is based on the transmission of the probe light through the sample. One possibility
to overcome this barrier is to measure PIA not in transmission but in reflection. Then,
the probe light is reflected from the fully reflecting back contact of a solar cell and it is
assumed that changes in the reflected light upon laser excitation are only due to photoinduced
changes in the absorption of the sample. Results about the electric-field dependence of triplet
exciton and charge carrier dynamics in solar cell by using this technique have remained rare
up to date. [128,237] From a practical point of view, such reflection measurements demand
for a reconstruction of the measurement setup between measurements in reflection and in
standard transmission geometry. This problem can be solved by providing the solar cell with
a semitransparent top contact that allows for high transmission of the probe light while at
the same time retaining high conductivity. Transparent conductive oxides (TCOs, e.g. ITO)
or conductive polymer films also often used as bottom contact materials in solar cells or light-
emitting diodes. However, most of them are not suited as a top contact material as they are
either solution processed or require a high temperature or sputtering process, which would
harm the device. [272] For vacuum-evaporation-based devices, semitransparent contacts have
been successfully realized with thin metal contacts. [272,273] Besides the loss in absorption,
the device performance (FF, Voc) is not significantly influenced. In such semitransparent
devices, the light outcoupling is essential for the realization of a high transmission and a
high power conversion efficiency (PCE) at the same time. This transmission engineering is
realized by a capping layer (organic material [274,275] or metal oxide [276]) that is evaporated
on top of the semitransparent top electrode. The thickness of the capping layer is adjusted
by coherent optical field simulations of the complete solar cell stack.
In this chapter, a semitransparent metal top contact and an organic capping layer are used
to perform PIA measurements in transmission geometry while applying an external electric
field. DCV6T-Me2255 is used as donor material to provide a first proof-of-principle study.
8.2. Semitransparent Organic Solar Cells
DCV6Ts have already proven to work well in organic solar cells devices, showing efficiencies
of up to 4.9 % in an optimized single junction solar cell. [97] Here, we use the methylated
compound DCV6T-Me2255, because for this material the PIA data can be compared to
already existing data obtained on bare film samples without any contacts (see Sec. 6.5.2).
All solar cells were fabricated by hand in the UFO evaporation tool. Following fabrication,
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the solar cells undergo a first jV-test to see if the devices work. The jV-measurement is
performed under constant illumination irrespective of the spectral response of the solar cell.
No mismatch correction is performed. For encapsulation, the cells must be transferred in air
from the evaporation unit to the encapsulation unit. For this transfer, the cells are sealed
in a plastic foil and additionally put into a transport box filled with nitrogen gas. Finally,
the spectral response is determined after encapsulation followed by the measurement of the
jV-characteristics including mismatch correction. In spite of this careful procedure, all solar
cells that were equipped with a thin metal contact were degraded after the encapsulation,
showing a strong S-shaped jV-characteristic (see Fig. 8.3 for an example). Therefore, the jV-
characteristics right after preparation are used to compare the different stacks. A mismatch
corrected intensity of ≈130 mW/cm2 for the used solar simulator can be roughly estimated
for the presented solar cells from the comparison of the obtained jsc values for the two solar
simulators.
In a non-optimized standard bulk heterojunction (BHJ) stack including a thick 50 nm Au
top contact, DCV6T-Me2255 gives a mismatch corrected PCE of 2.0 %. Figure 8.1 shows this
standard stack (1) in comparison to those with thin metal top contacts with and without an
additional organic capping layer (2 and 3). The reference standard solar cell is compared
to an identical device with a semitransparent top contact that consists of a combination
of 1 nm Al and 12 nm Ag (stack 2). The 1 nm-thin Al layer serves as a passivation of the
organic interface and ensures a smooth growth of a closed and interconnected Ag layer. [272]
The thickness of the Ag layer must be adjusted to fulfill the needs of high conductivity and
transmission at the same time. The jV-characteristics of the semitransparent as well as the
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Figure 8.1.: Overview over the solar cell stacks (1-3) that are compared here. Stack
(4) is identical to stack (3) except the p-HTL thickness (40 nm) and the thickness of the
capping layer (100 nm).
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Tab. 8.1. Besides a decrease of jsc by 25 %, the performance of the transparent device is
identical to the reference device. It seems that the 12 nm Ag contact forms already a highly
conductive top electrode which does not reduce the FF. Only a slight increase in the series
resistance is visible in the injection region above Voc.
In order to further stabilize the contact (maybe also against degradation), the Ag thickness
was increased to 14 nm in stack 3. Furthermore, the active layer thickness was increased to
40 nm in preparation of a suitable solar cell for PIA measurements. As the PIA amplitude is
proportional to the layer thickness, a thicker active layer gives higher signal. However, due
to charge transport limitations in the active layer, the FF strongly decreases below device
relevant values for thicknesses above 30 nm. In order to obtain high FFs even at an active
layer thickness of 40 nm, the blend layer is deposited onto a substrate that is heated to
a substrate temperature of Tsub = 80
◦C. From optical simulation, an optimum thickness
of 20 nm for the p-doped hole transport layer (HTL) layer was derived for maximized jsc.
However, when the active layer is grown on a heated substrate, the roughness is usually
strongly increased. This increased roughness results in shunting of the top contact if the
HTL is too thin. Therefore, a higher thickness of 30 nm was chosen for the p-HTL. Finally,
the solar cell is equipped with a 110 nm BPAPF capping layer for increased light outcoupling.
The thickness of the capping layer was optimized for high transmission in the NIR spectral
region. Unfortunately, the optical constants for all the materials used in the stack are known
only between 300 and 800 nm. The high energy cation peak of DCV6T-Me2255 lies around
900 nm, the triplet absorption peak at 1100 nm. Thus, the optimal stack configuration for
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Figure 8.2.: (a) jV-characteristics of the presented solar cells with stacks 1-3 shown in
Fig. 8.1, measured before encapsulation in the glovebox attached to the UFO evaporation
tool. No mismatch correction is performed. The illumination intensity corresponds to a
mismatch corrected intensity of ≈130 mW/cm2 for these devices. (b) Simulated (dashed)
and measured (solid) transmission curves of complete semitransparent solar cell stacks
upon bottom illumination.
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Table 8.1.: Solar cell parameters for the semitransparent solar cells using stacks 1 to
4. The solar cells were not mismatch corrected but measured with a standard intensity
setting that corresponds to a mismatch corrected intensity of ≈130 mW/cm2 for this type
of solar cell. The active area of all devices was approximated with 6 mm2.
stack
jsc Voc FF S
(mA/cm2) (V) (%)
(1) 6.2 0.81 49.7 1.21
(2) 4.6 0.82 50.4 1.21
(3) 7.8 0.82 54.4 1.21
(4) 6.9 0.82 59.9 1.08
high transmission in the region between 800 and 1600 nm can only be approximated with
the simulation.
The simulated and measured transmission spectra of the semitransparent solar cells with
and without capping layer (stack 2 and 3) are shown in Fig. 8.2 (b). The measured curves
in principle follow the simulated one, but with an offset of 10 – 15 %. Deviations in the
spectral region where DCV6T-Me2255 absorbs can arise from differences to the n& k-values
of DCV6T-Bu1256 that were used for the simulation. The optimized solar cell only shows a
transmission of 25 % in the visible region, which is not sufficient for possible applications.
However, the stack was optimized for high transmission in the NIR region to obtain high
PIA signals. By introducing the capping layer, the transmission of the complete stack at
900 nm is increased from 35 to 50 %.
Due to the reduction of the thickness of the p-HTL and the preparation on a heated substrate,
jsc slightly increases for the improved stack (3). The increase in FF to 54.4 % is explained
by an improvement of charge transport and reduced recombination in the active layer by the
deposition onto a heated substrate. However, the HTL is still too thin to flatten the proposed
rough active layer, which is concluded from the beginning brake-down in reverse bias already
at =1 V. From these observations, the p-HTL and capping layer thicknesses in stack 3 are
slightly modified to obtain the final test stack for electric-field dependent PIA measurements
(stack 4). The increase of the p-HTL thickness to 40 nm improves the saturation and the FF
at the expense of photocurrent (see Tab. 8.1). The thickness of the capping layer is adapted
to 100 nm. The jV-curve of this final solar cell stack is shown in Fig. 8.3 before and after
encapsulation. The strong S-shaped behavior is supposed to be due to a degradation of the
thin metal contact between fabrication and encapsulation. Nevertheless, this solar cell was
used to perform the proof-of-principle electric-field dependent PIA study.
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Figure 8.3.: jV-characteristics of the final stack (4) that is used for the proof-of-principle
electric-field dependent PIA study. The curves were measured before and after encapsu-
lation, respectively. Two different sun simulators were used with ≈130 mW/cm2 for the
measurement before encapsulation and ≈100 mW/cm2 for the measurement subsequent
to encapsulation (mismatch taken into account). The active area was approximated with
6 mm2.
8.3. Photoinduced Absorption Measurements
First Electrical Characterization
For PIA measurements, the solar cell is mounted in the cryostat. The active area is marked
by an aperture mask that is fixed on the sample in the direction of the probe light. Therefore,
light is only transmitted through the defined unmasked area. The laser illumination is not
masked. The solar cell allows for a rough estimation of the illumination intensities compared
to mismatch corrected 1 sun illumination conditions. For these estimations, the solar cell was
illuminated by the laser at 532 nm and an excitation intensity of ≈200 mW/cm2 which is also
used for the PIA measurements. The determined jsc value is comparable to that measured
under mismatch corrected 1 sun illumination conditions (see Tab. 8.2). The photocurrent
is approximately linear to the illumination intensity (checked by measurement with neutral
density filter). However, the halogen lamp is rather strong compared to the laser beam.
When the edge filter after the lamp is removed, the photocurrent density in short-circuit
is even higher than for the laser excitation. With the filter, the photocurrent is decreased
by a factor of 50. This observation confirms the need for this edge filter, described in the
introduction of the PIA measurement setup in Appendix A. If the probe light was similarly
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Table 8.2.: Current densities that are measured upon illumination of the test cell at
290 K with different illumination sources. The value termed 1 sun is determined from the
mismatch corrected jV-measurement assuming an area of 6.0 mm2. This area is also used
for the photocurrent densities measured upon laser illumination. For the values from the
illumination with the halogen lamp, the aperture mask area of 4.7 mm2 is used. The
dark current density is given for an assumed area of 6.0 mm2. All numbers are given in
mA/cm2. The edge filter shows 50 % transmission at 760 nm and T > 90 % above 900 nm.
The intensity of the laser is ≈200 mW/cm2.
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intense as the laser excitation, it would already bleach the ground state through extensive
singlet excitation.
Bias Dependence of the PIA Spectra
The PIA measurements are performed at 200 K to increase the available PIA signal. At a
later stage, not only the behavior at room temperature but also the importance of the electric
field at different temperatures will be an interesting matter of investigation. Figure 8.4
shows the PIA spectra taken at 200 K at different characteristic bias points: in reverse bias
(V = −1.5 V), at short-circuit (V = 0 V), at open-circuit (V = +0.9 V), and in the injection
region (V = +2.0 V). Part (a) shows the spectra on absolute scale. In part (b), they are
normalized to the HE cation peak at 1.4 eV. As a reference, the PIA spectrum of the bare
blend layer is drawn in part (a) in order to identify possible differences that may arise from
the contacts (e.g. induced absorption in the transport layers or from the dopants). Due to the
lower transmission, the entrance and exit slit widths of the monochromator were increased
from 0.8 to 1.5 mm, which enhances the signal-to-noise ratio, allowing for measurements
until 1900 nm (0.65 eV). The absolute amplitude of the signal cannot be directly compared
between the two samples, because the absorption in the device can be different due to
interference effects. Furthermore, the thickness of the active layer in the device is reduced
to 40 nm. Finally, a different mixing ratio was chosen for the blend layer in the solar cell to
achieve better device performance. The increase of the mixing ratio from 1:1 to 2:1 – meaning
an increase in the DCV6T volume fraction – leads to a small shift of the LE cation peak
which was also observed for a quaterthiophene derivative. [277] Furthermore, this shift can
also be observed between pristine and blend layer, although it is less strong (see Fig. 6.12).
Therefore, an influence of the contacts cannot be fully excluded here. A contribution from
triplet exciton absorption is not observed here. The PIA signal is largest when the solar
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Figure 8.4.: (a) PIA spectra at different applied bias voltages, taken at 200 K at an
excitation intensity of ≈200 mW/cm2. The modulation frequency was 173 Hz. The peaks
are assigned to certain transitions given in the graph. For comparison, the PIA spectrum
of a bare DCV6T-Me2255:C60 blend layer (1:1, 60 nm) from Fig. 6.12 is drawn as gray line.
(b) PIA spectra from part (a) normalized to the HE cation transition at 1.4 eV.
cell is biased in reverse direction, and steadily decreases upon increasing the bias in positive
direction. In the normalized spectra, the LE and HE cation transitions exhibit a different
change in the signal with increasing bias. The reason for this difference is not yet clear.
However, additional recombination components like e.g. a DCV6T anion transition might
serve as an explanation for this behavior.
Bias Dependence of the HE Cation Signal
Figure 8.5 shows the solar cell jV-characteristics at 290 and 200 K measured with white
light illumination from the unfiltered halogen lamp. Upon decreasing the temperature, the
S-shape is strongly enhanced and the photocurrent density at short-circuit is decreased.
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Figure 8.5.: jV-characteristics of the semitransparent test solar cell, measured with the
PIA setup at 200 and 290 K. The unfiltered white light of the halogen lamp is used as
illumination source. According to the comparison in Tab. 8.2, the illumination intensity
corresponds to ≈1 – 2 suns. In the top half of the graph, the bias dependence of the PIA
signal at the HE cation transition at 1.4 eV at 200 K is given, recorded at an excitation
intensity of ≈200 mW/cm2 and a modulation frequency of 173 Hz.
Decreasing the temperature generally leads to a reduction of FF and jsc as charge transport
is hindered, resulting in higher recombination and ineffective charge extraction. Additionally,
the change of the PIA signal at the HE cation transition at 1.4 eV with applied external bias
is shown in the graph. At first glance, it looks similar to the jV-characteristics with highest
values in reverse direction, a decrease for increasing bias, a plateau around Voc, and a further
reduction when the injection current sets in. As the PIA signal is proportional to the excited
state density, it directly maps the photogenerated charge carrier density in the device. The
first decrease of the excited state density is assumed to be due to increased recombination
in the active layer due to extraction problems at the degraded contact, visualized by the
S-shaped jV-curve. The further decrease of the density upon charge carrier injection is due
to recombination of the photogenerated with injected charge carriers.
Recombination Analysis
As introduced in the last chapters, a deeper insight into the recombination behavior is
gained from the modulation frequency analysis. A possible influence from capacitive effects
due to the contacts has not been investigated in great detail up to now. Figure 8.6 (a)
shows frequency scans taken at characteristic bias points in the jV-curve. The measure-
ments were performed at the HE cation transition at 1.4 eV with an excitation intensity of
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Figure 8.6.: (a) Modulation frequency dependent measurements at the HE cation transi-
tion at 1.4 eV at 200 K for different external bias voltages, taken at an excitation intensity
of ≈200 mW/cm2. For the fit (gray lines), two independent dispersive recombination com-
ponents are used according to Eq. 4.28. The fit parameters for the measurement at Voc are
given in Tab. 8.3. Lifetimes and effective generation rates are furthermore visualized in
Fig. 8.7. (b) Equivalent measurement as in part (a) on a bare blend layer without contacts.
The excitation intensity is slightly lower (≈130 mW/cm2). The solid and dashed lines are
combined fits of the ip- and op-components using one and two dispersive recombination
components, respectively.
≈200 mW/cm2. The curves were modeled by a sum of two independent dispersive recombi-
nation components. As mentioned before, two dispersive recombination components at the
same time are difficult to model as the dispersivity parameters are hard to detect when the
frequency range is low. This generally leads to large fitting errors. However, in contrast to
the fits of the triplet exciton transitions, there is no reason here to assume monomolecular
recombination and fix one of the δ’s to 1. At high frequencies, the fit is reasonable. However,
at low frequencies the op-component shows a strong increase which would demand for a third
recombination component (see Fig. 8.6 (a)). Such an increase is absent in the frequency scan
performed on the bare blend layer, which is shown in part (b) of Fig. 8.6. An influence of
the device geometry cannot be excluded here. Further investigations are necessary to clarify
this issue. Part (b) furthermore shows a comparison of fits with one and two recombination
components, respectively. With just one component used, the fit is not satisfactory.
Figure 8.7 shows the determined lifetimes, τi, and generation rates, geff,i , in dependence of
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the applied bias. The first recombination component shows a high lifetime on the order of
100 µs, but a low generation rate. The second recombination component shows lifetimes on
the order of only some µs and a much larger generation rate. The lifetimes are shorter at high
bias, both in injection and in reverse direction. This can be understood as fast extraction of
photogenerated charge carriers or fast recombination when additional charges are injected.
The largest lifetime is observed at short-circuit.
The interpretation of the two recombination components is difficult. First information is
gained from the comparison to the bare blend layer. There, the fitting of the HE cation
transition at such high intensity was equally difficult. The fit parameters resulting from
one-component and two-component fits at the HE and LE cation transition are likewise
given in Tab. 8.3. The results from the two-component fits for the solar cell and the bare
blend layer sample are in good agreement, at least concerning the order of magnitude of
the lifetimes. The slightly lower lifetimes determined from the solar cell can also arise from
the higher excitation intensity (bimolecular recombination). As stated above, the genera-
tion rates cannot be directly compared. Additional information is drawn from the intensity
dependence of the fit parameters, which usually reveals the recombination mechanism being
mono- or bimolecular. The intensity dependence of the excited state lifetime, τi, is shown in
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Figure 8.7.: Bias dependence of the determined generation rates, geff,i , and lifetimes, τi,
from the frequency scans shown in Fig. 8.6 (a).
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Table 8.3.: Comparison of the fit parameters τi and geff,i for the bare blend layer (without
contacts) and the solar cell (with contacts), respectively. The parameters were determined
from modulation frequency dependent measurements under open-circuit conditions. The
corresponding data and fits are shown in Fig. 8.6.
cation at IL τ1 geff,1 δ1 τ2 geff,2 δ2
(eV) (mW/cm2) (µs) (1/s) (µs) (1/s)
two-component fit
with contacts 1.4 ≈200 8.0 5.5 0.91 94.9 0.76 0.73
bare blend 1.4 ≈130 13.2 2.6 0.81 174 0.22 0.68
one-component fit
bare blend 1.4 ≈130 44.4 1.6 0.67
bare blend 0.78 ≈130 54.0 1.5 0.61
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1 0
1 0 0
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Figure 8.8.: Intensity dependence of (a) lifetimes, τi, and (b) effective generation rates,
geff,i , determined at the HE cation transition assuming two independent recombination
components. Trends in the log-log-plot are indicated by dashed lines with the slope given
in the figures. The excitation intensity is normalized relative to an excitation intensity of
≈200 mW/cm2.
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shows the expected square-root decrease of the lifetime and the direct proportionality be-
tween generation rate and intensity, indicative of a bimolecular recombination mechanism.
The lifetime of the second component is rather constant and only slightly decreases at high
intensity. The generation rate only increases with a slope of 1/2 in the log-log-plot. However,
the sum of both components again shows a direct proportionality to the excitation intensity.
From this observation, it could be speculated that the two components are free and trapped
charge carriers. The sum of free and trapped charge carriers, the total photogenerated charge
carrier density, is then directly dependent on the excitation intensity. The trapped charge
carriers have a longer lifetime, which is rather independent of intensity. For trapped charges,
the recombination is only dependent on the density of the trapped charge carriers, and not
on the product of electron and hole densities. [69] Therefore, it is similar to a monomolecular
recombination process. As the active layer consists of a mixed D:A layer and as both pro-
cesses – charge carrier generation and trap escape – are potentially field dependent, both
numbers would be expected to display their minimum value at zero field, which is around
open-circuit. In fact, the effective generation rate of recombination component 1 increases
with increasing positive bias, whereas that of the second component decreases.
Another possible explanation for the two components is the presence of long-living charge
pairs at the D/A interface. The short lifetime would be associated with the interfacial charge
pair, although it is still quite large compared to CT exciton lifetimes in the (sub-)ns range
reported in literature. [150,151] However, lifetimes on the order of µs were reported as well. [162]
The bias dependence could be interpreted in the following way: At high negative bias, charge
carriers are efficiently generated and extracted from the device, resulting in a large genera-
tion efficiency of free charge carriers (blue symbols). For even larger reverse external bias, it
is expected that the generation rate of charge pairs further decreases while that of free charge
carriers is expected to increase. From the jV-characteristics in Fig. 8.5, this is reasonable as
saturation is not yet reached at V = −1.5 V at 200 K. When the voltage is increased, more
and more charge carriers are either not separated or form an intermediate CT state before
they recombine, which leads to a high density of CT states compared to free charge carriers.
Further investigations on solar cells with higher FF or temperature dependent measurements
may clarify this issue.
Bias Dependence of the Photoluminescence
Very recently, the question was raised if the electric-field dependence of the photocurrent
generation stems rather from field enhanced singlet exciton dissociation than from a field-
dependence of the subsequent charge pair separation step. [269] If the singlet exciton separa-
tion would be dependent on the electric field, the fluorescence signal should decrease with
increasing bias. As the active layer of the investigated test cell was evaporated onto a heated
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substrate, the D/A phase separation is assumed to be quite large. Therefore, the lumines-
cence is not completely quenched but a measurable signal is still observed from the solar cell
upon optical excitation. Potential electroluminescence is excluded from this measurement
as the lock-in is only sensitive to the signal that is modulated at the excitation modulation
frequency. A contribution of luminescence from an interfacial CT state cannot be excluded
here. The luminescence of DCV6T-Me2255 in a pristine film and a 1:1 mixture was shown in
Chapt. 5 (Fig. 5.10). There, the DCV6T luminescence was completely quenched and a new
red-shifted emission band was ascribed to CT emission. Unfortunately, the spectra cannot
be directly compared, because the spectrum shown here was measured with the PIA setup
and is, thus, still convoluted with the transfer function of the setup.
Figure 8.9 shows the optically excited photoluminescence signal at V = ±2 V and at V = 0 V.
All spectra are identical, indicating that at least such low bias voltages do not have an in-
fluence on the exciton separation efficiency at least for the D/A system investigated here. If
part of the spectrum originated from CT emission, it would have to be concluded that – at
least in this case and the used bias voltages – the electric field does not significantly influence
the charge carrier generation. This conclusion would be contradictory to what was observed
in the PIA measurements. This issue may be resolved more accurately in a 1:1 mixture of
DCV6T-Me2255 and C60, where the CT emission intensity is higher than the fluorescence
from the donor material (cf. Fig. 5.10).
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Figure 8.9.: Bias dependence of the residual photoluminescence measured with the PIA
setup at 200 K and an excitation intensity of ≈200 mW/cm2. The spectrum is not cor-
rected for the spectral transfer function of the setup.
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8.4. Summary and Outlook
The concept of semitransparent thin metal top contacts is successfully transferred to the
photophysical investigations. Without having to rearrange the measurement setup, it is
possible to perform PIA measurements in transmission geometry as it is normally used for
standard layers without contacts. Having the optical constants (n& k) in hand, even allows
for a quantitative correlation of the generation rates of photoexcited states that can be de-
termined with PIA.
A combination of a thin 1 nm Al layer and a 14 nm Ag layer has proven to provide high elec-
trical conductivity and transmission suitable for PIA measurements. An organic BPAPF
capping layer on top of the thin metal electrode is used to enhance the transmission in
the NIR wavelength range. Its thickness is set by optical stack simulations. The resulting
semitransparent solar cell shows a high FF and a PCE slightly above 2 %. The degradation
problem between fabrication and encapsulation remains to be solved to avoid the observed
S-kink in the jV-characteristics.
Using this semitransparent solar cell, a proof-of-principle study is presented concerning the
influence of the electric field on the generation and recombination behavior of excited states
using PIA spectroscopy. A DCV6T derivative (DCV6T-Me2255) is used as donor material in
the photoactive blend layer of the device. Measurements on bare layers using this derivative
were shown in Chapt. 6. The PIA spectra reveal only minor spectral differences compared
to the bare blend layer sample. However, the frequency scans show a large contribution at
low frequency that was not observed in a sample without contacts. The frequency scans at
the position of the DCV6T cation are fit using the dispersive recombination model, revealing
two recombination components: one with high lifetime and low effective generation rate, the
other with a smaller lifetime and a larger effective generation rate. Two possible explana-
tions are suggested, supposing either trapped and free charge carriers, or a contribution from
long-living bound charge pairs. However, more data are needed to finally give a conclusive
explanation for these observations. Finally, the bias dependence of the photoluminescence
is investigated. In the voltage range examined (=2 V,. . . ,+2 V), an influence of the electric
field on the dissociation of singlet excitons is not observed.
As an outlook for this topic, there are several challenges that must be resolved prior to
further investigations on complete solar cells:
The degradation problem must be solved to retain the high FF and to perform the PIA
measurements on non-degraded devices. In the course of writing this thesis, the permeability
of the transport box was tested again using thin Ca-layers evaporated on a glass substrate. It
was observed that the used plastics for the transport (transport and sample box, plastic foil)
soak water when kept in air. When those plastics are introduced from ambient conditions
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into the glovebox directly before the sample transfer, the soaked water is reemitted and
rapidly degrades the thin metal contact. Having the transport box in nitrogen for some time
before the transport and omitting all other plastics might solve the degradation problem in
future. Another approach could be to carry out the encapsulation directly in the glovebox
without any further transfer. Furthermore, it was observed that the encapsulation is strongly
sensitive to the cooling procedure. In some cases, it detached from the substrate, which
immediately destroys the device as the metal electrode sticks to the encapsulation glass.
Further optimization of the adhesive used for encapsulation or a reinforcement of the metal
stripe below the edges of the encapsulation glass may improve the sample stability also upon
strong temperature changes.
The transmission optimization must be conducted for the actual region of interest, which is
between 800 and 2000 nm. Therefore, the n& k-values for this wavelength range for all used
materials would be desirable.
Finally, it would be interesting to compare solar cells that work well (no or small triplet
generation, DCV6Ts) to solar cells with rather low photocurrent generation efficiency (high
triplet yield, e.g. DCV4Ts). Offermans et al. observed a negative influence of the electric field
on the triplet exciton generation efficiency, indicating a suppressed triplet exciton generation




The Effect of Substrate Heating During Layer
Deposition on the Performance of
DCV4T0:C60 BHJ Solar Cells
In this chapter, the influence of substrate heating during layer deposition on the
morphology of the blend layer and the performance of DCV4T0:C60 bulk hetero-
junction solar cells is addressed. It is shown that the observed negative effect of
substrate heating is due to morphological changes in the photoactive layer.
With increasing substrate temperature, the solar cell performance worsens, mainly
due to a gradual decrease in jsc. Using photoluminescence measurements, it is
demonstrated that a strong demixing of the blend layer components is responsible
for part of the observed decrease in jsc. Furthermore, absorption measurements
show a decrease of the DCV4T0 absorption due to a rearrangement of the oligoth-
iophene crystallites, which is revealed by X-ray diffraction. AFM measurements
complete the investigations proving that extremely rough layers are responsible
for the observed light scattering in the absorption spectra. Finally, a morphol-
ogy picture is provided that summarizes the observations gathered by the various
measurement techniques.
The main content of this chapter was published in Ref. [209]. Some of the figures
and parts of the text were restructured and revised. The study is extended by a
literature overview concerning morphology changes in organic component systems
(Sec. 9.2) as well as a short addendum about the equivalence of temperature and
time for the DCV4T0:C60 blend system (Sec. 9.8).
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9.1. Introduction
The best flat heterojunction (FHJ) device to date that was published in literature showed
a power conversion efficiency (PCE) of 5.3 %. [94] Those devices are restricted in active layer
thickness due to the limited exciton diffusion length. The presently most efficient organic
solar cells (OSCs), therefore, rely on the bulk heterojunction (BHJ) concept because it offers
a large interface between donor and acceptor that could not be achieved with FHJ devices.
However, those devices strongly depend on the blend layer morphology to deliver a continu-
ous, interpenetrating network of the donor and the acceptor material. Figure 9.1 shows two
exemplary blend layer sketches to illustrate the principal differences between a finely and
coarsely mixed blend layer. If donor and acceptor are mixed too finely, continuous pathways
for each charge carrier to reach the respective electrode will not be provided. Furthermore,
the probability for a free electron in the acceptor phase and a free hole in the donor phase
to meet at the interface is large for smaller phase sizes. Thus, the increased charge carrier
recombination reduces the collected photocurrent and the FF of the device. On the other
hand, if the D/A phase separation is too large, the drawback of the FHJ device becomes more
and more relevant. Those excitons that cannot reach the exciton-separating D/A interface
will recombine and cannot contribute to the photocurrent. However, in contrast to the well
intermixed layer, once the excitons are separated, the charge carrier transport properties
are superior due to the large phases (“charge carrier highways”) and the undisturbed inter-
Figure 9.1.: Illustration of the principal differences between finely and coarsely mixed
composite D:A layers and the implications for OSC devices.
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molecular ordering within the pure phases. In summary, an optimum device morphology
makes a trade-off between a high exciton splitting yield (high charge carrier generation) and
optimized charge transport (low recombination).
9.2. The Importance of Morphology Control for BHJ Solar Cells
Influencing the Morphology in Polymer Based Solar Cells
In the field of polymer OSC, the solution based deposition offers many ways to influence the
nano-scale morphology in a D:A blend layer in order to optimize the PCE. However, this
does not only depict an opportunity, but also demands for a rigorous control of this multiple
parameter space.
In the very beginning, Liu et al. observed a strong influence of the solvent on the solar cell
parameters using MEH-PPV:C60 as active layer.
[278] Upon using aromatic solvents like xy-
lene, dichlorobenzene or chlorobenzene, jsc was always larger than for non-aromatic solvents
like tetrahydrofuran or chloroform, whereas Voc was smaller. Shaheen et al. also observed
an effect of the solvent using MDMO-PPV:PCBM as active layer, which was spin-cast from
either toluene or chlorobenzene solution. [279] Devices prepared with chlorobenzene showed
a higher jsc, yielding a 3-fold increase in PCE. The effect was explained by a higher charge
carrier mobility due to the suppression of PCBM clustering by using chlorobenzene as sol-
vent.
Another quite popular technique to modify the film morphology of a D:A blend layer is
thermal annealing of finished devices (post-annealing). The device is heated above the glass
transition temperature of the polymer material, which allows the polymer to reach its opti-
mum configuration. A large number of investigations were published, reporting an increase
in PCE for polymer based devices upon post-annealing. The most important of the early re-
ports are represented by Refs. [280–282]. Several reasons for the improvements are given, like
the formation of a percolating network, crystallization of the donor or the acceptor phase (or
generally an improved order), or an increase of the polymer absorption. Padinger et al. com-
bined the post-annealing with a voltage treatment to arrange the polymer chains according
to the applied electric field in the device. [283] The rearrangement was made possible by heat-
ing the sample above the glass transition temperature of the polymer. The increase in the
device efficiency from 2.5 to 3.5 % was attributed to an increase in the charge carrier mobility
and a burning of shunts. Ma et al. reached remarkable PCEs of over 5 % for P3HT:PCBM by
changing the solvent and adjusting the D:A mixing ratio and the annealing conditions. [284]
These measures were supposed to stabilize the nanomorphology of the devices and suppress
the overgrowth of PCBM aggregates. In particular the latter point allowed higher annealing
temperatures, which lead to an optimized ordering within the polymer matrix.
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Another parameter that controls the blend morphology in these devices is the solvent an-
nealing time, i.e. the time the solvent needs to evaporate from the sample. This parameter
can be adjusted by the process time for spin-coating. Li et al. have investigated this solvent
annealing effect in P3HT:PCBM solar cells and observed a sudden drop of the PCE above
a certain threshold time. [285]
Recently, is has become common practice to use solvent additives to modify the morphology
of the D:A blend layer. Zhang et al. first showed results of an increased photocurrent and
FF by mixing chlorobenzene in chloroform, whereas mixing xylene or toluene in chloroform
did not improve the device performance. [286] Peet et al. reported a doubling of the PCE
in PCPDTBT:PC71BM devices by using different alkanedithiols as processing additives to
chlorobenzene. [258] However, in contrast to former publications on P3HT:PCBM devices, the
authors could not detect an increase in charge carrier mobility or polymer crystallization.
Therefore, they suggested a superior charge carrier generation efficiency as the main reason
for the improvement. The reason for these processing additives to influence the morphology
is addressed by Lee et al. [104] Additives like alkanedithiols are often chosen to selectively
dissolve the PCBM. Due to the higher boiling point of the alkanedithiols, the PCBM stayed
longer in the dissolved phase, leaving the polymer more time to self-align and crystallize.
Zhang et al. even reported a 3-fold increase in the PCE of PTTBDT-C8:PC71BM devices.
[287]
The addition of a few percent of 1,8-diiodooctane suppressed the fullerene cluster formation,
which was demonstrated by an increase of the electron mobility by five orders of magnitude.
An early review article about these influence factors on the nanomorphology of the active
layer in polymer solar cells was published by Hoppe and Sariciftci, additionally including the
influence of the D:A blending ratio, the solution concentration and the chemical structure
of the polymer. [288] More recent reviews summarize the latest advances in this field. [289–291]
Influencing the Morphology in Small Molecule Based Solar Cells
For vacuum deposited small molecule based devices, the parameter space is much narrower.
The evaporation speed (deposition rate) is the only parameter that can be directly varied in
the evaporation process. However, another possibility to alter the morphology is the deposi-
tion of the active layer onto heated substrates. [292,293] Pfuetzner et al. showed a doubling of
the PCE of solar cell devices by heating the substrate during film deposition using ZnPc and
C60 as active materials.
[6] They attributed this efficiency improvement to an increase in the
hole mobility in ZnPc by one order of magnitude. Combined with increasingly networked
percolation pathways in the blend film, these effects resulted in high values for jsc and the FF.
In a similar investigation, Wynands et al. tuned the morphology in thin films of a DCV6T
derivative mixed with C60 to obtain efficient exciton splitting, high current densities and good
transport properties by optimizing the substrate temperature during evaporation of the ac-
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tive layer. [212] Bartelt et al. investigated ZnPc:C60 blend layers evaporated onto substrates
at Tsub = 120
◦C. They observed an increased phase separation together with crystallization,
predominantly of the fullerene phase. [165] Using optical pump-terahertz probe spectroscopy,
they furthermore revealed an influence of these morphological changes on the free charge
carrier generation efficiency and the subsequent bimolecular recombination process relevant
for OSC devices. In a different approach, Ziehlke et al. investigated the impact of substrate
heating on the efficiency of charge carrier generation with a butyl substituted quinquethio-
phene derivative. [215] Using photoinduced absorption (PIA) spectroscopy, the authors could
demonstrate that the charge carrier lifetime increases for higher substrate temperatures.
This effect was attributed to a more phase separated blend layer, explaining the increase in
PCE.
Other more elaborate ways to influence the layer growth are the deposition onto rotating
substrates [294] or under a certain tilt angle (glancing angle deposition, GLAD) [295]. However,
those techniques were not investigated in this work.
9.3. The Impact of Substrate Heating on DCV4T0:C60 BHJ Solar
Cells
The fabrication of four BHJ solar cells with the active layer (DCV4T0:C60) prepared at
different substrate temperatures, Tsub, between 30 and 90
◦C is the starting point of this
investigation. The used solar cell stack is not optimized regarding active layer thickness, the
transport layer thickness, or the top electrode. The stack details are given in Fig. 9.2 (d).
The resulting jV-characteristics are shown in Fig 9.2 (a). The device evaporated on a room
temperature substrate shows good performance with jsc =6.5 mA/cm
2, Voc =0.98 V, and a
FF of 48.4 %. This results in a mismatch corrected PCE of 3.0 %. The comparison of the PIA
results between DCV4T and DCV6T derivatives already showed that the current density in
DCV4T based devices is limited by recombination of the excited charge transfer (CT) state
to the donor triplet state, which can hardly be dissociated and thus cannot contribute to the
photocurrent. The low FF can be explained on the one hand by an unfavorable small scale
morphology of the blend layer. Furthermore, an injection barrier between DCV4T0 and the
hole transporting layer could also limit the FF, because the HOMO levels of the materials
are not perfectly aligned. However, the comparison of the DCV4T derivatives with different
side chain substitution patterns in Sec. 7.6 indicated that this effect is most significant for
the ethylated and butylated compounds, which exhibit the largest ionization potentials in
this series.
Upon increasing the substrate temperature during evaporation of the active layer, the per-
formance decreases: At Tsub = 90
◦C, jsc and Voc decrease to 2.2 mA/cm2 and 0.6 V, re-
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Figure 9.2.: (a) jV-characteristics under mismatch corrected 1 sun illumination condi-
tions for DCV4T0:C60 BHJ solar cells with the active blend layer deposited at different
substrate temperatures, Tsub. (b) jV-curves in the dark shown on a logarithmic scale.
The EQE spectra, shown in part (c), are used to calculate the mismatch factor for the
proper device characterization under AM1.5 illumination conditions. (d) Solar cell stack
used for the devices discussed in this chapter.
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spectively. The FF slightly increases to 53 % (see Tab. 9.1). The jV-characteristics in the
dark are shown in Fig. 9.2 (b) on a logarithmic scale. The current density in reverse bias
increases at Tsub = 90
◦C. This bad diode blocking behavior occurs due to shunts caused by
an increased roughness of the active layer which will be shown later by AFM measurements.
The solar cell parameters extracted from the measurements are listed in Tab. 9.1.
External quantum efficiency (EQE) measurements show the best performance for the de-
vice prepared on 30 ◦C substrates with a maximum EQE of 50 % (Fig. 9.2 (c)). The EQE
strongly drops for higher substrate temperatures, equivalent to the reduction of jsc in the jV-
characteristics. The reduction is, however, only observed in the region where predominantly
DCV4T0 absorbs.
9.4. Absorption and Photoluminescence
As discussed in the comparison of the absorption spectra of the different DCV4T derivatives
in Sec. 7.2, absorption measurements can be used as an indicator of morphological changes
in a thin film. In order to keep identical conditions to the solar cells presented above, the
samples for optical measurements are prepared with the active layer deposited at the same
substrate temperatures. Furthermore, all these layers are produced on top of a 15 nm C60
sublayer (see Fig. 9.3 (d)). The absorption is calculated according to Eq. 4.1. All measure-
ments are performed in ambient conditions.
Figure 9.3 (a) shows the absorption spectra thus obtained for the series of substrate temper-
atures from 30 to 90 ◦C. The absorption in the range between 500 and 630 nm, originating
from the DCV4T0 molecules, decreases with increasing substrate temperature. Furthermore,
the vibronic substructure in this region becomes more pronounced. Above 50 ◦C, the two
vibronic modes that are visible in the pristine film become evident. The appearance of vi-
Table 9.1.: Solar cell parameters for BHJ solar cells with the active layer deposited at
different substrate temperatures, Tsub. In addition to the characteristic solar cell parame-
ters jsc, Voc, FF , and ηPCE, the saturation value, S, the mismatch corrected incident light
intensity, IL, and the pixel area, A, are given.
Tsub jsc Voc FF S ηPCE IL A
(◦C) (mA/cm2) (V) (%) (%) (mW/cm2) (mm2)
30 6.5 0.98 48.4 1.17 3.0 101.6 5.71
50 5.2 0.92 51.0 1.18 2.4 101.6 5.26
70 3.5 0.92 47.0 1.24 1.5 102.1 5.79
90 2.2 0.60 52.9 1.35 0.7 100.0 5.97
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Figure 9.3.: (a) Absorption spectra of DCV4T0:C60 mixed layers deposited at different
substrate temperatures, Tsub. For comparison, the absorption spectra of 30 nm thick
neat layers of C60 (dashed) and DCV4T
0 (dash-dot), respectively, are shown in black
(both evaporated onto an unheated substrate). The dotted lines are used to subtract
the contribution from light scattering (virtual absorption) from the absorption spectra.
(b) Absorption spectra from part (a) after baseline subtraction. (c) Sketch of the different
geometries to measure the transmission: either directed or using an integrating sphere.
(d) Sample stack used for the absorption measurements.
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bronic peaks was discussed in Sec. 7.2 in terms of an increased intermolecular ordering and
crystallization. In the case of blended films, the recurrence of such features can also be taken
as an indication of a regeneration of the single phases, i.e. an increased separation between
the donor and acceptor phases.
Another noticeable change appears at higher wavelengths where an additional absorption
feature shows up for the 70 ◦C and 90 ◦C samples. This absorption persists out to 900 nm,
where the molecules do not absorb. The EQE does not show any contribution to the pho-
tocurrent in this spectral region. A possible explanation for this feature is scattered light
in the sample. All samples were measured in a standard directed transmission geometry,
like sketched in Fig. 9.3 (c). When the light is scattered out of the optical path, it will not
reach the detector. Thus, the scattered light will be interpreted as absorbed light (virtual
absorption). This can be overcome by performing the transmission measurement with the
sample mounted in front of an integrating sphere. Then, all the transmitted light is collected.
Such a comparative measurement was conducted later on with a similar sample like those
investigated here and the hypothesis was qualitatively confirmed. The amount of scattered
light increases with substrate temperature, indicative of an increase in the roughness of the
deposited layer. To get an impression of the real absorption spectra in Fig. 9.3 (a), the
slopes of the absorption curves for Tsub > 50
◦C are (as a simple approximation) linearly
extrapolated1 over the whole wavelength range and thus used as a baseline for the absorp-
tion curves (dotted lines). The corrected absorption curves after baseline subtraction are
shown in Fig. 9.3 (b). This treatment clearly reveals the strong decrease of the absorption of
the DCV4T0 molecules over the whole wavelength range for higher substrate temperatures.
The overall decrease of the absorption is one of the reasons for the observed decrease of the
photocurrent. The mechanism behind this decrease in absorption will be discussed according
to X-ray diffraction results in Sec. 9.6. However, the range of substrate temperatures used
here is well below the evaporation temperature of the material and should, therefore, not
harm the molecules. Moreover, chemical degradation of the molecules can be excluded as
the photoluminescence spectrum at high substrate temperatures resembles that of pristine
DCV4T0, which will be discussed in detail below. Similarly, at 90 ◦C the spectrum is very
similar to the neat layer absorption spectrum of DCV4T0, which is represented by the black
dash-dotted line in Fig. 9.3 (a) and b. The analogy of both absorption spectra indicates that
the donor phases must be large enough for the undisturbed crystalline neat layer morphology
to be restored.
1The size of the scattering particles is assumed to be on the order of 100 nm and thus far away from
Rayleigh scattering, where the scattered light intensity scales with λ−4. The so-called Mie scattering for
larger particle sizes (d ≈ λ) is less strongly dependent on wavelength until the scattered intensity becomes
wavelength independent for particles much larger than the wavelength of the scattered light.
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A deeper insight into the microscopic blend structure can be gained by photoluminescence
(PL) measurements. Generally, mixing only a small amount of an acceptor into a donor
matrix (assuming appropriate energy levels) leads to very efficient quenching of the donor
luminescence due to a CT to the acceptor. For this CT to happen, the excitons have to reach
the interface within their lifetime. In other words, the D/A interface must be reachable within
the exciton diffusion length. When the mixing of donor and acceptor is very intimate (small
phase separation), every exciton reaches the interface, leading to strong PL quenching and
(possibly) a red-shifted CT emission. However, if the molecules aggregate in separate phases
(strong phase separation), some excitons will no longer be able to reach the interface and
will consequently recombine by giving off luminescence from the pure donor excited state.
Hence, PL measurements provide insight into changes in the phase separation between the
donor and the acceptor.
Figure 9.4 shows the PL spectra recorded upon photoexcitation of the DCV4T0:C60 blend
layers, deposited at substrate temperatures between 30 and 90 ◦C. At Tsub = 30 ◦C, the
luminescence is strongly quenched compared to the neat layer luminescence (like discussed
in Sec. 7.2.2 according to Fig. 7.4). At least part of the emission above 750 nm is attributed
to interfacial CT emission. Therefore, the mixing behavior of DCV4T0 and C60 is very good
at a substrate temperature of 30 ◦C and the phase size is supposed to be less than 5 – 10 nm.
At higher temperatures, the emission at 667 nm increases by more than a factor of 40 and
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Figure 9.4.: (a) PL spectra of DCV4T0:C60 mixed layers deposited at different substrate
temperatures, Tsub. The dashed black line shows the PL of a FHJ test sample according
to the sample stack shown in part (b). All samples were excited at 550 nm. The spectra
were not corrected for differences in the absorption of the samples. The inset to (a)
shows all PL spectra normalized to their respective maximum. (b) Sample stacks used
for the standard measurements as well as a FHJ test stack, described in Sec. 9.7.2.
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the spectral shape changes, indicating strong demixing of donor and acceptor. Moreover, at
a substrate temperature of 90 ◦C, CT luminescence is no longer visible. This is either due
to the fact that it decreased due to the demixing of donor and acceptor or simply because
the fluorescence of the thiophene excitons is much stronger. It must be emphasized that
the recurrence of the PL is strong even though the absorption decreases (see Fig. 9.3 (b)).
The increase in PL is another reason for the observed losses in jsc, because the excitons that
recombine cannot contribute to the photocurrent.
9.5. Topographical Investigations (AFM)
In general, it is difficult to discuss phase separation solely from the surface topography im-
ages measured by atomic force microscopy (AFM). When the AFM is operated in tapping
mode, the phase lag between the exciting piezo signal and the tip response oscillation can
be recorded. In composite layers of two materials, differences in the strength of interaction
between the components and the tip material induce a contrast in the resulting phase image.
This contrast is often used to show phase separation even in layers that do not show any
height information (flat, smooth surface). [278,296] However, for rough layers, the interpreta-
tion of these phase images is difficult due to topography-induced artifacts.
The measured 5× 5 µm2 topography images for the DCV4T0:C60 blend layers prepared at
different substrate temperatures are presented in Fig. 9.5. All images show curved worm-
like structures at the surface with length scales of more than 1 µm and thicknesses of 100
to 200 nm. The maximum peak values reach higher than 100 nm even though the overall
deposited nominal blend layer thickness was only 20 nm. The maximum scale displayed in
the figure increases with substrate temperature. The root mean square roughness values ex-
tracted from Fig. 9.5 increase from 13 to 25 nm. From these measurements, the assumption
of rough layers causing the strong scattering in the absorption measurements is validated.
Furthermore, such rough layers can also lead to increased recombination due to a bad p-
contact (direct through connection to the top metal electrode), which might explain the
reduction of Voc at the very highest substrate temperatures.
As previously mentioned, it is not possible to distinguish between DCV4T0 and C60 only from
the topography images. The strong roughness furthermore prohibits any conclusion from the
phase images. However, we could at first draw the assumption that these worm-like struc-
tures represent pure oligothiophene aggregates. As these aggregates are even present for
the sample prepared at Tsub = 30
◦C2, this statement would either contradict the strong PL
2There is certain evidence that those DCV4T0:C60 mixed layers change with time. Examples for this
assumption are given in Sec. 9.8. Unfortunately, the topography picture from the sample prepared at Tsub =
30 ◦C (Fig. 9.5 (a)) was not taken right after evaporation. It is therefore possible that those surface structures
were not already present on the freshly prepared sample but evolved in time. This time evolution is supposed
to be more severe for meta-stable morphologies (prepared at low substrate temperatures).
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Figure 9.5.: AFM topography images taken on top of the DCV4T0:C60 blend layer which
was deposited at different substrate temperatures, Tsub. The size of all images is 5× 5 µm2.
The stack is identical to that used for optical measurements (Fig. 9.3 (d)). To illustrate
the masking procedure for the volume determination of the surface structures, part (c) is
shown half-masked (red area).
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quenching observed at this substrate temperature or demand that the major part of the donor
molecules is still mixed with C60 in the bulk of the layer, where exciton quenching can take
place. In contrast to this, at 90 ◦C the oligothiophene PL increased strongly and a large phase
separation was suggested. This matches well the results from AFM measurements assuming
that most of the oligothiophene molecules are aggregated in these structures. To verify these
findings, the volume of the surface structures in Fig. 9.5 is estimated and compared to the
total volume of deposited DCV4T0. This can be done assuming that the structures do not
extend into the rest of the bulk layer underneath. To illustrate the masking procedure3, the
AFM image with Tsub = 70
◦C (Fig. 9.5 (c)) is shown half-masked. The results of the vol-
ume calculations are shown in Tab. 9.2. For the sample prepared at Tsub = 30
◦C, the ratio
between the evaporated DCV4T0 volume and the masked structure volume is only 20 %. In
comparison, this value increases to nearly 90 % when the blend layer is deposited on a 90 ◦C
substrate. This result is interpreted in terms of a near quantitative demixing of DCV4T0
and C60 when the blend layer is evaporated at Tsub = 90
◦C.
9.6. X-ray Investigations
Using X-ray diffraction, the crystalline regions in the films are studied. Usually, molecular
aggregation comes along with an increase of the crystallinity within the separated phases,
which cannot be proven using AFM measurements. Thus, XRD measurements are used to
investigate the influence of the substrate temperature on the crystallization in the films. All
Tsub image size calc. vol. expect. vol. ratio
(◦C) (µm) (µm3) (µm3) (%)
30 5× 5 0.078 0.333 23
5× 5 0.158 0.333 47
50
2.5× 2.5 0.044 0.083 53
5× 5 0.253 0.333 76
70
2× 2 0.036 0.053 68
90 5× 5 0.289 0.333 87
Table 9.2.: Calculated volume of the structures visible in the AFM images compared
to the volume of deposited DCV4T0. For the expected volume a thickness of 13.3 nm is
assumed. Tsub is the substrate temperature during evaporation of the blend layer. The
statistical error between two images at different sample positions is below 20 %.
3The masking procedure and the volume determination were done using Gwyddion, v. 2.19, which is a
standard software for scanning probe microscopy image evaluation.
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thin film samples are measured with a GIXRD (Grazing Incidence X-Ray Diffraction) setup.
A detailed description of the measurement conditions is given in Ref. [184].
All planning, experiment coordination and evaluation for the X-ray investigation was done
by Chris Elschner (IAPP). The basic GIXRD measurements were performed at Fraunhofer
CNT by Dr. Lutz Wilde.
9.6.1. 1D GIXRD Measurements
The GIXRD measurements are presented in Fig. 9.6. The sample that was deposited at
Tsub = 30
◦C shows a large amount of diffuse scattering between 1.2 and 2A=1, indicating a
high degree of disorder in the blend layer. There are no Bragg reflections that can be clearly
identified with DCV4T0. From the broadened C60(111) Bragg reflection at Q = 0.75A=1,
the crystal size of C60 can be calculated to ≈3 nm using the Scherrer equation. Thus, the
room temperature sample only contains nanocrystalline C60 and amorphous DCV4T
0. When
the sample is prepared on a heated substrate (Tsub = 90
◦C), several Bragg reflections of C60
and DCV4T0 show up at the same positions as in single layers (see Fig. 9.6), indicating an
increase in the phase separation, which allows the donor and acceptor materials to pack in
their respective crystalline phase (for details about C60 single phases see Ref. [184]). The
C60 crystals grow in size to 8 nm, which can be seen from the sharpening of the C60(111)
reflection. The new Bragg reflection at Q = 0.907A=1 is assigned to DCV4T0, as the peak
position fits very well to measurements on neat DCV4T0 films. This Bragg reflection is
correlated to a lattice spacing of d = 6.91A which is much shorter than the long axis of
DCV4T0 (≈22A). Although the exact positions of the molecules in the unit cell are not
known, the determined lattice spacing thus assures that they are not standing upright on the
substrate but rather lying edge-on or face-on. From the peak width, the DCV4T0 crystal size
in the mixed layer is approximated to 14 nm. The heated sample shows no diffuse scattering,
which suggests that the crystalline phases are dominant in the heated blend layer. The fact
that different crystal orientations for C60 ((111), (220), (311)) show up in the diffraction
pattern indicates that C60 grows polycrystalline with randomized orientation. In contrast,
the DCV4T0 crystals grow with a preferred orientation in the heated blend layer. The
observation of reflections from different crystal directions for C60 is attributed to its high
symmetry.
Combining the AFM and GIXRD measurements could lead to the conclusion that – at least
for the sample prepared on the 30 ◦C substrate – the surface structures in Fig. 9.5 (a) contain
only amorphous material. Still, if these structures only consist of oligothiophene molecules,
it is very unlikely that they form these aggregates without packing in their crystalline phase.
Usually, GIXRD probes the morphology in the bulk of the sample and is not very surface
sensitive. However, varying the X-ray incidence angle allows some control over the X-ray
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probing depth of the film. In order to directly gather diffraction information from the surface,
the incident angle must be smaller than the critical angle of total reflection of the organic
blend layer. A comparison between the bulk-sensitive and the surface-sensitive measurements
for a sample prepared at room temperature is shown in Fig. 9.7. Both diffraction patterns
are background corrected with an exponential fit. Although a sample with slightly different
mixing ratio and film thickness was used for this measurement, the diffraction pattern of
the bulk region is nearly identical to the result shown in Fig. 9.6 (blue line). The bulk
measurement shows again the nanocrystalline C60 and amorphous DCV4T
0 in the bulk of
the film. The surface measurement, however, also shows a weak DCV4T0 Bragg reflection.
The surface measurement intensities are as expected much lower than the bulk intensities
due to the lower scattering volume. However, the relative intensities of the DCV4T0 and
C60 reflections are quite different for the bulk and the surface measurement showing that the
ratio between crystalline DCV4T0 and crystalline C60 is much higher at the surface compared
to the bulk. Hence, this GIXRD surface measurement gives more evidence of the proposed
assumption that the surface structures, which are visible in the AFM measurements, are
polycrystalline DCV4T0 aggregates either lying on top of or protruding from an amorphous
DCV4T0:C60 blend layer.
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Figure 9.6.: GIXRD measurements of
DCV4T0:C60 blend layers (100 nm, mixed
1:1 molar ratio) deposited onto a glass sub-
strate at different substrate temperatures,
Tsub. The dashed black line shows the
diffraction pattern of a 50 nm thick single
layer of DCV4T0.
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Figure 9.7.: Comparison between diffrac-
tion information from the bulk and the
surface of the DCV4T0:C60 blend layer
(200 nm, mixed 1:1 by volume), which was
deposited onto a glass substrate at Tsub =
30 ◦C. Θinc is the angle of incidence for X-
ray radiation.
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9.6.2. 2D GIXRD Measurements
All those GIXRD measurements presented above are carried out on samples with relatively
large film thicknesses to get measurable diffraction intensities in acceptable measurement
time. To compare these findings with thinner films with thicknesses similar to those used
in solar cells, further investigations at the SSRL were done. In addition to the benefit
from higher intensity, the 1D measurements are extended to two-dimensional measurements
(2D GIXRD). The detector does not only sample out-of-plane diffraction angles, but also
collects information from scattered radiation in the plane of the substrate. It is therefore
possible to detect reorganization of crystallites, in contrast to the 1D GIXRD measurements,
where in-plane diffraction signals are not recorded.
The result of the 2D GIXRD measurements is shown in Fig. 9.8. The measurement can be
compared to those presented in Figs. 9.6 and 9.7 by looking in Qz direction at Qxy = 0,
which represents the out-of-plane scattering direction. The in-plane scattering (along Qxy
in Fig. 9.8) gives information about the crystallinity parallel to the substrate. The 30 ◦C




. This is in contrast to the GIXRD measurement in Fig. 9.6 where no DCV4T0
reflection was present for the 30 ◦C sample. However, the samples for the 2D GIXRD mea-
surements were only 20 nm thick compared to 100 or 200 nm for the 1D GIXRD measure-
ments. Therefore, in the 2D GIXRD measurement bulk and surface related structure infor-
mation is mixed, resolving also the DCV4T0 peak that was visible in the surface sensitive
GIXRD measurement (Fig. 9.7).
In the 50 ◦C sample, a strong sharpening of the peaks indicates an increased order due to
substrate heating during film deposition. At Q = 1.82A
−1
, another reflection occurs which is
Figure 9.8.: 2D GIXRD measurements performed on DCV4T0:C60 blend layers (20 nm,
mixed 1:1 by volume) deposited onto silicon substrates at substrate temperatures of 30 ◦C
(left) and 50 ◦C (right), respectively.
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also present in the DCV4T0 neat layer diffraction pattern (Fig. 9.6). This reflection may be
correlated to a pi-pi-stacking Bragg reflection. The corresponding lattice spacing is d = 3.45A.
Interestingly, the orientation of this reflection changes with substrate temperature. For the
30 ◦C sample, both reflections (Q = 0.907A−1 and Q = 1.82A−1) peak in the Qz direction
and show only diffuse or no diffraction signal for higher angles in the Qxy-Qz-plane. This
indicates that for either crystal direction, the out-of-plane stacking is preferred compared to
the direction parallel to the substrate. The lack of significant in-plane reflections indicates a
rather one-dimensional rod-like crystal growth in this sample. However, for the 50 ◦C sample
the pi-pi-stacking peak shifts to the in-plane direction and the intensity of the reflection is
increased. Moreover, as the reflection arcs at Q = 0.907A
−1
and Q = 1.82A
−1
do not
overlap, these reflections are supposed to represent different directions in the same crystal.
Thus, the heated sample shows two-dimensional crystallinity with the pi-pi-stacking direction
parallel to the surface. These results indicate that the orientation of the molecular crystals
changes by heating the substrate during evaporation. It is known that the absorption is low
if the long axis of the molecule is parallel to the direction of light-propagation. [93] Such a
structural change may thus be responsible for the described reduction in absorption strength
and the concomitant reduction of jsc for higher substrate temperatures.
9.7. Proposed Morphological Picture and Confirmation
Measurements
9.7.1. Morphology Sketch of the DCV4T0:C60 Blend Layer
Combining AFM, PL quenching and XRD results, it is concluded that the blend morphology
for these layers resembles the illustrations in Fig. 9.9. At low substrate temperatures, most
of the material is well mixed within the layer and the phase separation is small. Due to
the fine mixing of the donor and acceptor components in the bulk, the crystallinity is low.
At the surface, pure DCV4T0 aggregates begin to form. At higher substrate temperatures,
the donor and acceptor phases nearly fully demix, the surface structures grow in height
as well as in volume. The major part of the deposited DCV4T0 volume contributes to
the surface aggregations, leaving only small donor regions in the sublayer. The surface
roughness strongly increases due to the sharp surface structures. The crystallinity of both
phases increases because they are no longer disturbed by each other.
9.7.2. Confirmation Measurements
To confirm all these findings, two more experiments are performed that provide further
evidence for the presented morphology picture. Field-effect transistors are widely used to
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Figure 9.9.: Sketch of the proposed morphology picture of DCV4T0:C60 blend layers de-
posited at substrate temperatures of 30 ◦C and 90 ◦C. Purple parts represent the DCV4T0
phase, yellow parts represent C60 phase. For the surface, 3D images of the AFM measure-
ments in Fig. 9.5 were used. The pictures are not drawn to scale and should be considered
as idealized visualization of the morphology change induced by substrate heating during
evaporation.
measure the charge carrier mobility in organic materials. With this experiment, the lateral
mobility parallel to the substrate is measured. In a 20 nm thick blend layer deposited onto
a 30 ◦C substrate, a hole mobility comparable to that in a pure DCV4T0 layer is obtained
(on the order of 10=4 cm2/V s). This shows that DCV4T0 must form closed and highly in-
terconnected percolation paths within the blend layer at least in lateral direction between
the source and drain contacts. However, when the blend layer is deposited onto a 90 ◦C sub-
strate, no hole conduction is observed. According to the AFM measurements, close to 100 %
of the DCV4T0 molecules aggregate at the surface without close interconnection. Therefore,
the holes cannot travel from source to drain and no lateral current is measured. However,
due to the increased crystallinity shown by XRD measurements, the transport perpendicular
to the substrate should improve which explains the increase in the FF of the presented solar
cells by deposition onto the heated substrate (cf. Tab. 9.1).
Secondly, the proposed morphology picture makes it clear that the heated blend layer looks
rather like a bilayer structure. The PL is, therefore, expected not to be significantly different
from a bilayer structure with the same effective layer thicknesses of DCV4T0 and C60 both
deposited at 90 ◦C. The stack of such a FHJ test structure is shown in Fig. 9.4 (b). The
resulting PL measurement is added to Fig. 9.4 (a). It is obvious that the PL of the subse-
quently deposited layers (black dashed line) coincides with the 90 ◦C blend layer luminescence
in spectral shape as well as emission strength. This result again confirms the morphological
picture presented above for the blend layer prepared at high substrate temperature.
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The arrangement of the molecules on the surface is a thermodynamic process. The higher the
energy of the molecules on the surface (higher substrate temperature), the more time they
have to arrange until they either thermalize or are buried by other molecules. Especially for
polymeric materials, post-annealing realizes a similar situation after the deposition process,
where the film is heated above its glass transition temperature. The polymer chains can then
rearrange to stack in their desired way. From a thermodynamic point of view, the addition of
heat (energy) to the system just increases the speed of this process (as long as no activation
energy Ea  kBT is needed for this process). The lower the annealing temperature, the
longer the annealing time must be to realize the same result. For sure, this does not hold
for every case, but in the case of DCV4T0:C60 blend layers it does, which will be shown in
the following.
Figure 9.10 shows photographs of samples with a DCV4T0:C60 blend layer (2:1 by volume,
45 nm in total) deposited onto a quartz glass substrate with certain time delays after prepara-
tion. A freshly prepared film is homogeneously colored purple. After five weeks, the sample
starts to become transparent, beginning at the edge of the sample. After 71/2 months, the
film is completely degraded. At the edges of the substrate, there is still a small stripe of
pure purple DCV4T0, which occurs due to the shadow mask effect from opposing sources
for DCV4T0 and C60 during layer deposition.
The degradation can also be quantified using absorption and PL measurements. To test the
stated equivalence of temperature and time, fresh and aged samples prepared at different
substrate temperatures are compared. For this investigation, a similar series as presented
Figure 9.10.: Photographs of a DCV4T0:C60 blend layer at different times after prepa-
ration.
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in Figs. 9.3 and 9.4 is used (identical blend layer, but no C60 sublayer). The absorption
spectra are shown in Fig. 9.11 (a). The absorption of the sample prepared at Tsub = 30
◦C
strongly decreases upon degradation, which coincides with the abovementioned increased
transparency of the sample. Furthermore, the “virtual absorption” caused by scattered light
as well increases, indicating an increase in the surface roughness. The absorption of the 50 ◦C
sample shows only small changes, although it was aged for the same time. At even higher
substrate temperatures, there is no significant change in the absorption spectra anymore
between the as-prepared and the aged samples besides a small increase of the amount of
scattered light.
The PL spectra are likewise measured and presented in part (b) in Fig. 9.11. Due to differ-







T   = 70°Csub
after 15 weeks
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T   = 50°Csub
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Figure 9.11.: (a) Absorption and (b) normalized PL spectra of as-prepared (dashed) and
aged samples (solid lines) composed of a DCV4T0:C60 blend layer (45 nm, mixed 2:1 by
volume) evaporated on quartz substrates heated at different substrate temperatures, Tsub.
The samples were aged under ambient conditions in the dark. The time frames are given
in the graph. Together with the PL spectra at Tsub = 30
◦C and 90 ◦C, the normalized
PL spectrum of a pristine DCV4T0 layer (30 nm thick) is shown for comparison. For
the absorption spectra, transmission and reflection are measured and the absorption is
calculated using Eq. 4.1. For the PL spectra, all samples are excited at 550 nm.
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ences in the measurement parameters, only the spectral shape will be directly compared. The
graphs of the 30 and 90 ◦C spectra additionally show the PL spectrum of a pure DCV4T0
layer evaporated at 30 ◦C substrate temperature as reference. At low substrate tempera-
tures, the spectrum of the as-prepared sample is featureless and red-shifted to the PL of the
pure DCV4T0 layer. After aging, the spectrum is nearly identical to the reference. This
indicates that a strong demixing of DCV4T0 and C60 must have taken place so that the
layer rather resembles a pristine donor layer next to a pure C60 film. At higher substrate
temperatures, the PL spectrum is already similar to that of pure DCV4T0 right after prepa-
ration as already discussed in Sec. 9.4. Above Tsub = 50
◦C, the changes between fresh and
aged samples are negligible. Furthermore, the PL spectrum at 90 ◦C substrate temperature
slightly differs from the pristine DCV4T0 spectrum, which was evaporated at Tsub = 30
◦C.
The difference is attributed to a less ordered morphology in the reference film resulting in
broader peaks. Interestingly, this difference does not show up in the blend layer sample
prepared at Tsub = 30
◦C even after aging. From this observation, it may be concluded that
even though the phases demix, the self-ordering effect is not as strong as if it was evaporated
on a heated substrate (at least not within the timescale of this investigation).
Following these results, the morphology of an DCV4T0:C60 blend layer must be regarded
meta-stable or even unstable against time, however, only as long as it remains uncovered. In
contrast to the effect of post-annealing in polymer solar cells, standard glass-glass encapsu-
lated BHJ solar cells produced with DCV4T0 and C60 on 30
◦C substrates do not show any
significant degradation even after one year (stored in the drawer in the dark).
9.9. Summary
In this chapter, the impact of substrate heating on the morphology of blend layers consisting
of DCV4T0 and C60 were investigated. The solar cells showed a strong decrease in jsc for
increasing substrate temperature for two reasons:
1. a strong decrease in the absorption strength of DCV4T0, induced by a rearrangement
of the thiophene crystals at higher substrate temperatures, which was inferred from
1D/2D GIXRD measurements and
2. a strong demixing of donor and acceptor, leading to excitonic losses because the exci-
tons can not reach the separating D/A interface.
The decrease in Voc is attributed to shunts and a bad contact at the p-side, brought about
by an extremely rough active layer at high substrate temperatures. The small increase in
the FF is explained by the increase in crystallinity, resulting in smaller disorder and thus
better transport properties perpendicular to the substrate. Furthermore, it was shown that
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the layer stacking at 90 ◦C can be approximated by a FHJ geometry, which inherently has
transport properties that are superior to any blended D:A structure.
Combining all the presented measurements, a morphology picture for the DCV4T0:C60 blend
layer is proposed, suggesting that the DCV4T0 molecules cluster on top of a (more or less)
phase separated blend layer, containing C60 as well as the remaining portion of DCV4T
0
molecules. The amount of DCV4T0 that is incorporated in the surface structures, increases
for higher substrate temperatures.
Finally, an aging study is presented, indicating that the observed morphology change induced




Record Solar Cells Using DCV5T-Me33 as
Donor Material
In this chapter, several optimization steps are undertaken to improve the power
conversion efficiency of solar cell devices using DCV5T-Me33 as donor material.
In the beginning, the current efficiency benchmarks for small molecule and poly-
mer solar cells are presented and theoretical limit calculations are summarized
(Sec. 10.1). In the following sections, the substrate temperature during deposi-
tion of the photoactive blend layer, the thickness and composition of the active
layer (intrinsic donor interlayer), as well as the thickness and composition of the
p-doped hole transport layer (material and doping concentration) are optimized
to finally reach a power conversion efficiency of 7.7 %. This value is the highest
efficiency for small molecule organic solar cells with disclosed active materials
up to date1.
Finally, ideas are proposed how to further increase the power conversion efficiency
of devices using DCV5T-Me33 as donor material (Sec. 10.5).
10.1. Introduction
Organic solar cells (OSCs) have recently reached remarkably high efficiencies. Small molecule
single junction cells have shown power conversion efficiencies (PCEs) of up to 6.8 % for vac-
uum deposited [106,297] and 7.4 % for solution processed devices [298,299]. In tandem cells, an
efficiency of 6.1 % was published using a combination of a phthalocyanine and a DCVnT
derivative. [126] The highest PCE of DCVnT single junction solar cells was demonstrated by
1The companies Heliatek and Mitsubishi demonstrated higher power conversion efficiencies using small
molecule materials, but the device stacks and the active materials are not disclosed.
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Fitzner et al., reaching 5.2 %. [98] At least in the scientific community, polymer materials
are leading the efficiency tables, demonstrating 8.6 % for a single junction and 10.6 % for a
tandem device. [102,105]
In the meantime, several companies have accelerated the efficiency race. At present, Heli-
atek holds the official world record for OSCs with a certified efficiency of 10.7 % [300] in a
tandem solar cell based on small molecules instead of polymeric materials, followed by a
10.0 % single junction cell by Mitsubishi [1]. However, only few details are known about the
interior of these cells.
One of the keys to such high efficiencies is a thorough material engineering to optimize op-
tical gaps and frontier orbitals (HOMO/LUMO levels). Several calculations have addressed
the question of the maximum attainable PCE with single junction solar cells. [115,291,301,302]
Those calculations mostly assume a constant external quantum efficiency (EQE) of 65 %
above the optical gap of the donor, a FF of 65 % and an empirical loss of 0.6 eV between the
optical gap and Voc. With these rather conservative assumptions, a PCE of 11 % is regarded
as the maximum for a single junction solar cell. Gruber et al. use a top-down approach,
starting with the absolute maximum of 33 % given by the Shockley-Queisser-limit [304], taking
into account further losses due to the recombination via the CT state at the D/A interface.
Depending on the assumed energy losses, the absolute maximum ranges above 20 %. The
optimal bandgap is predicted around 1.4 eV. For tandem cells, a range of realistic to opti-
mistic scenarios predict PCEs between 14 and 23 %. [291,301]
However, energy level engineering alone is not per se a guarantee for a highly efficient de-
vice. The three methylated DCV5T derivatives, shown in Fig. 5.2, mark an example for
the blend layer morphology being another key parameter for high efficiencies in the device,
which can hardly be predicted by material design rules at present. Although energy levels
(HOMO/LUMO) and optical gaps are all identical between these derivatives, those donor
materials revealed marked difference in the PCE of equally prepared devices. DCV5T-Me1155
and DCV5T-Me2244 gave a PCE of 4.8 %, whereas 6.1 % was achieved using DCV5T-Me33 as
donor material in a non-optimized standard stack. [180] The detailed reason for this difference
is not fully elucidated up to now. Besides the blend layer morphology, the triplet level might
be influenced by moving the side chains from the outer thiophene rings to the center ring,
because it was demonstrated that the triplet exciton is localized at the central one or two
thiophene units. [38] This issue will be subject to future investigations.
By simply changing the electrode material from Au to Al, the PCE of the best material,
DCV5T-Me33, was improved from 6.1 to 6.9% due to higher reflection at the electrode and,
therefore, higher absorption. [180] However, a wider optimization also includes the determi-
nation of the optimal substrate temperature during deposition of the active blend layer as
well as an optical optimization of the solar cell stack.
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The substrate temperature during evaporation of the active blend layer is a crucial parameter
in the optimization of vacuum deposited small molecule OSC devices. For DCV6T deriva-
tives, this technique has demonstrated to provide large FFs and an increase in jsc, which
was attributed to improved transport properties due to an increased phase separation and
molecular order. [97,212] However, the study on DCV4T0 in Chapt. 9 also shows a possible
negative effect of substrate heating when the molecules strongly crystallize and rearrange
unfavorably for absorption. Here, the influence of the substrate temperature on the device
performance will be investigated for the high efficiency compound DCV5T-Me33.
Fully optimized single junction and tandem devices using DCVnT absorbers were presented
in Refs. [97, 126]. Therefore, a similar stack is chosen as a starting point for the optimization
(see stack A in Fig. 10.1). The p-contact is divided in a thin p-BPAPF layer and a thicker
p-BF-DPB layer for the following reason: The deep HOMO of DCV5T-Me33 demands for a
hole transport material with large ionization potential (IP), which is fulfilled with BPAPF.
However, this material needs high doping concentrations to ensure high conductivity. As the
dopant absorbs in the visible range, thick p-BPAPF layers induce parasitic absorption in the
solar cell. To avoid this, the largest part of the p-transport layer is replaced by p-BF-DPB,
which allows lower doping concentration, reducing parasitic absorption losses.
Figure 10.2 (a) shows jV-characteristics of devices produced at different substrate temper-
atures. The corresponding EQE curves on absolute and normalized scale are presented in
parts (b) and (c), respectively. The solar cell parameters are shown in part (d). The devices
processed at 30 and 70 ◦C show a pronounced S-kink in the jV-characteristics. This S-kink
is supposed to be due to processing reasons, validated by a reference device prepared at the
UFO tool using a substrate temperature of 30 ◦C (gray line in Fig. 10.2 (a)). Nevertheless,
the general trends for Voc and jsc were also observed in separate follow-up samples and are,
therefore, discussed in more detail.
The photocurrent increases up to a substrate temperature of 90 ◦C. Above the critical tem-
perature of 90 ◦C, a sharp drop decreases jsc by 60 %. The EQE spectra first show a tiny
red-shift from 30 to 70 ◦C, indicating an increase in intermolecular order. At 100 ◦C, the EQE
is strongly decreased in accordance with jsc, and the maximum shifts to higher energies. In
contrast to the situation at lower substrate temperature, where the spectrum is dominated
by DCV5T-Me33, its contribution is strongly diminished at Tsub = 100
◦C, presumably due
to a reduction of the absorption upon substrate heating. This behavior strongly resem-
bles that observed for DCV4T0 devices prepared on heated substrates (cf. EQE spectra in
Fig. 9.2). There, a rearrangement of the donor crystallites to a configuration unfavorable
for absorption was found as the origin of the observed decrease of the EQE. For DCV5T-
Me33, a strong increase of the blend layer roughness upon deposition on heated substrates
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Figure 10.1.: Different stack designs used in this chapter for the solar cell optimization
using DCV5T-Me33 as donor material.
was already demonstrated by X-ray reflectometry measurements [305], which was also found
as a side product of the strong crystallization of DCV4T0. More detailed investigations of
the blend layer morphology and the changes induced by substrate heating are underway
to confirm the presumed analogy between DCV4T0 and DCV5T-Me33. However, the tight
correspondence between these compounds is striking. As an optical impression, Fig. 10.2 (e)
shows a photograph of the processed wafer with single columns prepared at different sub-
strate temperature. Above 90 ◦C, the apparent color of the devices changes from dark violet
to yellow, indicative of the decreased absorption at this high substrate temperature.
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(a) (b) (c)
(d) (e) 30 70 90 100T    =sub (°C)
Figure 10.2.: (a) jV-characteristics of devices with DCV5T-Me33:C60 blend layers as
the photoactive layer prepared at different substrate temperatures according to stack A
(see Fig. 10.1). The dark jV-measurements are included as dashed lines. All devices were
measured with a fixed mismatch factor, thus at constant intensity. However, the resulting
deviations from the targeted 100 mW/cm2 are below 5 %. For comparison, a reference
device prepared without substrate heating in standard stack geometry (Fig. 9.2 (c), dbl =
30 nm) is drawn as a gray line. (b) EQE spectra of the devices in (a). The spectra
are scaled to match the mismatch corrected jsc,100 values. (c) EQE spectra from (b)
normalized to their respective maximum. (d) Solar cell parameters (jsc, FF , Voc) extracted
from the jV-characteristics in part (a). The jsc values are again scaled to a mismatch
corrected intensity of 100 mW/cm2 (jsc,100). (e) Photograph of the complete wafer, where
the columns were evaporated at different substrate temperature. The change of the color
from purple to yellow indicates changes in the absorption of the active layer.
With increasing substrate temperature, Voc is reduced from 0.93 to 0.73 V. The decrease in
Voc is supposed to be due to an increased roughness of the active layer upon the deposition at
elevated temperatures. It was mentioned above that the blend layer must be contacted with
the high-IP hole transport material BPAPF. If only BF-DPB with an IP of 5.2 eV would
be used, the emerging injection barrier at the interface would reduce Voc, as explained in
Sec. 7.6. When the roughness of the blend layer is too large to be fully covered by the thin
BPAPF layer (5 nm intrinsic + 10 nm p-doped), the blend layer would directly contact the
p-BF-DPB layer, explaining the observed decrease of Voc with increasing substrate temper-
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ature due to an increasing roughness of the blend layer. This problem could, thus, be solved
by increasing the thickness of the p-BPAPF layer. Therefore, reference devices were fabri-
cated according to stack B with different thickness and composition of the hole transport
layer (HTL). The parameters Voc and FF are shown for the devices prepared at Tsub = 80
◦C
and 90 ◦C in Tab. 10.1. Upon increasing the p-BPAPF layer thickness from 10 to 20 nm,
both Voc and the FF increase. An increase of the doping concentrations in BPAPF from
10 to 15 wt% and in BF-DPB from 5 to 10 wt% slightly improves the contact properties,
which results in an improvement of the FF, but leaves the voltage constant. The highest
Voc’s are achieved upon increasing the p-BPAPF layer thickness to 50 nm and completely
omitting BF-DPB. These results confirm the assumption of the decreased voltage due to
shorts through the BPAPF layer.
Obtaining the best blend layer microstructure is crucial to achieve high PCEs. However,
it is demonstrated that a critical temperature must not be passed in order to avoid a re-
orientation of the DCV5T-Me33 crystallites (unfavorable for absorption) and to reduce the
roughness of the layer to prevent shorts through the device. Although the results shown
Table 10.1.: Solar cell parameters, Voc, FF , and jsc,100 for different HTL combinations
and thicknesses according to stack B. Additionally to the thickness variation, the 20/10
combination was tested with higher doping concentration of 15 wt% for BPAPF and
10 wt% for BF-DPB (termed HD). The values are given for substrate temperatures of
80 and 90 ◦C, respectively. For Tsub = 90 ◦C, the parameters of a reference device with
the subdivided HTL from the wafer shown in Fig. 10.2 are stated for a direct compar-
ison. However, the blend layer thickness for the devices prepared at For Tsub = 90
◦C
is only 20 nm in contrast to dbl = 30 nm for the reference device and those prepared at
Tsub = 80
◦C.
p-BPAPF (x nm) / p-BF-DPB (y nm)
10 / 20 10 / 20 20 / 10 20 / 10 50 / 0
(reference) (HD)
80 ◦C
Voc (V) 0.90 0.94 0.95 0.96
FF (%) 59.2 66.1 67.3 66.7
jsc,100
(mA/cm2)
10.4 10.0 9.8 9.9
90 ◦C
Voc (V) 0.77 0.83 0.90 0.90 0.95
FF (%) 50.2 58.4 64.4 65.8 68.6
jsc,100
(mA/cm2)
11.3 9.6 9.2 7.7 9.4
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above give the maximum PCE at a substrate temperature of 90 ◦C, Tsub is fixed at 80 ◦C for
further optimization steps. As the substrate temperature during production can be set only
within ±5 ◦C, the risk of passing the critical temperature during preparation is minimized
using the lower substrate temperature.
10.3. Determination of the Optical Constants
For the optimization of the stack design, the complete solar cell has to be simulated to obtain
the optical field distribution in the stack. The optical constants (n& k) are essential as input
parameters for this simulation. Figure 10.3 shows these values determined for a pristine layer
of DCV5T-Me33 and a blend layer with C60, deposited at Tsub = 80
◦C. For comparison,
the extinction coefficient of ZnPc as standard absorber material in OSCs is shown in red.
DCV5T-Me33 has an extraordinary high extinction coefficient of 1.5 at 592 nm, which is
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Figure 10.3.: n& k values of a pristine DCV5T-Me33 film and in a blend layer with C60
with a mixing ratio of 2:1, deposited on a heated substrate at Tsub = 80
◦C. For the fitting
procedure, thickness values between 20 and 70 nm were used for the pristine layer. For
the blend layer, values between 20 and 105 nm were used. The errors (gray bars) arise
from assumed relative errors of the transmission and reflection measurements of 1 and
5 %, respectively. The extinction coefficient of ZnPc (red line in the bottom graph) was
measured by Andre´ Merten at IAPP.
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et al. presented a “high extinction” material (DTDCTB) with kmax = 0.95.
[106]
The determination of the n& k values relies on the assumption of flat and smooth films,
which is crucial for the correct description of the transfer-matrix method that is used in the
fit routine. Therefore, errors may arise from rough layers due to the substrate heating or a
crystalline growth already in the pristine layers. [180]
10.4. Stack Optimization
The next step is the optimization of the D/A blend layer thickness, dbl, which is part of
the photoactive layer. Generally, jsc increases with dbl, whereas the FF decreases. This
decrease is usually attributed to a decrease in the charge carrier collection efficiency due to
a low charge carrier mobility. [98] Figure 10.4 shows the jV-characteristics and EQE curves
for devices with different blend layer thicknesses according to stack C in Fig. 10.1. The
thickness of the HTL is adjusted by optical stack simulation for highest jsc. With increasing
thickness of the active layer, the photocurrent is increased. However, above 40 nm the gain
is very small. The optical simulation predicts a slightly larger increase of the photocurrent
with dbl. In the inset to Fig. 10.4 (a), the measured and simulated jsc values are compared.
The IQE in the simulation was set to 85 % to match the measured jsc at dbl = 30 nm. In
order to match the simulated and measured jscs at dbl = 50 nm, the IQE would have to
be decreased to 82 %. This is attributed to an increase of charge carrier recombination in




Figure 10.4.: (a) jV-characteristics of devices with different blend layer thicknesses be-
tween 30 and 50 nm according to stack C in Fig. 10.1. The inset to (a) compares simu-
lated and measured jsc values. The measured values were scaled to mismatch corrected
100 mW/cm2 (jsc,100). (b) EQE curves from the devices shown in part (a). The curves
were scaled with the jsc,100 values to be comparable.
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thermore, the increased recombination in the blend layer is visible from a decrease in the
FF from 66.0 to 60.8 %. Overall, the PCE increases with increasing blend layer thickness
reaching 7.5 % for dbl = 45 nm. A further increase of the blend layer thickness is balanced
by the decrease of the FF and does not lead to a further improvement of ηPCE.
In order to retain the high FFs and high photocurrents at the same time, a part of the blend
layer is substituted by a thin pristine donor layer, resulting in a planar-mixed heterojunction
(PMHJ) architecture (see Fig. 3.6 (c)). DCV5T-Me33 can achieve FFs approaching 67 % in
a standard stack FHJ device (see Fig. 7.15 (a)) with 6 nm of donor without substrate heating
(see Fig. C.2 in Appendix C). Therefore, 5 nm of the blend layer were exchanged by intrinsic
DCV5T-Me33 (see stack D in Fig. 10.1). Due to the stronger absorption in the pristine layer,
not only the FF, but also the photocurrent is expected to increase. The solar cell parameters
of the pure BHJ and the PMHJ devices are depicted in Tab. 10.2. Surprisingly, the FF even
slightly decreases when the intrinsic layer is inserted, irrespective of the total active layer
thickness. An increase of the photocurrent is only observed when the blend layer is thin.
Nevertheless, due to a slight increase of Voc, the overall efficiency is increased from 7.2 to
7.5 % in this case.
In contrast to the blend layer, the pristine donor layer in this example was evaporated on
a non-heated substrate. When the substrate is heated for the pristine donor layer as well,
the increased crystallinity that is supposed to be induced by the substrate heating might
improve charge transport and, therefore, increase the FF. Accordingly, the performance of
Table 10.2.: Solar cell parameters of pure BHJ in comparison with PMHJ devices. In
the PMHJ devices, the active layer is extended with a pristine donor layer (thickness
dpr) attached to the blend layer with thickness dbl. ηPCE is given mismatch corrected,
the corresponding mismatch corrected intensity is stated. The thickness of the p-HTL,
dp-HTL, is between 35 and 40 nm, which is the respective simulated optimized value for
highest photocurrent. As electron transport material, n-doped Bis-HFl-NTCDI was used.
dbl + dpr jsc Voc FF ηPCE IL
(nm) (mA/cm2) (V) (%) (%) (mW/cm2)
35 + 0 12.2 0.94 62.8 7.2 100.1
30 + 5 12.5 0.96 62.5 7.5 100.6
40 + 0 12.6 0.94 61.3 7.3 100.1
35 + 5 12.6 0.95 60.4 7.2 100.5
45 + 0 12.5 0.94 59.8 7.0 99.9
40 + 5 12.6 0.95 59.1 7.0 100.5
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devices incorporating a blend layer as well as a combination of a blend and a pristine donor
layer, which is prepared on a heated and an unheated substrate, respectively, are compared.
The solar cell parameters are shown in Tab. 10.3.2 Against all expectations, depositing the
pristine donor layer onto a heated substrate even further decreases the FF. This observation
may be explained by an increased roughness of the pristine donor layer, but a conclusive an-
swer cannot be given without further measurements. Nevertheless, due to a small increase in
the photocurrents, PCEs between 7.5 and 7.7 % are achieved for several devices in Tab. 10.3.
Those numbers mark the highest efficiencies for single junction small molecule solar cells
published in literature.
For claiming record efficiencies, the final step is the certification of a device by an indepen-
dent certification institute. One of the high efficiency solar cells was sent to the Fraunhofer
Table 10.3.: Comparison of the solar cell parameters for PMHJ devices with pristine
DCV5T-Me33 interlayers deposited on heated (red) and non-heated substrates (blue). In
the PMHJ devices, the blend layer (thickness dbl) is extended with a pristine donor layer
(thickness dpr). Preparation on heated substrates is indicated by (H). The substrate
temperature for the blend layer as well as for the pristine donor layer is 80 ◦C. For
comparison, the values for devices without an intrinsic donor interlayer are given (gray).
The ηPCE is given mismatch corrected, the corresponding mismatch corrected intensity
is given. The thickness of the p-HTL, dp-HTL, was between 35 and 40 nm, which is the
respective simulated optimized value for highest photocurrent. As ETL, n-doped C60 was
used.
dbl + dpr jsc Voc FF ηPCE IL
(nm) (mA/cm2) (V) (%) (%) (mW/cm2)
35 + 0 12.6 0.95 63.6 7.6 100.7
30 + 5 12.8 0.96 62.7 7.7 100.7
30 + 5 (H) 12.9 0.96 61.4 7.6 100.7
40 + 0 12.8 0.94 61.1 7.3 100.1
35 + 5 13.2 0.96 60.8 7.7 100.1
35 + 5 (H) 13.3 0.96 59.2 7.6 100.1
40 + 5 13.1 0.95 60.3 7.5 100.0
40 + 5 (H) 13.5 0.95 58.4 7.5 100.0
2The devices are better than those shown in Tab. 10.2. The difference in the device stack is the use of
C60 as electron transport material in contrast to Bis-HFl-NTCDI. However, the difference is in the range of
the normal “wafer-to-wafer” variation (see Appendix D) and must, therefore, not necessarily be explained by
the different electron transport material.
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ISE CalLab to be certified under controlled conditions. The architecture is similar to stack C
in Fig. 10.1, but with n-Bis-HFl-NTCDI as electron transport material (10 nm, doped with
7 wt% W2(hpp)4) instead of C60. This electron transport material has the potential advan-
tage of reduced parasitic absorption due to its larger optical gap. [174] The p-HTL thickness
is 50 nm. The photoactive blend layer has a thickness of 40 nm. The device does not contain
an additional intrinsic donor layer. The certified jV-characteristics and (normalized) EQE
spectra are compared in Fig. 10.5 to those measured at IAPP before and after certification.
The efficiency determined at IAPP right after preparation was 7.7 %. The certification took
place four months after preparation. The second measurement at IAPP was performed four
weeks after certification. The measurements at IAPP were done without aperture mask. A
secondary mask measurement revealed no significant differences in jsc within experimental
error, indicating that the assumed active area of 6.44 mm2 is correct. The certification at
Fh-ISE was performed including an aperture mask with an area of 5.47 mm2. The certi-
fied efficiency of 7.2 % is slightly lower than determined at IAPP. This is due to a slight
reduction of jsc and the FF. This reduction is at least in part due to degradation. In the
second measurement at IAPP, the FF had further decreased to 57.3 %, whereas jsc is still
comparable to the certification value (within experimental error). All solar cell parameters
are given in Tab. 10.4. Despite the successful confirmation of the measurement results from
the certification laboratory, the question of reproducibility is briefly addressed here. A more
detailed overview including wafer statistics is given in Appendix D. A brief summary from
this analysis is given here. For the fabrication of Lesker wafers, “on-wafer variations” can
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Figure 10.5.: (a) jV-characteristics of the certified high efficiency device described in the
text. Certification was performed by Fraunhofer ISE CalLab (Freiburg). Additionally, the
measurements performed at IAPP after preparation and after certification are included.
The solar cell parameters are given in Tab. 10.4. (b) Normalized EQE curves from the
devices shown in part (a).
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Table 10.4.: Measurement parameters of the record solar cell sent for certification
to the Fraunhofer ISE CalLab, Freiburg. The parameters determined at IAPP after
preparation and after certification are also stated.
measured at
jsc Voc FF ηPCE IL area
(mA/cm2) (V) (%) (%) (mW/cm2) (mm2)
IAPP (after preparation) 12.9 0.958 62.4 7.7 99.6 6.44
Fh-ISE (certification)a 12.3 0.963 60.8 7.2 100.0 5.47
IAPP (after certification) 12.6 0.965 57.3 6.9 101.5 6.44
a measured with aperture mask
arise from thickness and substrate temperature gradients, as explained in Sec. 4.1. However,
from the comparison of experimental results from nominally equal devices on one Lesker
wafer, it can be concluded that the on-wafer variations are in the range of 1 % for jsc, FF ,
and ηPCE, and even below this value for Voc. Larger deviations are obtained comparing dif-
ferent wafers (“wafer-to-wafer variations”), although there is only a small number of wafers
using DCV5T-Me33 as donor material that can be used for comparison. Deviations above
20 % for nominally identical wafers3 are attributed to severe processing failures, although a
detailed reason can usually not be given. Such large differences are supposed to be due to
the evaporation conditions (pressure, crucible temperature) but also failures in the substrate
precleaning are possible. Apart from processing errors, the largest error for wafer-to-wafer
variations arises from the substrate temperature during evaporation of the D/A blend layer,
which can be set with an accuracy of only ±5 ◦C. Besides the variations upon fabrication,
differences may also arise from different batches of material from different synthesis runs or
suppliers, which was not investigated.
In contrast to the wafer-to-wafer variations, the measurement error is expected to be small.
Possible error sources in the jV-measurement were discussed in Sec. 4.4.3. From the com-
parison of the solar cell parameters measured for different devices on one wafer, it can be
concluded that at least the numerical errors in the determination of Voc and FF must be
smaller than those statistical errors between different devices4 (absolute errors: ∆V < 1 mV
and ∆FF < 0.7 %). The spectral stability and accuracy of the EQE measurement is inferred
from the two measurements of the record cell at IAPP with a delay of four months. Beyond
the fact that these spectra are virtually identical (see Fig. 10.5), there are only insignificant
differences between the EQE measured at IAPP and the certified values from the Fraunhofer
3as observed e.g. for the Lesker wafers OSOL-794 and OSOL-822
4given the used step width of 25 mV in the jV-measurement and a comparable shape of the jV-curve
(S-shape, differential resistance around Voc)
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ISE. The mismatch factors, calculated using the two spectra, are 0.757 and 0.758, respec-
tively.
The certified record efficiency is a further confirmation for the high potential of DCV5T-
Me33 as donor material for high efficiency OSCs. However, the degradation problem must be
addressed in future. First stability measurements indicate that the degradation is dependent
on the substrate temperature at which the active blend layer was deposited. The closer the
substrate temperature is to the critical temperature for the reordering of the DCV5T-Me33
molecules within the blend layer (see Fig. 10.2), the faster the device degrades. Further
stability tests and the investigation of the morphological details will give more insight into
this issue.
10.5. Summary and Outlook
In this chapter, solar cell devices incorporating DCV5T-Me33 as donor material were opti-
mized with regard to the substrate temperature during deposition of the active blend layer,
the thickness and composition of the active layer (BHJ vs. PMHJ) and the thickness and
composition of the p-doped HTL (hole transport material and doping concentration). For
the optical stack optimization, the optical constants were determined, revealing a maximum
extinction coefficient of kmax = 1.5, which is double the value of the standard absorber ma-
terial ZnPc. The substrate temperature variations revealed a sharp phase transition above
90 ◦C, which leads to a decrease of the oligothiophene absorption. The reasons are supposed
to be similar to what was observed for DCV4T0, where the decrease of the photocurrent
density upon substrate heating was attributed to a rearrangement of the donor crystallites
to an orientation unfavorable for absorption (see Chapt. 9). Detailed morphological inves-
tigations are underway for further clarification of this issue concerning DCV5T-Me33. In
summary, all optimization steps led to an improved efficiency of 7.7 %, which is the highest
efficiency for single junction small molecule solar cells published in literature. One of the
devices was certified by an independent certification laboratory, giving a slightly reduced
PCE of 7.2 %, which is at least in part attributed to degradation of the device. Still, this
result is encouraging for further investigations on this highly efficient donor material.
There are certain parameters that have not yet been optimized for this donor material, e.g.
the D/A mixing ratio. However, the optimal values for the substrate temperature, blend
layer thickness and other parameters may be different than determined here. Therefore, this
step would require a complete new optimization.
Furthermore, with a thicker C60 layer the photon harvesting in the blue spectral range may
be increased. Another improvement may be obtained by reversing the currently used n-i-p
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stack to a p-i-n-structure. The maximum of the electric field amplitude for short wavelengths
– that are absorbed by C60 – is close to the Al contact. Thus, the optical field would be more
favorable in a p-i-n-stack. For a p-i-n-stack with dC60 = 30 nm and a (30+5)-composition
(blend layer + pristine donor layer thickness), the optical stack simulation predicts an en-
hancement on the order of 1 mA/cm2 compared to an equivalent n-i-p-stack, assuming an
IQE of 85 % like used above. Unfortunately, p-i-n-structures with the blend layer deposited
on heated substrates have proven to result in S-shaped jV-characteristics when oligothio-
phene donors are used. [248] One possible explanation could be a pure oligothiophene layer
that floats on top of the blend layer, forming during the evaporation on heated substrates.
In n-i-p-stacks, such an intrinsic donor layer is beneficial for device performance, increasing
jsc and Voc (see Tab. 10.3). In p-i-n-structures, however, such a layer would act as a barrier
between the blend layer and the intrinsic C60 layer, which might explain the S-kinks in these
cases. It remains subject to future investigations to confirm this assumption. If so, the
oligothiophene molecules would have to be forced to stick rather to the bottom than to float
on top of the blend layer.
Exchanging the acceptor C60 with its relative C70 is another option to increase photon
harvesting. [106,306] In C70, the absorption in the visible region is strongly enhanced due to
symmetry breaking in the rather ellipsoidal molecule compared to the spherical C60. How-
ever, the packing between DCV5T and the C70 fullerene will be completely different, which
again demands for a fully new optimization.
The obtained efficiency already reaches into product-relevant regions. Further substantial
increase of the PCE will only be possible by further red-shifting the absorption by further
material engineering. The theoretical predictions, mentioned in the introduction, mark an
optical gap of 1.4 eV as optimal value. This value is also supposed to be ideal to be combined
with a green absorber with an optical gap of 1.9 eV in a tandem structure. Although the
optical gap of 1.7 eV for DCV5T-Me33 is not optimal, the incorporation of DCV5T-Me33 in
a tandem configuration may further increase the PCE above 9 % if a suitable red absorber is
found that matches the absorption of DCV5T-Me33 and generates sufficiently high current




This chapter summarizes the results presented in this thesis. In the first part
(Sec. 11.1), the main conclusions from the photophysical investigations based on
photoinduced absorption spectroscopy are summarized: the reason for a thermal
activation of charge carrier generation (Chapt. 6), the investigation of DCV4T
derivatives with varying side chain length (Chapt. 7), and the electric-field de-
pendent study using semitransparent devices (Chapt. 8). In the second part
(Sec. 11.2), the results from the investigations on the device level are summarized:
the negative influence of an increased substrate temperature during layer deposi-
tion on the performance of DCV4T0:C60 bulk heterojunction devices (Chapt. 9)
and the improvement of the device efficiency using the record compound DCV5T-
Me33 as donor material (Chapt. 10).
Finally, a collection of suggestions for future investigations is given in Sec. 11.3.
11.1. Summary of the Photophysical Investigations
The charge transfer process and the separation of opposite charges at the donor/acceptor
(D/A) heterojunction interface is the crucial process for the generation of the photocurrent
in organic solar cells (OSCs). For the optimization of this step, the microscopic processes
between exciton generation and their final dissociation into free charge carriers must be bet-
ter understood and existing and new ways to influence the specific steps must be explored.
The photophysical part covers three of these influence parameters that are still an up-to-
date topic in this research field, which is the sample temperature, the chemical structure
of the donor molecule, and an externally applied electric field. Especially the second part
benefits from the possibility of performing only small changes on the chemical structure of
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a molecule without introducing completely different physical properties. The material sys-
tem of the dicyanovinyl end-capped oligothiophenes (DCVnT) offers this great advantage
of investigating the influence of such subtle variations on relevant systems that allow power
conversion efficiencies (PCEs) above 7 %.
The measurement temperature has not attracted much attention in literature as parameter
to influence the free charge carrier generation yield. In the first part of the photophysical
investigations, this factor is addressed in detail. For the exemplary material combination
of DCV4T-Me1144 as donor and C60 as acceptor, a temperature activated generation of free
charge carriers is observed and attributed to an activation of the charge carrier mobility with
increasing temperature. This conclusion is drawn from an extensive recombination analysis
of the amplitude of the PIA signal on the timescale between micro- and milliseconds. Within
this analysis, the interplay between several competing processes in a mixed D/A layer, like
it is used in OSC devices, is revealed: the diffusion of photogenerated singlet excitons to
the D/A interface, the transfer of the electron from the donor to the acceptor, resulting in
a bound charge transfer (CT) state, the back transfer of the electron from the CT state
to the low-lying donor triplet state, and the dissociation of the CT state, generating free
charge carriers. It is observed that the generation of free charge carriers is very ineffective
at temperatures below 150 K, allowing back recombination to the donor triplet state. At
temperatures above 150 K, the charge carrier generation efficiency strongly increases. From
several measurements between 10 and 200 K, activation energies on the order of 40 meV are
determined using a simple Arrhenius law. It is suggested that the temperature activation is
motivated by an increase of the charge carrier mobility, or – generally speaking – the ability
of the charge carrier to move in an energetically disordered solid (hopping transport). In this
sense, the increasing temperature does not directly drive the dissociation of the electron-hole
pair at the interface, but supports an increasing intercharge distance by offering ”highways
instead of small trails“. Upon increasing the distance between electron and hole, the binding
energy of the CT state is successively reduced.
The proposed correlation between the activation energy for charge carrier generation and
the charge carrier mobility is tested using another donor material which has a lower charge
carrier mobility (DCV6T-Me2255). The signal amplitude of the cation transitions in the
PIA spectra (and also the cation generation rate) is larger compared to the DCV4T deriva-
tive across the whole temperature range investigated. Furthermore, solar cell devices with
the DCV6T donor materials deliver larger photocurrents compared to similar devices us-
ing DCV4T compounds, suggesting that charge carrier generation is more efficient for this
material (see Sec. 5.6). However, from the temperature dependent PIA measurements, the
activation energy for charge carrier generation is observed to be in the range of 100meV and,
thus, higher compared to the DCV4T derivative. This higher activation energy correlates
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well with the smaller charge carrier mobility, because both are indicative of larger disorder in
the film. Further investigations on other D/A systems may provide additional confirmation
for the collected results, which already point in the same direction.
The second topic of the photophysics part directly uses the variability of the DCVnT com-
pounds for an investigation of the influence of the length of the alkyl side chains attached to
the molecular backbone on the CT process at the D/A interface. It was proposed before that
side chains may act as a spacer between donor and acceptor, thereby influencing the distance
dependent CT rates. [210] In this work, an extensive study is performed on a series of DCV4T
derivatives with varying side chain length, covering their impact on the energy levels, the
optical properties, and the solar cell performance. The focus is put on the mixing behavior
of the materials in thin films (in pristine and blend layers, examined by absorption and
photoluminescence spectroscopy) and the resulting impact on the microscopic photophysical
processes at the D/A interface, particularly on the charge transfer yield. It is observed that
the compounds with shorter side chains are more ordered in pristine films. In mixed films
with the acceptor C60, the phase separation between donor and acceptor is larger for the
compounds with shorter side chains, which is inferred from PL quenching measurements.
With these preliminary investigations at hand, the impact of the side chains on the transfer
efficiency of charge carriers from the DCVnTs as donors to the C60 as acceptor is exam-
ined. For this investigation, the triplet back transfer efficiency is taken as a measure of the
strength of the D/A coupling. By performing this investigation at 10 K, diffusion processes
are widely suppressed. Still, the efficiency of the charge transfer process can only be given
when the contribution from intersystem crossing in pristine donor phases is distinguished.
By comparing different approaches to do so, it is concluded that a clear effect of the side
chains on the charge transfer efficiency is not observed.
In the second step, investigations at higher temperatures are performed in order to draw
device relevant conclusions for the comparison to solar cells. The temperature activation of
charge carrier generation is confirmed as introduced for DCV4T-Me1144 and DCV6T-Me2255.
The proposed correlation between the activation energy and the charge carrier mobility also
holds in the comparison of the DCV4T derivatives with varying side chain length, giving
lower activation energies for the compounds with shorter side chains, where higher charge
carrier mobilities are observed. Additionally, the temperature activation of the triplet ex-
citon lifetime is examined. Whereas the activation energy for triplet exciton recombination
increases with increasing side chain length in pristine layers, it is identical in the mixed
layers for all DCV4T compounds. This observation is in accordance with the conclusions
from absorption measurements, namely the interruption of the preferred packing motif by
the acceptor C60.
The final device part confirms the main conclusions from the photophysical investigations,
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although conclusions in this direction must be drawn carefully on the device level due to
the multiplicity of different processes influencing the device parameters. In flat heterojunc-
tion (FHJ) devices, where the microstructure of the films does not play a crucial role, the
photocurrent is observed to be identical for all compounds suggesting a negligible influence
of the side chains on the photocurrent generation. Differences in the FF and in Voc arise
mainly from the different charge carrier mobilities and small differences in the HOMO level,
respectively. In bulk heterojunction (BHJ) solar cells, the different mixing behavior of the
DCV4T derivatives with C60 determines the device performance (especially FF and jsc), re-
sulting in the best device performance for the unsubstituted DCV4T0 with a PCE of 2.8 %,
given the used non-optimized standard stack architecture.
The main drawback in the comparison of the photophysical experiments with complete de-
vices is the layer sequence of the investigated samples, namely the bare active layer for the
PIA measurements on the one hand compared to the active layer embedded in a complete
device on the other hand. The efficiency of charge carrier generation in PIA measurements is
obtained and compared at open-circuit, where all photogenerated charge carriers recombine.
In contrast to this, the short-circuit current density is taken as a measure of the photocur-
rent generation efficiency in devices. In addition, the absorption profile may be different in
those two sample types due to interference effects within the device stack. Therefore, PIA
measurements on complete devices are important to directly transport the photophysical
results to the device level. But above all, such experiments can also be used to measure the
effect of an externally applied electric field on the dissociation of CT excitons into free charge
carriers or possibly also on the initial CT from singlet excitons on the donor (or acceptor)
into CT excitons that are spread over a D/A couple.
In this work, a proof-of-principle study is presented how the PIA measurements can be per-
formed in transmission on complete devices by using semitransparent thin metal layers as
top contact for the solar cell. In the active layer, a DCV6T derivative (DCV6T-Me2255) is
used as donor material in combination with C60 as acceptor. A transparent capping layer
is used to enhance the transmission of the device in the NIR region. The thickness of the
capping layer is optimized by optical simulation. In the recombination analysis, a new fea-
ture is visible compared to investigations on a bare blend layer which is attributed to the
device architecture. For the cation transitions, a two-component recombination is observed
in this sample, which is supposed to arise from a combination of free and trapped charge
carriers or from a contribution from long-living charge pairs. More data is necessary for a
final conclusion about the two components observed here and the general influence of the
electric field on the generation of free charge carriers. Furthermore, the investigated device
degraded between fabrication and measurement, leading to a strong S-shaped jV-curve – an
issue which must be solved prior to further measurements.
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Nevertheless, the results shown here widen the parameter space for the photophysical in-
vestigations. The influence of the electric field on the charge carrier generation efficiency is
an important issue to be targeted. This proof-of-principle study sets the basis for further
investigations in this direction.
In summary, the photophysical investigations presented in this work highlight three distinct
topics that are important for a deeper understanding of the generation of free charge carriers
in OSCs: the mobility of the charge carriers, the morphology of the active layer (influenced
by molecular structure), and an external electric field. These results further define the
targets for the synthesis of new materials in terms of a well ordered layer and high charge
carrier mobilities for an efficient separation of the charge carriers. Although the realization
of certain intramolecular properties, like e.g. the molecular energy levels or the absorption
range, is well understood and can be systematically achieved by organic chemistry, other
important (especially intermolecular) properties are much more complicated to predict: The
mixing properties of a certain donor and acceptor material and the resulting morphology
in a mixed film are hardly anticipated yet. The influence of side chains, mixing ratio, or
substrate temperature must be experimentally examined, which increases the experimental
effort. For a more directed research towards higher device efficiencies, not only intrinsic but
global structure-property-relationships for D/A systems must be derived.
11.2. Summary of Device Investigations
The photophysical part dealt with the understanding of the microscopic processes behind the
conversion of light into electrical energy. The aim of this research is not only the researcher’s
curiosity and the wish to reveal the hidden secrets of nature, but also the improvement and
optimization of the device performance for a final application. Besides the intrinsic im-
provements on the molecular scale, the device can be improved by macroscopic external
treatments. In many cases, thermal energy is used to influence the morphology of the or-
ganic film. In this work, the technique of substrate heating during film deposition is used to
sensitively influence the morphology of the active blend layer. Two different oligothiophene
donor materials are chosen here: the first because of its extraordinary behavior upon sub-
strate heating, the second because of its extraordinary high performance.
The first material, DCV4T0, is particularly interesting, because is behaves contrary to the
norm. Unlike most other donor materials, the performance of BHJ devices using DCV4T0
as donor and C60 as acceptor material gets increasingly worse when the D:A blend layer is
deposited onto a heated substrate. Although the FF slightly increases upon changing the
substrate temperature from 30 to 90 ◦C, Voc and particularly jsc strongly decrease. The rea-
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son for these alterations is a change in the blend layer morphology, or more precisely, a strong
separation of the donor and acceptor phases together with a reorientation of the DCV4T0
molecules in large crystallites emerging from the blend film. The latter is revealed by grac-
ing incidence X-ray diffraction measurements, showing a transition of the scattered intensity
from out-of-plane to in-plane signatures upon increasing the temperature. The change of
the molecular orientation is unfavorable for absorbing the incoming light. Therefore, the
absorption in the active layer is strongly decreased, being one of the reasons for the lower
photocurrent. The photocurrent generation is furthermore reduced by the strong phase sep-
aration, leading to an increased luminescent decay of the photogenerated excitons instead
of their dissociation at the D/A interface. Both the strong crystallization and the large
phase separation are additionally evidenced from AFM measurements revealing worm-like
structures at the surface with vertical dimensions in the order of 100 nm. A rough estimation
suggests that the demixing of donor and acceptor is near quantitative. This investigation
shows that the observation of an increased device performance upon depositing the D:A
blend layer on a heated substrate must not be generalized for all materials or material com-
binations. The origin of the decreasing device performance for the donor material DCV4T0
is now understood, but not the reasons why such a behavior is observed for some but not
all mixtures of donor and acceptor materials, again raising the need for global structure-
property relationships.
Another example in this direction is the high-performing donor material DCV5T-Me33, which
is used in the second part of the device investigations. This compound indicates a similar be-
havior than DCV4T0, but only for substrate temperatures above 90 ◦C. Further experiments
are planned to prove that the observations are related to the same microscopic reasons. The
optimization of the substrate temperature during evaporation is the first step for a further
improvement of BHJ devices using DCV5T-Me33 as donor materials. In a partly optimized
device, a PCE of 6.9 % was achieved. [180] By performing several more optimization steps,
including the substrate temperature during deposition of the active blend layer, the blend
layer thickness, the hole and electron transport layers including their thicknesses, and by
introducing an additional intrinsic donor layer, the PCE was improved from 6.9 to 7.7 %.
One of the devices was independently certified by Fraunhofer ISE, giving ηPCE = 7.2 %,
being slighly less due to device degradation (as evidenced from the monotonous decrease of
the FF over time). Still, this value is the highest PCE reported in the scientific community
for an organic solar cell device based on small molecules1.





The research field of molecular electronics is just emerging. The discussions in this work
showed that – although encouraging results were achieved – the basic understanding of
many processes is still in its infancy. The same is true for the results presented in this thesis,
which do not mark an end but another starting point for further experiments.
The understanding and interpretation of the photoinduced absorption spectra of DCVnTs
in pristine and mixed films is not yet complete. The assignment of the peaks to specific
transitions is based on DFT calculations and cation absorption spectra in solution. A direct
distinction between triplet excitons and charge carriers is possible by spin sensitive tech-
niques like electron spin resonance (ESR) related techniques. Such experiments may also
reveal the origin of the unknown recombination component (Y) which is observed with the
triplet transition.
For the temperature activation of charge carrier generation in DCVnT:C60 blend films, a
local determination of the charge carrier mobility might give additional insight into the pro-
cesses at the D/A interface. In contrast to the determination of the charge carrier mobility
with bulk techniques, like e.g. organic field-effect transistors or by space-charge limited cur-
rent measurements, time-resolved microwave conductivity measurements probe the mobility
on very small scale and omit the influence of grain boundaries. Such a measurement may
give a much better quantitative approximation of the charge carrier mobility at the D/A
interface. Furthermore, a comparison between the activation energies for charge carrier gen-
eration, determined here, and the activation energy for the charge carrier mobility would
be interesting. Up to now, it was not possible to perform this comparison due to technical
reasons.
In Chapt. 7 about the side chain variations on the DCV4T backbone, it was proposed that
the molecular arrangement of donor and acceptor at the interface has a strong influence
on the transfer rates of charge carriers and excitons. Up to now, it remains unknown if
the packing of donor and acceptor is somehow ordered or completely random. Miller et al.
performed an extensive series of investigations concerning the formation of bimolecular crys-
tals between different polymers and fullerene derivatives and the effect of intercalation of
fullerene molecules in polymer chains. [220,307–309] Such information could contribute to the
understanding of the differently performing oligothiophene compounds with different side
chain length and substitution pattern.
The bias dependent PIA study in Chapt. 8 is a first proof-of-principle study to investigate
the influence of an electric field on charge carrier generation using PIA spectroscopy in trans-
mission geometry. Further experiments may include a systematic variation of the donor and
acceptor materials, the mixing ratio, or the substrate temperature during fabrication of the
layer. For those investigations, the encapsulation issue has to be solved to allow stable mea-
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surements also at cryogenic temperatures without breaking the encapsulation.
The development of new materials is highly important for further optimization of organic
solar cells. Structure-property relationships allow a systematic and targeted research for
certain molecular properties. However, the complex intermolecular interactions are hardly
predicted, being sensitive to small changes in the chemical structure of one of the compounds.
As an example, three methylated DCV5T compounds were compared, differing in the num-
ber and position of the side chains. [180] Whereas DCV5T-Me1155 and DCV5T-Me2244 behave
similar, DCV5T-Me33 outperforms the others. First morphological investigations revealed
the strongest crystallization for the latter compound in blend layers with C60 deposited onto
a heated substrate. The exact microscopic reason for one of the compounds reacting differ-
ently compared to the others although being chemically similar remains subject to further
investigations. In addition to the morphological issues, a shift of the triplet level could pos-
sibly contribute to the observed differences in the photocurrent. The lowest triplet state
in oligothiophene compounds was observed to be strongly localized to the center thiophene
units. [38] If the triplet level was slightly raised due to the methyl side chains being attached
to the center thiophene unit, the back recombination channel from the interfacial CT exci-
ton to the donor triplet would be closed. Such an effect could explain the increase in the
photocurrent, although the optical properties and frontier energy levels are similar for all
three compounds. To clarify this issue, the triplet exciton generation yield in blend layers
must be examined using PIA spectroscopy, and the position of the lowest triplet level (T1)
must be determined for all compounds.
Further strategies to increase the PCE using DCV5T-Me33 as donor material were proposed
in Chapt. 10. For the single junction devices, C70 could be used as acceptor material to
harvest more photons in the green and blue spectral regions due to the higher absorption
of C70 compared to C60. Furthermore, the compound should be tested in tandem devices
either using the same material in both subcells or complementing it with an infrared absorb-
ing material. Thus, PCEs above 8 % for the single-junction and above 9 % for the tandem
device are expected to be feasible.
However, according to current estimations and calculations, the optical gap of 1.7 eV for this
material precludes this compound from reaching the ultimate limit. At this point, organic
chemistry is in demand to red-shift the absorption of the compound to 1.4 eV, but with the
restriction of not changing any other property, which is an ultimately challenging task.
Although a great variety of materials in the class of DCVnTs were investigated, we are
still at the beginning of the systematic variations of this material class. Side chain varia-
tions were initially restricted to alkyl chains of different length. Halogenated side chains are
planned to induce a stronger influence on the electronic wavefunction distribution on the
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backbone. Substitution patterns were symmetrical up to now. Asymmetrical compounds
are also planned, but the number of isomers upon partial substitution could complicate the
purification of the raw material. The desired red-shift of the absorption spectrum might be
achieved by introducing benzothiadiazole (BT) [106] or diketopyrrolopyrrole (DPP) [102] units
into the molecular backbone. However, such substitutions would strongly alter the complete
molecule and most of its properties, e.g. the packing of the molecules in the thin films. This
property is important for optimized charge transport, indicated by high charge carrier mo-
bilities. A rigidification of the connection between the backbone and the DCV end groups
(bridging) may decrease the disorder in the film, leading to higher charge carrier mobilities.
Finally, the reduction of the singlet-triplet splitting remains an important issue for an opti-
mized material. All these changes must be achieved under the prerequisites of the feasibility
of synthesis and purification and the stability of the final compound upon sublimation.
The number of challenges is still large, both for the basic understanding of organic solar
cells as well as for their optimization – disregarding the challenges that have to be faced
upon transferring the device knowledge from the research laboratories to a final product on
the market. But, ideas and suggestions for possible solutions are not short, yet. Therefore,
the power of innovative research in science and also in the upcoming industry will make the
future (of OPV) even brighter.
“Je touchais a` des myste`res et que le voile qui les couvres va
diminuant de plus en plus. Aussi les nuits me paraissent trop
longues.”
“I am on the verge of mysteries, and the veil which covers them is getting thinner and





Detailed Description of the Experimental
Setup for PIA Spectroscopy
The technical realization of this experiment is illustrated in Fig. A.1. As pump source, a
532 nm solid-state laser (Nd-YVO4, frequency doubled, max. 5W output) is used. The beam
is focused into an acousto-optical modulator (AOM) by two anti-reflection coated lenses in
telescope assembly (lenses with focal lengths of +200 mm and =50 mm, resulting in a shrink-
age of 4:1). An AOM transforms a voltage signal into a standing acoustic wave within a
transparent crystal, which acts as a diffraction grating for an incident light beam. When the
voltage signal is modulated, the light that is coupled into higher diffraction orders is modu-
lated in the same way (frequency, amplitude, waveform). Higher diffraction orders as well as
the zero order transmission beam are blocked by an aperture behind the AOM. A frequency
generator provides the voltage input signal for the AOM driver unit. The frequency cutoff
of an AOM is determined by the transit time of the acoustic wave across the optical beam,
which is influenced by the sonic speed in the crystal and the incident beam diameter. The
theoretical rise time for a diameter of 800 µm is around 75 ns. In this setup, the rise time
was determined to be around 200 ns, which is sufficient for modulation frequencies of 1 MHz.
Additionally to the frequency modulation, the intensity of the modulated light output can
be varied by the amplitude of the voltage signal by nearly two orders of magnitude. After
the AOM, the beam passes a filter wheel, where the intensity of the light can be further at-
tenuated stepwise using neutral density filters. The light is finally coupled into the cryostat,
where the sample is mounted. The beam is expanded by a focusing lens to illuminate the
desired sample area. To reduce stray light and for fine-tuning of the spot size on the sample
(which is needed for the calculation of the incident light intensity), an aperture is mounted
in front of the incoupling mirror. The incident power is measured in front of the crystat by
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using a mirror that directs the beam to a power meter unit. From the measured power in
front of the cryostat, the laser intensity on the sample is estimated taking into account the
reflectivity of the additionally inserted mirror (R ≈ 0.99), the transmittance of the two cryo-
stat windows (T ≈ 0.95), and the transmittance of the encapsulation glass (T ≈ 0.95). The
diameter of the aperture on the sample is d = 3 mm. Assuming that the spot size is slightly
larger (d = 4 mm) due to the uncertainty of adjusting the aperture in front of the cryostat,
this results in an intensity of ≈130 mW/cm2 for a measured laser power of 20 mW. Due to
the numerous approximations, the absolute intensity bears a large error, which is however
not important for most of the analysis except for the determination of absolute excited state
densities etc. The stability of the incident laser power is checked approximately once every
hour.
The sample is mounted inside a continuous flow cryostat. Using liquid helium as cooling
medium, temperatures of 4.2 K can be reached. A vacuum shell (p < 10−5 mbar using a turbo
pump (Turbovac 50, Oerlikon Leybold Vacuum) connected to a prevacuum pump (Trivac
D 16 B, Oerlikon Leybold Vacuum) protects the cryostat from heat input due to convec-
tive heat transport. Temperatures higher than 4 K are realized by heating the incoming
helium flow to the desired temperature before it enters the sample area. The temperature
control and the heating power are provided by a temperature controller (332 Temperature
Controller, Lake Shore). This procedure ensures a homogeneous and constant temperature
in the cryostat. The cryostat is mounted on a translation stage to position the sample per-
pendicular to the light beam. Moreover, the height can be adjusted. The sample itself is
placed on a personalized mount, which is shown in Fig. A.2. To define the excitation region
on the sample, the sample is mounted on a mask with an aperture of 3 mm in diameter. A
special circuit board is used to contact a standard geometry solar cell for PIA measurements
on complete devices (see Fig. A.2). For the measurements on devices, an aperture with a
rectangular shape and a free area of 4.7 mm2 is used. The sample mount can be tilted by
360° and the vertical position can be adjusted.
The probe light is produced by a 50 W halogen lamp, which is mounted in an appropriate
housing, including a back reflector behind the bulb and a condensor to collimate the output
beam. A computer controllable shutter (USB Rocket Launcher, www.getdigital.de) is placed
after the lamp to switch off the probe light to record the photoluminescence reference mea-
surements that are subtracted from the PIA spectra. Edge filters are used to truncate the
wavelength region of the ground state absorption of the material under investigation. The
homogeneously enlightened condensor is imaged to the sample plane to ensure homogeneous
illumination of the sample. The transmitted light is collected by a collimating lens and
refocussed onto the entrance slit of a monochromator. The monochromator contains three
gratings for different wavelength regions between 400 and 2600 nm that can be switched
automatically. An additional filter wheel at the entrance slit houses long-pass filters to avoid
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Figure A.2.: Pictures of the sample mount of the cryostat for PIA measurements. (a)
A standard PIA sample is mounted. The sample is evaporated on a glass substrate and
encapsulated with an encapsulation glass. The sample is divided into two parts, with
two different layers at the top and the bottom half of the sample, respectively, allowing
for a better comparability of the performed measurements concerning e.g. the excitation
intensity. The sample is mounted on top of a mask with apertures of 3 mm in diameter.
(b) Example of a solar cell mounted for PIA measurements. Contacting is provided via
the contact plate, which is also used to fix the sample. The semitransparency is visible in
part (c). For the measurements, one of the four devices on the substrate is selected using
a rectangular mask with an aperture of 4.7 mm2.
second order light at higher wavelengths. The monochromator has two output ports to allow
automatic switching between two photodiodes. At very low signals, the sensitivity of the
setup can be improved by increasing the slit width of the monochromator at the expense
of spectral resolution. The standard slit width is set to 800 µm, which results in a spectral
resolution of 10-15 nm (FWHM of 532 nm laser line).
For the wavelength region until 1100 nm, a silicon photodiode is used. The diode is mounted
directly onto a BNC plug, which is connected to the preamplifier. The Si-diode is prebiased
with =10 V provided by the preamplifier. For the NIR region (1100-2400nm), a wavelength
enhanced InGaAs photodiode with a diameter of 1 mm is used. The diode is cooled with
a four-step thermoelectric cooling unit to =85 ◦C. This is necessary to reduce noise and
furthermore the capacity of the diode, which increases the frequency bandwidth. Each diode
is amplified by a variable-gain high speed transimpedance amplifier with an amplification of
1× 105 V/A (low noise setting), which keeps the bandwidth of the amplifier at 3.5 MHz.
An option for computer controlled switching between the diodes was necessary in order to
provide full automization of the setup. This was realized by a self-made switching unit that
can be controlled using the parallel port of the computer. Two colored LEDs indicate the










































Figure A.3.: Circuit diagram of the self-made electrical switch used to realize a com-
puter controlled (via parallel port) switching between the Si (Vis) and the InGaAs (NIR)
photodiode. Colored LEDs are included to indicate the current switching state.
switch on the signal was excluded by comparative measurements.
The signal from the diode is collected by a lock-in amplifier. The lock-in extracts the modu-
lated transmission change signal from the strong DC background by multiplying the complete
signal with the reference signal used for the modulation of the laser beam. However, the
direct signal from the frequency generator is not a suitable reference at high frequencies
(above ≈10 kHz) due to distortion of the modulation of the laser beam by the AOM. There-
fore, the reference is gained by inserting a glass plate in the laser beam behind the AOM.
A small portion of the beam (≈ 10 %) is reflected and collected by another Si photodiode
with integrated preamplifier. The voltage signal is an exact image of the modulated light
beam incident on the sample and is used as reference for the lock-in. Additionally to the
read-out by the lock-in amplifier, the absolute (DC) transmission signal is measured by a
multimeter, which is necessary to account for the transmission function (response function)
of the setup parts (grating efficiency, spectral response of the diodes etc.). The software
for measurement control was newly programmed in Python by two students, Carsten Knoll
and Philipp Latzel, under the supervision of Dr. H. Ziehlke and myself. The aim was a
full automization to facilitate the measurements and shorten measurement time. For this
purpose, a job manager was implemented that can work off all programmed measurement
runs in a row without any user interaction. The aim of full automizationwas accomplished
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with the exception of an automized control of the sample temperature and position as well
as the continuous monitoring/control of the incident laser power.
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AppendixB
Determination of the Triplet Level by
Differential PL Measurements
B.1. Introduction
The relative position of the triplet level of the investigated oligothiophene derivatives is very
important for the interpretation of the spectra. The back transfer of excitations in a D:A
blend layer from the charge transfer (CT) state to the donor triplet exciton is only efficient
as long as the triplet level is situated below the CT state. In reverse, by knowing the triplet
level and from the observation of efficient triplet back transfer, a lower limit for the CT state
can be given. However, the triplet level is hard to determine because the phosphorescence
of organic materials is usually orders of magnitude lower than the superposed fluorescence
signal. There are several possibilities to determine the triplet level. If direct phosphorescence
cannot be observed, triplet sensitizers can be used. [310] A material with known triplet level
and high spin-orbit coupling is embedded in the film of the substance of interest (triplet
sensitization is also possible in solution). When the triplet level of the sensitizer is above that
of the matrix compound, the triplet exciton can be transferred to the matrix molecule and a
triplet absorption feature can be detected by photoinduced absorption (PIA) measurements.
When several experiments using sensitizers with different triplet levels are performed, upper
and lower limits for the triplet level of the matrix can be set. The second possibility is gated
phosphorescence measurements. [227,228] As the lifetime of the triplet excitons is much longer
than that of the singlet excitons (µs compared to < ns), the phosphorescence signal can be
isolated by closing the detector for the first µs.
Here, a new method is presented that is based on a differential photoluminescence (PL)
measurements at different excitation frequencies.
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B.2. Differential PL Measurements for the Determination of the
Triplet Level (dPLdTL)
The measurements are conducted with the PIA setup (see Appendix A). The sample is ex-
cited with a laser beam at 532 nm and modulated at a certain frequency, f . The setup is not
optimized for measuring PL signals with high sensitivity. Due to the large distance between
sample and collecting lens, the covered solid angle is only 3 % of the half sphere. The sen-
sitivity of this technique can be increased by optimizing the detection of the emitted light.
The spectra shown here are not spectrally corrected for the transfer function of the setup.
The offset visible in the spectra at 830 nm is due to a grating change in the monochromator.
Figure B.1 (a) shows PL measurements at modulation frequencies of 173 Hz and 500 kHz. In
the higher wavelength region, the signal drops when the modulation frequency is increased.
This behavior can also be visualized in a frequency scan at 1020 nm, covering the whole
frequency range (see inset to Fig. B.1 (a)). The ip-component, measured with the lock-in
amplifier, is first constant and drops at higher frequency. By subtracting the high frequency
from the low frequency measurement, the difference PL spectrum in Fig. B.1 (b) is obtained.
It shows a clear peak around 980 nm (1.27 eV). This peak is ascribed to luminescent decay
of triplet excitons (phosphorescence). The generation of triplet excitons in this compound
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Figure B.1.: (a) PL spectra of DCV4T-Me1144 measured at low and high frequency using
the PIA setup. The temperature during the measurement is 290 K. The inset shows a
modulation frequency dependent measurement of the PL signal at 1020 nm. (b) ∆PL
spectra obtained from the difference of the spectra shown in part (a). The onset of the
peak is determined by extrapolating the low-energy flank to zero. The sample contains
a 30 nm thick film evaporated on a glass substrate, protected against air by glass-glass
encapsulation.
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was already confirmed by PIA measurements in Chapt. 6. The assignment of the peak in
the ∆PL spectrum to phosphorescence will be explained in the following:
The lifetime of singlet excitons is very short. Therefore, PIA signals from singlet-singlet
(S1→Sn) absorption are usually below the detection limit. If the signals were large enough
to be detected, they would appear as a constant signal in the ip-component of the fre-
quency scans because ωτ  1 in the whole accessible frequency range (for τX = 0.1 ns and
fmax = 1 MHz, ωτ ≈ 10−3). This conclusion also holds for the fluorescence signal, which is
also independent of frequency in the measured frequency range. For phosphorescence, the
situation is different. The long lifetime leads to a reduction of the modulation amplitude
of the triplet exciton generation at high frequencies, resulting in a constant triplet exciton
population (cf. Fig. 4.16). The difference between the on- and off-cycles of the excitation
vanishes and the lock-in signal goes to zero. Therefore, the phosphorescence part can be
selectively decreased in the PIA signal while the fluorescence signal remains constant. When
spectra are recorded at low frequency (fluorescence and phosphorescence) and again at high
frequency (only fluorescence), the phosphorescence signal can be extracted from the PL sig-
nal.
The result from DCV4T-Me1144 (Fig. B.1) is counterchecked with DCV5T-Me33. The
PL spectra, measured at low frequency and at different temperatures are presented in
Fig. B.2 (a). Part (b) shows the ∆PL spectra equivalent to Fig. B.1. In this case, a fre-
quency of 300 kHz was used for the second measurement. Again, a clear peak can be resolved
around 980 nm. The onset is determined at 1089 nm. The ∆PL spectrum is also obtained
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Figure B.2.: (a) PL spectra of DCV5T-Me33 measured at low frequency (f = 173 Hz) at
100 and 200 K, respectively. (b) ∆PL spectra for DCV5T-Me33 at the same temperatures.
For the high frequency measurement, f = 300 kHz is chosen. The onset of the peak is
determined by extrapolating the low-energy flank to zero. The sample contains a 110 nm
thick film evaporated on a glass substrate without any encapsulation.
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for intermediate frequencies of f = 2 kHz and f = 60 kHz, which is shown in Fig. B.3. At
f = 2 kHz, there is not yet any difference visible to the low frequency measurement. The
∆PL spectrum is zero. At higher difference frequencies, the magnitude of the ∆PL spectrum
steadily increases.
The changes in the ∆PL spectra in the complete temperature range are measured for an-
other compound, DCV6T-Me2255. The low frequency spectra and the corresponding ∆PL
spectra at temperatures between 10 and 290 K are shown in Fig. B.4. The ∆PL spectra
are normalized to the PL maximum of the low frequency spectra of part (a) to eliminate
differences in the excitation intensity. At very low temperatures, negative differences appear
in the range of the fluorescence signal, also similar in shape. The NIR peak is also resolved
in the ∆PL spectra for the DCV6T compound. The temperature dependence is small. Only
the negative ∆PL part vanishes above 150 K. The same measurements were performed for
the DCV4T derivative DCV4T-Et1144 (see Fig. B.5). There the temperature dependence is
much stronger. Similar to the observation from DCV6T-Me2255, a negative difference ap-
pears in the spectral range of the fluorescence signal at low temperatures, but vanishes at
higher temperature. The peak around 1000 nm is not as pronouced as for the other DCVnT
derivatives. At higher temperature, the negative difference signal at 750 nm inverts to a
positive signal.
To summarize, the ∆PL spectra show a peak around 1000 nm for every investigated DCVnT
derivative. The onset is pretty much constant and lies between 1.12 and 1.14 eV. At first
glance, the constant peak energy might contradict the assumption of phosphorescence as the
origin of this signal, because the optical gap shifts by 0.1 eV between these compounds (see
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Figure B.3.: (a) PL spectra of DCV5T-Me33 measured at several frequencies between
173 Hz and 300 kHz at 200 K. The corresponding ∆PL spectra are shown in part (b).
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Figure B.4.: (a) PL spectra of DCV6T-Me2255 measured at low frequency (f = 173 Hz)
at several temperatures between 10 and 290 K. (b) ∆PL spectra for DCV6T-Me2255 at
the same temperatures as in part (a). For the high frequency measurement, f = 300 kHz
is chosen. The onset of the peak is determined by extrapolating the low-energy flank to
zero. The sample contains a 30 nm thick film evaporated on a glass substrate, protected
against air by glass-glass encapsulation.
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Figure B.5.: (a) PL spectra of DCV4T-Et1144 measured at low frequency (f = 173 Hz)
at several temperatures between 10 and 290 K. (b) ∆PL spectra for DCV4T-Et1144 at
the same temperatures as in part (a). For the high frequency measurement, f = 300 kHz
is chosen. The onset of the peak is determined by extrapolating the low-energy flank to
zero. The sample contains a 30 nm thick film evaporated on a glass substrate, protected
against air by glass-glass encapsulation.
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Sec. 5.4). However, it was mentioned before that the triplet wavefunction in these materials is
strongly localized to the center thiophene unit(s). [38] Indeed, quantum-chemical calculations
of the triplet level for the series from DCV4T to DCV6T revealed a difference in the triplet
level of only 30 meV from 1.29 eV for DCV4T to 1.26 eV for DCV6T. [140] The slightly lower
energies determined herein may again be attributed to a red-shift due to polarization effects.
But, the energy is also dependent on whether the onset or the maximum is taken. The
maximum at 980 nm corresponds to an energy of 1.27 eV. A confirmation of the obtained
results by independent methods is necessary to prove these results.
B.3. Summary
Using the newly developed technique of differential PL measurements (dPLdTL), the triplet
levels of some oligothiophene derivatives are determined. The energies are pretty much
constant and lie between 1.12 and 1.14 eV. Quantum-chemical calculations confirm these
results, predicting only minor changes of the triplet level between DCV4T and DCV6T.
The presented procedure provides an easy way to resolve weak phosphorescence signals
that are superposed by a larger fluorescence signal. Further investigations could address
the frequency dependence of the fluorescence and mixed photoluminescence signals or the
negative difference signals at low temperature, which is not clarified yet.
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Additional Tables and Figures
This chapter contains additional figures and tables as referenced in the main chapters.
Table C.1.: Intensity dependence of the activation energy, Ea, of the triplet exciton
recombination rate, kT, as discussed in Sec. 7.5.2 (Fig. 7.13). The activation energies were
determined according to Eq. 7.2. The numbers are exemplarily given for a pristine layer
of DCV4T-Me1144 and a blend layer of the same donor material with C60. The excitation
intensities, IL are given relative to the maximum intensity, Imax, which is approximately
130 mW/cm2 here.




4/s) 5.9 5.4 4.8 5.0 5.0
kT,1 (10
7/s) 8.5 9.0 19 94 83




4/s) 9.2 8.4 8.1
kT,1 (10
7/s) 4.2 4.0 15
Ea (meV) 68.5 69.2 89.4
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Table C.2.: Effective generation rates, geff, and lifetimes, τ , of the triplet and cation transitions
in a pristine and mixed films with the acceptor C60 using DCV4T-Me
1144 and DCV6T-Me2255 as
donor materials, respectively. The film thickness is 30 nm for the pristine film. The mixed layers are
coevaporated with a volume ratio of 1:1 and a total thickness of 60 nm. All numbers are derived at
an excitation intensity of ≈130 mW/cm2. For the triplet exciton, a monomolecular recombination
mechanism is assumed. To obtain an accurate fit, a second recombination component is assumed but
not mentioned here. The cation transitions are modeled with the dispersive recombination model,
the dispersivity parameter, δ, is given.
DCV4T-Me1144
10K 200K 290K
τ (µs) geff (1/s) δ τ (µs) geff (1/s) δ τ (µs) geff (1/s) δ
triplet exciton pristine 14.1 3.7 – 1.1 3.6 – —
1.36 eV blend 25.2 7.4 – 6.7 9.2 – 0.97 8.2 –
LE cation pristine — — —
0.93 eV blend 1070 0.11 0.60 44.6 0.40 0.63 —
HE cation pristine ≈5× 103 0.0045 0.71 — —
1.55 eV blend 900 0.10 0.80 45.7 0.37 0.73 —
DCV6T-Me2255
10K 200K 290K
τ (µs) geff (1/s) δ τ (µs) geff (1/s) δ τ (µs) geff (1/s) δ
triplet exciton pristine 12.9 3.6 – 1.31 2.21 – —
1.08 eV blend 24.2 0.70 – — —
LE cation pristine >104 ≈10=3 ≈0.5 990 0.016 0.62 140 0.048 0.58
0.78 eV blend 900 0.39 0.69 133 0.36 0.65 35.0 0.94 0.72
HE cation pristine n.d. n.d. n.d.
1.39 eV blend 660 0.46 0.70 107 0.41 0.68 33.7 0.81 0.72
1 Extrapolated from higher intensity measurements, as the PIA signal at this intensity is too low to be evaluated.
282












1 . 2  D C V 4 T 0                D C V 4 T - E t 1 1 4 4 D C V 4 T - M e 1 1 4 4      D C V 4 T - B u 1 1 4 4
( b )
532 nm









w a v e l e n g t h    ( n m )
 D C V 4 T 0                D C V 4 T - E t 1 1 4 4









w a v e l e n g t h    ( n m )
Figure C.1.: Optical density, OD, for four DCV4T derivatives with different side chain
lengths determined using Eq. 4.2 (including reflection correction). In part (a), the spectra
of pristine films (30 nm on quartz substrate) are shown. Part (b) shows the spectra of
mixed films of the same materials with the acceptor C60, each mixed 1:1 by volume with
a total layer thickness of 60 nm. The laser wavelength of 532 nm, used for excitation in
the PIA measurements, is indicated as dashed line.
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Figure C.2.: (a) jV-characteristics of a FHJ device (according to the stack shown in
Fig. 7.15) with 6 nm of DCV5T-Me33 as donor layer. The solar cell parameters are noted




Reproducibility of the Solar Cell Results
(Statistics)
Especially when high power conversion efficiencies (PCE) are reported, the reproducibility of
the results is important. Was it just an exception or can it reliably be reproduced? To cover
the issue of variations between different devices, two cases have to be distinguished: “on-
substrate variations” (equal devices on the same substrate fabricated simultaneously) and
“substrate-to-substrate variations” (different fabrication runs). For the fabrication of Lesker
wafers, the on-substrate variation of the four devices on one single substrate (cf. Fig. 4.6)
is negligible. Instead, deviations on one wafer (“on-wafer variation”) and between different
Lesker fabrication runs (“wafer-to-wafer variations”) are important to be considered.
On-wafer variations arise from the inhomogeneity of the deposition, i.e. the thickness of
the evaporated films varies due to the evaporation from point sources on large substrates
(glass wafers). The used configuration of sources, source-substrate distance and substrate
size is a compromise between evaporation yield and sample output. The resulting thickness
variation is in the range of 10 % between the center and the edges of the wafer. The second
important factor is only important when part of the device is evaporated onto the wafer
at elevated wafer temperature. The deviations between the center and the edges are in
the range of 10 ◦C at a temperature of 90 ◦C in the center of the wafer. These numbers
are approximate, a clear correlation could not be observed in any case. In addition, every
substrate is encapsulated separately. Thus, differences between single substrates may arise
from failures in the encapsulation.
For a close comparison of the on-wafer differences, a complete wafer was processed with
several potentially equal devices. The wafer is divided in two parts, with the D:A blend layer
deposited at 75 and 85 ◦C, respectively (see the planning sheet of the wafer in Fig. D.1 (b)).
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The rest of the solar cell stack is identical over the whole wafer. Therefore, each half of the
wafer contains 3× 6× 4 potentially identical devices that can be compared. Considering the
inhomogeneity of the substrate temperature at the edges of the wafer, the inner 2× 4× 4
devices are used for a closer comparison at equal substrate temperature. Figure D.1 shows
the evaluation of the solar cell parameters (jsc,100, Voc, FF , and ηPCE) of each single device
on this wafer. Six out of 144 devices were corrupt and are thus not included in the statistics.
The mean values of the derived device parameters and the standard deviation are calculated
in Tab. D.1 for the inner 2x4 substrates and the complete half of the wafer, respectively, for
both substrate temperatures. In addition, Fig. D.2 shows histograms of all device parameters,
again for the inner 2× 4 substrates and for the edge substrates, respectively. The substrate
temperatures of 75 and 85 ◦C, respectively, are indicated by the colors (blue/green and
orange/yellow). The following conclusions are drawn from this analysis:
Table D.1.: Mean values and standard deviations (absolute and relative) of the solar cell
parameters jsc,100, Voc, FF , and ηPCE, for the wafer shown in Fig. D.1. The statistics are
given separately for each half of the wafer, which were processed at substrate temperatures
of 75 and 85 ◦C, respectively. Furthermore, the values are calculated for the inner 2× 4
substrates and the complete halves of the wafer in order to identify differences induced by
the inhomogeneity of the substrate temperature and the layer thickness across the wafer.
jsc,100
Tsub substr. mean std. dev. rel.
(◦C) (mA/cm2) (mA/cm2) (%)
75
2× 4 11.37 0.10 0.88
3× 6 11.23 0.19 1.7
85
2× 4 10.75 0.60 5.6
3× 6 10.87 0.43 4.0
Voc
Tsub substr. mean std. dev. rel.
(◦C) (V) (V) (%)
75
2× 4 0.9475 0.0009 0.095
3× 6 0.9486 0.0015 0.16
85
2× 4 0.9320 0.0019 0.20
3× 6 0.9343 0.0032 0.34
FF
Tsub substr. mean std. dev. rel.
(◦C) (%) (%) (%)
75
2× 4 62.59 0.70 1.1
3× 6 62.42 0.70 1.1
85
2× 4 62.5 1.2 1.9
3× 6 62.2 1.6 2.6
ηPCE
Tsub substr. mean std. dev. rel.
(◦C) (%) (%) (%)
75
2× 4 6.74 0.07 1.0
3× 6 6.65 0.14 2.1
85
2× 4 6.27 0.46 7.3
3× 6 6.32 0.34 5.4
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 Voc is truly constant considering only the inner substrates at Tsub = 75
◦C. The
standard deviation is below 1 mV, meaning that Voc is very constant on one wafer. In-
cluding the edge substrates, the standard deviation slightly broadens, but still remains
below 2 mV. From this observation, it is also concluded that the error in the automatic
evaluation of Voc from the interpolation between two measurement points is below this
value, given the voltage measurement steps of 25 mV and the (rather steep) shape of
these jV-curves.
At higher substrate temperatures, Voc slightly decreases. Due to the lower substrate
temperature at the edges, Voc is higher at the edges. This is also observed for the sub-
strates with Tsub = 75
◦C. The different Voc’s are visualized in a histogram in Fig. D.2,
where the distribution of the derived values is given separately for the inner 2× 4 and
the edge substrates. From this graph, a broader distribution of values is visible for the
half of the wafer that was processed at higher substrate temperature.
 The measured photocurrent densities, jsc,100, also show small differences between inner
and outer substrates. In Chapt. 10, it was demonstrated that the photocurrent den-
sity increases with increasing substrate temperature, at least until Tsub = 90
◦C. This
observation is consistent with the higher currents for the inner substrates where the
temperature is higher. The same effect could, however, also be induced by the thick-
ness inhomogeneity across the wafer, resulting in a thinner active layer at the edges
and a reduction in the light absorption. The second reason would also be consistent
with the lower photocurrents on the second half of the wafer with a nominally higher
substrate temperature of Tsub = 85
◦C. As an explanation, one can assume that the
substrate temperature may already have been close to the critical temperature, where
the absorption of DCV5T-Me33 decreases.
Two of the substrates processed at higher Tsub show strongly different values compared
to their neighboring substrates (#41 and #44, see Fig. D.1). The reason for this punc-
tual deviation is not yet clear. Overall, the deviations from the mean are higher when
the substrate temperature is higher.
 The influence of the substrate temperature on the FF is small although the mean
value is insignificantly lower for the higher substrate temperature and the distribution
is broader.
 All these considerations result in a very narrow distribution (standard deviation of
1 % relative to the mean) of the power conversion efficiency, ηPCE, for the inner 2× 4
substrates processed at Tsub = 75
◦C. The inclusion of the outer substrates broadens
the distribution due to the inhomogeneity of the substrate temperature and the active
layer thickness, resulting in higher Voc’s and lower photocurrents.
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In summary, there are on-wafer deviations visible across the wafer. However, the standard
deviation is very small even when the complete half of the wafer is considered (which already
includes processing differences due to inhomogeneities in the substrate temperature and the
layer thickness). The resulting on-wafer statistical error for the PCE is between 1 and 2 %.
The larger errors at higher substrate temperature are supposed to be due to the special
behavior of DCV5T-Me33 upon processing at high temperature substrates.
More important statistics is obtained from wafer-to-wafer variations. The pool of possible
sources for variations is much larger. The used crucibles, the loading of the Lesker tool
(materials in other crucibles, e.g. dopants), the pressure in the vacuum chamber, and the
evaporation conditions (temperature, evaporation rate) may additionally influence the final
device performance. The wafer precleaning procedure may also have an influence, although
it is nominally identical for each processing run. The wafer-to-wafer variations were not
yet investigated systematically. There are only a few substrates on different wafers with
identical stacks which are compared in Tab. D.2. The ID of the wafer as well as the position
on the wafer (substrate ID) are given. For this comparison, only the best device on the
respective substrate is shown. The first example (A) shows strong variations in all device
parameters. For the first wafer, a processing issue is supposed to be responsible for at least
part of the variation. The evaporation conditions were slightly different (higher pressure,
higher evaporation rate). The next example (B) shows that the variation can be different
on one wafer. In contrast to the first two devices, differing by nearly 10 % in their PCEs,
the second device pair is approximately identical. For the two wafers compared in example
C, the differences are marginal. In contrast to this, the last example (D) shows variations
in the range of 10 % between two wafers, consistent for at least three substrates on these
wafers.
During this work, one wafer (OSOL-794) was rejected as failure because the device per-
formance strongly differed from the expectations (lower FF , Voc, and jsc). The complete
wafer was processed again without any obvious changes in the processing conditions (OSOL-
828). The PCE on the repetition run was 25 % higher across the whole wafer. Such strong
deviations are usually immediately recognized as processing failure because they affect the
complete wafer. As in this case, a careful repetition usually gives normal results.
As especially the substrate temperature during evaporation of the active blend layer and the
evaporation conditions are supposed to be crucial particularly for the used donor material
DCV5T-Me33, the wafer-to-wafer variations may be different for other stack architectures or
materials used.
From the presented wafer comparison and on-wafer statistics, typical variations can be given.
For equal devices on one wafer, the relative variations in the PCE are below 2 % for ”smooth
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processing conditions“. Especially Voc is reproduced with high precision, whereas jsc and FF
show larger variations. When the devices are processed at the edge of sensitive morphological
changes (e.g. high substrate temperature), the deviations increase (such severe effects must
not be observed for any active material combination). Variations larger than 10 % in the
device performance were observed, but are explained by processing errors. In such cases, a
replication run achieves the expected results.
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Chapter D: Reproducibility of the Solar Cell Results (Statistics)
Table D.2.: Comparison of substrates with identical stacks but located on different wafers,
used to identify wafer-to-wafer variations in the device performance. The best device of
each substrate is chosen for comparison. The devices are labelled (i) for inner substrates
(the inner 4× 4 substrates on the wafer) and (e) for edge substrates (for the exact location
of the substrates on the wafer, cf. Fig. D.1 (b)).
wafer ID substrate ID jsc,100 Voc FF S ηPCE IL
(mA/cm2) (V) (%) (%) (mW/cm2)
Examples A
OSOL-710 #32D1 (i) 11.3 0.766 49.1 1.10 4.2 99.3
OSOL-734 #32D2 (i) 9.6 0.830 58.4 1.07 4.6 99.1
Examples B
OSOL-734 #14D3 (i) 11.4 0.914 62.8 1.06 6.5 98.2
OSOL-822 #12D3 (i) 11.9 0.942 63.5 1.06 7.1 99.7
OSOL-734 #15D2 (e) 11.1 0.960 65.8 1.04 7.0 99.9
OSOL-822 #10D3 (e) 11.1 0.960 64.6 1.05 6.9 101.6
Examples C
OSOL-734 #15D2 (e) 11.1 0.960 65.8 1.04 7.0 99.9
OSOL-768 #15D1 (e) 11.3 0.948 63.4 1.06 6.8 100.3
OSOL-768 #25D4 (e) 11.3 0.949 62.8 1.06 6.7 100.3
OSOL-734 #45D1 (e) 10.7 0.947 65.5 1.05 6.6 99.5
OSOL-768 #35D4 (e) 11.5 0.944 62.4 1.06 6.7 100.3
OSOL-768 #45D4 (e) 11.1 0.934 63.8 1.06 6.6 100.2
Examples D
OSOL-828 #20D1 (e) 11.1 0.955 63.1 1.06 6.7 101.9
OSOL-845 #25D2 (e) 12.2 0.958 64.6 1.04 7.6 101.4
OSOL-828 #21D4 (i) 11.6 0.952 63.6 1.06 7.0 101.5
OSOL-845 #35D1 (e) 12.5 0.958 64.3 1.04 7.7 100.9
OSOL-828 #31D4 (i) 11.8 0.951 61.9 1.06 7.0 101.3






2PPE two-photon photoemission (spectroscopy)
A acceptor
AFM atomic force microscopy
AOM acousto-optical modulator
BDR bimolecular dispersive recombination
BCP bound charge pair
BHJ bulk heterojunction
BR bimolecular recombination
BRP bound radical pair
CDM correlated disorder model
CELIV charge carrier injection by linearly increasing voltage
CRT charge recombination to triplet exciton




(TD-)DFT (time dependent) density function theory
DET Dexter energy transfer
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. . . continuing . . .
Abbreviation Description
DOS density of states
DR dispersive recombination
DSC differential scanning calorimetry
EA electron affinity
EL electroluminescence
EQE external quantum efficiency
ESR electron spin resonance
ETL electron transporting layer
ETM electron transporting material
FF fill factor
FHJ flat heterojunction
FRET Fo¨rster resonant energy transfer
FTPS Fourier-transform photocurrent spectroscopy
GDM Gaussian disorder model
GEHP geminate electron-hole pair
GIXRD grazing incidence X-ray diffraction
GLAD glancing angle deposition
GPP geminate polaron pair
GSB ground state bleaching
HBEC high binding energy cutoff
HE high energy
HOMO highest occupied molecular orbital
HTL hole transporting layer




IQE internal quantum efficiency
ISC intersystem crossing
LE low energy
LUMO lowest unoccupied molecular orbital
MPP maximum power point
MR monomolecular recombination
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. . . continuing . . .
Abbreviation Description
MDR monomolecular dispersive recombination
MMR mixedmolecular recombination
OD optical density
OFET organic field-effect transistor
OLED organic light emitting diode
op out-of-phase component
OPV organic photovoltaic
OSC organic solar cell
PCE power conversion efficiency
PDS photothermal deflection spectroscopy




QCM quartz crystal microbalance
QFL quasi-Fermi levels
SAVS solvatochroism assisted vibrational spectroscopy
SCLC space-charge limited currents
SOC spin-orbit coupling
SOMO singly occupied molecular orbital
SRC standard reporting conditions
TA transient absorption (spectroscopy)
TCO transparent conductive oxide
TGVS thermal gradient vacuum sublimation
TOF time-of-flight
trEPR transient electron paramagnetic resonance (spectroscopy)
TRMC time-resolved microwave conductivity
UHV ultrahigh vacuum
UPS ultraviolet photoelectron spectroscopy
UTA ultrafast transient absorption (spectroscopy)
VASE variable angle scanning ellipsometry




















MEH-PPV poly(2-methoxy,5-(20-ethyl-hexyloxy)-1,4-phenylene viny- lene)




NDP9 Novaled p-dopant 9
(RR-)P3HT (regioregular) poly(3-hexylthiophene); the term regioregular (RR-) is omitted
im most cases in this work
PBDTT-DPP poly2,6’-4,8-di(5-ethylhexylthienyl)benzo[1,2-b;3,4-b]dithiophene-alt-5-
dibutyloctyl-3,6-bis(5-bromothiophen-2- yl)pyrrolo[3,4-c]pyrrole-1,4-dione











benzothiadiazole)) with the number of carbon atoms in the alkyl substituents,
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