Abstract. Consider the usual fractional maximal operator M. with 0 < s < n. A characterization of R" weight functions u( . ) and a( . ) for which M,,da sends the (generalized) Lorentz space A' (w i ) into A' .(W2) with 1 < s < r < oo is obtained by using a suitable -atomic decomposition of tent spaces.
Introduction
The Lorentz space A(w) is defined as the space of measurable functions f( . ) on satisfying cc (w) =
j [f(t)]Tw(t) dt <.
Here 0 < r < oo, w( . ) is a weight function on t0,) (i.e. a non-negative locaJly integrable function), dv( . ) is a locally finite positive Borel measure on R n (n E N* = N \ {0}), and f,*, (.) is the decreasing rearrangement of f() defined on [0, oo) by f(t)=inf>0
If-ER":
dv(x){If(.)I>}<t
If(x)l>A} This function space is merely denoted as A(w) when dv(x) = u(x)dx with u( . ) a weight function and dx the usual Lebesgue measure on R". Many of usual spaces are particular cases of A(w). Indeed, the Lebesgue space L'(R",dv (.) ) is just A(1), and the classical Lorentz space LT (Rn,dv(.) ) is obtained by putting w(t) = tb'. All cubes Q considered have their sides parallel to the coordinate axis. So M0 is the classical Hardy-Littlewood maximal operator.
The space Lr[(logL)J(Rn,dv(.)), useful in interpolation spaces, appears by taking

W(t) = t !-' (l +
The purpose of this paper is to characterize the weight functions u( . ) and a( . ) for which there is a constant C > 0 so that
I(1afdU)()IAr() < C
for all f() 2 0.
(1.1)
Here 1 < .s r < oo, and w 1 ( . ) and w2 () are given weight functions on [0,). For convenience, inequality (1.1) will be denoted by
Mada: A(w i ) -A(wz).
This embedding has an important link with M : A(w i ) -* A(w2 ), i.e.
< C for all g() > 0.
(1.2)
To the best of our knoweidge, a characterization of weights u( . ) and v( . ) for which (1. 2) holds is an open problem. Indeed, only results for M0 : A(w i ) -+ A(w2 ) and with weights u(•) belonging to the Muckenhoupt class are available in the literature (see, for instance, [3, 4, 7] ).
The first reason to deal with inequality (1.1) is that in many applications, for instance in trace inequality, the case of dcx = dx is the most significant and interesting inequality under consideration. Next, inequality (1.1) yields a solution to inequality (1.2) when w i ( . ) = 1. As a third reason, problem (1.2) can be solved by using (1.1) when the weight functions v( . ) belong to some Muckenhoupt class. However for the general case, the two embeddings Madcx : A(w i ) -A(w2 ) and : A(w i ) -i A(w2) are completely different.
Our approach of (1.1) is based on atomic decomposition of some suitable tent space (see Section 5) . The idea of using tent spaces to tackle maximal inequalities was already alluded by many authors (see, for instance, [11] ). But the systematic development with various weights as presented here is not done. So we hope with the present work to fill this lack in the literature. The technique used here is inspired on the author's paper [81, • u( . ) and a( . ) are weight functions on R'1 such that u( . ) V L 1 (R",dx) and o() > 0 a.e.
• w i ( . ) and w2 ( . ) are weight functions on [0, ) for which the following growth conditions are satisfied:
there is a real E such that s < E < r and
for s = r it is assumed that w2 ( . ) E B 1 , else w2 ( . ) E B.
(2.4)
Here c > 0 is a fixed constant which only depends on w i ( . 
IIw) is equivalent to a norm (see [10] and [21). Thus for a fixed constant C > 0
A sort of converse of (2.5) is held under condition (2.3). Precisely, 
So from now, the following is supposed:
• 1 <p r < oo.
• v() and c( . ) = v T ( . ) are weight functions on RTh.
• w() is a weight function on [0, ). 
for all cubes Q, zEQ and that v( . ) e A t (t > 1) if
for all cubes Q.
The second main result for this paper can be stated as follows:
Theorem 2.4. (a) Suppose Ma: A(w i ) -A(w2 ). Then for a constant A >0
for all cubes Q. 
Proofs of Proposition 2.2 and Corollaries 2.3 and 2.5 -2.7
This section is devoted to the proofs of some consequences of our main results (Theorems 2.1 and 2.4). 
Proof of Proposition 2.2. Assume that M : LP -A(w).
. ), and w 2 ( . ) (but not on dw(.) and do(.)).
This result will be proved in the next section, and for the moment we are proceeding to prove the embedding Mda : A(w i ) -f A(w2 ). Due to the monotone convergence theorem, it is sufficient to find a constant c> 0 such that (Mfda)(.)II Here c 1 > 0 does not depend on x, z E R" and N E N, and ZM0 is defined as Here I E I = fE da(x) for each set E. 5.3) ).
To prove Proposition 5.1, we need a suitable atomic decomposition of dyadic tent spaces associated to A(w i ), which is now introduced. Let X be the set (0, oo)t2 minus the dyadic points z = (zi)i E 2kZt, and let X = X x 2Z For each x e X, we write The functional A, acting on each measurable function f(•,.) of X, is given by The proof of this result will be given below but for the moment we explain how to derive the
Proof of Proposition 5.1. Let f(S)
These expressions are well defined since by the hypothesis on do( . ) then 0 < IQEy, (by (5.10) and since the supports of the a 2 are disjoint,)
. 
Inequality (5.3).
It is not difficult to obtain this inequality since by (5.11) and (5.12) then ()' (.) .
Therefore the proof of Proposition 5.1 (and consequently of Theorem 4.1) will be completed, once we will finish to prove Lemmas 5.3 and 5.2.
Proof of Lemma 5.3. The second inequality in (5.12) is the same as
I [(Nf)(t)] 3 w i (t)dt <cj[f(t)] 3 w 1 (t)dt
for all f( • ) ^ 0.
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The first point to obtain such an inequality is (Nf)(t) f(T)dT = C(Hf)(t) (5.13) and the second one is
f(Hg)'(t)wj(t)dt cfg3(t)wi(t)di for all g() \.
But this last inequality is well-known to be equivalent to w 1 ( . ) E B, (see [1] ). The first one was proved by Herz [6] for the Lebesgue measure dx. Therefore (5.13) can be obtained by adapting the ideas of this author. For the convenience the complete proof is given.
The first key to get (5.13) is the fact that Na.: L 1 (do) -L 1 '(da), which can be written as
t(Ngfi )(t) <cjIf, (x)I d(x) for all fi() . (5.14)
Due to the special properties of dyadic cubes, this embedding is well-known to be true with a constant C > 0 depending only on the dimension n. Without any inconvenience, in (5.14) it can be assumed that C > 2. The second point to obtain (5.13) is the fact that N :
for all functions f2(). Now to see (5.13), it can be assumed that f() ? 0 and 
Proof of Theorem 2.4
Since the proof is quite similar to that of Theorem 2.1, we essentially emphasize on the main points rather than on details. One of the points to get Part b) of Theorem 2.4 is the pointwise inequality 
cjI(.)
) .
(6.4)
.7
Here A3 > 0 and the Q3 s are dyadic cubes and A1 Q [OR) is the maximal operator defined as N,\,v by means of dyadic cubes Q C Q[0, R] = (0, R). Details on the obtention of (6.3) and (6.4) from atomic decomposition of a suitable tent space can be done as in the proof of Proposition 5.1.
The fact that (6.3) and (6. (by using (6.4) ).
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