Abstract: This paper addresses the problem of model predictive control with multiple models for nonlinear systems subject to stochastic disturbances. The multiple models can represent various operating conditions such as system faults or failures, or arise from model structure uncertainty. The paper presents a stochastic nonlinear model predictive control (SNMPC) approach with endogenous learning for active discrimination between the competing models based on closedloop system observations. The system learning is endogenized through explicit inclusion of a model discrimination measure into the stochastic optimal control problem, which facilitates probabilistic discrimination between the predictions of multiple models. The control approach uses a Bayesian estimation algorithm for recursive estimation of the probabilities that represent the degree to which each model predicts the online system observations. The performance of the proposed SNMPC approach with active model discrimination is demonstrated for closed-loop fault diagnosis.
INTRODUCTION
With the growing complexity of technical systems it is increasingly critical to ensure their safe, reliable, and highperformance operation in the event of system faults and failures. Active fault diagnosis (AFD) allows for improving fault detectability and isolability in the system outputs via auxiliary input design. AFD involves designing system inputs that increase the separation between the predictions of competing models that represent the normal and faulty system behaviors (Campbell and Nikoukhah, 2004; Blanke et al., 2006) . AFD is particularly useful when system uncertainties as well as control actions in a closed-loop system mask the effect of faults on the system outputs, making fault diagnosis under nominal system operation unreliable.
Various set-based (e.g., Andjelkovic et al., 2008; Ashari et al., 2011; Scott et al., 2014) and probabilistic (e.g., Zhang, 1989; Blackmore and Williams, 2006; Mesbah et al., 2014a; Paulson et al., 2017) methods have been proposed for AFD. Generally speaking, the set-based AFD methods aim to design inputs that lead to guaranteed fault diagnosis under (bounded) deterministic system uncertainties, whereas the probabilistic AFD methods can explicitly account for the stochastic nature of system uncertainties to improve fault diagnosability in a probabilistic sense. The majority of the AFD methods, however, address the input design problem in an open-loop setting, so that the auxiliary system inputs are designed offline, irrespective of the presence of a controller in the closed-loop system.
In contrast to proactive fault-tolerant predictive control, in which the controller takes an appropriate measure before the occurrence of an incipient fault (Lao et al., 2013) , a predictive controller with AFD capability integrates the tasks of control design and input design for improved fault diagnosability. One such algorithm is presented in (Raimondo et al., 2013) , which for linear systems guarantees deterministic isolability in the presence of bounded disturbances and measurement noise.
The goal of this work is to address the problem of online input design for model structure discrimination under closed-loop control for nonlinear systems with stochastic uncertainty. Inspired by the explicit dual control paradigm (e.g., Wittenmark, 1975) for optimal control with active learning under parametric model uncertainty (Feldbaum, 1961) , this paper presents a stochastic nonlinear model predictive control (SNMPC) approach with integrated input design for active model structure discrimination. The control inputs are designed not only for regulation of the system states, but also for excitation of the system dynamics in order to learn and reduce the model structure uncertainty based on the closed-loop system observations. The proposed SNMPC approach with endogenous learning of model structure can be used for closed-loop AFD applications as well as for MPC applications with model structure uncertainty. The performance of the proposed SNMPC approach is demonstrated on a benchmark faultdiagnosis case study. the continuous random variable x. Similarly, P (z) denotes the probability mass function (PMF) of the discrete random variable z. E[x | y] is the conditional expected value of x given y. N (µ, Σ) denotes a normal distribution with mean µ and covariance Σ.
PROBLEM FORMULATION
Consider a nonlinear system with stochastic uncertainty and a set of discrete-time system models of the form
where t is the time index; the superscript [i] is the model index; x t ∈ R nx denotes the states, with uncertain initial conditions described by the known PDF p x0 ; u t ∈ R nu denotes the control inputs; θ ∈ R n θ denotes the timeinvariant model parameters; w t ∼ p w is zero-mean process noise with known finite covariance Σ w ; f : R nx × R nu × R n θ → R nx represents the model equations; and I := {0, 1, . . . , n s }, with n s + 1 denoting the number of models. The set of "competing" system models (1) can arise from model structure uncertainty, or from different operating scenarios of the system, for example representing system faults. In the latter case, i = 0 represents nominal (faultfree) system operation and n s denotes the total number of fault scenarios. All states are measured, with y k denoting the measurements at sampling time k, which are corrupted by additive Gaussian measurement noise v k ∼ p v = N (0, Σ v ) with the known covariance Σ v . It is assumed that the true system is contained in the set of models (1), and that only one model structure in (1) can be valid at any given sampling time k.
The control inputs u t in (1) are constrained to a polytope U ,
where H u ∈ R nc×nu , d u ∈ R nc , and n c is the number of input constraints. Since the states are stochastic variables they are subject to chance constrains, here formulated as
where Pr[·] denotes the probability that g(x t ) ≤ 0 holds; g [i] : R nx → R np defines a set with respect to the states (composed of n p > 1 inequalities); and α
[i] ∈ (0, 1] is the maximum allowed probability of state constraint violation.
This work presents an SNMPC approach with endogenous learning to actively determine from closed-loop system observations which model structure M [i] that should be used for designing the optimal control input. The fundamental notion of the SNMPC approach with active model discrimination is to not only regulate the system dynamics, but also excite the system dynamics for improving the diagnosability (in a probabilistic sense) of the model structure in (1) that best predicts the observed closed-loop dynamics.
The proposed SNMPC with active model discrimination involves designing an optimal input sequence π k := [u k|k , u k+1|k , . . . , u k+N −1|k ] that given the current state PDF p x k minimizes a control cost function J(p x k , π k ), while satisfying the specified constraints over a finite horizon N . This problem can be stated formally as follows. Problem 1. Consider a control cost function J(p x k , π k ). At every sampling time k, starting from the initial sampling time k = k 0 , determine the optimal input sequence π * k that subject to the competing models (1), input constraints of the form (2), and state chance constraints of the form (3), both (i ) minimizes the control cost J(p x k , π k ) and (ii ) in a probabilistic sense improves diagnosability with the multiple models in order to determine the best model to use for designing the control input. The first element of the optimal input sequence, u * k|k , is applied to the system at every k.
Inspired by explicit methods for dual control with parametric uncertainty (Wittenmark, 1975) , we propose to formulate a cost function for Problem 1 that ensures the optimal control input sequence π * k generates informative closed-loop data for active discrimination between the competing models (1). The cost function is hence designed to include a cost of model structure uncertainty, enabling input design for model discrimination. The models each have probabilities P M,k , estimated online, that reflect their relative accuracy and precision in predicting the closedloop observations. The goal of active model discrimination is to increase the accuracy of these probabilities, which in turn leads to better control performance.
Given the stochastic nature of system dynamics in (1), characterizing the degree to which predictions of the competing models are distinguishable (see, e.g., Asprey and Macchietto (2000) and references therein) in a probabilistic sense is key to obtaining a tractable formulation of Problem 1 that includes integrated input design (for model discrimination). In what follows, we present methods for defining a probabilistic measure for quantifying model discrimination as well as a Bayesian estimation algorithm for estimating the model probabilities P M,k based on closedloop system observations y k . The methods are then used for formulating an OCP with integrated input design for active model discrimination. 
METHODS
This section presents the methods used for deriving a computationally tractable formulation of Problem 1. The proposed SNMPC approach with endogenous learning of model structure depends on efficient uncertainty propagation, a criterion for probabilistic model discrimination, and estimation of model probabilities.
Uncertainty propagation
Efficient propagation of the uncertain initial states in the models (1) and the stochastic system disturbances w t is key to a computationally tractable online implementation of Problem 1. Generalized polynomial chaos (gPC; Xiu and Karniadakis, 2002) has recently been applied in a wide range of nonlinear estimation and control problems for propagation of uncorrelated time-invariant probabilistic uncertainties (e.g., see Bavdekar and Mesbah (2016a) and Mesbah et al. (2014b) and the references therein). In gPC, stochastic variables are approximated by a series expansion of orthogonal polynomial basis functions that are defined using the known uncertainty descriptions. The coefficients in the polynomial chaos expansions can be used for efficient computation of the statistics of stochastic variables, or alternatively, the expansions can be used to perform Monte Carlo simulations efficiently as the polynomial basis functions can be evaluated for different uncertainty realizations offline. However, a key limitation of the gPC framework is efficient handling of correlated or timevarying uncertainties such as the stochastic disturbances w t in (1). Bavdekar and Mesbah (2016b) recently presented a gPCbased uncertainty-propagation method that enables propagation of both time-invariant and time-varying probabilistic uncertainties. This approach is based on mapping the stochastic disturbances onto the space of the polynomial chaos expansion coefficients using the Galerkin projection method (Ghanem and Spanos, 1991) , using the mean and covariance of the coefficients to construct the PDFs of the model states in (1). Applying this method to the models (1) thus results in a sample-based approach to efficiently determining the future state PDFs in order to evaluate the cost function and the chance constraints in Problem 1.
Probabilistic criterion for model discrimination
To increase the distinguishability of the predicted state PDFs for discrimination between the competing models (1), the cost function in Problem 1 is explicitly augmented with a model discrimination metric in order to quantify the distance between the predicted state PDFs. There are several metrics for quantifying the distance and similarity between probability distributions, including the Wasserstein (or Kantorovich) metric, the Hellinger distance, the Kullback-Leibler divergence (also known as relative entropy), and the Kolmogorov (or Uniform) metric (Gibbs and Su, 2002) . This work uses the Kolmogorov metric d K to quantify the distance between two state PDFs. The Kolmogorov metric is defined as the maximum absolute difference between two (sample) cumulative distribution functions (CDFs)
When the CDFs are identical there is no separation between the distributions and d K = 0; d K = 1 when there is no overlap between the distributions. Thus, larger values of the Kolmogrov metric indicate better separation of the PDFs.
That the Kolmogorov metric is defined in terms of CDFs is an important advantage over metrics defined in terms of PDFs. This is because constructing a PDF from a set of samples generally involves heuristic choices such as the number of bins and their locations in a histogram; i.e., the resulting value of a PDF-based metric may be sensitive to these choices. On the other hand, samplebased CDFs are well defined and can be obtained at a very low computational cost by calculating a cumulative sum of the samples; furthermore, numerically evaluating the maximum difference between any given pair of CDFs is straightforward. Another important advantage of the Kolmogorov metric is that it reaches its maximal value of 1 at complete separation. Maximizing metrics that increases with further separation, such as the Kantorovich metric (Gibbs and Su, 2002) , can create an incentive for the controller to increase separation to an unnecessary degree.
In this work, we incorporate the Kolmogorov metric in the cost function J in Problem1. The Kolmogorov metric is evaluated for all predicted states at the next sampling time, taken pairwise for each combination of models i 1 and i 2 ,
where the triple sum adds all pair-wise Kolmogorov metrics for every state and x
m,k+1|k is the value of the mth state in model i at time k + 1, predicted at time k. Increasing d K in (4) ensures that for any observed measurement y k there is less ambiguity in which model best predicts the data. This enables increasing the accuracy of the estimated probabilities P (M | ·) that correspond to the different models in (1).
Estimation of model probabilities
A Bayesian estimator is developed to estimate the probability that each of the models (1) can describe the closedloop system outputs. As noted above, the updated model probabilities are used as initial conditions when solving the stochastic OCP in Problem 1. Let the prediction error of each model M [i] , i ∈ I, be defined as
When the model outputs are sufficiently separated, the model prediction error e [i] k is small for the model i that corresponds to the scenario currently occurring, relative to the prediction error for other scenarios. Thus, the magnitude of the error (5) is a measure of how well each model predicts the current outputs.
Let P M,k := P (M | y 0 , . . . , y k−1 , y k ) denote the PMF that describes how consistent each model is with the measurement observed up to time k. Note that here the model index i is omitted, so that M can be thought of as a random variable with realizations
[ns] }. Furthermore, the dependence on y 0 , . . . , y k−1 is omitted in the remainder of the paper since this information is implicitly included in y k due to the Markov property of the system (Papoulis and Pillai, 2002) . The prediction errors {e
are used to estimate the model probabilities P M,k recursively using Bayes' theorem (see, e.g., Simon, 2006) . The likelihood of measuring y k when scenario i occurs is proportional to the probability of observing y k conditioned on model M [i] and the past measurement y k−1 . That is,
Given that the system outputs are corrupted by Gaussian measurement noise, the likelihood L
k takes the form
This expression implies that the elements of the system observations y k with large measurement noise covariance have a relatively smaller contribution to the likelihood calculation.
The probability of scenario i in (1) (e.g., corresponding to a fault) having occurred can be estimated using Bayes'
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M,k and P
[i]
M,k−1 be, respectively, the posterior and prior probabilities of scenario i. Bayes' theorem yields the posterior probability of each scenario i as
When a sequence of observations are significantly different from the predictions for a particular scenario, the corresponding model probability quickly approaches zero. If the scenario corresponding to that model subsequently does occur, this model probability will increase very slowly despite high likelihoods, since the likelihood is multiplied by the near-zero probability. The controller thus adapts slowly to the change in scenario, with potential degradation of control performance. To avoid this issue, we introduce a lower bound P min on the probabilities P
M,k , similar to Aufderheide and Bequette (2003) , and renormalize to ensure that
Feasibility
Solving Problem 1 subject to state constraints of the form (3) for all competing models in (1) can lead to highly conservative control and possibly an infeasible OCP. The approach taken in this paper is to use the Bayesian decision rule (Hellman and Raviv, 1970) to select the model i * k that at time k has the largest posterior probability,
The control cost function J(p x k , π k ) and the state chance constraints are then evaluated over the entire prediction horizon using the model M can result in closed-loop constraint violation if the wrong model is chosen for Problem 1. To mitigate this risk, the state constraints (3) can be enforced for all models M [i] one step ahead of the current sampling time k.
SNMPC WITH ACTIVE MODEL DISCRIMINATION
The methods introduced in Section 3 are used to derive a tractable OCP for Problem 1. The cost function for control with active model discrimination is defined as
where j is a stage cost for time j and r K is a scalar weight for model discrimination. Note that first sum in the cost function (8) represents the control cost; the second term is defined in terms of the Kolmogorov metric, aimed at increasing the distance between the predicted state PDFs of competing models (1). The predicted state PDFs used to evaluate the Kolmogorov metric can be determined through techniques such as the gPC-based approaches mentioned above, a sample-based method like the unscented transform (Julier and Uhlmann, 1997) , or linearization of the state equations (Ljung, 1979) .
The proposed SNMPC approach with active model discrimination involves solving the following OCP at every sampling time instant k
The algorithm for receding-horizon implementation of the OCP (9) is summarized as follows.
(0) Initialize at time k = k 0 : specify p x0 and P M,k0 .
(1) At time k, obtain measurements y k and update p x k accordingly. (2) Update the probabilities P M,k using (7). (3) Solve the OCP (9) to obtain the optimal control input sequence π * k . (4) Implement the control inputs u * k|k . (5) Set k ← k + 1 and go to step (1).
Next, the performance of the proposed SNMPC approach is demonstrated for closed-loop fault diagnosis.
CASE STUDY
A benchmark fault-diagnosis case study (Blanke et al., 2006) , illustrated in Fig. 1 , is used for investigating the effectiveness of the SNMPC approach with active model discrimination. The tanks T 1 and T 2 , with identical crosssectional area A, are connected by a pipe through which there is a liquid flow q 12 . The controlled liquid flow q 1 enters Tank T 1 and a flow q 2 exits Tank T 2 . The nominal model is M [0] and the fault model M [1] includes a leak of liquid q L from Tank T 1 (q L = 0 under nominal operation). The system states are the levels in the tanks, x 1 := h 1 and x 2 := h 2 , both of which are measured at every sampling instant.
The system dynamics are described by Fig. 1 . Illsutration of the two-tank case study (Blanke et al., 2006) .ḣ
where
with b, c 12 , c 2 , and c L being constants. The predicted states must fulfill the chance constraints Pr[x
, 2}, while the control input is bounded by 0 ≤ u ≤ 1 m 3 /s. The initial states are subject to uncertainty, with x 0 ∼ N (µ x0 , Σ v ). The process disturbance w, which acts on the inlet flow, has a normal distribution w ∼ N (0, Σ w ). Table 1 lists the values of the model parameters and initial states. In the SNMPC, the nonlinear system dynamics are approximated with a first-order Taylor expansion to propagate the covariance of the states over the prediction horizon. The control objective is to keep the level of Tank T 2 at its reference value x 2,ref , while improving the diagnosability of the potential leak in Tank T 1 (model M [1] ). The stage cost is formulated in terms of conditional expected state value,
and the terminal cost is the same as the stage cost,
k+N |k , u j . The values of the control parameters are listed in Table 2 . The closed-loop system is simulated for 15 sampling intervals of length ∆t with no initial fault. A leak out of tank T 1 occurs at sampling time k = 4. Fig. 2 compares the one-step-ahead Kolmogorov distance
1,k+1|k ) for r K = 0 (passive fault diagnosis) and r K = 1 (active fault diagnosis) in the cost function (8). The simulation results clearly show the ability of the controller to actively increase the distance between the predicted state PDFs for Tank T 1 , thus improving the diagnosis of the leak.
The increase in Kolmogorov metric has a significant effect on the model probabilities P
[i]
M,k , shown in Fig 3. With passive fault diagnosis, shown in Fig. 3(a) , the model probabilities are oscillatory. Hence, the occurrence of the fault is inconclusive in the period between k = 4 and about k = 12. Since the leak is small, the overlap between the state PDFs that arises from the measurement noise and stochastic disturbance makes the measurements difficult to unambiguously reconcile with only one model. Controlling the system with active fault diagnosis, shown Preprints of the 20th IFAC World Congress Toulouse, France, July 9-14, 2017 in Fig. 3(b) , results in early diagnosis of the fault due to a larger separation between the state PDFs. The fault diagnosis can be concluded at sampling time k = 6 since P M,k for all k ≥ 6, which is only two sampling intervals after the onset of the fault. The oscillations in the probability trajectories in Fig. 3(b) increase with larger noise covariances Σ v or Σ w , and can be decreased by increasing the Kolmogorov weight r K .
The simulation results clearly illustrate the effectiveness of the proposed SNMPC strategy in achieving faster and more reliable fault diagnosis through actively separating the predicted state PDFs. This enables autonomous diagnosis in closed-loop with more effective control until the fault is appropriately taken care of.
CONCLUSIONS AND FUTURE WORK
This paper considers the problem of model structure uncertainty in MPC for nonlinear systems with stochastic uncertainty. The notion of explicit dual control is used to develop an SNMPC approach with active learning for model structure uncertainty. The approach involves model discrimination for the set of competing stochastic models through increasing the Kolmogorov metric.
Future work includes exploring different approaches to probabilistic output separation for generating excitation for model discrimination, investigating feasibility and stability of the control approach, and applying the SNMPC approach to problems of fault-tolerant control and model structure uncertainty.
