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We  explored  the fundamental  movement  of  the ASR  in  mouse,  utilizing  high-speed  video  to record  startle  movements.
We  created  an  automated  program  that  classiﬁes  raw  force  traces  into  startles  and  non-startles.
The  accuracy  of  this  new approach  was  then  compared  with  other  common  methods  for startle  data  analysis.
We  suggest  a method  for  normalizing  for  animal  mass  by  combining  raw force  data  with  each  individual  animal’s  mass  into  a simple  mathematical
equation.
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Background:  The  acoustic  startle  reﬂex  (ASR)  is a rapid,  involuntary  movement  to  sound,  found  in  many
species.  The  ASR  can  be modulated  by  external  stimuli  and  internal  state,  making  it  a useful  tool  in many
disciplines.  ASR  data  collection  and  interpretation  varies  greatly  across  laboratories  making  comparisons
a  challenge.
New  method:  Here  we  investigate  the  animal  movement  associated  with  a startle  in  mouse  (CBA/CaJ).
Movements  were  simultaneously  captured  with  high-speed  video  and  a piezoelectric  startle  plate.  We
also use  simple  mathematical  extrapolations  to convert  startle  data  (force)  into  center  of mass  displace-
ment  (“height”),  which  incorporates  the animal’s  mass.
Results:  Startle  plate  force  data  revealed  a stereotype  waveform  associated  with  a startle  that  contained
three distinct  peaks.  This  waveform  allowed  researchers  to separate  trials  into  ‘startles’  and  ‘no-startles’
(termed  ‘manual  classiﬁcation).  Fleiss’  kappa  and  Krippendorff”s  alpha  (0.865  for both)  indicate  very  good
levels of agreement  between  researchers.  Further  work  uses this  waveform  to develop  an automated
startle  classiﬁer.  The  automated  classiﬁer  compares  favorably  with  manual  classiﬁcation.  A two-way
ANOVA  reveals  no signiﬁcant  difference  in  the magnitude  of the  3 peaks  as classiﬁed  by the  manual  and
automated  methods  (P1:  p =  0.526,  N1: p = 0.488,  P2:  p = 0.529).
Comparison  with  existing  method(s):  The  ability  of  the automated  classiﬁer  was  compared  with  three  other
commonly  used  classiﬁcation  methods;  the  automated  classiﬁer  far outperformed  these  methods.
Conclusions:  The  improvements  made  allow researchers  to automatically  separate  startle  data  from
noise,  and  normalize  for an  individual  animal’s  mass.  These  steps  ease  inter-animal  and  inter-laboratory
comparisons  of startle  data.
Published  by Elsevier  B.V.  This  is  an open  access  article  under  the  CC  BY-NC-ND  license  (http://
Abbreviations: ASR, acoustic startle reﬂex; P1(t)(win), ﬁrst positive peak of the
tartle waveform (timing)(window); P2(t)(win), second positive peak of the startle
aveform (timing)(window); N1(t)(win), ﬁrst negative peak of the startle waveform
timing)(window); LED, light emitting diode; pT, postitive threshold; nT, negative
hreshold; COMd, center of mass displacement; dB SPL, decibels sound pressure
evel.
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165-0270/Published by Elsevier B.V. This is an open access article under the CC BY-NC-Ncreativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
The acoustic startle reﬂex (ASR) describes a reﬂexive move-
ment in response to an auditory stimulus, typically one that is
sudden and of high intensity (Landis and Hunt, 1939). The ASR is
found in many species and is believed to have evolved as a rapid
defense mechanism (Koch, 1999). Though the ASR is fundamentally
a reﬂex movement, both the amplitude and probability of a result-
ing startle movement can be modulated by a number of external
D license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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timuli, and changes in internal state (Hoffman and Wible, 1970;
avis et al., 1982; Acocella and Blumenthal, 1990). Modulators of an
SR startle include: preceding visual pulses (Buckland et al., 1969;
son and Hammond, 1971), preceding auditory pulses (Graham,
975; Carlson and Willott, 1996; Franklin et al., 2007), concur-
ent background noise (Gerrard and Ison, 1990; Ison and Russo,
990; Longenecker and Galazyuk, 2012), and gaps of silence in
ackground noise preceding the startle sound (Ison, 1982; Walton
t al., 1997; Allen et al., 2008). Modulation of the ASR is used in
ehavioral paradigms to investigate a wide range of disorders in a
ange of disciplines including schizophrenia (Swerdlow and Geyer,
993; Grillon et al., 1992; Parwani et al., 2000), alcoholism (Krystal
t al., 1997; Stanley-Cary et al., 2002) and psychopharmacology
Phillips et al., 2000; Davis and Menkes, 1982). The ASR is also used
o develop behavioral tests for neurological disorders such as post-
raumatic stress disorder (Weston, 2014) and tinnitus (Turner et al.,
006).
Current practice in the recording and analysis of the ASR in lab
nimals is greatly varied. One of the biggest challenges when inter-
reting data, or in comparing research from different laboratories,
s the variation in how ASR data are collected and analyzed. To date,
here has been little effort to standardize the method of analyzing
ata collected from ASR experiments.
In this paper, we use a variety of tools to methodically explore
he ASR in mouse, and describe an easy to implement method for
he detection and analysis of ASR that is substantially more accurate
han the commonly adopted approaches.
First, we explored the fundamental movement of the ASR
n mouse, utilizing high-speed video to record startle move-
ents (Horlington, 1968). Recorded animals were placed upon
he same startle plates used during behavioral experiments. A
ight pulse, synchronized with the acoustic stimulus, allowed us
o correlate the animal’s movements during a startle with the
aw data produced by the piezoelectric startle plate. This ini-
ial step allowed us to identify a stereotyped waveform output
roduced by the plate during a startle movement. The discov-
ry of this waveform allowed experienced researchers to visually
eparate trials with startle data from those without. The visual
eparation of trials in this manner was termed ‘manual clas-
iﬁcation’ and was used as a baseline to compare automated
ethods.
We then developed a mathematical method to separate trials
ith this stereotyped waveform, indicative of true startle move-
ents, from those without, indicative of noise. Further, we used the
riteria found to separate trials mathematically to create an auto-
ated program that separates trials where a startle has occurred
rom those where no startle occurred.
The accuracy of this new approach was then compared with
ther methods for startle data analysis, on a novel set of mouse
ata. Accuracy was determined by comparing the ability of each
ethod to separate startles from noise relative to the manual clas-
iﬁcation of trials by three experienced researchers. For manual
lassiﬁcation, trials were visually reviewed to identify startle trials
nd no-startle trials. Each classiﬁcation method was  then compared
o the manual classiﬁcation; values of percentage correct were cal-
ulated to quantitate the success of each method. In respect to a
ample dataset, our automated method far outperformed all other
ethods.
Finally, we put forward an approach to normalize startle data for
n individual animal’s mass. By adopting some simple mathemat-
cal conversions used in the ﬁeld of animal locomotor mechanics,
he mass of each animal is used to convert force into center of mass
isplacement (COMd) or “height”. This mathematical conversion
as two beneﬁts: ﬁrst, the procedure normalizes for mass, allowing
egitimate comparisons between animals of different mass. Second,
t converts the forces sensed by the piezoelectric startle plate intonce Methods 253 (2015) 206–217 207
a more readily understandable unit of “height”: the center of mass
displacement (COMd).
2. Material and methods
2.1. Animals
A total of 24 adult male CBA/CaJ mice (4–9 months of age) made
up the four datasets used in this study. All mice were obtained from
Jackson Laboratories. Mice were housed in pairs within a colony
room with a 12-h light–dark cycle at 25 ◦C. Experiments were per-
formed during the light phase of the light-dark cycle. All procedures
used in this study were approved by the Institutional Animal Care
and Use Committee at Northeast Ohio Medical University.
2.1.1. High-speed video recordings
Adult CBA/CaJ mice were ﬁlmed using a digital high-speed
camera (HiSpec Lite, Fastec Imaging, San Diego, CA). Videos were
captured at 1000 frames per second onto a notebook computer (Lat-
itude Ultrabook, Dell Computers, Austin, TX) using Fastec HiSpec
video capture software. Mice were placed upon a Kinder Scien-
tiﬁc piezoelectric startle platform that was connected to a TDT
RZ6 multi-processor running custom OpenEx software. The OpenEx
software controlled the production of acoustic and visual stimuli
and synchronized the acquisition of all data. The stimulus used
to elicit a startle, solely for video recording purposes, was a wide
band noise burst (107 dB, 20 ms  duration 1ms  rise/fall, 5–100 kHz)
delivered through a loudspeaker (FT17H, FOSTEX). The loudspeaker
was calibrated with a 0.25-in. microphone (Brüel and Kjaer 4135)
attached to a measuring ampliﬁer (Brüel and Kjaer 2525). Speaker
calibration was performed to increase output voltages for frequen-
cies where speaker roll-off occurred. The resulting speaker output
had a ﬂat (±3 dB) response across all frequencies of the mouse
audiogram (5–100 kHz). A short (25 ms)  voltage pulse that was
time-locked to the startle stimulus onset was  delivered to an LED
mounted in front of the piezoelectric startle platform (Fig. 1). This
light pulse served as a timing reference for the high-speed video
recording. The synchronizing LED voltage pulse, acoustic startle
stimulus signal and piezoelectric startle plate signal (Fig. 1) were
continuously recorded (25 kHz sampling rate) in OpenEx to enable
precise pre- and post-stimulus analysis of the startle waveform.
Two  separate video recording sessions were performed. In the
ﬁrst session, the mouse was restrained in a small cage placed on
top of the startle plate. In the second session, the mouse was placed
on the startle plate without a restrainer. The restrained paradigm
allowed for evaluation of the startle waveform produced in con-
ditions close to those of typical experimental conditions. During
typical experimental conditions mice are restrained in an acousti-
cally transparent restrainer (Longenecker and Galazyuk, 2012). The
unrestrained paradigm permitted the mouse to use its full range of
motion during an ASR.
2.2. Developing a mathematical, automated, startle waveform
classiﬁer
Video analysis revealed that an ASR in mouse produced a stereo-
typed waveform from the piezoelectric startle plate (Fig. 2). Further
analysis revealed that the ﬁrst three peaks of this waveform, the
ﬁrst positive (P1), the ﬁrst negative (N1), and the second positive
(P2) peak, are necessary to identify it from non-startle waveforms.
An automated classiﬁer was developed to identify this stereotyped
waveform and separate startle data from noise. Three criteria are
used by the classiﬁcation. First, the waveform must contain the
three peaks of interest, second, these peaks have the appropri-
ate timing, and third, each peak’s magnitude is greater than the
trial-speciﬁc threshold.
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Fig. 1. Different phases of mouse movement during a startle response recorded by a high-speed video camera. (A) The major phases of startle movements recorded inside a
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re  shown below every picture frame). The black dot on the startle waveform indic
 startle response without restrainer. Also see supplemental materials for video rec
The timing of the peaks of interest was automatically identiﬁed
sing an iterative procedure implemented in a custom MATLAB
cript. This established timing windows for our automated ASR
lassiﬁer. An initial dataset (Dataset 1) was collected using 400 ran-
omly chosen startle trials using stimulus intensities ranging from
0 to 120 dB SPL from eight male CBA/CaJ mice (4–9 months of age).
he timing windows were calculated in two steps. First, large tim-
ng windows (TP1, TN1 and TP2) were computed for each peak (P1,
1 and P2) by plotting the mean waveform of all 400 trials. TP1, TN1
nd TP2 were taken as the time points where the average waveform
rossed zero (Fig. 3). Because of the reliable latency of this reﬂexive
ovement, any waveform from a true startle event will have its
1, N1 and P2 peaks within these time windows. These initial large
ime windows were used as a starting point to reﬁne the windows
sed in the automated ASR classiﬁer. As overly large time windows
ig. 2. Automated startle waveform identiﬁcation. The following startle waveform
arameters were required for identiﬁcation of a waveform as a startle. The ﬁrst
nd second positive peaks (P1 and P2) as well as the ﬁrst negative peak (N1) occur
ithin previously identiﬁed time windows (indicated by black horizontal bars) and
he  absolute amplitude values of the peaks exceed the trial-speciﬁc positive and
egative thresholds. The gray vertical bar indicates the startle stimulus. video recording using a piezoelectric sensor (piezoelectric startle plate waveforms
e time when the corresponding pictures were taken. (B) Mouse movement during
gs.
would increase the probability of non-startles and/or random ani-
mal  movement being misclassiﬁed at startles, a second dataset of
200 trials (dataset 2) was  collected to calculate more precise timing
windows for each peak of interest. Prior experiments have demon-
strated that startle stimuli of 110 dB SPL elicit a reliable startle
response (Longenecker and Galazyuk, 2012). Therefore, dataset 2
trials used a startle stimulus intensity of 110 dB SPL. These data
were collected from the same 8 male CBA/CaJ mice (4–9 months of
age) used in dataset 1. The time points of the maxima of the positive
peaks (P1 and P2) and the minimum of the negative peak (N1) were
extracted for each trial. The mean ± 2 standard deviations, for each
peak, across all trials were then used to deﬁne the reﬁned timing
windows (P1win, N1win and P2win, Fig. 4).
Once the automated classiﬁer has identiﬁed the three peaks
of interest and conﬁrmed each peak occurs within its previously
calculated time window (P1win, N1wind and P2win), it then
checks each peak breaks threshold. Values are computed for both
Fig. 3. Obtaining overly large time windows (TP1, TN1 and TP2) for peaks in a startle
waveform. TP1, TN1 and TP2 are derived from the time points at which the mean
waveform of 400 randomly selected trials crosses zero (indicated by ‘x’s).
C.A. Grimsley et al. / Journal of Neuroscie
Fig. 4. Method for determination of the time windows for P1, N1 and P2 peaks on a
startle waveform for automated startle identiﬁcation. Precise timing of each peak is
extracted, using the overly large time windows previously calculated. 100 example
waveforms are shown, superimposed. Startle stimulus was 110 dB SPL for each trial.
The timing of the P1, N1 and P2 peaks in every startle waveform are indicated by
blue, red, and green dots, respectively. The gray vertical bar indicates the startle
stimulus. Black horizontal bars indicate the time windows calculated for each peak
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(P1,  N1 and P2) using the timing of the apex of the peak in each trial (mean time
rom all trials ± 2 SD).
ositive and negative thresholds (pT and nT) on a trial-by-trial
asis. Positive thresholds were deﬁned as the mean of all posi-
ive values in the waveform preceding the startle stimulus, plus
 standard deviations. The negative threshold was  deﬁned as the
ean of all negative values preceding the startle stimulus minus 2
tandard deviations (Fig. 2). For each trial, positive peaks (P1 and
2) were deﬁned as the maximum value within P1win or P2win
ith 3 ms  of smaller values both before and after. Negative peaks
N1) were deﬁned as the minimum value within N1win with 3 ms
f larger values both before and after.
The following criterion was used to automatically determine if
n ASR occurred: all three peaks occurred in the time windows
peciﬁed and (P1 > pT) & (N1 < nT) & (P2 > pT).
.3. Testing the accuracy of the automated classiﬁer
To assess the accuracy of the automated classiﬁer, a third dataset
dataset 3) at startle stimulus intensities of 70, 85, 100 and 115 dB
PL was collected from eight novel male CBA/caJ mice (4–9 months
f age). 100 trials were collected at each intensity for a total of
00 trials. Markers indicating the stimulus intensity were removed
nd the order of the trials was randomized. This step ensured
esearchers assigning trials as startle or no-startle by visual analysis
manual classiﬁcation) had no idea of the speciﬁcs of the individual
rials. The randomized dataset was then analyzed by both the auto-
ated classiﬁer and manual classiﬁcation. The dataset was  then
eordered to allow analysis of the accuracy of the automated clas-
iﬁcation compared with the manual classiﬁcation, across stimulus
ntensities. The accuracy of the automated classiﬁer was assessed
sing a two-way ANOVA.
.4. Comparisons with other methodsA ﬁnal dataset (dataset 4) was used to compare the accuracy of
he automated startle classiﬁer with other commonly used ‘sepa-
ation’ methods. 100 trials at intensities of 0, 80 and 110 dB SPL
ere collected from a novel group of eight male CBA/caJ mice
4–9 months of age), making a dataset of 300 trials in total. Fournce Methods 253 (2015) 206–217 209
separation methods where then used to separate these trials into
startle and non-startle groups. The separation methods tested
where:
Method 1 (Auto) the automated classiﬁer outlined in this
manuscript.
Method 2 (Threshold) separates trials based on calculating a
threshold from the pre-stimulus data. The largest value found in
the force plate waveform before the startle stimulus is used to
set this threshold. If the largest value after the startle stimulus is
greater than this, it is deemed a startle.
Method 3 (RMS) calculates the root mean square (RMS) of the
values for the 100 ms  preceding the stimulus and the 100 ms
immediately after the stimulus. If the post-stimulus RMS  value
exceeds that of the pre-stimulus RMS, the trial is classiﬁed as a
startle.
Method 4 (Max) does not separate trials but includes all trials
as startle data, taking the largest positive value in the waveform
after the stimulus was played as the amplitude of the startle. While
this approach does not distinguish between startle and non-startle
trials, it was included in our analysis since it is the method used in
some commercially available startle equipment.
The accuracy of these methods was then computed as per-
centage agreement with manual classiﬁcation. Trials in which the
separation method and the manual classiﬁcation both identiﬁed
a startle were deemed ‘Correct startle’ trials, where both agreed
there was  no startle were deemed ‘Correct no-startle’ trials. Tri-
als deemed as ‘Misclassiﬁed as startle’ were those in which the
separation method classiﬁed a trial as containing a startle, where
the manual classiﬁcation did not. Trials termed ‘Misclassiﬁed as
no-startle’ where those in which the separation method classiﬁed
the trial as not containing a startle, while the manual classiﬁcation
deemed that it did.
The percentage of trials falling into the four possible outcomes;
‘Correct startle’, ‘Misclassiﬁed as startle’ (Fig. 8A) ‘Correct no-
startle’ and ‘Misclassiﬁed as no-startle’ (Fig. 8B) where calculated.
These values were calculated as (‘number of trials in category for
separation method’/’number of trial in category for manual classi-
ﬁcation’) × 100. For example, the percentage of trials classiﬁed as
‘Correct startle’ was the number of ‘Correct startle’ trials divided by
the total number of startle trials classiﬁed as such by manual classi-
ﬁcation. This enables observations regarding the speciﬁc accuracies
or inaccuracies of each separation method.
To enable a quicker assessment of any separation method,
a value of ‘agreement with manual classiﬁcation’ (Fig. 8C) is
calculated. ‘Agreement with manual classiﬁcation’ is derived by
summing the values for percentage correctly classiﬁed as ‘Correct
startle’ and ‘Correct no-startle’, and then divided by 2. As such, any
separation method that classiﬁes all trials as startles will get a value
of 100% for ‘Correct startle’ and a value of 0% for ‘Correct no-startle’.
Therefore a value of 50% for ‘agreement with manual classiﬁcation’
will be considered chance.
2.5. Normalizing for animal mass in startle data
A major issue with interpreting startle data is the ability to
compare outputs from animals of different masses. For a given
movement amplitude (i.e., displacement), an animal with a greater
mass will exhibit a larger force. Hence, the amplitude of the startle,
as measured by the startle plate, will be greater for large animals
than for small animals, even when both animal’s startle responses
are the same. To be able to compare startle behavior of animals
of different mass, or the same animal over a long time period
(where the mass may  change), it is important to be able to nor-
malize the response magnitude to the mass of the animal. To do
2 roscience Methods 253 (2015) 206–217
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Table 1
Timing of the 3 peaks from startle waveforms used for automated startle classiﬁ-
cation. Values derived from 200 trials, each using a startle stimulus of 110 dB SPL
(dataset 2). All units are in milliseconds.
P1 N1 P2
Mean 19.81 34.38 50.9110 C.A. Grimsley et al. / Journal of Neu
his, we adopted a set of simple mathematical extrapolations to
onvert force into center-of-mass displacement (COMd) (Fig. 9).
OMd equates to the change in vertical position of the animal’s
enter-of-mass. We  used standard principles of force plate ergom-
try (e.g., Manter, 1938; Cavagna and Kaneko, 1977) to calculate
he ﬁnite change in COM height that result from the accelerations
f the animal’s startle movement. First, from Newton’s second law
f motion (F = ma), acceleration can be calculated by dividing the
tartle plate force data by the animal’s body mass. Then, changes in
OM height can be calculated as the cumulative double integral of
cceleration with respect to time (Young, 2009). Constants for these
ntegrations were set to zero, on the assumption that there was, on
verage, no net upward movement of the COM prior to the initi-
tion of the startle response. Matching positional changes to the
aw waveforms provides an intuitive graphical means of interpre-
ing the ultimate biomechanical meaning of the startle waveform.
dditionally, as we argue below, the maximum displacement of
he animal’s COM during the startle response provides an accurate
etric of overall startle magnitude. It is important to note that the
nimals mass must be measured prior to each recording to allow
recise measurements of COMd. In this study, researchers carefully
easured the mass of each animal by weighing them on a calibrated
haus Scout Pro digital scale, immediately prior to inserting the
nimal into the startle chamber.
. Results
.1. Correlating animal movements with components of the
tartle plate waveform
To enable reliable identiﬁcation of startle data from noise, we
ime-coupled video recordings made during a startle event with
hanges in the waveform generated by the piezoelectric startle
late. Each waveform produced by the startle plate during these
ideo recordings was then superimposed onto the corresponding
ideo (Fig. 1, Supplemental Video 1).
.1.1. Startle on piezoelectric plate with restrainer
Startle data in mouse is typically collected while the mouse is
oosely restrained, allowing enough movement for a startle, while
etaining the animal over the startle plate. The ﬁrst experimen-
al condition tested with high-speed video replicates this level of
estraint. This condition revealed that a startle movement results in
 stereotyped waveform from the piezoelectric startle plate (Fig. 1).
ideo analysis revealed the ﬁrst positive peak (P1) of the startle
aveform corresponds to a downward force of the animal just prior
o any vertical movement (Fig. 1a and Fig. 1b, panel 2). The ﬁrst neg-
tive peak (N1) corresponds to the maximum vertical displacement
f the COM (Fig. 1a and Fig. 1b, panel 3). Due to the conﬁned nature
f the restrainer, we could not link the remaining phases of the
aveform with the animal’s movement. Therefore, we conducted
imilar recording sessions using the same startle plate without a
estrainer.
.1.2. Startle on piezoelectric plate without restrainer
To further explore the mechanics of the startle in mouse, animals
ere placed on the same startle plate without any restraint. The
ack of restraint allowed us to record the full range of movement
nd directly link these movements to the separate phases of the
tartle waveform previously identiﬁed (P1, N1 and P2).
Fig. 1b shows a sequence of still frames demonstrating ﬁve
hases of the animal’s movements during a startle. We  can
oosely think of these as ‘1—resting’, ‘2—pushing off’, ‘3—lifting off’,
4—airborne’ and ‘5—landing’ (Fig. 1b panels 1–5, respectively). We
ave linked two of the three peaks of interest with a speciﬁc and
ell deﬁned phase of the animal’s movement during a startle. P1Standard deviation 1.25 2.00 3.20
Timing window (mean ± 2 SD) 17.30–22.32 30.37–38.39 44.52–57.31
corresponds to a net downward force prior to upward movement,
or ‘pushing off’, and N1 corresponds to the animal unweighting
from the startle plate (initiating a movement large enough to com-
pletely loose contact with the plate in some cases), or ‘lifting off’.
We have no deﬁned movement associated with P2, however.
3.2. Automated classiﬁer
3.2.1. Time windows for the three peaks used by the automated
startle classiﬁer
The time windows used by the automated classiﬁer were cal-
culated using two  steps. First large time windows were extracted
from the zero crossing points of a mean waveform of 400 randomly-
picked waveforms. These were used as starting points for more
reﬁned calculations, with ﬁnal windows resulting from the mean±2
standard deviation of the timing of the peaks from 200 trials at
110 dB SPL stimulus intensity (see Section 2 and Fig. 4).
This process resulted in time windows of 17.30 to 22.32 ms,
30.37 to 38.39 ms  and 44.52 to 57.31 ms  for peaks P1, N1 and P2,
respectively (Table 1 and Fig. 3).
3.2.2. Automatic classiﬁcation of waveforms
Waveforms were separated as startles or non-startles by the
automatic classiﬁer as described in Section 2. The dataset used
(dataset 3) consisted of a total of 400 startle responses, recorded
from eight six-month old CBA/CaJ mice. These 400 waveforms can
be divided into four groups each containing 100 trials at four dif-
ferent startle stimulus intensities (70, 85, 100 and 115 dB SPL). Out
of the 400 waveforms comprising dataset 3, 213 were classiﬁed as
startles based on criteria outlined in Section 2, while the remaining
187 were classiﬁed as no-startle.
3.2.3. Manual classiﬁcation of startle waveforms
The dataset analyzed by the automatic classiﬁer (dataset 3)
was also used to separate startle trials by manual classiﬁcation
as described in Section 2. Manual classiﬁcation identiﬁed 235
of the 400 waveforms as startles and the remaining 165 as no-
startle. Inter-experimenter consistency was assessed using both
Fleiss’ kappa and Krippendorff’s alpha. Values were 0.865 for both
metrics, indicating very good levels of agreement between the three
researchers used. Manual classiﬁcation is therefore consistent,
making it a reliable baseline for comparison with other automated
methods. The mean of all the waveforms from dataset 3 grouped
as no-startle and startle, for both manual and automated classi-
ﬁcation, are shown in Fig. 5. These traces are grouped by startle
stimulus intensity.
3.2.4. Effectiveness of automatic startle identiﬁcation compared
to manual
Manual and automatic startle identiﬁcation generated very sim-
ilar groups (Fig. 4). Very few waveforms manually classiﬁed as
no-startles were classiﬁed as startles by the automated categoriza-
tion (1.2%, 2/165). Similarly, few waveforms manually classiﬁed as
startles were classiﬁed as no-startles by automated analysis (10.2%,
24/235). A two-way ANOVA revealed that there was  no signiﬁcant
effect of classiﬁcation method on the magnitude of the 3 peaks
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Fig. 5. Manual and automatic startle waveform classiﬁcation. Top panels show manual classiﬁcation; bottom panels show automatic classiﬁcation. 100 waveforms where
analyzed for each stimulus intensity (115, 100, 85 and 70 dB SPL). The number of trials classiﬁed as startle and no-startle are indicated in the top left of each panel, as such,
each  row totals 100 trials. (A–D) Mean waveform of all trials classiﬁed as startle. (E–H) Mean waveform of all trials classiﬁed as no-startle. Error bars are standard deviation.
Startle  stimulus is represented by a vertical gray bar. All axis are on the same scale.
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P1: p = 0.526, N1: p = 0.488, P2: p = 0.529). A signiﬁcant main effect
as found of signal intensity on the magnitude of all 3 peaks (P1,
1 and P2: p < 0.001), where more intense sounds were likely to
licit a higher magnitude ASR. There was no interaction between
ntensity and classiﬁcation method (P1: p = 0.956, N1: p = 0.955,
2: p = 0.967), indicating that the manual and automatic classiﬁers
ere equally good at detecting ASRs across intensities (see Fig. 7).
.3. Assessing different classiﬁcation methods
To test the accuracy of the automated classiﬁcation against
ther separation methods, a novel dataset (dataset 4) of 300 dif-
erent startle trials from a novel group of eight 4–9 month old male
BA/CaJ mice was analyzed. 100 trials at three different intensities
0, 80 and 110 dB SPL) were collected. These 300 waveforms were
anually classiﬁed and the results were compared to those from
our different startle separation methods. It is assumed that the
anual classiﬁcation, carried out by three experienced researchers,
ields the correct answer.
The four startle separation methods tested were:
Method 1: Automated startle classiﬁer.
Method 2: Threshold the data based on the pre-stimulus move-
ment.
Method 3: Compare root mean square (RMS) values of the pre-
stimulus and the post-stimulus waveform.
Method 4: Use absolute maximum value after stimulus onset (not
truly a separation method, but included here as it is often the
method used in commercially available startle software).
Pooling across all three stimulus intensities, the automated
lassiﬁcation method showed the closest agreement with man-
al classiﬁcation (Correctly classiﬁed trials = 296/300, Cohen’s
 = 0.973, p < 0.001) than either the threshold method or the RMS
ethod (threshold: Correctly classiﬁed trials = 229/300, Cohen’s
 = 0.522, p < 0.001; RMS: Correctly classiﬁed trials = 201/300,
ohen’s  = 0.331, p < 0.001). As expected, the max  method per-
ormed close to chance (Correctly classiﬁed trails = 153/300,
ohen’s  = 0, p = 1), identifying all 147 no-startle waveforms (49%
f total) as startles.
Separating trials by stimulus intensity revealed that manual
dentiﬁcation by experienced researchers indicated that none of
he 0 dB waveforms were startles. Whereas the automated method
resented here accurately classiﬁed all of these 100 waveforms
s no-startles, the threshold method and the RMS  method inac-
urately classiﬁed 34% and 60% as startles, respectively. The max
ethod, by deﬁnition, inaccurately classiﬁed 100% as startles.
Manual identiﬁcation identiﬁed 47 of the 80 dB waveforms as
o-startles and 53 as startles. Of the four separation methods,
ur automated method showed the best agreement with manual
lassiﬁcation (46 no-startle/54 startle, Cohen’s  = 0.94, p < 0.001).
oth the threshold and RMS  methods performed worse than the
utomated method, overestimating the number of startle events
threshold: 10 no-startle/90 startle, Cohen’s  = 0.223, p < 0.001;
MS: 8 startle/92 no-startle, Cohen’s  = 0.179, p = 0.002). The max
ethod, again by deﬁnition, incorrectly identiﬁed 100% of the no-
tartle waveforms as startles (Cohen’s  = 0, p = 1).
Finally, manual classiﬁcation identiﬁed all of 110 dB waveforms
s startles. The automated method correctly identiﬁed 99% of these
aveforms as startles, whereas the other three methods correctly
dentiﬁed all of the waveforms as startles.
To further investigate how each classiﬁcation method com-ared with manual classiﬁcation, the percentage of trials correctly
lassiﬁed (‘Correct startle’ and ‘Correct no-startle), as well as the
ercentage misclassiﬁed (‘Misclassiﬁed as startle’ and ‘Misclas-
iﬁed as no-startle) are shown in table.2. Values for ‘agreementnce Methods 253 (2015) 206–217
with manual classiﬁcation’ were also calculated as ‘Correct
startle’ + ‘Correct no-startle’/2 (see Table 2 and Fig. 8).
All separation methods were successful at correctly identifying
startle trials. Percentages correct for ‘Correct startle’ were between
98 and 100% for all methods at all stimulus intensities tested which
contained startles (Table 2, Fig. 8A). Across all intensities, the auto-
mated method (‘Auto’ in Fig. 8 and Table 2) far outperformed all
other methods at identifying no-startles, shown by a higher ‘Correct
no-startle’ percentage (95.7–100% compared to 0–66%).
The automated method closely followed the classiﬁcation given
by manual classiﬁcation, outperforming other methods at lower
stimulus intensities (0 dB = 100%, 80 dB = 96.9%, see Table 2 and
Fig. 8C). All separation methods worked well at 110 dB, achieving
values of 99–100% for ‘agreement with manual classiﬁcation’.
There were no values for ‘Correct startle’ and ‘Misclassiﬁed as
no-startle’ for the 0 dB SPL stimulus trials as there were no startles
elicited at this intensity. Similarly there are no values for ‘Correct
no-startle’ and ‘Misclassiﬁcation as startle’ for the 110 dB SPL trials
as all trials resulted in a startle. This is represented by N/A in Table 2
and Fig. 8.
3.4. Use of center of mass displacement to quantify startle
magnitude and normalize for animal mass
Calculating center of mass displacement (COMd) is possible
from startle data. COMd is a measure of the vertical displacement
of the center of mass. It is useful when reporting startle data as
it incorporates the animals mass, accounting for this variable (see
Section 2).
Fig. 10 shows the results of using COMd compared to raw force
data. As the mass of the animal increases, it corresponding COMd
will decrease, for a given force (Fig. 10). Fig. 10A illustrates this
using an actual startle plate waveform (black trace) and 5 arbitrarily
chosen animal masses. As the animals mass decreases, the COMd
achieved increases for the same raw force plate waveform. Fig. 10B
and C represent the same relationship in a different way. In both
panels actual startle plate waveforms are presented from 2 different
mice. The amplitude of these force data are nearly identical (0.435 N
and 0.437 N for panel B and C, respectively). However, animal #14
(Fig. 10B) had a mass of 26.1 g, while animal #19 (Fig. 10C) had
a mass of 43.2 g. Due to the relationship between force and mass,
animal #14 therefore had to have a greater startle response than
animal #19. This is shown clearly by the COMd traces (red lines),
after the mass of the animals is considered, the startle response
by animal #14 was far larger than that of animal #19 (COMd of
1.192 mm and 0.649 mm,  respectively).
Moreover, as a metric of startle magnitude, absolute COM dis-
placements correlate to stimulus intensity as well as the peak
amplitude of the startle waveform. Non-parametric Spearman’s
rank-based correlations of startle magnitudes against a 60–120 dB
SPL range of startle stimuli demonstrate that there is a similar level
of association between stimulus intensity and COMd (rho = 0.629,
p < 0.001) as between stimulus intensity and maximum waveform
amplitude (rho = 0.596, p < 0.001). Thus, these two  measures of
startle magnitude correlate equally well with stimulus intensity.
4. Discussion
4.1. Startle identiﬁcation
There is currently no consensus on how to assess the occur-
rence of a startle. This is a critical problem, as the probability of a
startle occurring in any given trial varies greatly depending on the
experimental paradigm. Furthermore, at low stimulus intensities,
a signiﬁcant number of successful startles have small magnitudes
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Table  2
Percentage agreement between four possible startle separation methods and manual classiﬁcation of startle waveforms. ‘Auto’: the automated classiﬁer, ‘Thresh’: uses just
a  pre-stimulus threshold, ‘RMS’: includes trials with a higher RMS  post stimulus compared to pre-stimulus, ‘Max’: includes all trials, reporting the maximum post-stimulus
value.  ‘Correct startle’: the separation method correctly identiﬁes a startle. ‘Misclassiﬁed as no-startle’: the separation method incorrectly classiﬁes a startle as a no-startle.
‘Correct no-startle’: the separation method correctly identiﬁes a no-startle. ‘Misclassiﬁed as startle’: the separation method incorrectly identiﬁes a no-startle as a startle.
Agreement with Manual Classiﬁcation for the four methods across startle level, calculated as (% ‘Correct startle + % ‘Correct no-startle)/2).
‘Correct startle’ ‘Misclassiﬁed as no-startle’ ‘Correct no-startle’ ‘Misclassiﬁed
as startle’
Agreement with
manual classiﬁcation
0 dB Auto N/A N/A 100 0 100
Thresh N/A N/A 66 34 66
RMS  N/A N/A 40 60 40
Max  N/A N/A 0 100 0
80  dB Auto 98.1 1.9 95.7 4.3 96.9
Thresh 100 0 21.3 78.7 60.6
RMS  100 0 17 83 58.5
Max  100 0 0 100 50
110  dB Auto 99 1 N/A N/A 99
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Fig. 5D), but should be included in any analyses. If an animal’s
ovement before the stimulus has a higher or even similar ampli-
ude to a small startle, these data are often discarded. Here we
emonstrated an improved approach for identifying the startle-
elated waveforms produced on piezoelectric startle plates that is
irtually independent of startle magnitude. We  utilized high-speed
ideo to correlate the movements of the animal with components of
he startle waveform. We  demonstrated how to interpret the wave-
orm and offered evidence as to which speciﬁc component of the
aveform correlates with speciﬁc phases of the startle movement.
e then developed a robust approach to automatically distinguish
rue startle events from noise with ∼88% accuracy, even at very
ow startle amplitudes. We  also introduce a new metric, COMd,
hich not only gives a salient unit with which to report startle
agnitude, but also normalizes force plate data for the mass of the
nimal.
ig. 6. Examples of startle waveforms that were misclassiﬁed by manual or automatic cla
tartle  waveform for comparison (the same on all panels).N/A N/A 100
N/A N/A 100
N/A N/A 100
4.1.1. Correlating animal movements with components of the
startle plate waveform
Initial high-speed video experiments revealed a stereotyped
waveform produced during a startle event. We were successful at
correlating the ﬁrst 2 peaks of interest in this waveform, P1 and
N1, with distinct phases of the animal’s movement. P1 corresponds
to a ‘pushing’ on the plate in preparation for the upward move-
ment of the startle (Fig. 1 Panel 2). N1 corresponds to the initial
‘unweighting’ of the plate, starting the animal’s upward trajectory
(Fig. 1 panel 3). We  could not correlate the third peak, P2, with a
clear and distinct movement. It is possible that this peak is due to
an oscillation of the Plexiglas startle plate, as a result of the ini-
tial weighting and unweighting of the plate during the P1 and N1
phase. Experiments to assess the resonance of the plates indicated
that these plates will ‘ring’ for an extended period of time as a result
of a single movement.
ssiﬁcation. Black traces indicated misclassiﬁed waveforms. Grey traces are a typical
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any separation of trial (for more details see Section 2 (4). We  show
that for high startle stimulus intensities many separation meth-
ods are successful (Table 2). Such stimulus intensities often result14 C.A. Grimsley et al. / Journal of Neu
.1.2. Automated classiﬁer
The stereotyped waveform associated with a startle allowed for
isual classiﬁcation of waveforms by experienced researchers, a
rocess we termed ‘manual classiﬁcation’. Throughout this study
e have used manual classiﬁcation as the basis to assess varies
athematical methods to separate startle trials. The manual clas-
iﬁcation of startle data consisted of three experienced researchers
eciding, by eye, whether each trial consisted of a startle or not. This
s the best method we currently have to validate other methods.
anual classiﬁcation has proven to be consistent, with little inter-
xperimenter disagreement, as shown by high values of Fleiss’s
appa and Krippendorff’s alpha (0.865 in each case). However, it
s unlikely to be perfect as some inherent human error is likely. It
s quite possible that some trials that were manually classiﬁed as
tartle are not (for example Fig. 6D). Similarly some trials classiﬁed
s no-startle by the manual method may  be true startles (Fig. 6A).
e see this as further reason to develop an automated method
ased on a repeatable mathematical structure, rather than relying
pon subjective opinions of human researchers.
The need to be able to separate startle data in an automated
ay, based upon mathematical criteria lead to the development
f our automated classiﬁer. An important aspect of this classiﬁer
as the ability to separate startle trials, regardless of the startle
ig. 7. Mean magnitude of each peak of interest (P1, N1 and P2) as classiﬁed by
anual classiﬁcation (white bars) and the automated classiﬁer (gray bars). A two-
ay  ANOVA revealed that there was no signiﬁcant effect of classiﬁcation method
n  the magnitude of the 3 peaks (P1: p = 0.526, N1: p = 0.488, P2: p = 0.529) and no
nteraction between intensity and classiﬁcation method (P1: p = 0.956, N1: p = 0.955,
2:  p = 0.967), indicating that the manual and automatic classiﬁers were equally
ood at detecting ASRs across intensities. Error bars are standard deviation.nce Methods 253 (2015) 206–217
amplitude. The automated classiﬁer has very good agreement with
manual classiﬁcation across stimulus intensities and startle ampli-
tudes (Fig. 5). Results from a two-way ANOVA on the amplitudes
of each of the three peaks of interest show no signiﬁcant differ-
ence between those classiﬁed by manual classiﬁcation and the
automated classiﬁer (P1: p = 0.526, N1: p = 0.488, P2: p = 0.529),
regardless of stimulus intensity (Fig. 7).
4.1.3. Assessing different classiﬁcation methods
The lack of standardized methods for handling startle data make
it impossible to directly compare the automated method with every
startle separation method used. Here we compare the automated
classiﬁer to three methods that are commonly used on startle data:
(1) setting a pre-stimulus threshold that needs to be crossed, (2)
calculating the RMS  of the pre and post-stimulus waveform and
(3) simply using the largest positive value post-stimulus withoutin a high probability of a startle occurring and a large amplitude
Fig. 8. Comparison of the effectiveness of four different startle identiﬁcation meth-
ods (‘Auto’, ‘Thresh’, ‘RMS’ and ‘Max’) at different startle stimulus intensities (0, 80
and 110 dB SPL). All four methods were compared to manual classiﬁcation to cal-
culate values for percentage classiﬁed and percentage misclassiﬁed. (A) Percentage
classiﬁed as ‘Correct no-startle’ and ‘Misclassiﬁcation as startle’. (B) Percentage clas-
siﬁed as ‘Correct startle’ and ‘Misclassiﬁcation as no-startle’. (C) Agreement with
Manual Classiﬁcation for the four methods across startle level, calculated as (%
‘Correct startle’ + % ‘Correct no-startle’)/2.
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Fig. 9. Mathematical conversion of startle force to center of mass (COM) displacement. (A) Force output of startle plate. (B) Force in A converted to acceleration (F = ma). (C)
Velocity,  calculated from acceleration. (D) Position of animal’s COM, or ‘height jumped,’ calculated from velocity. The initial extrapolation, from force to acceleration, requires
knowledge of the animal’s mass (F = ma)  and incorporates this mass into the equation. As such, animal mass is normalized when converting force data into COMd.
Fig. 10. Effect of animal mass on COM displacement (position). (A) Black trace = force output of piezoelectric startle plate. Color traces = corresponding COM positions for an
animal of that mass. Note that a 20 g animal achieves twice the COMd (‘height jumped’) of a 40 g animal, while exerting the same force on the startle plate. (B) Force plate
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OMd  position (red trace). Note the maximum force for both animals is very simila
o  the difference in mass between the two animals (26.1 g and 43.2 g). Absolute forc
tartle (Fig. 5). As such, it is often at lower stimulus intensities
here a robust separation method is most useful. We  demonstrate
hat at lower intensities our automated classiﬁer outperforms all
thers (Table 2, 80 dB), especially at correctly rejecting no-startles
Fig. 8B), effectively eliminating noise from the data to be analyzed.
.1.4. Use of center of mass displacement to quantify startle
agnitude and normalize for animal mass
There is currently no consensus of how to report a startle mag-
itude. Some researchers will report force (N) without considering
he effect of the animal’s mass, yet others will report the voltage
mV) value generated by the sensor in the startle plate. We  advo-
ate the simple conversion of force to COM displacement when
eporting startle amplitudes. The mathematical procedures out-
ined above (cumulative double integration of the raw waveform)
rovide a means by which researchers can normalize their data
or the mass of individual animals, eliminating this otherwise con-
ounding variable. It is our ﬁrm belief that this beneﬁt alone makes
hese conversions a valuable tool to anyone utilizing startle reﬂexes
n their work. This is especially true of studies requiring animals toe). (C) Force plate waveform (black trace) for a 43.2 g animal and its corresponding
5 N and 0.437 N) whereas the COMd differs greatly (1.192 mm and 0.649 mm)  due
 not be the best metric for startle amplitude.
be tested over long periods of time where the mass of each animal
is likely to change. We  also demonstrate that COMd is as faith-
ful a measure of startle magnitude as absolute magnitude of the
largest peak. We  thus advocate use of this technique whenever the
quantiﬁcation of startle magnitude is of interest.
4.1.4.1. Replication of our automated classiﬁer. Due to the wide vari-
ety of equipment and data formats used to collect startle data, it is
beyond the scope of this work to supply ‘plug-and-play’ code for
our automated classiﬁer. We  do, however, strongly encourage its
adoption by researchers interested in quickly and easily separating
startle data from that of noise. As such, we  offer the following steps
as a guide for researchers wishing to replicate our method on their
own data.
Step 1. Conﬁrm that the test apparatus utilizes a piezoelectric
sensor; this method is optimized for sensors of this type.Step 2. Identify whether your system outputs a stereotyped
waveform similar to that in Figure 2. To do this, calculate and view
the average response from 100 trials that are likely to elicit a startle
response in your model (e.g. trials with a high stimulus intensity).
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modulation by yohimbine and m-chlorophenylpiperazine (mCPP). Psychophar-
macology 1997;131:207–15.16 C.A. Grimsley et al. / Journal of Neu
Step 3. Create conservatively large peak timing windows based
n the mean waveform of 400 randomly chosen startle trials. Use
he zero crossing points of the peaks (see Fig. 3).
Step 4. Using your conservatively large windows, for each of the
00 trials ﬁnd the value for each peak (largest positive value for P1
nd P2, largest negative for N1) and its corresponding time point
n milliseconds. Before using these values in step 5, ensure that the
alues taken are the very tip of the peak.
Step 5. Calculate the mean times of all the peaks (P1, N1 and P2)
dentiﬁed in step 4. The mean time minus 2 standard deviations will
e the start point of the reﬁned window for that peak. The mean
ime plus 2 standard deviations will be the end point.
Step 6. Create the automated classiﬁer. The automated classiﬁer
eeds to do three things;
1) For each trial, calculate the positive threshold (pT) and the
negative threshold (nT). pT is the mean of all positive values
preceding the startle stimulus, plus 2 standard deviations. nT is
similarly the mean of all negative values preceding the startle
stimulus minus 2 standard deviations. Note that these thresh-
olds are created on a trial-by-trial basis.
2) Identify peaks within the reﬁned time windows calculated in
step 5. Ensure that they are actual peaks, surrounded to either
side by decreasing values (or by increasing values for N1).
3) The trial is deemed a startle if P1, N1 and P2 occur within the
time windows speciﬁed and if P1 and P2 are above pT, while N1
is below nT.
Step 7. Assess the accuracy of the automated classiﬁer. The
wo methods outlined in this manuscript both rely on ﬁrst man-
ally assigning a dataset of trials as startle or no-startle. Once this
s done, the accuracy of the automated classiﬁer can be assessed
y calculating percentage correct values and/or investigating the
ifference between the values found for the peaks designated as
tartle by manual classiﬁcation and those designated as startle by
he automated classiﬁer.
. Conclusions
Here we offer a method to conﬁdently remove a high percent-
ge of noise from startle data. Our method is unique in that we go
o great lengths to demonstrate that the startle movement in the
ouse results in a stereotyped and recognizable waveform from
he piezoelectric sensor. We  show that this stereotyped waveform
an be successfully identiﬁed and used to visually separate trials by
xperienced researchers, a process we term ‘manual classiﬁcation’.
e further show that this waveform can be mathematically and
utomatically separated from waveforms that do not conform and
re thus noise. We demonstrate that this automated classiﬁer has a
igh correlation with manual classiﬁcation of startle trials, even at
ow startle amplitudes. Comparisons with other startle separation
ethods reveals many are successful at very high startle ampli-
udes but only the automated classiﬁer described here is successful
t lower startle amplitudes. We  then demonstrate a method to con-
ert force data into COMd. COMd conversion allows an intuitive
nit for startle amplitude (mm)  as well as eliminating a massive
onfound in startle data, that of the animals mass.
Though our method was developed in mouse, we  believe it
hould be easily adapted to other laboratory animals. Researchers
ho currently add behavioral trials to reduce the effect of noise in
heir data would likely reduce the total time they need to conduct
xperiments if our approach were adopted. To adapt our approach
o laboratory animals other than mice it would be necessary to
nalyze the shape of the startle waveform and the timing of its
ndividual components. Assuming the shape is the same, which isnce Methods 253 (2015) 206–217
likely if a piezoelectric sensor/Plexiglas platform is utilized, labo-
ratories with access to simple programming capabilities (MATLAB,
Visual Basic, Python, etc.) can then write their own  custom, auto-
mated classiﬁer program to automatically separate out startle data
from noise.
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