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Das "Kolloquium Angewandte Informatik Karlsruhe 1989" fand vom 
10. bis 11. November 1989 im Ballsaal des Hotels Ramada Renaissance in 
Karlsruhe statt. Wie schon vor zwei bzw. acht Jahrenl hatte das Institut 
einen besonderen AnlaB zu feiern, n a l i c h  den 50. Geburtstag seines 
langjahrigen Leiters. 
Das Kolloquium war daher zweigeteilt: 
- Ein Festkolloquium aus Anla8 des Geburtstages von H e m  Professor 
Dr. Wolffried Stucky fand am Nachrnittag des 10. November 1989 
statt. Es wurde von H e m  Professor Dr. G. Schlageter geleitet. Fur die 
Mitarbeiter des Institutes war es eine angenehme Aufgabe, dieses 
Festkolloquium zu Ehren ihres langjahrigen Chefs zu gestalten .Auch 
hatten sie die Ehre, dazu einzuladen. 
- Das Kolloquium Angewandte Informatik Karlsruhe 1989 selbst fand 
am 1 1. November 1989, ab 9.30 Uhr, unter der Leitung von Professor 
Stucky statt. 
Das Programm beider Veranstaltungen ist auf den Seiten 5 und 6 dieses 
Bandes abgedruckt. 
Sowohl das "Geburtstags-Kolloquium als auch das "Kolloquium Ange- 
wandte Informatik Karlsruhe 1989" waren herausragende Ereignisse in 
der Geschichte des Institutes fur Angewandte Informatik und Formale 
Beschreibungsverfahren. Die Kolloquien boten Gelegenheit, die 
Kontakte zu den Freunden des Institutes aus der Wirtschaft sowie zu 
ehemaligen Kollegen und Diplomanden zu pflegen und zu vertiefen. 
Ich mochte an dieser Stelle im Namen der Leihmg des Institutes, insbe- 
sonder H e m  Professor Stuckys und im Namen der Mitarbeiter, allen 
ganz herzlich danken, die zum Gelingen der beiden Kolloquien beigetra- 
gen haben - durch Unterstiitzung bei der Organisation (hier insbesondere 
H e m  Professor R. Krieger) sowie durch die Ubernahrne von Vortra- 
gen, Sitzungs- und Diskussionsleitungen wiihrend des Kolloquiums und 
Das erste KoUoquium dieser Art fand aus Anla6 des 1 0 j ~ g e n  Bestehens des Instituts am 30. Ok- 
toba 1981 statt, das zweite anlulich des 16j%hrigen (bzw. bid4rdenkwiirdigen 10000jilhrigen) Beste- 




nicht zuletzt durch die Teilnahme am Kolloquium selbst (und hier insbe- 
sondere denen, die von weit angereist sind) und fiir die so gezeigte Ver- 
bundenheit mit unserem Institut und seiner Arbeit. 
DaD die Veranstaltungen in einem derart festlichen Rahmen stattfinden 
komten, war nur aufgrund groBzugiger Unterstutzung durch befreun- 
dete Unternehmen und Personen moglich. h e n  allen sei an dieser Stelle 
ganz herzlich gedankt. 
Karlsruhe, im Mai 1990 
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Vorwort -- anstelle des Esoffnungsvortrages 
Gunter Schlageter 
FernUniversitiit Hagen 
Was schreibt man in einer Vorbemerkung zu einem Sammelband wissen- 
schaftlicher Beitrage, die anliik3lich des fiinfzigsten Geburtstages seines 
friiheren Chefs vorgestellt wurden? Den Eroffnungsvortrag im Rahmen 
des Festkolloquiums zu halten - eine Herausforderung und Freude 
zugleich: ein Moment des Ruckblicks, des Neu-Erlebens einer vielgestal- 
tigen Vergangenheit, des Neu-Bewertens von Ereignissen, die uns ge- 
pragt haben. Aber aufschreiben kann man das so nicht, - aus vielerlei 
Griinden, aber vor allem, weil sich in einen solchen Vortrag viel Priva- 
tes, viel Nachdediches, viel Personliches mischt, weil sich vieles nur in 
der augenblicklichen Atmosphare ubertragt, und vor allem, weil vieles 
nun einrnal direkt an Stucky selbst gerichtet war. 
Ich denke, es ging vielen so wie mir: dal3 Stucky funfiig sein sollte, kam 
sehr iiberraschend, traf uns, die ihn lange kennen und mit ihm gearbeitet 
haben, so naiv unvorbereitet - wie dies ja irnrner ist bei Menschen, mit 
denen man Vergangenheit teilt. Stucky hat eine vollgepackte Vergangen- 
heit, er hat seine Intelligenz, seine Kreativitat und seine unendliche En- 
ergie an tausend Dingen gemessen. Von der Theorie zur Anwendung in 
der Industrie, vom Stiftungslehrstuhl mit all seinen Existenzproblemen 
zum Leiter eines angesehenen groBen Institutes, vom Forscher, der um 
Exaktheit und Sauberkeit ringt, zum Unternehmer ... 
Bei Stuckys Werk md3 man zwei Elemente sehen: er hat unmittelbar wis- 
senschaftlich gewirkt (sein Publikationsverzeichnis ist so lang, daB ich 
keine Lust hatte, die Eintrage zu zahlen, eine Reihe von Buchern gehort 
dazu); aber im gleichen MaBe hat er fur die Wissenschaft dadurch ge- 
wirkt, daB er eine iiberaus geschickte Hand fiir den wissenschaftlichen 
Nachwuchs und dessen Forderung bewies. Aus seiner Schule sind im- 
merhin dreizehn Doktoren und zwei Habilitierte hervorgegangen, zwei 
seiner Jiinger sind inzwischen C4-Professoren. Daneben ubersieht man 
leicht, daB das Institut langst nicht das ware, was es heute darstellt, hatte 
nicht Stucky stets und unermiidlich gekipf t .  
Wir alle wiinschen uns, daR Stucky diese Energie und Produktivitat bei- 
behalt, daB er der junge unerschrockene Professor bleibt, als den ich ihn 
kennengelemt habe und der er iiber die Jahre irnmer geblieben ist. Ich 
wiinsche ihrn fiir seinen weiteren Lebensweg alles Gute. 
Gunter Schlageter 
h e r  die Schwierigkeiten, 
in Datenbanken " nein" zq sagen 
Georg Lausen 
Universitiit Mannheim 
AnlXRlich des 50sten Geburtstages von Professor Stucky mag das Thema 
meines Vortrags auf den ersten Blick falsch gestellt sein. Herr Stucky ist 
einer der deutschen Datenbankpioniere; somit ist es klar, daB man zu 
Datenbanken "ja" sagt, was viele der Anwesenden, darunter auch ich, als 
Schiiler von H e m  Stucky auch getan haben und immer noch tun. Aber 
mein Thema ist ja nicht, zu Datenbanken "nein" zu sagen, sondern in 
Datenbanken "nein" zu sagen. "Nein in Datenbanken oder, etwas prazi- 
ser, Negation in Datenbanken ist eine der derzeitig intensiv diskutierten, 
aber noch nicht zufriedenstellend gelosten Fragen im Datenbankbereich. 
Ich mochte Ihnen in meinem Vortrag aufzeigen, wo hier die Probleme 
liegen. 
Unter einer Datenbank verstehe ich eine Menge von Relationen; die Ele- 
mente der Relationen, also die eigentlichen Daten, bezeichne ich als Tu- 
pel. Eine Abfrage an eine Datenbank wiihlt Tupel aus, wahlt aus Tupeln 
gewisse Komponenten aus oder kombiniert Tupel zu neuen Tupeln und 
berechnet somit in dieser Weise aus den explizit in der Datenbank gege- 
benen Daten neue Daten, die als implizit in der Datenbank vorhanden 
betrachtet werden konnen. Ich mochte mich mit Datenbankabfragen aus 
dem Blickwinkel der Logik beschaftigen. Jeder Relation sei ein Pradikat 
zugeordnet, das gerade fur die in der Relation enthaltenen Tupel als wahr 
angenommen wird. Eine Abfrage ist dann zunachst eine beliebige logi- 
sche Formel 1. Ordnung. Was sind die Antworten auf eine solche Ab- 
frage? Damit bin ich bei meinem eigentlichen Vortragsthema angekom- 
men. Ich werde mich insbesondere mit Abfragen beschaftigen, die auf in 
der Datenbank nicht vorhandene Daten Bezug nehmen, die also gewis- 
sennaBen "nein" zu bestimmten Daten sagen. Ich werde mich auf die 
Diskussion eines Beispiels beschr;inken. Meine Intention ist, Sie mit die- 
sem Beispiel in die Problematik des "nein" in Datenbanken einzufiihren; 
aus Griinden der Anschaulichkeit nehme ich in Kauf, daB die Diskussion 
- von einem formalen Standpunkt aus gesehen - haufig unprazise bleibt. 
Mein Beispiel ist ein stark vereinfachtes Spielbrett, das eine Menge von 
Feldem enth2t, zwischen denen in jeweils festgelegter Richtung ein Stein 
verschoben werden kann. Es wird mit genau einem Stein gespielt. Ein 
solches Spiel kann in offensichtlicher Weise durch einen gerichteten 
Graphen dargestellt werden, in dem genau ein Knoten markiert ist. Der 
folgende Graph reprasentiert ein relativ einfaches Spielbrett: 
Der zweifach umrandete Knoten a ist der durch den Stein markierte 
Knoten. An einem Spiel sind zwei Spieler beteiligt, die abwechselnd den 
Stein in Richtung einer Kante ausgehend von dem gerade markierten 
Knoten auf einen direkt erreichbaren Knoten verschieben mussen. 1st ein 
Spieler an der Reihe und kann den Stein nicht verschieben, so hat er ver- 
loren. 
Das Problem, mit dem wir uns beschaftigen wollen, besteht nun darin, 
fiir ein gegebenes Spielbrett alle diejenigen Felder zu bestimmen, von 
denen aus man das Spiel gewinnen kann, sofem man jeweils den richtigen 
Zug w2hlt. Beziiglich des Spielbrettes (1) sind die Gewinnfelder gerade 
b, e und g, da ausgehend von einem solchen Feld der Stein auf eine Senke 
in unserem Graphen geschoben werden kann und damit der Gegner 
verloren hat. Beachten Sie, d& ausgehend von e auch falsch gezogen 
werden kann, niimlich von e nach g. In dieser Situation findet mein 
Gegner den Stein auf dem Gewinnfeld g und bringt mich zwangslaufig 
mit seinem nachsten Zug auf eine Senke, sod& ich verloren habe. 
Zuriick zu den Datenbankabfragen. Bevor ich lhnen die Losung des 
Problems prasentiere, mochte ich zunachst einige einfachere Abfragen 
diskutieren. Zunachst mu13 das Spielbrett in einer Datenbank reprhen- 
tiert werden. Dazu werden zwei Relationen benotigt: 
Feld = {a,b,c,d,ef,g,h,i}, 
(2) 
Schiebe ={(a,b),(b,c),(b,d),(a,e),(ef) ,(e,g),(g,hi.  
Abfragen sollen durch logische Formeln ausgedriickt werden. Jeder Re- 
lation wird ein entsprechend-stelliges Pradikat zugeordnet. Das Pradikat 
ist genau dam wahr, wenn das betreffende Tupel in der Relation enthal- 
ten ist. Sind wir z.B. an allen Feldem interessiert, auf die wir von a aus 
direkt schieben konnen, so ergibt sich die Menge dieser Felder wie folgt: 
Schiebe wird hier als Pradikat interpretiert, zu dem alle diejenigen X ge- 
sucht werden, sod& Schiebe(a3) wahr. Nun, das Thema meines Vortra- 
ges ist "nein" zu sagen; betrachten wir somit die Abfrage, alle diejenigen 
Felder zu bestimmen, auf die von a aus nicht direkt geschoben werden 
kann. Die erste Idee zu einer Abfrage ist wahrscheinlich: 
Diese Abfrage ist jedoch nicht korrekt, da X implizit V-quantifiziert ist 
uber einem Wertebereich, der nicht bekannt ist. Angenommen, der zu- 
grundeliegende Wertebereich ist die Menge aller Zeichenketten, so hatte 
diese Abfrage eine nicht endliche Antwortmenge - sicher nicht die vom 
Abfrager erwartete Situation. Die korrekte Version der Abfrage ist nicht 
schwer zu erraten: 

vom Irnplikationszeichen "<==" bezeichnet man als Kopf der Regel. Die 
Aufteilung in Schichten muf3 nun so vorgenornmen werden, d& gilt: 
Sei r eine Regel in Schicht i, die ein negiertes Pradikat p im 
Rumpf enthalt. Jede Regel mit Kopf p befindet sich in einer 
Schicht j<i. 
Sei r eine Regel in Schicht i, die ein nichtnegiertes Pradikat p im 
Rumpf enthalt. Jede Regel mit Kopf p befindet sich in einer 
Schicht jsi. 
Mittels der Schichtung erreichen wir somit, daB ein negiertes Pradikat 
erst dann wahrend einer Regelanwendung venvendet wird, wenn alle 
Tupel bestirnrnt sind, f i r  die dieses Pradikat wahr ist. 
Geschichtete Regelprogramme haben interessante logische Eigenschaf- 
ten. Regelprogramme werden iiblicherweise in der Logikprogrammie- 
rung betrachtet. Wir beschranken uns auf Programme, in denen der 
Kopf jeder Regel ein nichtnegiertes Pradikat ist und der Rumpf jeweils 
aus einer Konjunktion negierter oder nichtnegierter Pradikate besteht. 
Regelprogramme ohne Negation im Rumpf haben ein eindeutiges mini- 
males (logisches) Modell. Unter einem Modell versteht man eine Zuwei- 
sung von Relationen an die Pradikatsymbole, soda13 alle Regeln erfiillt 
sind. Ich mochte im Rahmen meines Vortrages den Modellbegriff ledig- 
lich anhand einiger Beispiele erlautem. Betrachten wir das Programm: 
und sei die Relation Schiebe wie in (2 )  fest vorgegeben. Die Relation Er- 
reichbar={f,g,h,i} ergibt dann zusammen mit Schiebe ein minimales 
Modell zu (9). Das Model1 ist minimal, da jede echte Teilmenge zu einer 
Regelverletzung fiihrt. Nehmen wir beispielsweise h aus der Menge her- 
aus, so gilt Erreichbarfg) wahr und Schiebe(g,h) wahr, jedoch Erreich- 
bar(h) falsch. Die Relation Erreichbar={c,df,g,h,i} ergibt zusammen 
mit Schiebe ebenfalls ein Modell, jedoch ist dieses nicht minimal, da c,d 
entfemt werden konnen, ohne die Modelleigenschaft zu verletzen. 
Fiir Programme mit Negation im Rumpf existieren u.U. mehrere ver- 
schiedene minimale Modelle. Sei Schiebe wiederum wie in (2). Dann 
existieren die folgenden zwei minimalen Modelle fiir das Programm (8): 
und ebenfalls: 
Das Model1 (10) enthalt gerade diejenigen Antworten in AuJJerhulb, die 
wir auch bzgl. unserer Schichtung des Programrns erhalten hatten. Wur- 
den wir gems (1 1) einem Benutzer die leere Menge als Antwort liefern, 
so entsprache dies sicher nicht seinen Vorstellungen. Der Antwortbegriff 
im Datenbankbereich basiert deshalb nicht auf dem Begriff der logischen 
Folgerbarkeit, d.h. eine Antwort ist genau dann wahr, wenn sie bzgl. al- 
ler Modelle wahr ist; eine Antwort ist vielmehr bei uns genau dann wahr, 
wenn sie bzgl. der Menge der sogenannten intendierten Modelle wahr ist. 
Fur geschichtete Programme existiert irnrner ein eindeutiges intendiertes 
Modell, das in der Regel als das perfekte Model1 bezeichnet wird. Das 
perfekte Modell kann gerade durch Anwendung der Regeln gems der 
Schichtung berechnet werden. 
Ich mochte finen natiirlich ein Beispiel fiir ein nicht geschichtetes Pro- 
grarnm nicht vorenthalten: 
Dieses Programm ist nicht geschichtet, da das Pradikat Gewinn in der 
Regel im Kopf und negiert im Rumpf steht. Rekursion iiber negierte 
Pradikate ist somit nicht erlaubt. Die Frage ist nun, welche Antworten 
durch dieses Prograrnm definiert werden. Intuitiv definiert die Regel ein 
Feld X dam als Gewinnfeld, wenn ich ausgehend von X in einem Zug auf 
ein Verlustfeld schieben kann. Was sind jedoch die Verlustfelder? Wir 
vermuten, daB diese Regel unser eigentliches Problem der Bestimmung 
der Gewinnfelder lost, daB wir in unserer bisherigen Denkweise der suk- 
zessiven Regelanwendungen jedoch nicht in der Lage sind, die entspre- 
chenden Antworten zu berechnen. Bzgl. unseres Spielbrettes (I) sind die 
Gewinnfelder b, e und g. Sei die Relation Schiebe entsprechend gewmt, 
dann ergibt Schiebe und die Relation Gewinn={b,e,gj tatsachlich ein 
minimales Model1 zu (12). Dieses Model1 wollen wir wiederum als das 
intendierte betrachten, da wir auch hier noch andere minimale Modelle 
finden konnen. Beispielsweise ergibt Gewinn = {c, d, h, i, e,  a }  zusam- 
men mit Schiebe ebenfalls ein minimales Modell. 
Gestalten wir als nachstes die Struktur unseres Spielbrettes etwas kompli- 
zierter. Betrachten wir den Fall: 
Das intendierte Modell ergibt sich gerade aus Schiebe={(a,b),(b,c),(b,a)j 
und Gewinn={b]. Wir sehen, daB unsere Abfrage (12) auch zyklische 
Stmkturen verkraftet. Jedoch, was ist das intendierte Modell zu folgen- 
dem Spielbrett: 
Sicherlich ist d ein Verlustfeld und somit c ein Gewinnfeld. b kann nicht 
Gewinnfeld sein, da c bereits Gewinnfeld ist und ein Zug von b nach a 
letztlich wieder die Ausgangssituation erzeugen wird. b ist auch kein 
Verlustfeld, da der Zug von b nach c nicht zwangslaufig ist, da ja ad3er- 
dem ein Zug von b nach a moglich ist, von dem aus dam ja wieder die 
Ausgangssituation folgt. Analoge Argumentation gilt bzgl. a. Aus dieser 
Diskussion folgt jedoch nun, daB das intendierte Modell hier einen drei- 
wertigen Wahrheitswert benotigt: wahr, falsch und undefiniert. 
Lassen Sie mich meinen Vortrag kurz zusammenfassen. Ich wollte Ihnen 
zeigen, daB die adiiquate Behandlung von Negation in Datenbanken noch 
ein offenes Problem ist. Konsens herrscht bis zu den geschichteten Pro- 
grammen. Hier kann, so glaube ich, gesagt werden, daR man eine der in- 
tuitiven Denkweise eines Benutzers entsprechende logische Semantik fiir 
Abfragen gefunden hat. Jedoch muRte auch hier schon ein neuer Weg in 
der Logik beschritten werden. Welche Semantik ist adaquat fiir nicht ge- 
schichtete Programme? Ich habe Ihnen einen zur Zeit intensiv diskutier- 
ten Vorschlag vorgestellt; ob sich dieser Vorschlag durchsetzen wird, 
bleibt abzuwarten. Neue Impulse hat er der Forschung auf jeden Fall 
verliehen; mittlerweile konnte sogar ein Algorithmus gefunden werden, 
der das intendierte Model1 berechnet. Es bleibt die Erkennmis, daR es 
tatsachlich nicht einfach ist, in Datenbanken "nein" zu sagen. 
Computer und Zukunftl 
Wesentliche Grundlage fiir meinen Vortrag war die Arbeit: 
A. Van Gelder. The alternating fixpoint of logic prograrnms with nega- 
tion. In: Proceedings of the ACM SIGACT-SIGMOD-SIGART Sympo- 
sium on Principles of Database Systems, pp. 1-10, 1989. 
Arbeiten die zeigen, wie die Diskussionen um eine adaquate Behandlung 
der Negation in datenbankorientierten Logikprogrammen weitergeht, 
finden sich z.B. in den 
Proceedings of the ACM SIGACT-SIGMOD-SIGART Symposium on 
Principles of Database Systems, 1990. 
Hermann Maurer 
TU Graz 
Lieber Wolffried, ich mochte Dir herzlich gratulieren zu Deinem Fiinf- 
ziger. Ich freue mich wirklich sehr, daB ich die Gelegenheit habe, diesen 
Vortrag hier zu halten; nicht zuletzt deshalb, weil wir ja vor fiinfzehn 
Jahren, wie Gunter gerade gesagt hat, gemeinsam eine Zeitlang das Insti- 
tut geleitet und aufgebaut haben. Und ich darf einmal in aller Offentlich- 
keit sagen, daS ich mir niemanden vorstellen kann, mit dem es so schon 
und so angenehm ware, ein Institut aufzubauen und zu leiten, wie mit 
Dir. 
Ich werde jetzt keinen Informatikvortrag und keinen technischen Vor- 
trag halten. Sondem ich werde ein bachen philosophieren iiber Zukunft 
und Computer. Das heifit insbesondere natiirlich auch, daB ich einige 
technische Prognosen versuchen werde. Solche technischen Prognosen 
sind furchtbar schwer. Sie sind erstens schwer, weil sich die Wissen- 
schaft rapide weiterentwickelt, wie wir alle wissen, und zweitens, weil es 
oft um lange Zeitraume geht, um die wir uns kiirnmern miissen, wenn 
wir solche Prognosen machen. Wenn wir zum Beispiel nachdenken, was 
man etwa in den Grundschulen unterrichten sollte, dann miissen wir uns 
doch iiberlegen, wie die Welt ausschauen wird zu jenem Zeitpunkt, wo 
die gegenwartigen Kinder fiinfzehn oder zwanzig Jahre spater als Di- 
plomingenieure die Berufswelt betreten. Das heiBt also, wir miissen 
technische Prognosen machen iiber einen Zeitraum von vielleicht fiinf- 
zehn oder zwanzig Jahren hinweg. Und der franzosische Informatiker 
und Philosoph Jaques Hebenstreit hat ganz richtig gesagt, daB jeder Ver- 
such, eine Prognose iiber einen solchen Zeitraum zu machen, nur noch 
Phantasterei ist, nur noch Sience-Fiction. Er hat sogar ironisch allen 
Kollegen, die sich rnit solchen Prognosen beschttigen, empfohlen, wenn 
Vomag gehalten am 10. November 1989 zum Kolloquium Angewandte Informatik 1989 (aus 
AnlaB des 50. GeburtsIages von Hem Professor Dr. Wolffried Stucky) im Ballsaal des Hotels Rama& 
Renaissance in Karlsruhe. 
Die vorliegende schriftliche Version ist eine redigierte Tonbandabshrift des Vomags. 
man schon solche Prognosen macht, dann bitke uber einen Zeitraum von 
funfzig oder hundert Jahren, denn dann kann man wenigstens niemanden 
mehr zur Verantwortung ziehen, wenn die Prognosen nicht stimmen; 
und sie stimmen bestimmt nicht. 
Die meisten von hnen kennen die Murphy-Gesetze. Also das Kem- 
gesetz: "Alles, was schiefgehen kann, geht schief', oder Verschadungen 
davon: "Alles, was schiefgehen kann, geht im schlimmsten Moment 
schief ", oder Konkretisierungen davon wie etwa: "Befindet man sich auf 
der Autobahn in einem Stau, dann ist man immer in der Spur, die sich am 
langsarnsten bewegt", und da gibt es eine lange Liste von solchen sehr 
pessimistischen Murphy-Gesetzen. Das letzte Gesetz, der letzte Nachsatz 
hat mich immer besonders amiisiert, er lautet namlich: "Murphy war ein 
Optimist". 
Der Grund, warum ich die Murphy-Gesetze hier erwahne, ist dieser: 
Mir ist eine Enveiterung zu diesen Murphy-Gesetzen eingefallen, die 
gerade zu dem paat, was ich vorhin gesagt habe: "Jede Entwicklung in 
der Inforrnatik, die man verslanden hat, ist veraltet." Auch damit mochte 
ich zum Ausdruck bringen, wie schnell sich das Gebiet entwickelt und 
wie schwierig daher Prognosen sind - ubrigens eine alte Weisheit, denn 
es gibt schon ein zweitausend Jahre altes chinesisches Sprichwort: 
"Prognosen sind schwierig, vor allem wenn sie die Zukunft betreffen." 
iibrigens der Grund, warum ich heute hier mit Kette stehe und nicht mit 
Krawatte, hangt auch mit der Schwierigkeia von Prognosen zusammen. 
Ich habe niimlich zu dem Zeitpunkt, wo z.B. in Berkeley in Amerika das 
Hippietum am Hohepunkt war und viele Studenten mit wunderschonen 
Ketten herumgelaufen sind, prognostiziert, dal3 ab 1985 niemand mehr 
mit Krawatte herumlaufen wird, sondern nur noch mit schonen Ketten. 
Aber wie Sie sehen, ich bin nach wie vor der Einzige. 
Jetzt mochte ich ein biBchen systematischer sein und h e n  erklaren, wie 
mein Vortrag heute strukturiert ist. Im ersten Teil werde ich versuchen 
zu beweisen, bzw. genau zu argumentieren, dal3 es unmoglich ist, lang- 
fristige technische Prognosen zu machen; damit untergrabe ich 
eigentlich meinen Vortrag: wenn ich bewiesen habe, dalS ich keine 
Prognosen machen kann, wie sol1 ich dann iiber Zukunft und Computer 
sprechen? Aber - im zweiten Teil - werde ich dann zeigen, dal3 man 
gewisse Prognosen doch machen kann Nachdem ich in diesen ersten 
zwei Teilen viel uber Computer gesprochen habe, dann werde ich auf 
einmal eine 180gradige Kehrtwendung machen und werde behaupten: 
Computer sind iiberhaupt nicht wichtig. Konkreter, ich werde folgende 
Frage stellen: "Wem wir uns die technischen Wissenschaften anschauen 
und uns fragen, welches Phiinomen hat die Gesellschaft am meisten 
verhdert, veriindert sie heute und wird sie veriindem." Wem man diese 
Frage stellt, dann bekommt man heute sehr oft die Antwort: "Das sind 
die Computer." Ich werde im dritten Teil meines Vortrages versuchen 
zu belegen, daB das nicht stirnmt, d& ein ganz anderes Phiinomen viel 
wesentlicher ist. Was dieses Phanomen ist, das verrate ich k e n  jetzt 
natiirlich noch nicht, damit es spamend bleibt; die Antwort kommt dann 
erst im dritten Teil. 
Also jetzt zurn ersten Teil: ich mochte belegen, daB es mehr oder minder 
unmoglich ist, genaue langfristige technische Prognosen zu machen. Da 
gibt es verschiedene Griinde dafur. Der erste offensichtliche Grund ist 
der, daB sich technische Entwicklungen nicht schon kontinuierlich voll- 
ziehen, sondern in Spriingen. Diese Spriinge entsprechen Erfindungen 
und Entdeckungen: natiirlich kann man diese Erfindungen und Entdek- 
kungen nicht vorhersehen, denn konnte man sie vorhersehen, ja dam 
waren sie ja fast per definitionem keine richtigen Erfindungen oder Ent- 
deckungen mehr. Das bereitet naliirlich groDe Schwierigkeiten: wie sol1 
man dem etwa uber die Auswirkungen des Flugverkehrs vor 100 Jahren 
vemiinftig diskutieren, zu einem Zeitpunkt, wo noch alle Wissenschaft- 
ler die Ansicht vertreten haben, daB etwas, das schwerer als Luft ist, 
nicht fliegen kam. Oder wie sol1 man verniinftig argumentieren iiber die 
Auswirkungen der Kemenergie oder der Atombombe vor 80 Jahren, zu 
einem Zeitpunkt, wo es noch ein Axiom war, daB das Atom unteilbar ist, 
USW. USW. 
Dal3 man solche Spriinge nicht vorhersehen kann, das ist offensichtlich 
ein groBes Problem, und das Problem gibt es nicht nur beim Flugzeug 
und bei der Atomenergie, sondem naturlich in allen Bereichen, auch in 
der Inforrnatik. Es gibt viele Beispiele dafur. Eines darf ich erwahnen: 
Im Jahre 1975 hat es eine Studie gegeben, wie stark sich die Packungs- 
dichte von Disketten bis zum Jahre 1990 vergroBern wird. Bitte e r i ie rn  
Sie sich: darnals haben Disketten noch eine Speicherkapazitat von unter 
100 Kilobyte gehabt. Man hat also versucht zu prognostizieren, wie stark 
sich die Speicherdichte erhohen wird, und man hat prognostiziert, daB 
die Speicherdichte der Disketten 1990 zwischen ein bis zwei Megabyte 
liegen wird. Wenn Sie heute eine Diskette, z.B. eine 3 112 ZoU Floppy 
fur einen Mac 11 oder fur einen IBM PC, in die Hand nehmen, dam liegt 
die Speicherkapazittit wirklich zwischen ein bis zwei Megabyte. In die- 
sem Sinn waren also die Prognosen wahnsinnig genau. Und trotzdem wa- 
ren sie vollig unbrauchbar, n b l i c h  vollig unbrauchbar deshalb, weil ein 
Entwicklungssprung, der inzwischen geschehen ist, nicht vorhersehbar 
war - der Entwicklungssprung zu wiederbeschreibbaren optischen Plat- 
ten. Und diese wiederbeschreibbaren optischen Platten, die Sie heute be- 
reits so urn dreitausend Mark oder weniger kaufen konnen, die werden 
immer mehr beginnen, die heute noch ublichen Magnetdisketten zu er- 
setzen. Und auf einer solchen wiederbeschreibbaren optischen Platte 
konnen Sie eben nicht ein bis zwei Mbyte im Jahre 1990 speichem, son- 
dem ein bis zwei Gigabyte. Das heifit, so genau diese Prognosen waren, 
so unsinnig waren sie, weil in Wirklichkeit durch eine neue Entwicklung 
ein Sprung um einen Faktor 1000 geschehen ist. 
Das eine "Problem" sind also Erfindungen und Entdeckungen. Das 
zweite Problem ist: selbst wenn man die Erfindung schon in der Hand 
hat, selbst wenn man sie schon kennt, ist es furchtbar schwer vorherzuse- 
hen, was sie eigentlich bedeuten wird, wie weit sie sich durchsetzen wird. 
Zwei Beispiele dafur: Mein liebstes ist die Erfindung des Plattenspielers, 
des Phonographs von Edison. Edison war nicht ein Wissenschaftler im 
Elfenbeinturrn, sondem er war gleichzeitig ein Geschaftsmann, und er 
hat nicht nur den Plattenspieler erfunden, er hat ihn auch erzeugt, und er 
hat auch Flugzettel geschrieben, wo er erklarte, was die Vorteile von 
Schallplatten, von Plattenspielem sind. Und in einem von diesen Flugzet- 
teln steht: "Mit Hilfe von Schallplatten ist man in der Lage, schone Stim- 
men und Konzerte fur die Zukunft zu konservieren, durch den Schall- 
plattenspieler wird es moglich sein, Ansprachen, Theaterstiicke, Kon- 
zerte bis in das entlegenste Bauemhaus zu bringen", usw. usw. Edison 
hat also eine ganze Reihe von richtigen Vorhersagen getroffen. Am Ende 
seines Flugzettels trifft er die Vorhersage, die ihm am wichtigsten er- 
scheint, er sagt n-lich: "Vor allem aber werden wir endlich in der Lage 
sein, uns Musik mit der Geschwindigkeit anzuhoren, mit der wir sie 
wollen, langsamer oder schneller." Das heifit also, ein Geschaftsmann, 
der mit beiden FuBen in der Wirklichkeit gestanden ist, hat seine eigene 
Erfindung so falsch eingeschatzt, daB er die Variabilitat der Musikge- 
schwindigkeit f i r  das Entscheidende hielt! 
Bin ganz anders gelagertes Beispiel ist das Telefon. Das Telefon gibt es ja 
schon iiber hundert Jahre: es hat sich furchtbar langsam durchgesetzt. 
Noch urn 1920 herum hat es viele emstzunehmende Techniker gegeben, 
die gesagt haben: Das Telefon ist interessant fiir gewisse kommerzielle 
Anwendungen, aber im Privatbereich vollig uninteressant. Warum sol1 
ich mir privat ein Telefon installieren? Alle meine Freunde haben ja 
auch keines. Diese "Henne-EiW-Problematik wurde damals genauso 
iiberzogen, wie sie heute in anderen Bereichen, 2.B. Bildschirmtext, 
iiberzogen wird. Und dam, nach 1920, sind die AnschluDzahlen fiir das 
Telefon nicht hinaufgegangen, sondern sind sogar gefallen. Die 
e r w h t e n  Zweifler haben gejubelt und haben gesagt: Sehen Sie, wir 
haben Recht gehabt, das Telefon war eine Modeerscheinung; jetzt 
melden sogar Leute schon ihren TelefonanschluB ab. Und die Wahrheit 
war natiirlich: die Anschluazahlen sind gesunken, aber aus einem ganz 
anderen Grund, ntimlich wegen der Weltwirtschaftskrise; und da waren 
eben viele Leute gezwungen, auf nichtlebensnotwendige Einrichtungen 
zu verzichten. 
Damit komme ich gleich zum dritten Punkt. Alle diese Technikprogno- 
sen, und damit naturlich auch die Prognosen uber die Folgen der Tech- 
nik, die hagen  von furchtbar vielen globalen Parametem ab, z.B. vom 
Parameter Weltwirtschaft, vom Parameter Krieg, vom Parameter Um- 
welt, aber vielleicht auch von solchen Aspekten wie Marketing, intema- 
tionale Standards, soziale Akzeptanz, usw. usw. Denken Sie doch nur 
2.B. an die Concorde: die Entwicklung solcher iiberschallschneller Pas- 
sagierflugreuge ist eingestellt worden, weil der verursachte L a m  nicht 
akzeptierbar war. Oder denken Sie z.B. an die Kemenergie: die Tatsa- 
che, daB es sehr starke Widerstande dagegen gibt, bedeutet, daB die 
Entwicklung sicherer Kernenergieanlagen stark verzogert wird. Das 
heiBt also, auch hier spielen globale Faktoren hinein, die iiberhaupt 
nichts mit der Technik und nichts mit der direkten Bewertung von tech- 
nischen Entwicklungen zu tun haben. 
Es gibt noch viele weitere Argumente, die man anfuhren kam, warum es 
unmoglich ist, genaue Vorhersagen zu treffen. Aber eines mochte ich 
noch vorbringen, einfach deshalb, weil ich glaube, daB es oft nicht genug 
verstanden wird, und weil es besonders wichtig ist. Ich meine dieses: 
Wenn ich ein Phiinomen habe, und wenn ich dieses Phanomen stark ver- 
groBere, dann entsteht daraus nicht nur mehr vom selben Phanomen, 
sondem es entsteht daraus etwas grundsatzlich Neues. Ich sage dazu mei- 
stens: Ein Sprung in der Quantitat bedeutet einen Sprung in der Qualitat. 
Mit Qualitat meine ich natiirlich nicht gut oder schlecht, sondern meine 
ich nur, ich kriege neue Eigenschaften. 
Das betrifft uns Informatiker sehr stark. Heute sind Computer, wie Sie 
wissen, weit verbreitet, aber sie sind bei weitem nicht allgegenwartig. 
Wieviele wirklich machtige PC's haben wir heute nachmittag hier in die- 
sem Horsaal? Ich glaube uberhaupt keinen. Sie sehen also, wie wenig 
weit verbreitet Computer heute sind! Ich behaupte, wenn wir beim 80. 
Geburtstag von Wolffried wieder hier zusammensitzen werden, wird 
jeder von uns einen solchen PC schon entweder in seiner Rocktasche 
haben oder vielleicht im DamenhandMschchen mit sich tragen. Das heifit 
also, vor uns liegt noch ein dramatischer, quantitativer Sprung in der 
Verbreitung von Computem, und dieser dramatische quantitative 
Sprung wird bedeuten, daB wir nicht einfach ein bifichen mehr machen 
rnit Computern, ein biljchen mehr Textverarbeitung, ein biachen mehr 
Dateivenvaltung und so, sondem wir werden ganz andere Sachen damit 
machen. Es werden ganz neue Eigenschaften dadurch entstehen, ganz 
neue Phiinomene. 
Bevor ich auf diese ganz neuen Phhomene eingehe, mochte ich zuerst 
einmal begriinden, warum ich so sicher bin, daB ein Sprung in der 
Quantiat die Eigenschaften, die Qualitat, verhdert. Ich bin darum so si- 
cher, weil ich Ihnen ein Dutzend Analogien aufziihlen kann, die das bele- 
gen. Meine Lieblingsanalogie ist die folgende Wasser-Analogie. 
Stellen Sie sich bitte einen Augenblick lang einen Beduinen in der Wiiste 
vor, der in seinean Leben noch nie Wasser gesehen hat in einer groBeren 
Menge als in einer kleinen Pfitze in einer Oase. Und stellen Sie sich jetzt 
vor, Sie erzahlen diesem Beduinen vom Bodensee oder vom Atlanrischen 
Ozean, und er SOU sich doch bitte rnit all seiner Phantasie vorstellen, was 
diese grolje Wassermenge dann fur Eigenschaften haben wird. Zunachst 
einmal wird dieser Beduine h e n  nicht glauben, daB es solche Wasser- 
mengen iiberhaupt gibt (vielleicht wie einige vos Ihnen mir nicht ge- 
glaubt haben, daB jeder in 30 Jahren einen PC in der Rocktasche haben 
wird). Aber nachdem Sie den Beduinen uberzeugt haben, dalj es solche 
Wassermengen gibt, dam wird er ganz erstaunt nachdenken und wird 
zutn Schlul zu Aussagen kommen wie: Das ist ja unglaublich, da kann ich 
10000 Kamele auf einmal trimken! 
Aber auf die wirklichen neuen Eigenschaften einer solchen groaen Was- 
serrnenge kann er, wird er - egal wie phantasiebegabt er ist - meiner An- 
sicht nach nicht kommen konnen, auf Eigenschaften wie: man kam in 
dieser Wassermenge "schwimen"; man kann Fahrzeuge bauen, die sich 
auf diesem Wasser bewegen; wenn ein starker Wind k o m t ,  d m  wirft 
sich das Wasser so eigentiimlich, und diese "Wellen" konnen das Fahr- 
zeug sogar umkippen, und die Menschen, die auf dem Fahrzeug fahren, 
die konnen ins Wasser fallen und sogar ertrinken und sterben. Ich 
glaube, daB man all diese Phaomene von einer kleinen Pfiitze in der 
Wiiste unmoglich ableiten kann. 
Konnen Sie sich vorstellen, daB ein Beduine, der nur so wenig Wasser 
kennt, sich ausmalen kann, daB in der Nahe der groBen Wasserflache an 
stillen Herbsttagen plotzlich die ganze Welt weiB und undurchsichtig 
wird - daB also dichter "Nebel" entsteht? Ich bin sicher, daB er das nicht 
kann. Das heif3t eben, daR dieser Sprung in der Quantitat tatsachlich ganz 
neue Qualitaten rnit sich bringt; und das geschieht auch uns noch rnit den 
Computern. Und jetzt werden Sie mich rnit Recht fragen: Ja was sind 
denn diese neuen Phhomene bei Computem? Und jetzt kann ich nur sa- 
gen: Ich habe auch nicht mehr Phantasie als der Beduine, ich kann die 
Frage auch nicht beantworten. Vielleicht haben wir eine Spur mehr 
Chance als der Beduine, sobald wir verstanden haben, daB es tatsachlich 
zu diesem Sprung kommen wird; aber wenn, dann haben wir wirklich 
nur eine Spur mehr Chance. 
Ich hoffe, daB ich rnit den wenigen Argumenten doch ziemlich schlagend 
bewiesen habe, daf3 es tatsachlich unmoglich ist, iiber langere Zeiten ver- 
niinftige Prognosen zu machen, wie die Technik, wie die Informatil, wie 
die Computer in 15 Jahren oder in 50 Jahren tatsachlich ausschauen wer- 
den. 
Ich kornrne jeat zum zweiten Teil. Ich venuche im zweiten Teil zu re& 
ten, was zu retten ist. Nachdem ich ja keine Aussagen machen kann, wie 
Computer und Infomatik in der Zukunft ausschauen werden, kann ich 
dann uberhaupt noch vemiinftige Aussagen iiber die Zukunft machen? 
Nun, das eine, ich kann dasselbe probieren, das mit den Floppy-Disks ge- 
schehen ist. Ich kann also versuchen, eine "untere Schranke" abzuleiten. 
Mit andenn Worten, ich traue mir nicht zu zu sagen, wie der PC im 
Jahre 2020 oder 2030 ausschauen wird. Aber was ich mir zutraue ist, 
eine untere Schranke anzugeben, also zu sagen, welche Eigenschaften er 
mindest (unter ganz milden Voraussetzungen) haben wird. Die milden 
Voraussetzungen sind, daB wir uns nicht ausgerottet haben durch einen 
Atomkrieg, oder daB es nicht zu einer Riesenurnweltkatastrophe ge- 
kornmen ist, usw. Aber unter solchen milden Voraussetzungen wage ich 
es, eine untere Schranke anzugeben. Und wenn diese untere Schranke 
iiberraschend ist (und das eine Megabyte war z.B. 1975 noch ziemlich 
iiberraschend, und viele Leute haben es angezweifelt), also wenn diese 
unteren Schranken bereits uberraschend sind, dann bedeutet das natur- 
lich schon etwas fur uns, dann haben wir schon ein biBchen Einblick in 
die Zukunft gewonnen. 
Ich versuche jetzt also, eine untere Schranke fur einen solchen PC des 
Jahres 2020, den wir zum 80. Gebunstag von Wolffried haben werden, 
anzugeben. Ich behaupte zunachst einmal, da8 dieser PC sehr klein sein 
wird. Er wird so klein sein, daR man ihn etwa in einer Sakko-Tasche un- 
terbringen kann. Sie werden sofort darauf sagen: Das ist doch Unsim, 
denn dann habe ich ja weder Platz fur eine vernunftige Tastatur, noch 
habe ich Platz fur einen vernunftigen Bildschirm. So einfach ist das 
nicht. Der Computer hat natiidich einen schonen Schirm, nur ist dieser 
Schirm ein zusamrnenlegbarer. Sie falten ihn zweimal auseinander, da- 
durch wird der Computer aktiviert, und Sie haben dann eine Din-A-4- 
Seite eines hochqualitativen Flachbildschirms, mit dem Sie arbeiten. Die 
Tastatur, ja die gibt es tatsachlich nicht, die ist vielleicht optional, aber 
die brauchen Sie auch nicht, weil das meiste, was Sie machen, sprachak- 
tiviert geschieht. Das heiBt also, wenn Sie Text eingeben wollen, dann 
sprechen Sie den Text, und der erscheint dann auf dem Schirm. Wenn Sie 
wirklich eine Tastatur brauchen aus irgendeinem Grund, weil Sie viel- 
leicht ein Fremdwort eintippen wollen und das nicht buchstabieren wol- 
len, was Sie natiirlich auch konnten, oder weil Sie einrnal in einem Eisen- 
bahnabteil etwas eingeben wollen, ohne Ihren Nachbam zu storen, das ist 
kein Problem. Sie konnen sagen: "Ich mochte eine Tastatur haben!", und 
dann erscheint auf dem Bildschirm graphisch eine Tastatur, und auf der 
konnen Sie dann mit zehn Fingem auf einer Art beriihmngssensitiven 
Schirm normal tippen. 
Abgesehen von diesen Eigenschaften, welche Eigenschaften hat dieser 
PC in 20, 30 Jahren noch? Natiirlich hat er einen groBen Intemspeicher 
und schnelle Prozessoren, &as sind Trivialiaten, mit denen ich mich jetzt 
nicht aufhalten will. Wichtig ist vielleicht, da8 er einen groBen Extem- 
speicher haben wird. Dieser Extemspeicher wird natiirlich auf der Basis 
einer wiederbeschreibbaren optischen Karte sein, einer Karte, die so 
groR ist wie eine Kreditkarte, die man auaen in einen Schlitz hineinstek- 
ken kann und die einige Gigabyte Kapazitat haben wird. Im Buchhandel 
werden Sie in der Lage sein, die gegenwartigen 150 Bestseller auf einer 
solchen Karte zu kaufen, und Sie konnen dann jedes von diesen Buchem, 
wo immer Sie wollen, im Bett oder in der StraRenbahn, oder wo irnrner 
Sie es sonst bevorzugen, bequem lesen. 
Was wird das Gerat sonst noch haben? Relativ wichtig ist die Tatsache, 
daB das Gerat auch enthalten wird: Radio, Fernsehempfang und Telefon; 
in den griiaeren Modellen - und da bin ich nicht mehr ganz sicher, ob Sie 
diese Modelle noch in die Sakkotasche einstecken konnen - wird auch ein 
Fotoapparat integriert sein. 
Wie Sie wissen, die ersten Fotoapparate, die nicht chemisch aufzeichnen, 
sondem digitale Bilder speichem, sind in der Bundesrepublik seit einem 
halben Jahr auf dem Markt. Und man hat in Wirklichkeit in dem PC der 
Zukunft dam schon "alles drinnen", nur noch der eine Chip, der das Bild 
aufnirnrnt und digitalisiert, fehlt. Aber wegen der Optik ist das ein biR- 
chen komplizierter und ein biDchen groaer und kiinnte eine Option sein. 
Aber der Rest ist keine Option: Das Mobiltelefon nicht, das ist fix einge- 
baut. Wer es nicht glaubt, sol1 nach England fahren, dort gibt es urn 800 
Gramrn ein Mobiltelefon, das Sie in ganz England venvenden konnen 
und das so klein ist, dal3 es in jeder Rocktasche Platz hat. 
Und was bedeutet das nun eigentlich? Ich habe bis jetzt nur beschrieben, 
was da alles drinnen ist, was konnen Sie dann machen mit diesem PC? Sie 
konnen damit natiirlich alles das machen, was Sie heute machen konnen: 
Textverarbeitung, Dateivenvaltung, usw. usw., Programme schreiben, 
Programme exekutieren mit einer schoneren Benutzeroberflache als 
heute, aber Sie komen auch noch ziemlich viel mehr. 
Das Buchlesen habe ich schon gesagt. Das Zeitunglesen habe ich Ihnen 
noch nicht erklart: das geht auch. Sie haben alle Zeitungen, Tageszeitun- 
gen, Wochenzeitschriften usw., die Sie jetzt abonnieren oder die Sie jetzt 
kaufen, verfiigbar. Und zwar verfiigbar deshalb, weil in den Totzeiten 
. - des Femsehens auf einem Femsehkanal zwischen zwei Uhr friih und fiinf 
Uhr friih verschliisselt alle Tageszeitungen der Bundesrepublik und alle 
Wochenzeitschriften, wie Spiegel usw., iibertragen werden. Und wenn 
Sie ein Abonnement haben, bedeutet das, dal3 Sie die Schliissel fur einige 
von diesen Zeitschriften haben, und daB aus dern verschliisselten Daten- 
strom Ihre Zeitung herausgeholt wird. Beim Friihstiickstisch haben Sie 
auf Ihrer optischen Karte dann schon die Tageszeitungen oder Wochen- 
zeitungen usw., fiir die Sie sich interessieren. 
Diese neuen Zeitungen haben iibrigens noch die angenehrne Eigenschaft, 
daJ3 Sie interessante Artikel dann auch gleich in Ihre private Datenbank 
kopieren konnen, so da13 Sie spater wieder damit arbeiten konnen. 
Was konnen Sie noch damit tun? Wenn Sie sich nur iiberlegen, was h e n  
die vielfaltigen Kombinationen liefern, dann kommen Sie ohnehin auf 
viele Ideen selbst. Z.B. bedeutet die Tatsache, dal3 Sie ein Telefon einge- 
baut haben, dal3 Sie mit allen Datennetzen in Verbindung stehen. D.h. Sie 
konnen jederzeit jeden Zugfahrplan oder Theaterspielplan abrufen oder 
etwas Ahnliches. Sie konnen damit zahlen. Die Zeit des Bargeldes, der 
Kreditkarte, des Euroschecks geht dern Ende zu. Sie zahlen mit dern Ge- 
rat so, wie Sie heute bei Liftanlagen in Frankreich oder manchrnal auch 
schon in Osterreich rnit einer Chipkarte zahlen. Das heat, Sie komen Ih- 
ren kleinen PC in der Bank rnit Geld auftanken lassen, und Sie zahlen 
dam, indem Sie bei der Kasse im Supemarkt, oder wo immer Sie hinge- 
hen, so, wie Sie die Chipkarte heute beim Lift einschieben, dann den 
Computer einschieben, und dann wird automatisch abgebucht. 
Einen Punkt, den ich mehrmals rnit Wolffried besprochen habe, in dern 
er nicht meiner Meinung ist, so daR wir sogar noch eine Wette bis zum 
Jahr 2000 laufen haben, muB ich doch auch erwanen. Das Gerat wird 
selbstverstiindlich als iibersetzer venvendbar sein. Das heifit, es ist auf 
fire Stirnme trainiert, und Sie konnen deutsch hineinsprechen und kon- 
nen eine der iiblichen Sprachen einstellen, Griechisch oder Englisch, und 
es kommt selbstverstiindlich Griechisch oder Englisch heraus. Und wer 
die akustisch aktivierten Schreibmaschinen, die in den Labors der grol3e- 
ren Hersteller heute stehen und die schon einen recht schonen Wortschatz 
und einfache Syntax verstehen, gesehen hat, bezweifelt nicht, daB das 
schnell Wirklichkeit werden wird, rnit dramatischen Auswirkungen: rnit 
den Auswirkungen, daB die Motivation fur Fremdsprachenunterricht in 
einer Generation schlichtweg verschwunden ist. Diese Translatoren 
iibersetzen zwar nicht perfekt, natiirlich nicht. Im Gegenteil, wenn man 
etwas hineinspricht, wird das Gerat manchmal zuriickfragen: Wie meinst 
Du dieses Wort? So oder so? Und man mu13 das dann weiter erklaren, um 
mehrdeutige Situationen zu bereinigen. Aber das Gerat wird viel besser 
iibersetzen als jeder Schiiler, nachdem er acht Jahre in eine Schule ge- 
gangen ist und dort Fremdsprachenunterricht genornmen hat: fiir nor- 
male Kommunikation ist das sicher besser geeignet als Fremdsprachen- 
unterricht. Nur Spezialisten, die sich wirklich mit dern Inneren einer 
Sprache beschaftigen wollen, werden die Sprache noch im heutigen S im 
lernen. 
Vielleicht geniigt das, was den PC in 30 Jahren anbelangt. Was Sie ver- 
stehen sollten, ist dieses, das ist vielleicht untergegangen: Ich habe Ihnen 
nichts Utopisches gesagt, ich habe eine untere Schranke gesagt, ich habe - - 
etwas gesagt, von dern wir wissen, da13 es zutrifft. 
Es gibt in all diesen Behauptungen, die ich gemacht habe, nur zwei kleine 
Schwachstellen, die mochte ich auch envahnen. Die eine Schwachstelle 
ist die Schirmtechnologie. Tatsachlich ist es so, daR wir heute nicht rnit 
lOO%iger Sicherheit behaupten konnen, dd3 es in 30 Jahren einen faltba- 
ren Farb-Flachbildschirm mit geniigend grofier Qualitat geben wird. 
Den gibt es in Labors heute noch nicht. DaB es Flachbildschirme geben 
wird, die man falten kann, das ist sicher. Ob sie hinreichend gute Farb- 
qualitat haben, so daB sie z.B. die Qualitat eines guten Farbphotos errei- 
chen, das ist unsicher. Was allerdings dafur spricht, daB auch diese Pro- 
gnose zutrifft, ist die Tatsache, d& die Display-Technologie und die 
Entwicklung von solchen Schirmen inzwischen einen sehr grollen Stel- 
lenwert erlangt hat. Ted Nelson hat z.B. gesagt: "Wenn die Computer die 
Welle der Zukunft sind. dann ist Display-Technologie das Surtboard 
dazu." Was er damit sagen wollte ist, daB die Displaytechnologie so 
wichtig fur die Verbreitung und die Benutzerfreundlichkeit ist, daB hier 
sehr vie1 investiert werden m a  und auch investiert wird. 
Die zweite Schwachstelle ist, ob es uns tatsachlich gelingen wird, die 
GroBe auf Sakkotaschenformat zu reduzieren, oder ob man den PC wie 
ein kleines Taschchen umgehangt tragen wird miissen. 
Diese PC werden so wichtig sein fur alles, was Sie machen - sie sind ja 
z.B. Uhr, Radio, Telefon und Zahlungsgerat -, daB Sie jederzeit dieses 
Gerat mithaben werden. Etwas uberspitzt formulien glaube ich, d& Sie 
sich ohne dieses Gerat in 30 Iahren mindestens so nackt fuhlen werden, 
als hatten Sie keine Unterhose an, ... um es etwas ubenrieben zu formu- 
lieren. 
Noch einmal mochte ich darauf hinweisen, ich habe hier eine untere 
Schranke erklart. Ich habe nicht das gesagt, woran ich glaube. Woran ich 
glaube. was wahrscheinlich ist, was aber als untere SchraAe nicht mehr 
belegbar ist, das gehe vie1 weiter. 
Wenn ich Ihnen z.B. sage, was ich glaube, was ich fur moglich halte, 
dann schaut das so aus, daS der PC keinen Bildschirm mehr haben wird, 
sondern nur ein kleines Loch. Und unter diesem kleinen Loch werden 
vibrierende Spiegel sein, die Laserstrahlen ausrichten. Und diese Laser- 
strahlen werden Interferenzmuster erzeugen und ein 3-dimensionales 
Bild, ein 3-dimensionales Hologramm aufbauen. Und Sie werden die 
GroBe dieses 3-dimensionalen Bildes adjustieren konnen, zwischen 
10x10~10 cm bis m 5x515 m, je nachdem, wie Sie es einsetm wollen. 
Und wenn Sie glauben, ich iibertreibe, ich tue es nicht. Am Media-Labor 
des MIT finden Sie schon einen ersten Prototyp: einen Computer, der ein 
computergeneriertes 3-dimensionales Bild erzeugt. 
Eine Kleinigkeit ha.be ich noch vergessen, eine nette Anwendung von 
diesem PC. Die mochte ich jetzt noch envahnen, ich habe sie in meiner 
Geschichte vergessen. Dieser PC wird auch als schoner Fuhrer 
verwendbar sein. Ich erklare das z.B. an Hand eines Museums. Sie 
kommen in ein Museum hinein, und Sie werden sich dam nicht einen 
Katalog kaufen, wie heute vielleicht, sondern Sie werden sich eine 
optische Karte entweder kaufen oder ausborgen, auf der der Katalog ist. 
Erstens ist das ein sehr ausfiihrlicher Katalog, aber das Schone an dem 
Katalog ist vor allem, er ist selbstfuhrend. Wenn Sie mit lhrem PC 
herumgehen, und Sie kommen zu irgendeinem Exponat, dann wird auf 
Ihrem Schirm automatisch dieses Exponat als Bild aufscheinen und 
beschrieben werden. Das ist ganz einfach moglich, schon heute. Wir 
haben ja einen Radioempfanger im PC integriert; das heiBt, jedes 
Exponat schickt ein ganz schwaches Radiosignal aus, das nur in 
unmittelbarer Umgebung registrierbar ist. Dieses Signal sagt meinem 
PC, vor welchem Exponat ich stehe. Daher kann dieser automatisch auf 
die richtige Seite meines Fuhrers gehen. Die Zeiten, wo Sie in Pornpeji 
hemmgegangen sind und dann immer verzweifelt im blauen Fuhrer 
wieder gesucht haben, wo Sie jetzt gerade stehen und was dieser runde 
Klotz da bedeutet, die sind dann voriiber. Sie haben stets eine genaue 
Beschreibung, was vor Ihnen steht. 
Das gilt naturlich nicht nur fur Museen oder fiir archaologische Statten, 
das gilt natiirlich auch fiir Stadtfiihrer. Sie konnen Ihren PC mit einem 
Fuhrer von Karlsruhe nehmen und konnen sagen: "Wo stehe ich jetzt?" 
Und dann wird der Plan von Karlsmhe eingeblendet mit der Angabe, wo 
Sie sich gerade befinden; und wenn Sie dann noch eingeben: Ich mocht 
jetzt ins "Rarnada-Hotel" fahren, und ich bin gerade bei der Autobahn- 
ausfahrt, dann wird nicht nur die Route eingezeichnet, sondern Sie kon- 
nen das Gerat neben sich auf den Sitz legen, und der PC wird wie ein Bei- 
fahrer sagen, was Sie zu tun haben. Ja, reden wird er, damit Sie nicht zu 
sehr abgelenkt werden. Und er sagt Ihnen: "Sie fahren jetzt die Durla- 
cher Allee Richtung Stadtzentrum; fahren Sie nur bitte gerade weiter, 
uber die nachste Verkehrsampel noch driiber; jetzt komrnen Sie zum 
Durlacher Tor, bitte im Kreisverkehr etwas links halten!" Und wenn Sie 
dann irrtiimlich doch geradeaus weiterfahren in die KaiserstralJe, dann 
wird das Gerat sagen: "Ups, jetzt sind Sie aber falsch gefahren, aber das 
macht nichts, an der iibemachsten Kreuzung bitte links abbiegen!" usw. 
Und wieder, es gibt schon entsprechende Prototypen. Einer, wieder vom 
MIT, heat "backseat driver". Er funktioniert genau, wie ich es Ihnen be- 
schrieben habe, und funktioniert iibrigens auch auf die Weise, wie ich 
vorher erklart habe, mit Radiosignalen: in einem Teil von Boston sind 
viele kleine Radiosender installiert. Es ist iiberzeugend, mit dem Auto zu 
fahren. Man gibt Ausgangspunkt und Endpunkt ein, und das Gerat sagt 
z.B.: "Bitte jetzt in die rechte Spur einreihen!", und sagt vor der Kreu- 
zung noch einmal: "Sie kommen jetzt zur Kreuzung soundso!", und wenn 
der StraDenname kompliziert ist, dann erklart er dieses mnemotechnisch, 
oder er erzmt noch ein bii3chen Geschichte dazu usw. 
Zusarnrnenfassend kann man, indem man die gegenwartige Entwicklung 
in den verschiedenen Labors verfolgt, versuchen, untere Schranken zu 
extrapolieren. Die groljte Problematik ist dabei oft, in die Labors hinein- 
zukommen. 
Man kann femer versuchen, Entwicklungen, die anlaufen, zu verfolgen 
und zu analysieren, ob sie vielleicht gefxhrlich werden konnen. Da gibt 
es viele Beispiele dazu. Ich mochte heute nur noch ein Beispiel 
erwahnen, weil es in der Bundesrepublik im Moment ziemlich aktuell ist, 
das ist das ISDN, das neue digitale Telefonnetz, das ja von der Deutschen 
Bundespost in Zusammenarbeit mit einigen nachrichtentechnischen 
Firmen in der Bundesrepublik sehr stark forciert und ja bereits zum Teil 
installiert wird. Das ist ein Nee, das viele verantwortliche Infomatiker 
fur gerihrlich halten. 
Ich bin fiir digitale Telefonie, aber ich bin gegen das ISDN-Netz, so wie 
es jetzt ausgebaut wird. Das ist ein Netz, das uns allen auf den Kopf fallen 
kann, das zu erhohter hnvachung  und Kontrolle von uns allen fiihren 
wird, wenn es so implementiert wird, wie das gegenwartig geplant ist. 
Und eine der Aufgaben, die zurnindest einige von uns iibemehrnen m a -  
ten, ist, dagegen zu arbeiten. Und es wird ja Gott-sei-Dank fest dagegen 
gearbeitet. Inzwischen ist es der Post und einigen Firmen klar geworden, 
daI3 ISDN ein emstes Problem wird, emst in dem Sinn, daO der Wider- 
stand innerhalb der Informatiker so stark wird, daB man ihn nicht mehr 
ignorieren kann. Wir sind also, glaube ich, da schon langsam auf dem 
richtige Weg. Die Firmen haben schon langsam Angst, dalj, wenn sie 
nicht umstellen und die Technologie leicht modifizieren, um einige der 
Gefahrenelemente zu entfemen, daR dann eines Tages diese Technologie 
einfach nicht akzeptiert wird. 
Trotz meiner globalen, negativen Aussagen, die ich am Anfang gemacht 
habe, gibt es viele weitere Ansatze fiir sinnvolle Technologieprognosen. 
Ich mochte nur noch einen dritten Aspekt herausgreifen, weil ich ihn 
ganz interessant finde und weil ich glaube, dalj da oft ein Miljverstandnis 
vorliegt. 
Ich glaube, dalj fur die weitere Entwicklung der technischen Wissen- 
schaften Science-Fiction (Zukunftsromane) von viel groBerer Bedeutung 
sind, als man das allgemein glaubt. Der Grund dafiir ist dieser: Es liegt 
ein MiBverstandnis vor in der Funktion, die Science-Fiction-Autoren in 
Wirklichkeit wahmehmen. Ublicherweise glauben viele Leute, daO Zu- 
kunftsromanschriftsteller prognostizieren, was Techniker, Politiker, 
Wissenschaftler in der Zukunft machen werden. So ist es nicht. Es ist in 
Wirklichkeit gerade umgekehrt. Mit anderen Worten: Jules Verne hat 
nicht prognostiziert, daB man auf den Mond fliegen wird, sondem weil 
so viele Romane geschrieben worden sind, daB man auf den Mond 
fliegen wird, ist das plotzlich ein ZieP geworden und haben 
Wissenschaftler und Techniker sich daraufhin angestrengt, auf den 
Mond zu fliegen. 
Wenn Ihnen dieses Beispiel nicht gefallt oder Sie nicht iiberzeugt, viel- 
leicht iiberzeugt Sie mein zweites Beispiel, das Buch "1984". Irn Jahre 
1984 haben viele Leute iiber dieses Buch geschrieben, manchmal auch 
hiihnisch - hohnisch in dern Sinn, dalj sie gesagt haben: Die Prognose von 
George Orwell war falsch. MiBverstiindnis! Das war nie eine Prognose. 
George Orwell hat das gemacht, was jeder Zukunftsromanschriftsteller 
macht. Er stellt ein mogliches Zukunftsszenario vor. Und da gibt es eben 
gute, und die Vorstellung von solchen guten Szenarios verstarkt die Wir- 
kung in die aufgezeigte Richtung, wie etwa vielleicht bei der Mondfahrt. 
Und es gibt Szenarien, die eher negativ dargestellt werden, wie das 
Ubenvachungsszenariurn von Orwell: die DarsteUung solcher negativen 
Szenarios beeinflufit dann die Entwicklung in umgekehrter Richtung. 
"1984" ist ein sehr gutes Beispiel dafiir. Wenn es dieses Buch und ahnli- 
che nicht gegeben hatte, dann gabe es bei uns noch kein Datenschutqe- 
sea! Es ist auf Grund solcher Biicher die Problematik der iibcnvachung 
viel, viel f ~ h e r  in das Bewdtsein von Menschen geriickt worden, als 
das sonst geschehen wae. 
Jetzt habe ich also einige Spekulationen iiber Computer erklart und auch 
iiber andere technische Entwicklungen gesprochen. Ich mochte jetzt im 
dritten Teil diese Frage stellen: Was hat von den technischen Entwick- 
lungen der Vergangenheit die Gesellschaft am meisten verandert, veran- 
dert die Gesellschaft heute am meisten, und was wird in der Zukunft die 
treibende Kraft f i r  Veranderungen sein? Und ich mochte betonen, das 
sind nicht Computer, sondern das ist Telekommunikation. 
Lassen Sie mich dies begriinden. Vielleicht darf ich mit ein biBchen Mili- 
targeschichte beginnen. Nehmen Sie 2.B. die Schlacht im Teutoburger 
Wald im Jahre 9 n.Chr., wo also Armenius, mein Namensvetter, den Va- 
rus vemichtend geschlagen hat, wie Sie alle wissen. Varus war kein be- 
sonders guter Feldherr, und er muate alle Entscheidungen dezentral im 
Teutoburger Wald treffen, er hatte keine Hilfe von Rom, von Kaiser 
Oktavian, weil es ja keine vemiinftige Kommunikation zwischen Teuto- 
burger Wald und Rom gab. 
Durch die game Geschichte der Menschheit hindurch waren alle solche 
Entscheidungen, 2.B. bei kriegerischen Auseinandersetzungen, vollig 
dezentral in der Hand des zust&digen Feldherrn. 
Das hat sich das erste Ma1 im Jahr 1794 geandert. Im Jahre 1794 gab die 
franzosische Revolutionsregierung dem Ingenieur Claude Chappe den 
Auftrag, ein Kommunikationsnetz in Frankreich aufzubauen, das es ge- 
stattet, relativ schnell Informationen vom einen Ende Frankreichs zum 
anderen zu schicken: die franzosische Revolutionsregierung hatte Angst, 
daB Frankreich gleichzeitig von GroBbritannien, von PreuBen, von 
Osterreich und von Spanien angegriffen werden konnte. Und man hatte 
das Bediirfnis, etwaige militarische Mafinahmen zenrral steuern zu kBn- 
nen. 
Claude Chappe ist vollig vergessen. Zu Unrecht, denn seine Leistung war 
wirklich einmalig. Er hat eine erste Telekommunikationsstrecke zwi- 
schen Toulouse und Paris eingerichtet, und zwar war das eine Kette von 
Hiigeln, sogenannte Signalhiigel. Auf jedem Hiigel war ein Turrn, und 
auf dem Turm eine mechanische Vorrichtung zum Bewegen von Flag- 
gen. Auf diese Weise hat man mit dem internationalen Flaggenalphabet, 
das heute noch immer auf hoher See oder bei Pfadfindem verwendet 
wird, von Hiigel zu Hiigel in dieser Relais-Kette signalisiert. Und man 
war auf diese Weise imstande, von Toulouse nach Paris innerhalb von ei- 
ner Stunde 50 Worte zu iibertragen. 
Fur Informatiker: das bedeutet ein Baud. Die erste Telekommunikati- 
onsstrecke in Europa hatte also die Geschwindigkeit von ein Baud und 
funktionierte so gut, daR diese Signalhiigelketten nicht nur iiber ganz 
Frankreich aufgestellt wurden, sondern auch hier in der 
Bundesrepublik, sogar in Amerika. Wenn Sie heute in eine Stadt 
kommen und Sie finden irgendwo in einer StraBenbezeichnung 
"Signalhiigel" oder "signal hill", vor allem in Nordamerika, dann 
konnen Sie mit 99%iger Wahrscheinlichkeit damit rechnen, daR das 
einer dieser Signalhiigel gewesen ist! 
Natiirlich ist ab 1840 die Bedeutung dieser Signalhiigel durch die Ein- 
fiihrung des Telegraphen rapide zuriickgegangen. Aber es war 1794 der 
Beginn der Verlagerung im militlrischen und im kommerziellen 
Bereich von dezentralen zu zentralen Entscheidungen. Und das hat die 
Gesellschaft, das hat die Welt ganz dramatisch und furchtbar veriindert. 
In der Milit3rgeschichte vielleicht das klassische Beispiel ist die Schlacht 
um Stalingrad: Sie wissen ja sicher, im Oktober 1942 hatte die 6. 
Deutsche Armee unter General Paulus Stalingrad umzingelt, war aber 
selbst urngeben von starken russischen Armee-Einheiten. General Paulus 
hat natiirlich gewuBt, wenn er nicht sofort aus diesem Ring ausbricht und 
versucht, AnschluR zu finden an andere deutsche Truppenteile, dann 
wird die 6. Deutsche Armee im Kessel von Stalingrad aufgerieben 
werden. Er hat das g e d t ,  er hatte diese Entscheidung getroffen, hatte 
es nicht Telekommunikation gegeben. 
Aus dem Fiihrerhauptquartier wurde ihm namlich befohlen: er  mu^ im D~~ ist so im wesentlichen, was ich sagen wofite- lch wollte ein bilkhen 
Kessel van Stalingrad bleiben, muB weiter kgmpfen. In der zeit  philosop~ieren uber Zukunft, Computer, ~ e l e k o ~ ~ n i k a t i o n .  So 
zwischen Oktober 1942 und Ende Februar 1943, wo dm Paulus gegen das vielleicht afies klingt: es ist troadem wichtig, d d  man sich uber 
den Befehl Hitlers trotzdem kapitulierte, in dieser Zeit sind im ~~~~~l c.,e Sachen den ~ o p f  zerbricht und ubrigens das auch an Studenten wei- 
van Stalhgrad immerhin 146000 deutsche Soldaten gefallen und 90000 tergibt. 
in Kriegsgefangenschaft geraten, von denen ja such nicht so viele 
zufickgekommen sind - eine direkte Auswirkung der Dezentralisiemg, ~~h nab udbgs t  bei einer podiumsdiskussion in den Vereinigten %aa- 
e k e  direkte Auswirkung der Telekommunikarion. ten und da ist plijtzlich den informatikern am Podium der VOnwd 
gemacht worden: *'fir hfomatiker, ihr seid d0ch nUr die Kamele, auf 
Und was ich Jest iiber militarische EntscheidUgen gesagt habe, das gilt denen die Wirtschaft und das Miliar reiten." Ich daub% wir informati- 
natiirlich genauso fiir kommerzielle Entscheidungen. Keine grooe ker sollten uns geniigend um die moglichen Auswirkungen und die Z"- 
weite Firma konnte SO agieren, wie sie heute agiert, wenn nicht zentral kunft der hfomatik kummern und das auch an Studenten weitergeben, 
etwa vom Coca-Cola-Headquarter oder vom Big-Blue-Headquarter die d a ~  dieser Vorwurf nicht gerechtfertigt ist. Und ich freue mich, dan ich 
Fimenpolitik per Telekommunikation vorgegeben wiirde. die Meglichkeit gehabt habe, diese Botschaft hier eimnal vorzubringen. 
Da&e fiirs Zuhoren. 
Denken Sie an andere Bereiche. Das Telefon hat sicher unser Leben sehr 
stark beeinfluBt, aber noch vie1 starker haben die Telekommunikations- 
einrichtungen Radio und vor allem Fernsehen unsere Gesellschaft veran- 
dert. Wenn es irgendeine Einrichtung gibt, die in den letzten 30 Jahren 
unsere Gesellschaft drarnatisch, oder vielleicht sogar besser traumatisch 
veriindert hat, dam ist es sicher das Femsehen. Jeder, der sich das einmal 
iiberlegt hat oder der sich die Muhe gemacht hat, z.B. die Bucher von 
Neil Postman zu lesen iiber "Die verlorene Kindheit" oder das Buch 
"Wir amiisieren uns zu Tode", wird mir zustimmen. 
Alles das ist Telekommunikation. Und auch in Verbindung mit Compu- 
tern spielt natiirlich Telekommunikation eine tragende Rolle. Computer 
allelne, wenn das alleinstehende Gerate waren, die waren nicht so wich- 
tig, sie waren auch nicht so geffirlich. So wichtig, so machtig, aber auch 
so gefhrlich werden die Computer letzten Endes erst durch die Tele- 
kommunikation, durch diese starke Vernetzung. 
Darum halte ich es - zumindest fiir den Zweck eines solchen Vortrags - 
fur gerechtfertigt zu argumentieren, dalj die Rolle einer treibenden 
Kraft fiir die Veriinderung unserer Gesellschaft eher der Telekomrnuni- 
kation zukommt als den Computem. Ich halte die Computer eher als 
Handlanger fiir die Telekommunikation, als urngekehrt. 
Methoden und Systeme 




In diesem Beitrag wird ein aerbl ick gegeben iiber die wichtigsten An- 
wendungsgebiete und methodischen Grundlagen der Kiinstlichen Intelli- 
genz (KI). Dabei werden im Rahmen dieses Iherblicks ein methodisches 
und ein anwendungsorientiertes Teilgebiet niiher betrachtet werden: das 
Gebiet der Wissensreprasentation sowie Expertensysteme. 
1. Einleitung 
Ehe wir uns nachfolgend einer Charakterisierung der wichtigsten Grund- 
lagen der Kiinstlichen Intelligenz (KT) sowie ihrer hauptsachlichen An- 
wendungsgebiete zuwenden, wollen wir zunachst den Bezug der KI zu an- 
deren Geistes- und Natunvissenschaften diskutieren (siehe Abbildung 1 )  
(siehe auch tHabel19891). 
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KI ist ein Teilgebiet der Informatik, das sehr stark interdisziplinare 
Querbeziige zu anderen Wissenschaften aufweist. Dabei gehen wir davon 
aus, daR sich die KI mit theoretischen Untersuchungen sowie der Ent- 
wicklung von Computersystemen beschaftigt, die Leistungen erbringen, 
fur die man Intelligenz voraussetzen wiirde, sofem diese Leitungen von 
Menschen erbracht wiirden (Habel1989). Da darnit der kognitive Aspekt 
des Aufbaus von Modellen, die menschliches Problemlosungsverhalten 
erklaren und nachbilden, einen wesentlichen Bestandteil der Arbeiten im 
Rahmen der KI darstellt, sind Disziplinen, die sich mit der Erforschung 
des menschlichen Geistes befassen, wie z.B. die Psychologie, von unrnit- 
telbarer Relevanz f i r  die KI. Andererseits ergibt sich die Einbettung der 
KI in die Informatik sowie ihr enger Bezug zur Logik aus der methodi- 
schen Vorgehensweise, Konzepte zu formalisieren und Systeme zur 
Evaluierung der gefundenen Konzepte zu realisieren. 
Seit Anfang der 70 er Jahre hat sich als zentrales Paradigma der KI das 
Prinzip der Wissensbasiertheit herausgebildet, d.h. bei der Nachbildung 
intelligenten Verhaltens wurden Fragen nach der Natur des Wissens so- 
wie der Entwicklung von Methoden zur Darstellung und Verarbeitung 
von Wissen als zentral erkannt (Lehmann 1989). Dabei stellt sich u.a. das 
Problem des Aufbaus und der Veraderung von Weltmodellen: was ist 
eine adaquate Modellierung des Wissens iiber die reale Welt und wie 
kann das erstellte Weltmodell an die sich verandemde reale Welt ange- 
paBt werden. 
Abb. 1: Die interdisziplinae ireinbindung des Fachgebiets "Kiinstliche Intelligenz" 
2. Methoden und Systeme der KI: ein ~berblick 
Ein Uberblick i i k r  die innerhalb der KI behandelten Themengebiete 
kann unter zwei verschiedenen Gesichtpunkten gegeben werden: zum 
einen unter dem Aspekt der betrachteten Anwendungsgebiete und der 
entwickelten Systeme sowie zum anderen unter dem Aspekt der venven- 
deten bzw. entwickelten Methoden. 
2.1. Anwendungsbiete und Systeme der KI 
Im Rahmen der KI lassen sich im wesentlichen folgende Anwendungs- 
gebiete unterscheiden: 
- Expertensysteme: 
Von den im folgenden betrachteten Anwendungsgebieten ist das Gebiet 
der Expertensysteme dasjenige, das bisher den breitesten kom- 
merziellen Einsatz erreicht hat. Expertensysteme kann man dabei als 
Systeme charakterisieren, die das Wissen und Problemlijsungsverhalten 
eines Experten auf einem festgelegten Anwendungsbereich simulieren. 
Expertensysteme werden im Abschnitt 4 noch naher betrachtet werden. 
- Deduktionssysteme: 
Deduktionssysteme befassen sich mit der Fragestellung, wie mit ma- 
schinellen Methoden logische Schlul3folgemngen durchgefuhrt wer- 
den konnen. Einsatz finden Deduktionssysteme z.B. beim automati- 
schen Beweisen oder als Inferenzkomponenten wissensbasierter Sy- 
steme. 
- Bildverstehen: 
Bildverstehen befal3t sich mit der Problematik, Bilder zu interpretie- 
ren, die von (Femseh-)Kameras geliefert werden. Ziel ist dabei die 
Erkemung von Objekten wie z.B.Werkstiicken. Bildverstehen ist ein 
Anwendungsgebiet, das sehr stark mit dem Robotikgebiet zusammen- 
hkgt ,  da die Objekterkennung ein wesentlicher Aspekt beim Einsatz 
von Robotem ist. 
- Robotik: 
Robotik beschaftigt sich mit der EntwicMung von intelligenten Hand- 
habungssystemen z.B. ~ das Setzen von Schweiapunkten fiir eine Ka- 
rosserie. Ziel ist die Entwicklung autonomer Roboter, die sich in ihrer 
Umwelt selbsthdig bewegen und damit auch selbsthdig operieren 
kiinnen. 
- Natiirlichsprachliche Systeme: 
Das Gebiet "Natiirlichsprachliche Systeme" beschaftigt sich mit der 
Entwicklung von Methoden, rnit denen der Bedeutungsgehalt einzel- 
ner Satze oder ganzer Texte erfaBt werden kann. Kemproblem ist da- 
bei der Aufbau einer entsprechenden Bedeutungsreprasentation, die 
maschinell verarbeitet werden kann. Natiirlichsprachliche Systeme 
lassen sich unterteilen in Dialogsysteme, Textverstehendesysteme und 
ijbersetzungssysteme. 
Generelle Voraussetzung fiir intelligentes Sprachverstehen ist die Be- 
reitstellung von Weltwissen in der Wissensbasis des naturlichsprachli- 
chen Systems. So kann z.B. die in Abbildung 2 dargestellte unter- 
schiedliche Aufklarung der Referenzen des Personalpronomens "ern 
nur dam von einem natiirlichsprachlichen System korrekt durchge- 
fiihrt werden, wenn es Wissen uber die Eigenschaften von Koffem 
und Tischen besitzt. 
Referenzen 
(1) Hans stellt den Koffer auf den Tisch. 
/ 
Er rutschte hemnter, weil er schief war. 
(2) Hans stellt den KO sch. 
- 
Er brach zusamrnen, weil er schwer war. 
Abb. 2: Weltwissen und ReferenzauMWng 
Nachdem wir nun die verschiedenen Anwendungsgebiete der KI betrach- 
tet haben, wollen wir im folgenden die primaren methodischen Gebiete 
der KI diskutieren. 
2.2. Methoden der KI 
Unter methodischen Gesichtspunkten lassen sich im wesentlichen fiinf 
Kemgebiete unterscheiden: 
- Wissensreprasentation: 
Dieses Kemgebiet beschaftigt sich mit den Techniken zur computerin- 
temen Darstellung von Wissen. Wir werden dieses Gebiet in Abschnitt 
3 noch naher betrachten. 
- Problemlosen und inforrnelles SchlieBen: 
Dieses Gebiet beschaftigt sich mit der Nachbildung menschlichen 
Problemlosungsverhaltens sowie der Entwicklung von SchluBverfah- 
ren, die nicht nur streng logischen SchluDfolgerungen entsprechen, 
sondem auch informellen SchluBweisen, die insbesondere von Men- 
schen typischerweise angewendet werden ("Default Reasoning"). Ein 
Beispiel fur eine derartige SchluBweise ist folgende Default-Regel: 
"Wem eine Person x ihren Arbeitsplatz in der Stadt y hat, dann wohnt 
die Person x auch in y oder in der Umgebung von y". 
- Heuristisches Suchen: 
Problemlosen 133t sich in vielen Fallen als Suche in einem geeigneten 
Zustandsraum beschreiben. Da in realistischen Anwendungen die An- 
zahl der verschiedenen Zustande astronomisch hoch ist, werden Ver- 
fahren zur Problemlosung benotigt, bei denen nicht alle Moglichkeiten 
uberpriift werden miissen, sondem vielrnehr auf Grund sogenannter 
Heuristiken bestimmte Teile des Zustandsraumes unberiicksichtigt 
gelassen werden konnen. 
- Planen: 
Das Planen von komplexen Handlungen ist ein weiteres methodisches 
Kerngebiet der KI. Problemstellung ist dabei die geeignete Zusam- 
mensetzung vorgegebener primitiver Bausteine zu komplexen Hand- 
lungsabl'aufen. Beispiel hierfiir ist die Planung der Bewegung eines 
Greifarmes eines Roboters. 
- Maschinelles Lernen: 
Maschinelles Lemen befaat sich mit Verfahren zur automatischen Er- 
kennung von GesetzmaBigkeiten in einem gegebenen Daten- bzw. Wis- 
sensbestand. Derartige Verfahren sind insbesondere auch relevant in 
Hinblick auf die Unterstiitzung des Wissenserwerbsprozesses z.B. bei 
der Entwicklung von Expertensystemen. 
3. Wissensreprasentation 
Das Gebiet "Wissensreprasentation" beschaftigt sich mit der Frage, wie 
innerhalb eines KI-Systems Wissen iiber einen bestimrnten Gegenstands- 
bereich (= Weltwissen) dargestellt werden kann. Dabei ist zwischen ver- 
schiedenen Arten von Wissen, die zur Beschreibung eines Gegenstands- 
bereiches benotigt werden, zu unterscheiden. Zur Darstellung eines der- 
artigen Modells der realen Welt wurden in der KI eine Vielzahl von 
Formalismen (Wissenreprbentationssprachen) entwickelt. 
3.1. Verschiedene Arten von Wissen 
Bei naherer Betrachtung verschiedener Gegenstandsbereiche, z.B. Fi- 
nanzwesen oder Medizin, zeigt es sich, daJ3 fiir einen bestimmten Gegen- 
standsbereich unterschiedliche Arten von Wissen zu unterscheiden sind. 
Dabei komen auf einen bestimmten Sachverhalt gleichzeitig mehrere 
der nachfolgend aufgefiihrten Merkrnale zutreffen. 
- Fakten und Regeln: 
Fur einen Gegenstandsbereich werden Zustiinde, z.B. "Sokrates ist ein 
Mensch" durch Fakten wiedergegeben. Regelhafte Zusammenhiinge, 
z.B. "Alle Menschen sind sterblich" werden durch Regeln dargestellt. 
Das iiber einen Gegenstandsbereich vorliegende Wissen kann also in 
eine Menge von Fakten und in eine Menge von Regeln unterteilt 
werden. Dabei lassen sich Regeln dazu benutzen, neue Fakten abzulei- 
ten 
- Explizites und implizites Wissen: 
Das in einer Wissensbasis gespeicherte Wissen reprasentiert Wissen 
iiber einen Gegenstandsbereich, das dem System explizit bekannt ist. 
Durch die Anwendung von Regeln auf explizit vorhandene Fakten 
kann Wissen, das in einem bestimmten Zustand der Wissensbasis nur 
implizit vorhanden ist, explizit gemacht werden. 
- Vollstandiges und unvollstandiges Wissen: 
Im allgemeinen ist das iiber einen Gegenstandsbereich im KI-System 
abgelegte Wissen unvollstandig, d.h. nur ein Teil des Wissens, das f i r  
den vorliegenden Gegenstandbereich von Bedeutung ist, wurde in der 
Wissensbasis abgelegt. In diesem Zusammenhang sind die Begriffe 
"Closed World Assumption" und "Open World Assumption" von Be- 
deutung. Die Closed World Assumption (= Annahme einer geschlos- 
senen Welt) besagt, daJ3 Fakten die nicht als & bekannt sind, als 
falsch angenornmen werden. 
Wenn wir annehrnen, da8 unsere Wissensbasis aus den Fakten 
"Miiller ist Professor." 
"Maier ist Professor." 
besteht, dann wird die Anfrage an das wissensbasierte System 
"1st Schulze Professor?" 
unter Verwendung der Closed World Assumption "Schulze ist kein 
Professor" beantwortet, wahrend unter Venvendung der Open World 
Assumption die Antwortet lautet: "Es ist nicht bekannt, ob Schulze 
Professor ist." 
Typischenveise arbeiten KI-Systeme mit der Open World Assumption, 
Datenbanksysteme dagegen mit der Closed World Assumption. 
- Prazises und vages Wissen: 
Bei der Abbildung von Gegenstandsbereichen liegt Wissen oft nur in 
vager Form vor. Die Aussage "Abteilung X hat acht Mitarbeiter" ist 
ein Beispiel fur prazises Wissen, dagegen 133t die Aussage "Abteilung 
X hat viele Mitarbeiter" offen, ob diese Abteilung beispielsweise zehn 
oder fiinfzig Mitarbeiter hat. 
- Sicheres und unsicheres Wissen: 
Nicht alles Wissen, das iiber einen Gegenstandsbereich vorliegt, ist ab- 
solut sicheres Wissen. Meist ist ein Teil des Wissens mit einer be- 
stimmten Unsicherheit behaftet. Beispielsweise ist in der Aussage "Die 
Besprechung wird voraussichtlich am Montag stattfinden" die Zeitan- 
gabe unsicher. 
- Default-Wissen: 
Default-Wissen ist Wissen, das in den meisten, aber nicht in allen Fal- 
len zutrifft. Solange kein anderes Wissen bekannt ist, wird Default- 
Wissen als giiltig betrachtet. Ein Beispiel fur Default-Wissen ist die 
Reg el: 
"Vogel konnen fliegen." 
Sie trifft auf die meisten Vogel zu, z.B. aber nicht auf Pinguine. 
- Meta-Wissen: 
Meta-Wissen beschreibt Eigenschaften des in der Wissensbasis abge- 
legten Wissens und stellt damit weitere Moglic$keiten zur Ableitung 
expliziten Wissens zur Verfiigung. Ein Beispiel fur Meta-Wissen ist 
die Aussage "Die Vorgesetzten-Beziehung ist transitiv". Wenn wir 
wissen, daf3 Miiller der Vorgesetzte von Maier ist und Schulze der 
Vorgesetzte von Muller, so kann aufgrund des Meta-Wissens abgelei- 
tet werden, daB Schulze auch der Vorgesetzte von Maier ist. 
3.2. Formalismen zur Wissensreprasentation 
Ansatze zur Wissensreprasentation lassen sich in zwei Klassen einteilen: 
deklarative und prozedurale Ansatze. Deklarative Ansatze beschreiben 
Sachverhalte unabhangig von den Methoden zur Anwendung dieses Wis- 
sens. Es existiert damit eine strenge Trennung zwischen Daren und Ver- 
arbeitung. Prozedurale Ansatze enthalten zusatzlich Informationen zur 
Anwendung und Verkniipfung von Wissen. 
- Pradikatenlogik: 
Die Pradikatenlogik ist das klassische Beispiel fur die deklarative Re- 
prhentation von Wissen. Hierbei werden Pradikate zusarnrnen mit Ar- 
gumenten zur Reprasentation von Wissen venvendet. Wem wir bei- 
spielsweise das Faktum "Sokrates ist ein Mensch" darstellen wollen, so 
konnen wir unter Verwendung des Pradiktes "Mensch" sowie des Ar- 
gumentes "Sokrates" diesen Sachverhalt durch "Mensch (Sokrates)" 
ausdrucken. Eine Schwierigkeit beirn Verwenden der Pradikatenlogik 
besteht darin, die richtige Auswahl von Pradikaten zu treffen. So 
konnte derselbe Sachverhalt z.B. unter Verwendung des zweistelligen 
Pradikats "Ist-Exemplar-von" auch durch "Ist-Exemplar-von 
(Sokrates, Mensch)" reprasentiert werden. 
Der groljte Vorteil der Pradikatenlogik liegt darin, daO in ihr wohlde- 
finierte Regeln zur Ableitung von explizitem Wissen existieren. 
- Semantische Netze: 
Semantische Netze sind eine weitere Form der deklarativen Wissensre- 
prasentation, die grolje Verbreitung gefunden hat. 
Semantische Netze verwenden Knoten zur Darstellung von Objekten 
sowie gerichtete Verbindungslinien (Kanten) zur Darstellung von Be- 
ziehungen zwischen diesen Knoten. Wenn wir beispielsweise darstellen 
wollen, daR Sokrates und Plato Menschen sind, so konnte man das in 
einem semantischen Netz wie in Abbildung 3 darstellen. 
Abb. 3: Beispiel eines semantischen Netzes 
Vorteilhaft bei der Venvendung semantischer Netze ist die Tatsache, 
da13 wichtige Beziehungen zwischen Objekten durch das Einfiihren ent- 
sprechender Kanten deutlich gemacht werden konnen. D.h. relevantes 
Wissen iiber ein gegebenes Objekt 1213t sich dadurch finden, daB man 
die Kanten verfolgt, die von den betreffenden Knoten ausgehen. Wie 
bei der Pradikatenlogik besteht auch hier ein wesentliches Problem in 
der Auswahl geeigneter Knoten und Kanten, da diese die elementaren 
Bausteine fiir die Darstellung eines Gegenstandsbereiches sind. 
Typische Beziehungen, die in einem semantischen Netz als elementare 
Bausteine venvendet werden, sind zum Beisyiel "1st-Exemplar-von", 
"Hat-Teil" oder "is-a". Die Beziehung "is-a" besagt, daB eine (Objekt-) 
Klasse allgemeiner ist als eine andere. So wird durch das semantische 
Nea  in Abbildung 4 ausgedriickt, daB Professoren und Studenten je- 
weils Mensch sind. Eine wichtige Eigenschaft der "is-a Beziehung" ist 
die Vererbung von Eigenschaften der allgemeineren Klasse auf die 
speziellere. So konnte in unserem Beispiel die Eigenschaft, da13 Men- 
schen ein Alter haben, entlang der "is-a Kante" auf Professoren und 
Studenten vererbt werden. Auf diese Weise wird eine Mehrfach-Dar- 
stellung desselben Wissens vermieden. 
Abb. 4: Vererbung in Semantischen Netzen 
- Frame-Repribentation: 
Die Frame-Reprasentation ist ein Ansatz zur Wissensreprasentation, 
bei der durch das Zusammenfassen von Wissen zu begrifflichen Ein- 
heiten (Objekten) die objektorientierte Strukturierung von Wissen im 
Vordergrund steht. Hierzu wird die Menge von Eigenschaften, die auf 
ein Objekt zutreffen, zu einem Frame gebiindelt, wobei jede Eigen- 
schaft durch einen sogenannten SLOT reprasentiert wird. Jeder SLOT 
wird durch einen Namen sowie eine Wertangabe beschrieben. Im all- 
gemeinen wird in einem Frame-System zwischen der Beschreibung ei- 
ner Objektklasse und der Beschreibung individueller Objekte unter- 
schieden. Ein Beispiel einer Objektbeschreibung ist der nachfolgend 
aufgefiihrte Frame "Mensch, der festlegt, daB Menschen durch die 






Produktionssysteme sind ein prozeduraler Formalismus zur Wissens- 
reprasentation, bei dem die Wissensbasis aus einer Menge von Fakten 
und Regeln besteht, wobei die Regeln durch sogenannte Produktions- 
regeln angegeben werden. Eine Produktionsregel hat dabei folgende 
Form: 
WENN Bedingung DANN Aktion 
Dabei ist eine in der Wissensbasis vorhandene Produktionsregel an- 
wendbar, wenn der aktuelle Zustand der Wissensbasis (beschrieben 
durch die Menge der Fakten) die Bedingung der Produktionsregel er- 
fullt. Anwenden der Regel bedeutet das Ausfuhren der Aktion und 
damit das Erzeugen eines neuen Zustands der Wissensbasis. Ein Bei- 
spiel ftir eine Produktionsregel ist: 
WENN Temperatur (Raum) KLEINER 20 
DANN Fuge-hinzu (Kalt(Raum)) 
Wesentlicher Vorteil von Produktionssystemen ist der modulare Aufbau 
der Wissensbasis, da die einzelnen Produktionsregeln weitgehend unab- 
hiingig voneinander sind und damit eine neue Regel leicht in eine vorhan- 
dene Wissensbasis eingefiigt werden kann. 
4. Expertensysteme 
Expertensysteme sind wissensbasierte Systeme, die Expertenwissen iiber 
ein bestimrntes Anwendungsgebiet enthalten und dieses Wissen benutzen, 
urn eine von Endbenutzer formulierte Problemstellung zu losen (siehe 
z.B. Puppe 1988). 
Charakteristisch fur Expertensysteme sind zum einen die Trennung des 
Wissens iiber den gegebenen Anwendungsbereich von der Problem- 
losungsstrategie und der Dialogsteuerung, zum anderen die Fahigkeit, 
den gefundenen Lijsungsweg erkltiren zu konnen. 
Eine typische Architektur fur Expertensysteme ist in Abbildung 5 
dargestellt. Die Problemlosungskornponente verarbeitet das in der 
Wissensbasis gespeicherte Wissen, um zu einer gegebenen 
Problemstellung eine Losung zu finden. Dabei wird der 
Problemlosungsproze~ durch die in die Problemlosungskomponente 




Abb. 5: Architektur eines Expertensystems 
- 
- 
Die Erklamngskomponente hat die Aufgabe, dem Endbenutzer eines 
Expertensystems die gefundene ProblemlBsung zu "erklaren", damit 
dieser sie uberpriifen kann. Hierzu mu13 die Erklarungskomponente eine 
Analyse der Verarbeitungsschritte durchfiihren, die zur Problemliisung 
gefuhrt haben. Problem ist dabei die Aufbereitung, z.B. Verdichtung, 
der Informationen fur den Benutzer, so dal3 dieser auch in der Lage ist, 
diese zu verstehen. 





Die Wissensakquisitionskomponente hat die Aufgabe, den Experten 
sowie den Wissensingenieur bei der Erhebung des relevanten Wissens 
uber ein Anwendungsgebiet sowie bei dessen Formalisiemng zu unter- 
stiitzen. Dabei komrnt insbesondere im Rahrnen der Wissenserhebung 
der Interaktion zwischen Experte und Wissensingenieur eine besondere 
Bedeutung zu. 
Die Weiterentwicklung von Expertensystemtechniken zielt insbesondere 
auf die Erhohung der Ausdruckskraft der verwendeten Wissensrepra- 
sentationsformalismen sowie auf die Einbeziehung von Weltwissen 
zustitzlich zum anwendungsspezifischen Wissen ab. Dariiber hinaus ist 
auch die Verbesserung der Erklarungskomponente z.B. durch die 
Einbeziehung von Benutzermodellen von Bedeutung. 
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Bericht der Institutsleitung 
Wolffried Stucky 
Universitat Karlsruhe 
Aufgaben des Instituts 
Das Institut fur Angewandte Informatik und Formale Beschreibungsver- 
fahren (AIFB) gehort seit seiner Griindung im Jahre 1971 zur Fakultat 
fur Wirtschaftswissenschaften der Universitat Karlsruhe. Diese Fakultat 
bietet die Studiengange Volkswirtschaftslehre (fur ca. 10% der Studie- 
renden) sowie Wirtschaftsingenieurwesen in den drei Studienrichtungen 
Informatik/Operations Research (IOR), Unternehmensplanung (UP1) 
und Versicherung (Vers) an. Das Institut ist verantwortlich fur die Ver- 
tretung des Faches Angewandte Informatik in Forschung und Lehre in 
dieser Fakultat, insbesondere also fur die Lehre im Studiengang Wirt- 
schaftsingenieurwesen. Auljerdem ist es verantwortlich fiir grolje Teile 
der Lehre irn Fach Angewandte Informatik fiir die Studiengiinge Wirt- 
schaftsmathematik und Technomathematik der Fakultat fur Mathematik. 
Ich werde in meinem folgenden Vortrag eingehen auf die Punkte 
I Lehre und Ausbildung 
I1 Personelle Entwicklung 
111 Belastungskennzahlen 
IV Forschung 
V Zusamrnenarbeit mit anderen Institutionen 
VI Neue Entwicklungen und Plane 
I Lehre und Ausbildung 
Das Fach Informatik bzw. Angewandte Informatik ist in der Fakultat f i r  
Wirtschaftswissenschaften insbesondere irn Studiengang des Wirtschafts- 
ingenieunvesens vertreten. Gemittelt uber alle drei Studienrichtungen 
ergibt sich ein Lehranteil von etwa 20%. Dariiber hinaus ist das Institut 
beteiligt bei der Ausbildung im Fach Angewandte Informatik in den 
Studiengiingen der Fakultat fiir Mathematik, und zwar im Studiengang 
Wirtschaftsmathematik mit ca. 15%, im Studiengang Technomathematik 
mit ca. 5%. Somit kann man sagen, daI3 das Institut AIFB insgesarnt 20% 
aller Wirtschaftsingenieure, 15% aller Wirtschaftsmathematiker und 5% 
aller Technomathematiker als sogenannte Vollzeitstudenten betreut. In 
Abbildung 1 ist die Entwicklung der Studentenzahlen in den letzten Jah- 
ren, beginnend mit dem Wintersemester (WS) 86/87 bis zum WS 89/90 
dargestellt, und zwar einmal die Gesamtzahl der Studierenden in der 
Universitat, dann die jeweiligen Zahlen der Fakultat fiir Wirtschaftswis- 
senschaften, der Fakultat fiir Informatik und der, nach obigem Schema 
errechneten, Vollzeitstudenten des Instituts. (Insbesondere ist bei den 
folgenden Aussagen ein Vergleich des Instituts rnit der Fakultat fur In- 
formatik von Interesse und von Bedeutung, da im wesentlichen dieselben 
Aufgaben in der Lehre und in der Forschung zu erfiillen sind.) 
Universitat gesamt ca. 
I . Fak f. Wi.-Wi. Fak. 1. Inform. . Inatitut I 
Abb. 1 : Studentenzahlen I  
In Abbildung 2 sind die Anzahlen der jeweiligen neu immatrikulierten Stu- 
denten gegenubergestellt, getrennt nach den Studienghgen Wirtschaftsingeni- 
eurwesen, Wirtschaftsmathematik, Informatik und den entsprechenden Antei- 




Nurnerus Clausus in Hohe von 3 15 Neuzulassungen bzw. ab dem WS 89/90 in 
Hohe von 375 Neuzulassungen (diese Erhohung ist bedingt durch eine Sonder- 
zuweisung von Stellen aus dem Hochschulsonderprogramrn, dem sogenannten 
"Mollemann-Programm). Diesen Zulassungszahlen stehen bei den Wirt- 
schaftsingenieuren Bewerbungen von mehr als 1600 im WS 87/88 bzw. von 
uber 1800 in den darauffolgenden Jahren gegenuber. Viele dieser Bewerber, 
die keine Zulassung fiir das Wirtschaftsingenieurstudium erhalten haben, 
wenden sich dem Studiengang der Wirtschaftsmathematik zu, da hier kein 
Numerus Clausus besteht, um vielleicht in einem spateren Semester zum Wirt- 
schaftsingenieurstudium zu wechseln. Trotz Erhohung des Numerus Clausus 
bei den Wirtschaftsingenieuren auf 375 kann man sehen, daB die Anzahl der 
Wirtschaftsrnathematikstudenten erhalten bleibt. Dies bedeutet fiir das Institut 
AIFB, daI3 mit einer stetigen Erhohung der Studentenzahlen zu rechnen ist. 
Bei der Fakultat fur Informatik ist anzumerken, daB hier kein NC besteht, 
sondern daI3 die Studenten im Zuge eines bundesweiten Verteilungsverfahrens 
auf die einzelnen Universitaten zugewiesen werden. 
Universitat gesamt ca. I 
WS86187 WS87188 WS88189 WS89190 
. Wi.-lng. C] ~ i . - ~ a t h .  Fak. f. lnstitut 
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- 
Abb. 2: Studentenzahlen - Neuzulassungen 
Nun zu den Lehrveranstaltungen, die das Institut regelmaig anbietet. 
Wir konnen diese Lehrveranstaltungen einteilen in die Bereiche Pro- 
grammierung rnit den Pflichtveranstaltungen (fur alle Studenten des 
Wirtschaftsingenieunvesens) Programmierea I im Grundstudium und 
Kommerzielles Programmieren im Hauptstudium, den dreisemestrigen 
Zyklus Einfiihrung in die Informatik A,B,C im Grundstudium und die 
verschiedenen Veranstaltungen des Hauptstudiums. Die Veranstaltung 
Programmieren I wurde im WS 87/88 von Pascal und Apple-II-Syste- 
men umgestellt auf Modula-2 und Mac-11-Systeme, was mit sehr vie1 
Aufwand verbunden war. Die Veranstaltung Kommerzielles Program- 
mieren basiert auf der Programmiersprache COBOL, friiher wurde al- 
temativ (im Wechsel Sommersemester/Wintersemester) auch APL an- 
geboten. Fur die Zukunft geplant ist alternativ die Sprache C undloder 
eine 4GL-Sprache. Im Grundstudium (fir die Studienrichtung UP1 lei- 
der erst im Hauptstudium) wird ein dreisemestriger Vorlesungszyklus 
Einfiihrung in die Injbrmatik angeboten: Teil A bef&t sich mit dem Weg 
Vom Problem zum Algorithmus, vom Algorithmus rum Programm und 
enthalt weiterfuhrende Konzepte problemorientierter Programmier- 
sprachen (da die Programmiersprache Modula 2 bereits bekannt ist), 
Teil B befaJ3t sich mit Rechneraufbau, -architektur und -organisation 
sowie mit Konzepten der technischen Realisierung und mit Inhalt, Auf- 
bau und Organisation systernnaher Software, Teil C befa t  sich mit theo- 
retischen Grundlagen der Informatik. 
Die Vorlesungen des Hauptstudiums sind in die Gebiete Programmie- 
rung, Informationssysteme, Grundl~genlSystemstrukturen und Biiroau- 
tomatisierung eingeteilt. Eine Priifung im Fach Informatik im Haupt- 
studium besteht aus je einer Klausur iiber zwei verschiedene Gebiete, je- 
des Gebiet im Umfang von etwa sechs Semesterwochenstunden. Zu den 
oben genannten vier Gebieten kommt noch das Gebiet Anwendungen der 
Informatik in den Wirtschaftswissenschaften hinzu (welches seit Jahren 
als "im Aufbau befindlich" bezeichnet wird, wegen Personalmangel), 
sowie Anwendungen der Informatik in den Ingenieurwissenschaften. 
Hier greifen wir auf das Angebot der Ingenieurfakultiiten bzw. der Fa- 
kultat fiir Informatik zuriick. Zur Zeit gibt es die Ausrichtungen Auto- 
matisierung in der Fertigungstechnik (verantwortlich: Prof. Rembold, 
Fakultlt fur Informatik), Rechnergestutzte Auromatisierung (Prof. 
Schweizer, Fakultiit fiir Informatik), Rechneranwendung im Maschinen- 
bau (Prof. Grabowski, Fakultat fur Maschinenbau) und Robotik (Prof. 
Dillmann, Fakultlt fiir Informatik). Hinzu kommen Seminare und auch 
Rechnerpraktika aus allen Bereichen, die am Institut in Forschung und 
Lehre vertreten sind. 
Uber das Jahr verteilt, im wesentlichen jeweils am Ende der Vorlesungs- 
zeit des Winter- und Sommersemesters, finden etwa 2000 bis 2500 Prii- 
fungen in Form von Klausuren statt. Hiervon entfallen etwa 1000 auf das 
Gebiet der Programmierung, wo iibrigens die Klausuren direkt am 
Rechner geschrieben werden. Etwa 450 entfallen auf Priifungen im 
Grundstudium, etwa 800 bis 900 auf Priifungen des Hauptstudiums. 
In den Priifungsbereich gehort auch das Anfertigen der Diplomarbeit. 
Die zahlenrnaljige Entwicklung der Absolventen unseres Institutes, d.h. 
der abgeschlossenen Diplomarbeiten, beginnend mit dem Jahr 1971, ist 
in Abbildung 3 dargestellt. In Abbildung 4 ist die Anzahl der Absolven- 
ten unseres Instituts denen der Fakultat f i r  Informatik gegenubergestellt. 
Hierbei ist vielleicht von Interesse, da13 - bezogen auf die Anzahl der Pro- 
fessoren und wissenschaftlichen Mitarbeiter - die Fakultat fiir Informatik 
etwa um den Faktor sechs groljer ist als das Institut AIFB. 
Jahr 
Abb. 3: Absolventen des Institutes AIFB 
~~bsoiventenzahl im Veraleich h h 
unser lnstitut Fakultat fiir lnforrnatik 
Abb. 4: Absolventen irn Vergleich 
Neben diesen Pflichtaktivitaten in Lehre und Ausbildung fanden weitere 
Aktivitaten im Rahmen der sogenannten Weiterbildung statt: Mit der 
Technischen Akademie Mannheim e.V. wurden mehrere DV-Seminare 
fur Fachleute und Fuhrungskrafte mit Themen aus den Bereichen 
Systemanalyse und Entwurf, relationale Datenbanken, Datenentwurf u.a. 
durchgefiihrt, mit der ISB GmbH Karlsruhe ein dreitagiges Seminar 
uber relationale Datenbanken und Datenbankentwurf im Dezember 
1989, mit dem Institut fur Lehrer-Fort- und -Weiterbildung (ILF) 
Mainz Ansbildung von Lehrern rnit dem Ziel, die Qualifikation fur die 
Unterrichtserlaubnis im Gymnasium fur das Fach Informatik zu erwer- 
ben. Im Rahmen dieser Ausbildung absolvieren Lehrer zwei bzw. vier 
Ein-Wochen-Kurse uber Informatik, mehrere Studientage und erledigen 
mehrere Hausarbeiten. Danach konnen sie nach einer ersten Priifung die 
Unterrichtserlaubnis f i r  das Fach Informatik irn Gymnasium f i r  die Se- 
kundarstufe 1 (d.h. bis einschliel3lich zur Klasse lo), nach einer weiteren 
Priifung fur die Sekundarstufe 2 (d.h. bis zum Abitur) erwerben. - Die- 
ses gesamte Ausbildungsprograrnm in Informatik am ILF Mainz er- 
streckte sich iiber die Jahre 1986 bis 1989. In diesem Zeitraum absolvier- 
ten etwa 80 Lehrer die erste, 50 Lehrer die zweite Priifung. 
Dariiber hinaus waren Mitarbeiter des Institutes mehrfach im Rahmen 
von Lehrauftragen an der Berufsakademie (BA) Karlsruhe tatig. Die 
Zusarnmenarbeit rnit der BA Karlsruhe wird sicher, und vielleicht so- 
gar verstarkt, weitergehen, da unser langjahriger Institutsmitarbeiter 
Rudolf Krieger einem Ruf auf eine C3-Professur an die BA zum 
Januar 1990 folgen wird. 
I1 Personelle Entwicklung 
Die personelle Entwicklung des Institutes in den letzten beiden Jahren 
l a t  sich am besten dadurch darstellen, da13 ich zu verschiedenen Zeit- 
punkten den jeweiligen Stand charakterisiere. 
Im September 1987 waren drei Professorenstellen am Institut (davon 
zwei Lehrstiihle) besetzt, und zwar rnit Thomas Ottmann, mir selbst 
und Hans Kleine Biining. Dazu kamen zehn wissenschaftliche Mitarbei- 
ter auf Landesstellen (davon aus dem sog. Uberlastprogram zwei 
Stellen), weitere zehn wissenschaftliche Mitarbeiter aus Drittmitteln, 
d.h. aus Projekten rnit der DFG, rnit Unternehmen u.a. Von zwei vor- 
handenen Technikerstellen waren eine, von zwei Stellen im Verwal- 
tungsbereich beide besetzt. Neu zugewiesen war dem Institut aus dem 
sogenannten Fiebiger-Program eine weitere C4-Professur, also ein 
Lehrstuhl Angewandte Informatik 111. Dieses Fiebiger-Program des 
Landes Baden-Wurttemberg sollte dazu dienen, einmal fiir den wissen- 
schaftlichen Nachwuchs vorzeitig, d.h. vor Freiwerden entsprechender 
Professorenstellen, zusatzliche Professorenstellen zur Verfiigung zu 
stellen; andererseits sollten aber auch uberlastete Studiengange 
dadurch enlastet werden. Die aus diesem Programm zugewiesenen 
Professorenstellen waren sogenannte "nackte" Stellen, d.h. ohne 
irgendwelche Stellen fiir weitere wissenschaftliche Mitarbeiter. 
Im Oktober 1987 hatte sich die Situation dann schon grundlegend ge&- 
dert. Der Lehrstuhl Angewandte Informatik I war verwaist, da 
Kollege Ottmann rnit weiteren sechs Mitarbeitern einem Ruf an die 
Universitat Freiburg gefolgt war. Ebenfalls venvaist war die C3- 
Professur Angewandte Informatik durch den Weggang von Kleine 
Buning an die Universitat/Gesamthochschule Duisburg mit insgesamt 
weiteren funf Mitarbeitern. AuSerdem wurde eine Stelle aus dern 
Uberlastprogramm durch die Fakultat dern Institut nicht wieder 
zugewiesen, so daS auch dadurch eine weitere wissenschaftliche 
Mitarbeiterstelle entfiel. Somit waren von insgesamt vier 
Professorenstellen nun drei Professuren vakant. Fur zwei dieser 
Professuren war bereits das Berufungsverfahren angelaufen (beide 
Berufungskommissionen standen unter dern Vorsitz von W. Stucky). 
Irn Laufe der nachsten beiden Jahre wurden nun diese Professorenstel- 
len zumindest zeitweilig vertreten: der Lehrstuhl Angewandte Infor- 
matik I im WS 87/88 und im SS 88 durch Privatdozent Dr. Peter Wid- 
mayer, Hochschulassistent an unserem Institut, im WS 88/89 (Oktober 
88 bis Man. 89) durch Privatdozent Dr. Johannes Brauer von der Uni- 
versit;it/6esarnthochschule Siegen. Irn SS 89 wurde dieser Lehrstuhl 
nicht vertreten, da wir einige Hoffnung hatten, diesen Lehrstuhl im 
Laufe des Sornrnersemesters besetzen zu komen. Die C3-Professur 
wurde im WS 87/88 vertreten durch Dr. Kurt Sieber von der Universi- 
tat Saarbriicken, seit April 1988 (SS 88) durch Privatdozent Dr. Jurgen 
Wolff von Gudenberg, Hochschulassistent am Institut fiir Angewandte 
Mathematik unserer Universitgt. Mit Beginn des jetzigen Semesters 
(WS 89/90) wird Dr. Wolff von Gudenberg den Lehrstuhl 
Angewandte Informatik I vertreten und in diesem Rahmen den 
viersemestrigen Einfiihrungszyklus Programmieren I, Einfuhrung in 
die Informatik A,B,C ubemehrnen. 
Inzwischen waren auch Berufungslisten fur die Lehrstuhle Ange- 
wandte Informatik I und III durch die jeweiligen Berufungskomrnis- 
sionen erstellt. Nachdem Dr. Widrnayer einen Ruf nach Karlsruhe auf 
die Nachfolge Ottrnann abgelehnt und dern Ruf an die Universitit Frei- 
burg gefolgt war, wurden im Sommer 1989 Berufungsverhandlungen 
mit Prof. Dr. Jurgen Albert von der Universitat Wiirzburg gefuhrt. 
Diese Verhandlungen fuhrten allerdings nicht zum Erfolg; Professor 
Albert konnte durch ein entsprechendes Gegenangebot der Universitat 
Wurzburg bzw. des Landes Bayem dazu bewogen werden, in Wurz- 
burg zu bleiben. Da die Berufungsliste fiir die Nachfolge Ottmann nur 
diese beiden Personen enthielt, war dadurch die Liste "geplatzt" (wie 
man so schon sagt), das ganze Bemfungsverfahren mu8 nun neu aufge- 
rollt werden. Zur selben Zeit wie Prof. Albert verhandelte auch Pri- 
vatdozent Dr. Rudi Studer (Projektleiter LILOG im Wissenschaftli- 
chen Zentrum der IBM in Stuttgart), der den Ruf auf den Lehrstuhl 
Angewandte Informatik I11 erhalten hatte. Dieser Lehrstuhl hatte im 
ubrigen inzwischen seine "Herkunft" gewechselt, er gehorte jetzt nicht 
mehr zu dern Fiebiger-Programrn, sondem zu dern sogenannten Hoch- 
schulsonderprogramm ("Mollemann-Programm", auf das ich an spl- 
terer Stelle noch einmal eingehen werde), mit dern eminenten Vorteil, 
d& nun auch H e m  Studer drei zusatzliche wissenschaftliche Mitarbei- 
terstellen und eine halbe Stelle im Venvaltungsbereich zugewiesen 
werden komten. Dr. Studer hat inzwischen den Ruf auf diesen Lehr- 
stuhl zurn 1. November 1989 angenommen. Ich freue mich sehr 
dariiber, und ich mochte ihn an dieser Stelle auch ganz herzlich als 
neuen Kollegen in unserem Institut willkornmen heil3en. 
Die Fluktuation im Bereich der Professoren und der wissenschaftlichen 
Mitarbeiter ist in den nachsten beiden Abbildungen 5 und 6 etwas an- 
schaulicher dargestellt. 
Ein weiterer groSer Verlust traf das Institut durch das Ausscheiden 
von Frau Uhtes, meiner langjiihrigen Sekretarin, zurn 1. Juli 1989. Je- 
der, der sie kemengelernt hat - und das waren im Laufe der Jahre sehr 
viele, sowohl Mitarbeiter wie Kollegenund auch Studenten - kam die 
Gr6Be dieses Verlustes vielleicht ebenfalls ermessen. Ich mochte Frau 
Uhtes an dieser Stelle meinen ganz herzlichen Dank fiir ihre langj&- 
rige, aufopferungsvolle Mitarbeit an meinem Lehrstuhl und im Institut 
aussprechen. 
Irn VT-Bereich (Verwaltungs- und technische Angestellte) ergibt sich 
insgesamt das folgende Bild: Die freie Technikerstelle komte wieder- 
besetzt werden. Eine Verwaltungsstelle (Sekretirin am Lehrstuhl An- 
gewandte Informatik I) wurde zum 1.1 .I988 frei, komte aber unmit- 
telbar zurnindest mit einer halben Kraft wiederbesetzt werden, und die 
Nachfolge von Frau Uthes ist ebenfalls mit Wirkung vom 1.7.1989 
wieder geregelt. 
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Abb. 5: Professorenstellen des Instituts AIFB 
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Abb. 6: Wissenschaftliche Mitarbeiter des Instituts AIFB . 
Insgesamt ergibt sich somit zurn Stand November 1989 das in Abbil- 
dung 7 dargestellte Bild. 
Personalstand des Instituts AIFB: November 1989 
Lehrstuhl Angewandte Informatik I: 
vakant; Vertretung: PD Dr. J. Wolff von Gudenberg 
Lehrstuhl Angewandte Informatik 11: 
Prof. Dr. Wolffried Stucky 
(aus Hochschul-Sonderprograrnm:) 
Lehrstuhl Angewandte Informatik 111: 
Prof. Dr. Rudi Studer 
C3-Professur Angewandte Informatik: 
vakant; keine Vertretung 
12 wiss. Mitarbeiter (Landesstellen) 
davon aus ~berlast~rogramm: 1 
aus Hochschulsonderprogramm: 3 
2 wiss. Mitarbeiter (Drittmittel, d.h. DFG, Projekte u.a.) 
2 T-Stellen (beide besetzt) 
2,5 V-Stellen (alle besetzt) 
1 3 vakante Professuren; 2 Berufungsverfahren laufen I 
Abb. 7: Personalstand des Instituts AIFB 
Nach Lehre und Ausbildung sowie den Angaben zur personellen Ent- 
wicklung ist es nunrnehr an der Zeit, etwas uber die Belastung des 
Instituts in der Lehre zu sagen, wozu sich am besten die ublichen Bela- 
stungskennzahlen eignen. 
I11 Belastungskennzahlen 
Die Belastung in der Lehre kann, wie im Universitatsbereich ublich, 
durch gewisse Belastungskennzahlen charakterisiert werden. Dazu ge- 
hort einmal das sogenannte Betreuungsverhaltnis, das ist das Verhdtnis 
von Studenten zu Professoren bzw. von Studenten zu Lehrpersonen 
(wobei unter Lehrpersonen die Professoren und die wissenschaftlichen 
Mitarbeiter auf Landesstellen gemeint sind), zum anderen der durch 
die Lehrtatigkeit erzeugte "Output" des Instituts, gemessen durch das 
Verhaltnis Absolventen zu Professoren bzw. Absolventen zu Lehrper- 
sonen. Die das Institut betreffenden Kennzahlen mochte ich im folgen- 
den den entsprechenden Kennzahlen der Universitat insgesamt sowie 
den Fakultaten fur Wirtschaftswissenschaften und Informatik gegen- 
uberstellen. 
Betreuungsverhaltnis i m  Vergleich 
(Studienjahr 1987188) 
UniversitBt Fak. f. Wi.-Wi. Fak. f. 
Informat. 
Abb. 8: Betreuungsverhaltnis im Vergleich 
In Abbildung 8 ist das Betreuungsverhaltnis dargestellt, bezogen auf 
das Studienjahr 1987188, da hieriiber ausfiihrliche Zahlen vorlagen 
bzw. mir zuganglich waren. (Die neuesten Zahlen fur das WS 89/90 
sind daneben in Klarnmer angegeben. Ob die Zahlen, die mir dabei zur 
Verfiigung standen, schon die ganz endgultigen sind, kann ich nicht mit 
Sicherheit sagen, aber es wird sich sicherlich nichts wesentliches mehr 
andern.) Zu dem Betreuungsverhaltnis Studenten zu Lehrpersonen 
sollte im ubrigen noch angemerkt werden, daI3 der Wissenschaftsrat 
ein Verhdtnis von 12: 1 als sinnvoll erachtet. 
Studienjahr 1987188 
Abb. 9: Absolventenrelationen im Vergleich 
Abbildung 9 enthalt Zahlen dariiber, was man als den eigentlichen 
"Output" von Institutionen, die in der Lehre tatig sind, ansehen kann: 
namlich die Anzahl der Absolventen (d.h. Diplomanden bzw. 
Studenten, die in dem betreffenden Fachgebiet an der betreffenden 
Fakultat in dem betreffenden Institut ihre Diplomarbeit geschrieben 
haben), hier bezogen auf die jeweils planrnal3ig vorhandenen 
Professoren bzw. Lehrpersonen, mit denen dieses Lehrprogramm 
abgewickelt wurde. Ich glaube, hier braucht sich unser Institut in 
keiner Weise gegenuber der Universitat insgesamt oder auch der 
Fakultat fur Informatik zu verstecken! Beim Vergleich dieser Zahlen 
sollte dariiber hinaus aber noch beriicksichtigt werden, da13 - wie 
unsere Universitatsspitze immer voller Stolz darstellt - sowohl die 
Universitat insgesamt, insbesondere in den Ingenieurfakultaten, wie 
auch die Fakultat fiir Informatik sehr viele Drittmittel einwerben, aus 
denen sehr viele weitere wissenschaftliche Mitarbeiter (iiber die 
Landesstellen hinaus) bezahlt werden konnen. Obwohl diese 
Mitarbeiter irn Rahrnen von Forschungsprojekten in der Regel eben- 
falls Diplomanden betreuen, machen sich diese Drittmittel allerdings 
bei dem "Output" kaum bemerkbar. 
I V  Forschung und Entwicklung 
Traditionell wurden bzw. werden an unserem Institut die folgenden 
Gebiete bearbeitet: Algorithmen und Datenstrukturen, insbesondere 
algorithmische Geometrie; Datenbank- und Informationssysteme; Wis- 
sensbasierte Systeme und Logik / Expertensysteme; Biiroautomation; 
Computerunterstiitzung fur die Lehre. Das erstgenannte Gebiet ist irn 
Augenblick nicht mehr vertreten, bedingt durch den Weggang von 
Professor Ottmann und Privatdozent Widmayer und ihren Mitarbei- 
tern nach Freiburg. Das dritte Gebiet war zeitweilig etwas venvaist, 
wird aber nunrnehr durch Professor Studer und seine neueinzustellen- 
den Mitarbeiter wieder aufgebaut werden. Auf die einzelnen For- 
schungsprojekte in diesen Bereichen mochte ich an dieser Stelle nicht 
eingehen, hierzu verweise ich auf den jeweiligen Jahresbericht unseres 
Instituts. 
Was den "Output" in diesem Bereich angeht, so konnte man zunlchst 
rein quantitativ die Beitrage zu Zeitschriften und Tagungen, die Insti- 
tutsberichte usw. abzahlen und eine Statistik dariiber vorlegen. Diese 
Zahlen habe ich hier, aber sie allein sind sicher nicht so sehr aussage- 
kraftig, so daB ich an dieser Stelle darauf nicht weiter eingehen 
mochte. Von groBerer Bedeutung halte ich, auch zahlenmaig, die 
Anzahl der Biicher, die in einem Institut entstanden sind, die Anzahl 
der Habilitationen, die durchgefiihrt wurden, und auch die Anzahl der 
Promotionen. 
n Bucher Habilitationen Dissertationen 
Abb. 10: Biicher / Habilitationen / Dissertationen 
Eine Gegeniiberstellung dieser Zahlen aus den Jahren 1971 bis 1987 
und den letzten beiden Jahren 1988 bis 1989 ist in Abbildung 10 
enthalten. Von weitergehendem Interesse scheint mir auch - weniger 
als die reinen Zahlen - die Art der Tagungen, auf denen die Ergebnisse 
der Institutsforschungsarbeiten vorgetragen wurden. 
Eine Liste der internationalen Tagungen, auf denen in den letzten 
beiden Jahren (1988 und 1989) Vortrage gehalten wurden, enthalt 
Abbildung 1 1. 
Internationale Tagungen 
15th Annual ACM Symposium on Principles of Program- 
ming Languages, San Diego, Ca., Jan. 1988 
IEEE 4th International Conference on Data Engineering, 
Los Angeles, Ca., Feb. 1988 (2X) 
1st International Conference on Extending Database Tech- 
nology, Venedig, March 1988 
ORSA-TIMS Joint Spring Conference, Washington, D. C., 
April 1988 
ACM SIGMOD International Conference on Management 
of Data, Chicago, Ill., June 1988 
CG'88 International Workshop on Computational Geome- 
try, Wiirzburg, March 1988 
, 
2nd European EDIF Forum, Amsterdam, Oct. 1988 
9th International Conference on Information Systems, 
Minneapolis, Minnesota, Dec. 1988 
I st Nordic Conference on Advanced Systems Engineering, 
CASE '89, Kista, Stockholm, Sweden, May 1989. 
1 1 th World Computer Congress, IFIP'89, San Francisco, 
Ca., Aug./Sep. 1989 
1st International Conference on Deductive and Object-Ori- 
ented Databases (DOOD 89), Kyoto, Japan, Dec. 1989 
Abb. 11 : Internationale Tagungen (1988 & 1989) 
V Zusammenarbeit mit anderen Institutionen 
Im Bereich der -Wissenschaft 
Das Institut unterhalt rege Kontakte zu anderen Universitiiten und For- 
schungseinrichtungen. Das zeigt ja z.B. auch die Herkunft der Vortra- 
genden dieser beiden Tage. Weitere, insbesondere internationale Kon- 
takte, sind sehr stark an Personen gebunden. Durch den erwahnten 
"Aderlal3" sind naturlich einige dieser Kontakte zunachst etwas abge- 
brochen, sie werden aber wieder aufgebaut, und es wird insbesondere 
im Zusammenhang mit den neuen Leuten, die hoffentlich bald das 
Institut bevolkem, auch neue Kontakte geben. 
In der Wirtschaft ("Praxis") 
Das Institut unterhalt seit jeher recht umfangreiche Kontakte zu Unter- 
nehmen der Wirtschaft und Industrie, auch des Handwerks, und zu 
Einrichtungen der offentlichen Verwaltung. Hier werden viele 
kleinere Projekte durchgefiihrt, insbesondere im Rahmen von 
Diplomarbeiten, bei denen jeweils ein wissenschaftlicher Mitarbeiter 
des Instituts als Betreuer des Diplomanden und in beratender Funktion 
fur das Untemehmen mitarbeitet. Ein standiger Kontakt mit dem 
Untemehmen bzw. der dortigen Fachabteilung ist dabei von grol3er 
Bedeutung. Abbildung 12 enthalt eine Liste der Unternehmen und 
Institutionen, mit denen in den letzten beiden Jahren solche Kontakte 
stattgefunden haben. 
Zu einigen Unternehmen bestehen dariiber hinaus teilweise recht 
starke Bindungen durch Kooperationsvertrage, durch grol3ere 
Projekte, bei denen simultan mehrere Diplomanden und Mitarbeiter 
tatig sind, und ahnliche Dinge. Hierzu gehoren 
- - im genossenschaftlichen Bereich die Bausparkasse Schwabisch 
Hall AG sowie die SGZ BANK FranIg'hrtlKarlsruhe, 
Baus~arkasse Schwabisch Hall AG, Schwabisch Hall 
~ o & r t  Bosch GmbH, Geschaftsbereich Elektrowerkzeuge, 
Leinfelden 
CTM Computertechnik Miiller GmbH, Konstanz 
C+P Computer und Programme GmbH, Insheim 
Dairnler Benz AG, Werk Worth 
Druckerei Braun, Karlsruhe 
HP Hewlett Packard GmbH, Boblingen 
IBM Deutschland GmbH, Stuttgart 
IBM European Network Center (ENC), Heidelberg 
INOVIS GmbH u. Co computergestiitzte Informationssysteme, 
Karlsruhe 
ISB Institut fiir Software-Entwicklung und EDV-Beratung GmbH, 
Karlsruhe 
Bemd Kappler, Architekturbiiro, Brackenheim 
KfK Kernforschungszentrum Karlsruhe, Karlsruhe 
Jorg Knies Elektrotechnik, Worms 
Landesanstalt fur Umweltschutz Baden-Wurttemberg (LfU), 
Karlsruhe 
Lebenshilfe Einrichtungen gGmbH, Worms 
LITEF (Litton Technische Werke) der Hellige GmbH, Freiburg 
mtu Motoren- und Turbinen-Union Friedrichshafen GmbH, 
Friedrichshafen 
MVV Mannheimer Versorgungs- und Verkehrs-GmbH, Mannheim 
Nixdorf Computer AG, Niederlassung Ulm 
Norsk Forsvarsteknologie A/S, Kongsberg (Nonvegen) 
Nova Data AG, Karlsbad. 
SAP GmbH Systeme Anwendungen Produkte in der Datenverarbei- 
tung, Walldorf 
SGZ BANK Sudwestdeutsche Genossenschaft - Zentralbank AG, 
FrankfurtKarlsruhe 
Siemens AG, Unternehmensbereich Energie- und Automatisierung- 
technik, Karlsruhe 
Siemens AG, Bereich Nachrichten- und Sicherungstechnik, 
ON Betrieb Bruchsal 
Siemens AG, Bereich Datentechnik, Miinchen 
Siemens AG, Zentrale Aufgaben Informationstechnik, Munchen 
Software AG, Darmstadt 
Spectra Physics GmbH, Darmstadt 
Sttidtische Krankenanstalten Karlsruhe 
T.S.P. Untemehmensberatung Ges. f. Informationssysteme GmbH, 
Ettlingen 
Wohnheim e.V., Karlsruhe 
Abb. 12: Liste der Untemehmen und Institutionen 
- - im Informatikbereich die Firmen INOVIS GmbH & Co 
cornputergestiitzte Inforrnationssysterne Karlsruhe, ISB Institut 
fur Software-Entwicklung und EDV Beratung GmbH Karlsruhe 
und Nova Data AG Karlsbad, 
- - im Bereich der offentlichen Verwaltung die Landesanstalt fur 
Urnweltschurz Baden-Wiirtternberg (LfU) Karlsruhe, die Mann- 
heirner Versorgungs- und Verkehrs-GmbH ( M W )  sowie die 
Stadtischen Krankenanstalten Karlsruhe. 
Mitarbeit in Fachgremien 
Neben den oben erw2hnten Kontakten zu Wissenschaft und Wirtschaft 
ist auch eine Mitarbeit in wissenschaftlichen Fachgremien insbesondere 
durch Professoren notwendig und wird vom Institut aus auch durchge- 
fiihrt: so beispielsweise in Fachausschussen der Gesellschaftfiir Infor- 
rnatik (GI),  in Sachverstandigenkreisen, Projektbeiraten u.a. von 
Groaprojekten bei der Deutschen Forschungsgerneinschaft (DFG), des 
Bundesrninisters fur Forschung und Technologie (BMFT), des Bun- 
desgesundheitsarntes (BGA), sowie auch die Mitwirkung in Berufungs- 
kornrnissionen anderer Universiaten, bei der Organisation von Tagun- 
gen usw. Einzelheiten dariiber sind den jeweiligen Jahresberichten zu 
entnehmen. 
VI Neue Entwicklungen und Plane 
Hochschulsonderprogramm (HSP 89, "Mollemann-Programm) 
In einem Sofortprogramm fur die Universittiten wurden von Bund und 
Landem gemeinsam, initiiert durch den Bundeswissenschaftsminister 
Mollemann, insgesamt 2,l Milliarden DM verteilt auf sieben Jahre zur 
Verfugung gestellt. Diese Mittel waren insbesondere dafur 
vorgesehen, die sehr uberlasteten Studiengange, nach deren 
Absolventen auch sehr grol3e Nachfrage besteht, namlich die 
Wirtschaftswissenschaften und die Informatik, mit zusatzlichen Mitteln 
und Stellen auszustatten. Aus diesem Programm wurden unserer 
Fakultat fur Wirtschaftswissenschaften insgesamt 16,5 Stellen 
zugewiesen. Dafur mu6 die Fakultat nun aber auch 60 zusatzliche 
Studenten pro Jahr zu dem Wirtschaftsingenieurstudium zulassen. 
Vom Ministerium war dabei festgelegt, da5 bei diesen 1 6 3  Stellen eine 
C4-Professur sein sollte, die mit drei wissenschaftlichen Assistenten 
und einer halben Sekretarin ausgestattet sein sollte. Um diese 
Bedingung zu erfullen, wurde die bisher als Fiebiger-Professur 
vorgesehene Stelle C4-Professur Angewandte Informatik nunmehr 
umgewidmet und diesem Hochschulsonderprogramm zugeordnet, so 
da5 damit verbunden dieser Stelle drei wissenschaftliche Mitarbeiter 
und eine halbe Sekretarin zugewiesen werden konnten. Somit konnte 
sich der Personalbestand des Instituts neben dieser einen C4-Professur 
um weitere dreieinhalb Stellen erweitern. Auf die allgemeine 
Problematik der Zuweisung dieser Stellen wird an anderer Stelle 
sicher noch eingegangen werden (vgl. den Jahresbericht des Instituts 
fur das Jahr 1989). 
Vakante Professuren - vakante Mitarbeiterstellen 
Da seit nunmehr fast zwei Jahren zwei Lehrstiihle und eine C3-Profes- 
sur vakant sind, konnten natiirlich auch nicht alle Mitarbeiterstellen, 
die durch den Weggang der Professoren freigeworden waren, neu be- 
setzt werden. Denn im allgemeinen mochte ein Lehrstuhlinhaber, der 
eine Stelle an einem Institut neu antritt, die ihm zugewiesenen Stellen 
mit eigenen Mitarbeitem bzw. Mitarbeitem, die er ausgewmt hat, be- 
setzen. Da die bisherige Institutsleitung dies soweit wie moglich ge- 
w2hrleisten wollte, wurden auch, soweit es ging, nicht alle freiwerden- 
den Mitarbeiterstellen besetzt. Die Folge davon war naturlich, da5 die 
verbleibenden Mitarbeiter umso mehr zu tun hatten und umso deutli- 
cher durch die Lehre belastet waren, so daR nicht mehr von einer 
ijberlast von 100%, sondern eigentlich von weit mehr zu sprechen ist. 
Ich mochte an dieser Stelle allen Mitarbeitem, die in dieser Zeit die 
Arbeit am Institut mitgetragen haben, ganz, ganz herzlich dafiir dan- 
ken, daR sie - zum groSen Teil auch mir personlich zuliebe - diese 
groBe Arbeitsuberlastung mitgetragen und mitverantwortet haben. 
Rechnerausstattung 
Zu diesem Punkt mochte ich an dieser Stelle nicht alLzuviel sagen. Es 
kann generell festgestellt werden, daO die Rechnerausstattung des Insti- 
tuts sowohl f i r  die Lehre wie fur die Forschung nicht besonders gut 
ist. Wir hoffen allerdings, daB sich diese Situation durch die 
inzwischen erfolgten Berufungszusagen sowie durch die 
Moglichkeiten, im Rahmen neuer CIP- und WAP-Programme Rechner 
zu beantragen, im Laufe des nachsten Jahres oder der nachsten beiden 
Jahre wesentlich verbessern wird. Genaueres dazu werden wir 
sicherlich erst im Jahresbericht 1990 bzw. im Rahmen des 
Kolloquiums Angewandte Informatik Karlsruhe 1991 sagen k6nnen. 
Raumlichkeiten 
Wie den meisten von Ihnen sicherlich bekannt ist, ist unser Institut auf 
insgesarnt vier Gebhde verteilt, nh l i ch  den Bau IV im Kollegium am 
SchloB (als sogenannte "Zentrale"), auf die Buroraume in der Kronen- 
straRe 32 und in der WaldhomstraRe 27 (beide jeweils etwa 500 m von 
der Zentrale entfernt) und einige Raume im Bau 33 in der Westhoch- 
schule (etwa 5 krn von der Zentrale entfernt). Diese Situation ist - ob- 
wohl von einigen Mitarbeitem ganz gerne gesehen, weil sie nicht im 
stiindigen Zugriff sind - eigentlich aderst ungunstig. Sie wird sich 
aber demnachst gmndlegend iindem, denn es ist beabsichtigt, da5 unser 
Institut voraussichtlich im Herbst 1990 das oberste Stockwerk des ehe- 
maligen Gebaudes der alten Anorganischen Chemie, welches jetzt sa- 
niert wird, einnehmen wird. Diese Raumlichkeiten dort werden so ge- 
staltet sein, daB das ganze Institut sich dam nicht nur in einem Ge- 
baude, sondern im wesentlichen sogar auf einer Ebene zusamrnenfin- 
den kann. 
Ausbau der Gruppe "Angewandte Informatik" in der Fakultat fiir 
Wirtschaftswissenschaften 
Im Mai 1987, im Zusarnmenhang mit den Bleibeverhandlungen mit 
Thomas Ottmann, wurde vom Institut erstmals ein Antrag an das Mi- 
nisterium fur Wissenschaft und Kunst Baden-Wurttemberg gestellt mit 
dem Inhalt, unser Institut AIFB mit entsprechenden Informatikinstitu- 
ten gleichzustellen. Ich habe darauf bereits beim Kolloquium Ange- 
wandte Informatik Karlsruhe 1987 hingewiesen und diesen Antrag er- 
w&t. Eine Gleichstellung mit Informatikinstituten hatte beachtliche 
personelle und finanzielle Konsequenzen. Denn, zudtzlich m dem bis- 
herigen Personalbestand, wie er in Abbildung 7 dargestellt ist, miil3ten 
eine weitere Professur, weitere acht Stellen fur wissenschaftliche Mit- 
arbeiter, je zwei weitere Stellen fur Verwaltungs- und technische An- 
gestellte zugewiesen werden. Dieser immense Nachholbedarf traf na- 
tiirlich bei der Universitatsvenvaltung mnachst auf Unglauben, konnte 
allerdings nach griindlicher Priifung durch die Planungsabteilung der 
Universitiit als berechtigt anerkannt werden. Eine Weiterleitung des 
Antrags an das Ministerium fur Wissenschaft und Kunst (MWK) un- 
terblieb zunachst - trotz Anerkemung des grundsatzlichen Bedarfs -, 
da inzwischen die Expertenkommission Forschung Baden-Wiirttem- 
berg 2000 ihre Arbeit aufgenommen hatte und moglicherweise die 
durch den Antrag bedingten zusatzlichen Stellen und Mittel fur das 
Institut AIFB im Rahmen der Empfehlungen dieser Kommission zu- 
gewiesen werden konnten. 
Empfehlungen der Kommission Forschung Baden-Wiirttemberg 
2000 
Diese von Ministerprasident Lothar Spath eingesetzte Kommission aus 
unabhigigen Wissenschaftlern sollte "konzeptionelle Vorschlage fur 
die Weiterentwicklung der Universitaten mit einer Perspektive bis 
etwa zur Jahrtausendwende ... erarbeiten, um so giinstige Entwick- 
lungsbedingungenfur die Forschung an den neun Landesuniversitaten 
zu sichern". Die Kommission wurde im Juni 1987 eingerichtet und er- 
hielt den konkreten Auftrag, "auf der Grundlage des Ausbaustands der 
neun Landesuniversitaten und der vorhersehbaren und zu envartenden 
Entwicklung der Wissenschaften die Universitatsstruktur des Landes 
Baden-Wiirttemberg vornehmlich unter dem Gesichtspunkt der For- 
schungstatigkeit zu iiberpriifen und Vorschlage fur deren Weiterent- 
wicklung zu erarbeiten". Die Kommission nahm ihre Arbeit am 30. 
Oktober 1987 auf; sie besuchte alle Universitaten des Landes, unter an- 
derem auch die Universitat Karlsruhe, und erstellte ihren AbschluBbe- 
richt am 6 .  Juli 1989. Einige Passagen, die ich im folgenden zum Teil 
wortlich zitieren mochte, betreffen einerseits speziell die Fakultat f i r  
Wirtschaftswissenschaften unserer Universitat, insbesondere den Stu- 
diengang Wirtschaftsingenieurwesen, andererseits die Angewandte In- 
fomatik, insbesondere in ihrem Verhaltnis zur Keminformatik, sowie 
explizit auch unser eigenes Institut AIFB. 
In einem allgemeinen Teil, der sich mit Stellungnahmen und Empfeh- 
lungen zum Studiengang Betriebswirtschaftslehre befaBt, heat es: "Die 
an der Universitat Karlsruhe bestehende Wirtschaftswissenschaftliche 
Fakultat sollte in den Stand gesetzt werden, ihre Ausbildung zum Wirt- 
schaftsingenieur ebenfalls auszubauen, da diese Ausbildung in beson- 
derem MaJe zukunftstrachtig ist. ~ b e r  die durch das Sofortprogramm 
geschaffenen 60 Studienplatze hinaus sollte die Landesregierung er- 
muntert werden, dieses Studienfach weiter zu fordern." 
In einem anderen Teil, der Empfehlungen der Kommission zur Infor- 
matik und Informationstechnik an den Universitaten des Landes 
Baden-Wurttemberg enthalt, heiBt es dam: "Beziiglich der Schafing 
neuer Studienplatze sollte sorgfliltig abgewogen werden, ob nicht der 
Ausbildung von Anwendern der Informatik in anderen Disziplinen der 
Vorzug vor der weiterer Kerninformatiker gegeben werden sollte." 
Der Bericht befaljt sich dann im einzelnen mit dem von der Universiat 
Karlsmhe vorgelegten Stmktur- und Entwicklungsbericht, in dem 
diese als ersten Schwerpunkt die "Informationstechnologie, Informa- 
tik, Rechneranwendung" genannt hat. Die Kommission ist der Mei- 
nung, daB hier ein groBes Gebiet 'Ifakultatsiibergreifend und in seinen 
Bezugen zu praktisch allen Disziplinen der Universitat iiberzeugend 
dargestellt" wird. Sie betont, dalj "die Vorstellungen der Universitat 
iiber die weitgespannte Anwendung des Rechners und insofern die 
'Inforrnatisierung der Forschung und Lehre"' denen entsprechen, die 
sie selbst in mehreren Abschnitten dargelegt hat. Es wird dann weiter 
dargelegt, daB irn einzelnen vorgesehen ist " ( I )  der Ausbau der Gruppe 
Angewandte Informatik innerhalb der Fakultatfiir Wirtschaftswissen- 
schaften, die sich vornehmlich mit der betrieblichen Informationsver- 
arbeitung und deren methodischen Grundlagen befajt und die Neben- 
fachausbildung in Informatik in den wirtschaftswissenschaftlichen 
Studiengangen dieser Fakultat bestreitet. ... ~ b e r  die Bedeutung dieses 
Gebietes in Forschung und Lehre gibt es sicher keine Zweifel. Die 
Kommission empfiehlt die wohlwollende Pruyung des entsprechenden, 
dem Ministerium vorgelegten detaillierten Antrages." (Anmerkung 
des Vortragenden: Damit ist der oben e n v m t e  Antrag des Instituts 
AIFB auf Ausbau der Angewandten Informatik in der Fakultat fur 
Wirtschaftswissenschaften gemeint.) Die Kommisssion schliel3t diesen 
Abschnitt mit dem folgenden Satz: "Die Kommission empfiehlt die 
wohlwollende Pruyung und weitgehende Bewilligung der bereits dem 
Ministerium vorliegenden Detailantrage ..." 
Damit ist meines Erachtens deutlich gemacht, daR die Problematik ei- 
ner Gruppe Angewandte Informatik in einer Fakultat fur Wirt- 
schaftswissenschaften auch nach a d e n  hin deutlich geworden ist und 
daR sich die entsprechenden zusthdigen Stellen im Ministerium bemu- 
hen, dieser Situation gerecht zu werden und diesem Institut bzw. dieser 
Arbeitsgmppe wirklich gute Lebensbedingungen zu schaffen. 
Meine Damen und Herren, ich danke h e n  fiir Ihre Bereitschaft, so- 
lange zuzuhoren. Vielen Dank. 
Deduktive Datenbanken 
- ein neuer Ansatz zur Wissensdarstellung - 
Nikolai PreiB 




Fur die Verwaltung und Verarbeitung von Wissen hat sich der regelba- 
sierte Ansatz (Wenn-Dam-Regeln) durchgesetzt, wobei insbesondere 
logikorientierte Regeln eine wichtige Rolle spielen. Diese Entwicklung 
hat auch die Datenbankforschung stark beeinfluflt, soda5 sich die For- 
schungsaktivitiiten von den relationalen zu den deduktiven Datenbanken 
verlagert haben. 
Deduktive Datenbanken sind in der Lage, aufgrund von logikorientier- 
ten Regeln implizite Information aus einem expliziten Datenbestand her- 
zuleiten. Dieser Vorgang sol1 in dem vorliegenden Bericht erlautert 
werden. Dabei geben wir einen h r b l i c k  uber die Grundlagen dedukti- 
ver Datenbanken, beschreiben aber auch einige popullre Erweiterungen 
in diesem Bereich. 
1. Einleitung 
Die Wissensverarbeitung als popularstes Teilgebiet der Kunstlichen 
Intelligenz bezeichnet eine neue Form der Informationsverarbeitung, 
bei der insbesondere Methoden zur theoretisch fundierten Aufbereitung 
und Reprasentation zumeist komplexer, heterogener Wissensbereiche 
sowie zu deren zielgerichteten Verknupfung im Vordergrund stehen. 
Die augenblicklich wohl bedeutendste Anwendung der Wissensverarbei- 
tung stellen die Expertensysteme (s. [HaKi85], [Wat86]) dar, die heute in 
nahezu allen Bereichen der Informatik (Robotik, Bildverarbeitung, 
Sprachverarbeitung, Deduktionssysteme, etc.) Verwendung finden. 
Fur die Verwaltung und Verarbeitung von Wissen in diesen Experten- 
systemen hat sich der regelbasierte Ansatz (s. [Hay85]) durchgesetzt, 
wobei die logikorientierten Regeln (Wenn-Dann-Regeln: "Bedingungs- 
teil irnpliziert Schldfolgerung") eine fiir den Anwender sehr anschauli- 
che Auspriigung dieses Ansatzes darstellen. 
Als entscheidender Nachteil solcher wissensverarbeitender Systeme hat 
sich jedoch die fehlende Effizienz bei der Verarbeitung urnfangreicher 
konventioneller Datenbesmde herausgestellt. Aufgrund dieser Tatsache 
entwickelte sich ein neuer Forschungsbereich: die Integration von 
wissensverarbeitenden Systemen mit Datenbanksystemen (s. [JCV84], 
[App85], [BrJa86], [BrMy86], [CFM86], [MiWi86]). 
Diese Forschungsarbeiten haben heute ihren Schwerpunkt bei den 
deduktiven Datenbanken, die aufgrund geeigneter Analogien von der 
Logik zur relationalen Datenbanktheorie (s. [GMN84], [Rei84]) mit 
logikorientierten Regeln das Ableiten impliziter Information aus einem 
expliziten Datenbestand ermoglichen. Dabei werden nicht nur konven- 
tionelle Datenbanken, sondem auch komplexe Objekte und objektorien- 
tierte Datenbanken in die Betrachtungen mit einbezogen. 
Dieser Vortrag gibt einen ijberblick dariiber, in welch hohem MaBe mit 
deduktiven Datenbanken die Ausdrucksfahigkeit herkommlicher 
Datenbanksprachen (s. [Codd70], [Ull82]) gesteigert werden kann. Dazu 
gibt das folgende Kapitel2 zunachst eine Einfiihrung in den Bereich der 
deduktiven Datenbanksysteme, wobei die Neuerungen fur 
konventionelle Datenbanken herausgearbeitet werden. Daran anschlie- 
Bend ist im Kapitel 3 Datalog - die Standardsprache fur deduktive 
Datenbanken - dargestellt, sowie einige Erweiterungen dieser Sprache, 
etwa im Hinblick auf die Behandlung komplexer Objekte. Das Kapitel4 
faBt dam die wichtigsten Aussagen uber deduktive Datenbanken noch 
einrnal zusammen und weist auf laufende Forschungsaktivitaten hin. 
2 .  Wissensverarbeitung und Datenbanken 
2.1 Deduktive Datenbanken 
Heute existierende Datenbanksysteme wurden uberwiegend fiir den 
kornmerziellen und administrativen Bereich konzipiert und bieten fiir 
die entsprechenden Applikationen einen durchaus befriedigenden Grad 
an Datenunabhhgigkeit, Datensicherheit, Datenkonsistenz, Mehrbenut- 
zerbetrieb, Recovery, Performance und Benutzerfreundlichkeit. Dabei 
haben sich vor allem relationale Datenbanksysteme b e w W  (s. [SSt83]), 
die einfach strukturierte Massendaten in Tabellen verwalten und proze- 
duralen Programmen den Zugriff auf diese gestatten (s. Abb. la). 
Irn Gegensatz zum relationalen Datenmanagement benotigt man jedoch 
in Non-Standard-Anwendungen wie Expertensystemen ein logikorien- 
tiertes Wissensmanagement. Dabei enthalt eine deskriptive Wissensbank 
nicht nur Fakten, sondem auch regelhafte Aussagen. Die Verkniipfung 
dieses Wissens fiihrt eine applikationsneutrale Ableitungskomponente 
durch (s. Abb. lb), wodurch entsprechende Schldfolgerungen ermog- 
licht werden. 
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* regelhafte Aussagen 
(implizites Wissen) 
la: Datenmanagement lb: Wissensmanagement 
Abb. 1: Infomationsmanagement 
Beide Formen der Informationsverarbeitung weisen gewisse Schwach- 
stellen auf. Als entscheidender Nachteil wissensverarbeitender Systeme 
hat sich die fehlende Effizienz bei der Verarbeitung umfangreicher 
konventioneller Datenbesthde herausgestellt. Auf der anderen Seite 
stehen den Benutzern von herkommlichen relationalen Datenbanksyste- 
men gewisse Anfragemoglichkeiten nicht oder nur sehr unzureichend 
zur Verfiigung (s. Bsp. 1). 
Falls keine weiteren Informationen gegeben sind, 1113 sich die Frage 
"Wer hort welche Vorlesung?" nicht beantworten. 
Erst uber das Konzept der View, das beispielsweise in SQL zur Verfu- 
gung steht, l a t  sich eine entsprechende Antwort ermitteln: 
I I 
Beispiel 1: 
Gegeben sei folgender Datenbestand: 
-Ho e Vorles n 
CREATE VIEW Stud-Hor 
AS (SELECT Name, Vorlesung 
FROM Student, Horer Betri bssysteme 
WHERE Student.MatrNr = Horer.MatrNr) Max Datenbanken 
Irn allgemeinen ist jedoch das Viewkonzept b e s c h r i t ,  so z.B. hinsicht- 






Somit ergibt sich ein offensichtlicher Bedarf, wissensverarbeitende 
Systeme und Datenbanksysteme zu integrieren, um deren Vorteile dem 
Benutzer kombiniert zur Verfiigung stellen zu kijnnen. Dies bedeutet aus 
der Sicht der Datenbanken die Bereitstellung eines relationalen Daten- 
management mit deduktiver Komponente bzw. die Erweiterung des 
bisherigen Viewkonzepts um entsprechende Ableitungsregeln. 
Das Ziel deduktiver Datenbanksysteme ist die mengenorientierte 
Ableitung impliziter Information aus einem expliziten Datenbestand. 





herkBmmlichen Datenverarbeitung vor allem in den verbesserten 
Anfragemoglichkeiten. 
2.2 Neuerungen fiir konventionelle Datenbanken 
In den letzten Jahren hat man vornehmlich damn gearbeitet, ein konven- 
tionelles relationales Datenbanksystem als Grundlage fiir die Realisie- 
rung eines deduktiven Datenbanksystems einzusetzen (s. [Yok84], 
[Boc86], [ChWa86], [RaLu88]). Dabei war ausschlieBlich ein logisches 
Prograrnmiersystem wie etwa Prolog fiir die Verarbeitung der regelhaf- 
ten Aussagen verantwortlich, wahrend ublicherweise die Venvaltung 
der Fakten irn Datenbanksystem erfolgte. 
Diese Phase ist - zumindest fiir den Forschungsbereich - abgeschlossen. 
Auf dem Gebiet der deduktiven Datenbanken arbeitet man heute uber- 
wiegend an den formalen Grundlagen und deren moglichen Erweiterun- 
gen. Den Rahrnen fiir diese ijberlegungen bildet die formale Logik, die 
sehr schone Analogien zur relationalen Datenbanktheorie aufweist (s. 
[GMN84], [Rei84], [Llo87]), wobei zumeist die Hornlogik zugrunde 
gelegt wird (s. Bsp. 2 und Kap. 3). 
Beispiel 2: 
Bei Anwendung der Hornlogik zur Beschreibung deduktiver Datenban- 






Dabei impliziert ein Bedingungsteil ("WemM-Teil) eine SchluBfolge- 
rung ("DannW-Teil). Die Pradikate entsprechen den Relationen, die 
Argumente den Attributen. Die Joinbedingung wird durch gleichnamige 
Argumente zum Ausdruck gebracht. 0 
Die Verwendung der Konzepte aus der Hornlogik ermoglicht zungchst 
einmal folgende grundlegenden Verbesserungen fiir das herkommliche 
relationale Datenmanagement: 
- beliebige Schachtelung der Views (Ableitungsregeln), 
- rekursiv defmierte Views und 
- Beriicksichtigung von Integrittitsbedingungen. 
Auf diese Punkte werden wir im folgenden Abschnitt 2.3 noch etwas ge- 
nauer eingehen. Zuvor sei allerdings noch angemerkt, daI3 es zwischen- 
zeitlich eine enorme Anzahl an Forschungsaktivitaten gibt, die sich mit 
Erweiterungen der gmndlegenden Erkenntnisse im Bereich deduktiver 
Datenbanken beschaftigen, so z.B. mit 
- negierten Pradikaten (Komplement-Relationen), 
- Funktionen als Argumente, 
- komplexen Objekten anstelle atomarer Objekte. 
Diese Aspekte werden in Kapitel3 noch beispielhaft behandelt, wobei zu 
beachten ist, daI3 in diesen Bereichen noch keine allgemeingultigen 
Forschungsergebnisse vorliegen. 
Weitere interessante Problembereiche f i r  deduktive Datenbanken 
stellen 
- vage Informationen (Wahrscheinlichkeiten), 
- unvollstkindige Informationen (Nullwerte) 
und ahnliche Fragestellungen dar, die wir aber leider aufgrund des 
engen Rahrnens nicht in diesem Papier behandeln konnen. 
2.3 Schachtelung, Rekursion und Integritatsbedingungen 
Schachtelung 
Der erste Schritt von einer relationalen zu einer deduktiven Datenbank 
besteht in der Moglichkeit, Views (virtuelle Relationen) nicht nur uber 
Basisrelationen, sondern beliebig uber Basisrelationen und Views defi- 
nieren zu konnen. Dabei ist allerdings darauf zu achten, dal3 die Bezie- 
hungen zwischen den einzelnen Relationen fiir eine Anfrageauswertung 
verfiigbar sind. 
Ein geeignetes Mittel dazu ist der Rule-Goal-Tree (s. [Ull85]), der ;ihn- 
lich der Resolution eine Anfrage mittels geeigneter Ableitungsregeln 
aufschlusselt, wobei allerdings die Auswertung verzogert wird, bis die 
zugrundeliegenden Basisrelationen mengenorientiert verkniipft werden 
konnen. Irn Falle eines Regelwerkes mit Rekursion mu8 dabei eine Vari- 
ante - der Rule-Goal-Graph - gewmt werden (s. [Ull85]), die aber auf 
demselben Prinzip bemht. 
Eine weitere Moglichkeit, die Schachtelung der Views aufzuzeigen, stellt 
der Ableitungsgraph dar (s. [Pre89]). Der Ableitungsgraph ist eine Mi- 
schung aus Resolutionsgraph und Rule-Goal-Graph und veranschaulicht 
die Auflosung einer virtuellen Relation uber Zwischenrelationen in 
Basisrelationen (s. Abb.2). 
Verkniipfungsbedingung 
. . . . . .  
Abb. 2: AuflBsung einer View entsprechend Ableitungsregeln 
Der Vorteil des Ableitungsgraphen besteht darin, dal3 der Graph bei der 
Auswertung auf syntaktische und semantische Vereinfachungen hin 
untersucht werden kann (s. [Pre891). Insbesondere das Durchreichen 
von Selektionsbedingungen reduziert die GroBe der Zwischenrelationen 
und damit die Laufzeit ganz erheblich. 
Rekursion 
Ein zweiter, entscheidender Schritt in Richtung deduktive Datenbank ist 
die Moglichkeit, virtuelle Relationen rekursiv definieren und entspre- 
chende Anfragen uber solche Views formulieren zu konnen. Dies fiihrt 
zu einer entscheidenden Verbesserung der Anfragemachtigkeit, denn 

l a t  sich wie folgt darstellen: 
ANG(PNr), < (PNr, 0) -t 
b) Die Integritatsbedingung, daB jeder Abteilungsleiter in der Abtei- 
lungen-Relation auch als Angestellter in der Angestellten-Relation 
v o r h a n d e n  s e i n  m u B :  
ABT(Leiter), = (Leiter, PNr) -t ANG(PNr) 
l i t  sich in der speziellen Schreibweise nur mit Negation formulieren: 
ABT(Leiter), = (Leiter, PNr), iANG(PNr) + 0 
Eine derartige einheitliche Verwaltung und Verarbeitung von Integri- 
tatsbedingungen und beliebig geschachtelten, m6glicherweise rekursiv 
definierten Views ist bspw. in [Pre89] zu finden, wo ein relationales 
Datenbanksystem mit entsprechenden Konzepten deduktiv erweitert 
wird. 
3 .  Datalog 
Die Sprache DATALOG ist inzwischen eine Standardsprache fur 
deduktive Datenbanksysteme. Sie ist eine EinschrSinkung der Pradikaten- 
logik 1. Stufe und erlaubt als Formeln fiir die Wissensdarstellung Horn- 
Klauseln ohne Funktionssymbole. Aus diesem Grunde ist sie mit der 
logischen Prograrnmiersprache PROLOG eng verwandt; es gibt aber 
auch gravierende Unterschiede, die im folgenden noch genauer 
beschrieben werden. 
3.1 Horn-Klauseln ohne Funktionssymbole 
Horn-Klauseln sind allquantifizierte Formeln der Form 
a v l a 1  v ... v l a n  (n 2 0). 
wobei a, a l ,  ..., an atomare Formeln (oder: positive Literale) im Sinne 
der Logik sind. Die Allquantoren werden iiblicherweise weggelassen, 
auBerdem formt man diese Formel in die folgende einpragsame (und 
logisch aquivalente) Schreibweise urn: 
a +- a1 A ... A an 
oder in PROLOG-Notation: 
a :- a l ,  ... ,an 
Es werden verschiedene Arten von Horn-Klauseln unterschieden: 
So nennt man Horn-Klauseln ohne negierte Literale auch Fakten, sie 
besitzen keinen Bedingungsteil und werden dementsprechend irnmer als 
,,wahr" interpretiert. Eine Menge von Fakten desselben Pradikats wer- 
den wir auch Relation nennen. Horn-Klauseln ohne positive Literale, 
d.h. ohne Konklusionsteil, werden auch Anfragen genannt (ihre Erfiill- 
barkeit gilt es nachzuweisen), und Horn-Klauseln mit positiven und 
negativen Literalen werden schlicht Regeln genannt. In gewohnter 
prozeduraler Denkweise kann man sich die letzteren auch als Prozedu- 
ren vorstellen, mit deren Hilfe man aus bekannten Fakten weitere Fakten 
schlieoen kann. 
Beispiel 6: 
Zur Beschreibung von Bahnverbindungen zwischen Orten ist das Pradi- 







AuBerdem werden durch die nachfolgenden Formeln beliebig lange 
Wege zwischen den betrachteten Orten - und damit die transitive Hiille - 
der VERBINDUNG-Relation beschrieben. 
Weg(X,Y) :- VERBINDUNG(X,Y) 
Weg(X,Y) :- VERBINDUNG(X,Z), Weg(Z,Y) 0 
3.2 Datalog: Formale Semantik, Auswertung und Abgrenzung 
zu Prolog 
Formale Semantik 
Es gibt verschiedene Moglichkeiten, die Semantik, d.h. die inhaltliche 
Bedeutung, von DATALOG-Programmen zu definieren. Einerseits 
kann man die Semantik eines Programms durch Modelle beschreiben, da 
ein Programrn aus einer Menge pradikatenlogischer Formeln besteht. Es 
reicht sogar aus, die Menge aller Herbrand-Modelle - einer Teilklasse 
aller moglichen Modelle - zu betrachten, und da diese Menge einen 
Mengenverband bildet, kam man jedem Programm das eindeutig 
bestirnrnte, minimale Herbrand-Modell als Semantik zuzuordnen. 
Neben dieser modelltheoretischen Semantik gibt es die beweistheoreti- 
sche Semantik. Diese basiert auf einem korrekten und vollstiindigen Kal- 
kiil und ordnet jedem DATALOG-Programrn die Menge aller syntak- 
tisch ableitbaren Formeln als Semantik zu. Es ist eine in der formalen 
Logik wohlbekannte Tatsache, daJ3 diese beiden erw2hnten Formalismen 
"aquivalent" sind. 
Neben dieser logischen Sichtweise gibt es auch eine algebraische (s. auch 
Abschnitt 2.3): Zu jedem DATALOG-Programm gibt es einen Fixpunkt- 
operator, der das simultane "Anwenden" aller Regeln auf Fakten simu- 
liert. Die iterative Anwendung dieses Fixpunktoperators liefert einen 
Grenzwert, den man als Fixpunktsemantik des Programms bezeichnet. 
Der wesentlicher Grund f i r  den Einsatz von Horn-Klauseln als Forma- 
lismus in deduktiven Datenbanken ist die - in [vEK 761 erstmals bewie- 
sene - Tatsache, daJ3 alle 3 Semantiken aquivalent sind, d.h. dieselbe 
Faktenrnenge beschreiben. 
Auswertung 
Vie1 Forschungsaufwand ist in den letzten Jahren betrieben worden, um 
effiziente Auswertungsverfahren fur Anfragen an deduktive Datenban- 
ken zu finden. Irn Gegensatz zur Auswertung bei PROLOG, geschieht 
dies in deduktiven Datenbanken meist "bottom-up" und "mengenorien- 
tiert". Dieses Vorgehen entspricht der Fixpunktsemantik. Der Grund 
dafiir, da0 in deduktiven Datenbanksystemen andere Aus- 
wertungsverfahren als das fiir PROLOG verwendete Resolutionsverfah- 
ren eingesetzt werden, liegt vor allem darin, d& bei Datenbanken der 
Suchraum meist sehr vie1 grBBer ist, als bei den ,,vorwiegend kleinen" 
PROLOG-Anwendungen. Somit tritt die Frage der Effizienz bei deduk- 
tiven Datenbanksystemen in den Vordergrund. 
Der grundlegende Algorithmus ist der sog. Naive Auswertungsalgo- 
rithmus (s. etwa [Ul188]), der zwar noch sehr ineffektiv ist, der aber die 
Grundidee der Fixpunktsemantik realisiert (s. Bsp. 7). 
Beispiel 7: 
Wir betrachten die VerbindungedWege-Datenbank aus Beispiel 6 .  Es 
bezeichne 
d := (r(Verbindung), r(Weg)) 
das Relationenpaar uber den Pradikaten VERBINDUNG und WEG. 
Dann ist der Naive Auswertungsalgorithrnus beschreibbar durch: 
BEGIN 
d := $3; 
REPEAT 
d := T(d) 
UNTIL lceine Veranderung bei d' 
END; 
Dabei bewirkt der Operator T: 
T(r(Verbindung), r(Weg)) := (r'(Verbindung), r'(Weg)), 
wobei 
r'(Verbindung) := r(Verbindung) 
r'(Weg) := r(Verbindung) u .nl,3(r(Verbindung) x r(Weg)) 
0 
Dieser Algorithmus, der iterativ alle Regeln gleichzeitig auf alle bereits 
berechneten Fakten anwendet, bis sich keine Veriinderung des 
Ergebnisses mehr ergibt, kann in vielerlei Hinsicht verbessert werden: 
- Vermeidung von Mehrfachberechnungen, 
d.h. Fakten, die in einem Schritt berechnet werden, brauchen in den 
folgenden Sclhritten nicht emeut berechnet zu werden. 
- Beriicksichtigung von Anfragekonstanten. 
Diese schrbken das Resultat meist sehr stark ein und sollten deshalb 
als Selektionskriteriurn "so friih wie m6glich beriicksichtigt 
werden. 
- Ausschlufl irrelevanter Fakten: 
es sollten nur diejenigen Fakten bei der Anfrageauswertung 
beriicksichtigt werden, die auch wirklich zur Herleitung eines 
Antworttupels beitragen. 
Diese Grundidee liegt beispielsweise der "magic sets" - Methode 
zugrunde (s.[BMSU86]). 
Abgrenzung zu PROLOG 
Wie eingangs e r w w t  und wie auch an der geschilderten Naiven Aus- 
wertungsmethode erkennbar, gibt es zwischen der logischen Program- 
miersprache PROLOG und der Sprache DATALOG grundlegende 
Unterschiede. Die gravierendsten werden im folgenden aufgezmt: 
- PROLOG ist eine logische Programmiersprache, DATALOG ist 
eine Sprache fiir deduktive Datenbanken. Diese unterschiedlichen 
Zielgebiete haben unterschiedliche Anforderungen. So mu13 
PROLOG volle Turing-Berechenbarkeit gewahrleisten, wahrend 
DATALOG-Programme 'sicher' sein sollten, d.h. in keine unend- 
lichen Schleifen laufen diii-fen. 
- PROLOG ist syntaktisch wesentlich vielfaltiger als DATALOG, es 
gibt Ein-JAusgabe-Pradikate, Negation sowie das 'Cut' und das 
'Fail' zur Steuerung der Programmabarbeitung. 
- Die formale Semantik von PROLOG ist vom Ursprung her zwar 
deklarativ, in Wirklichkeit aber doch sehr prozedural, da der 
Programmierer die Abarbeitung durch den PROLOG-Interpreter 
immer mitberiicksichtigen mu13 und dies auch iiber Pradikate zur 
Steuerung der Programmabarbeitung tut. DATALOG dagegen ist 
rein deklarativ, d.h. von der Reihenfolge der Abarbeitung unab- 
hhgig. 
- Der in PROLOG venvendete Auswertungsalgorithmus - die SLD- 
Resolution - arbeitet tupelorientiert, im Gegensatz zur mengenori- 
entierten Vorgehensweise bei deduktiven Daten banksystemen, d.h. 
es wird bei der Abarbeitung von PROLOG-Programmen auch 
jeweils nur genau ein Tupel bei einem erfolgreich verlaufenen 
Suchvorgang erzeugt. 
3.3 Datalog-Erweiterungen 
Es sind in den letzten Jahren sehr vielfaltige Erweiterungen von 
DATALOG untersucht worden. Mit diesen Erweiterungen sollen zum 
einen die Modellierungsmijglichkeiten ausgeweitet werden; dies ist 
vergleichbar mit dem ijbergang vom herkommlichen relationalen 
Datenmodell zu nichtnormalisierten oder semantischen Datenmodellen. 
Zum anderen sol1 aber auch die Anfragemachtigkeit, etwa durch die 
Hinzunahme arithmetischer Pradikate und Funktionen, vergroaert 
werden; dies entspricht dem Einsatz von Built-in-Funktionen in SQL. 
So ist man etwa von der Betrachtung von Horn-Klauseln zu der Betrach- 
tung beliebiger Klauseln iibergegangen, d.h. man erlaubt negative Lite- 
rale im Regelrumpf oder mehrere disjunktiv verkniipfte Literale im Re- 
gelkopf. In jedem dieser Falle ist die Semantik der betrachteten Pro- 
gramme nicht mehr so naheliegend, da kein minimales Herbrand-Modell 
existieren mul3. Auaerdem verkomplizieren sich die Auswertungsver- 
fahren fiir diese Art von Programmen erheblich. 
Beispiel 8: 
In der Verbindunfleg-Datenbank sollen alle Stiidte berechnet werden, 
die weder von Karlsruhe, Stuttgart oder Mannheim erreichbar sind. 
Unerreichbar(x) :- lWeg(Karlsruhe, x), 
-iWeg(Stuttgart, x), 
lWeg(Mannheim, x). 0 
Es scheint bei der Negation natiirlich sinnvoll zu sein, zuerst das negierte 
Pradikat (in Bsp. 8: 'Weg') vollstandig zu berechnen, bevor man den 
Rest der Regel auswertet. Dies ist auch in der Theorie das iibliche 
Vorgehen, allerdings ist es bei rekursiven Programmen i.a. nicht 
mbglich, sod& die Kombination von Rekursion und Negation oft ausge- 
schlossen wird. Man spricht dann auch von stratifizierten Programmen 
(s. [ABW86]). 
Eine weitere wiinschenswerte Erweiterung von DATALOG ist - wie 
bereits einleitend e r w h t  - die Hinzunahme von Funktionssymbolen. 
Im Gegensatz zur formalen Logik sind damit keine uninterpretierten 
Funktionssymbole gemeint, sondern Built-In-Funktionen, die bei der 
Auswertung der Regeln ebenfalls ausgewertet werden (s. Bsp. 9). 
Beispiel 9: 
Es wird angenornrnen, daI3 in dem 'Verbindungsl-Pradikat eine dritte 
Stelle existiert, die die Entfemung zwischen zwei Orten angibt. 
Dann berechnen die folgenden beiden Regeln alle Wege mit den zuge- 
horigen Entfemungen: 
Weg(X, Y, E) :- Verbindung(X, Y, E) 
Weg(X, Y, E3) :- Verbindung(X, Z, El),  
Weg(Z, Y, E2), E3 = E l  + E2. 
Man beachte, daJ3 das Pddikat 'Weg' ohne die Built-In-Funktion '+' 
nicht in dieser Weise defmiert werden konnte. 0 
Eine letzte wesentliche Erweiterung von DATALOG ist die Betrachtung 
komplexer Objekte, d.h. von Attributwerten, die strukturiert sein ktin- 
nen, also etwa aus einer Menge, einer Liste oder einem Tupel bestehen. 
Die Problematik dieser Erweiterung liegt darin begriindet, daR man die 
wohlbeka~te  Pradikatenlogik 1. Stufe an dieser Stelle verlal3t, wenn 
man "mengenwertige Variablen" zulat.  Man befmdet sich dann in dem 
Formalismus der Pradikatenlogik 2. Stufe. 
Desweiteren erfordert diese Erweiterung auch die Entwicklung neuer 
Auswertungsstrategien, etwa unterstiitzt durch eine Algebra fur kom- 
plexe Objekte oder ein erweitertes Resolutionsverfahren. Gerade die 
Betrachtung komplexer Objekte innerhalb regelbasierter Sprachen ist 
Gegenstand jiingster Forschungsaktivit~ten (s. etwa [HeS89], [AbG87], 
1 ~ 3 ~ ~ 8 7 1 ) .  
4 .  Zusammenfassung 
Deduktive Datenbanksysteme sind entstanden aus einer Verkniipfung der 
konventionellen relationalen Datenverarbeitung mit der Wissensverar- 
beitung mittels logikorientierter Formalismen. Dabei werden Analogien 
zwischen der relationalen Datenbanktheorie und der Hornlogik ausge- 
nutzt, urn aus einem expliziten Datenbestand (Basisrelationen) implizite 
Information (virtuelle Relationen) mengenorientiert herleiten zu 
kiinnen. 
Deduktive Datenbanksysteme ermoglichen folgende grundlegenden 
Verbesserungen des herkommlichen relationalen Datenmanagements in 
einem einheitlichen Formalismus: 
- beliebige Schachtelung von Views, 
- rekursiv definierte Views und 
- Beriicksichtigung von Integrit;itsbedingungen. 
Dabei kann bei einer EinschrWung auf die Sprache DATALOG eine 
effiziente Auswertung von Anfragen gew5hrleistet werden. 
Laufende Arbeiten haben das Ziel, die Ausdrucksfahigkeit deduktiver 
Datenbanksprachen weiter zu steigem und dabei gleichermaI3en die bis- 
her erreichten Vorziige - insbesondere die Effizienz - zu erhalten. Dies- 
beziiglich gibt es Forschungsaktivitaten in vielen Bereichen, wobei wir 
die folgenden besonders hervorheben: 
- Modellierung disjunktiver Information durch disjunktive Literale 
in Regelkopfen oder durch negierte Literale in Regelriimpfen, 
- Einbindung von Built-in-Funktionen, und damit Integration von 
deduktiven und funktionalen Sprachen, sowie die 
- Modellierung komplexer Objekte. 
Allerdings gestalten sich diese Untersuchung schwieriger als bei 
DATALOG, einerseits weil die formalen mathematischen Grundlagen 
dieser Sprachenveiterungen von tiefgriindigerer Natur sind als bei 
DATALOG, andererseits weil es u.a. an effizienten Methoden zur Aus- 
wertung von Programmen dieser Art noch fehlt. 
Dennoch gibt es in diesem Bereich bereits einige Arbeiten, die erste 
theoretische und praktische Erfolge dokumentieren und zum Weiterar- 
beiten errnuntern. 
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Typvererbung in objektorientierten Datenbanken 
oder: Sind Zirkuselefanten scheu? 
Jiirgen Wolff von Gudenberg 
Universitat Karlsruhe 
Eine objektorientierte Datenbank ist ein Netzwerk von Objek- 
ten und verschiedenen Beziehungen. Als Objekte kommen 
infrage: Individuen, Konzepte oder Klassen, Eigenschaften 
oder Attribute. 
Wir betrachten hier die is-a-Beziehung, d.h. ein Individuum 
ist ein Element einer Klasse oder eine Klasse ist Teil einer 
Oberklasse. Eigenschaften verwirklichen wir durch eigene 
Konzepte. 
In einem solchen Netzwerk lassen sich nun die folgenden 
Operationen durchfiihren: 
o Verdichtung der Information durch Eigenschaft fur ein 
Konzept s ta t t  vieler gleicher Eigenschaften fur 
Individuen 
o Zusammensetzung von komplexen Objekten 
o Aufbau von Hierarchien durch Bilden von 
- Teilklassen und 
- Oberklassen. 
Wir konnen also zwei Aspekte betrachten, 
o einerseits die Spezialisierung, d.h. den ae rgang  von einer 
Klasse zu einer Teilklasse, 
o andererseits die Generalisierung, d.h. den a e r g a n g  von 
einer Teilklasse zu einer Klasse. 
Als Beispiel fiir eine objektorientierte Datenbank geben wir 
folgendes Netzwerk an: 
scheues Wesen E l  Grautier I 
Zirkuselefant u 
Karlsruher E l  
Bulli 
Bild 1 
Die Pfeile geben die is-a Relation wieder. Klassen wie Elefant 
oder Esel sind oval eingerahmt, durch Eigenschaften erzeugte 
Klassen rechteckig. Individuen haben keinen Rahmen. 
Aus dem Bild laat sich unmittelbar ablesen, da13 Elefanten 
scheue Wesen sind und Jumbo und Tim Zirkuselefanten sind. 
Sind nun alle Zirkuselefanten scheu? 
Wir wollen also Beziehungen zwischen Knoten herleiten, die 
nicht direkte Nachbarn im Netzwerk sind. 
Gegeben sei eine Menge von Individuen 3 und eine Menge 
von Konzepten ;4t, wir bezeichnen mit $3 = 3 u ;4t das Univer- 
sum der betrachteten Objekte. 
a e r  diesem Universum sei eine Relation r = {< a, p> I a E $3, 
p E ;4t} gegeben, die durch einen Graph dargestellt wird. 
&f,i Ein Vererbungssystem ist ein Paar ($3, r). 
Die Relation r lal3t sich logisch beschreiben durch folgende 
Tabelle: 
Aussage I log. Beschreibung 1 Beispiel 
_ _ _ _ _ _ _ _ _ _ _ _  ---_------- 
<a,p> 1 elefant (bulli) <%P> esel (x) + grautier (x) 
PftfrI Ein Vererbungssystem ($3, r ) heifit Taxonomic 
wenn r partielle Ordnung ist und 
<X,Z> E r <X,Y> E r -+ Y = Z 
In  Taxonomien ist Mehrfachvererbung unmoglich, der 
Graph zu G besteht aus mehreren Baumen, d.h. jeder Knoten 
hat hochstens einen Nachfolger. 
Beispiel: Durch Weglassen des Konzeptes Karlsruher und der 
Beziehung, dal3 ein Elefant ein Grautier ist, wird Bild 1 zu 
einer Taxonomie. 
Da die Relation r in Taxonomien transitiv ist, treten keine 
Schwierigkeiten a d ,  wenn wir nicht direkt verbundene Kon- 
zepte zueinander in Beziehung setzen wollen. Nach Bild 1 sind 
also Tim und Jumbo scheue Wesen. Schwierigkeiten treten 
erst auf, wenn wir Negation, d.h. Ausnahmen zulassen oder 
auch UngewiRheit betrachten wollen. Das wollen wir im fol- 
genden tun, wir wollen also jetzt sagen, dal3 wir in unserem 
objektorientierten System nicht nur Beziehungen haben: "ein 
Objekt ist ein Teil eines anderen Objektes", sondern auch Be- 
ziehungen: "ein Objekt ist nicht ein Teil eines anderen Objek- 
tes" oder: "ich weil3 fur dieses Objekt nicht, ob es Teil eines 
anderen Objektes ist". 
In der Relation I' driicken wir das durch vorzeichenbehaftete 
Konzepte aus: P, lP, "P. 
Im Graph zeichnen wir dafiir verschiedene Kanten. 
Die einzelnen Aussagen lassen sich wieder durch logische 
Formeln beschreiben; hier mussen wir allerdings, da wir ja 
Ungewissheit auch zulassen wollen, zu nicht-monotoner 
Logik iibergehen. Der Operator M in der folgenden Tabelle 





<a, .* p> 
<q, P> 
<9,1P> 




1 p (a) 
M [p(a)l A M [lp(a)l 
q(x) A M [p(x)I -) P(X) 
q (XI A M [-p(x)l+ -rp(x> 
q (XI A M [ [p(x)l AM [~p(x)Il 
+ M [p(x)l AM [-p(x)I 
DeE: Ein Vererbungssystem (#3, T )  heil3t Klassen / E i ~ e n -  
schaftssvstem falls r azyklisch bzgl. --t und falls die 
Knoten, die Endpunkt einer -* oder -i-t+ Kante sind, 
Endknoten sind. Die Endknoten heil3en Ei~enschafts- 
-, die anderen Klassenknoten. 
Gilt <x,z> E r A <x,y> E r -t y = z fur Klassenknoten 
x,y,z so heil3t das System eine Klassenhierarchie. 
Beispiele fur Klassenhierarchien sind etwa das Klassenkon- 
zept in Simula oder C++ und die abgeleiteten Typen in Ada. 
Hierbei ist der Begriff Klasse gleich dem Begriff Typ zu setzen, 
der Begriff Eigenschaft gleich dem Begriff Attribut. 
Damit haben wir folgende Charakteristika: 
Ein Untertyp erbt alle Attribute des Obertyps, neue Attribute 
konnen hinzukommen, und die alten konnen uberschrieben 
werden. 
In unserem Elefantenbeispiel fugen wir nun zwei neue Kan- 
ten ein: einmal sagen wir, dal3 Zirkuselefanten nicht scheu 
sind, und dann wir von Tim, der ein Zirkuselefant ist, nicht 
wissen, ob er scheu ist oder nicht. Es ergibt sich das folgende 
Bild (s. Bild 2). 
3. 'Semantik der Typvererbung 
Unser Ziel ist es nun wiederum, eine Aussage iiber Individuen 
und Konzepte zu treffen, die nicht direkte Nachbarn sind. 
Dabei mussen wir beachten, da13 die Relation r nun nicht 
mehr transitiv ist. Es geht also um den Aufbau von Verer- 
bungsketten oder Erbfolgen <XI, ~2,...,xn> . Dazu treffen wir 




Bezeichne V = $3 u 1 $3 u -$3 die Menge der vorzeichenbe- 
hafteten Konzepte. Fur x €3 bezeichne x' das Konzept mit 
einem unterschiedlichen Vorzeichen. 
DeC Y = { < x l ,  ..., x i > I x k ~ ~ , l r k ~ i , 2 ~ i < w )  
sei Menge von Erbfol~en. Dann heifit 
C(Y) = {<XI, xi> I <XI, ..., xi> E Y) M e n ~ e  der SchluB- 
foleeruneen. 
Eine Erbfolge a = <XI, ..., xn> ist ererbbar in Y gdw 
n > 2 A <XI, ..., xn-l> E VI A <x2, ..., Xn> E y 
A <XI, xi'> a C p), 21 i 5 n 
h <y, xn'>a 'Y fiir y = xiv <xl ,..., xi ,..., y ,... xi+l> E y,11 i< n 
Eine gegen Erbbarkeit abgeschlossene Obermenge 
Y 2 I' heifit verankerte Erweiterung 
falls G E Y - r + a ererbar in Y 
Bsp~ Y = r u {<t, Z, E>, <j, Z, E>, <j, Z;-rS>, <b, E, S > )  
ist verankerte Erweiterung von r nach Bild 2. 
Die Definition der Ererbbarkeit setzt voraus, daB maximal 
uberlappende Teilfolgen in der Menge vorhanden sind. 
Ferner darf fur ein Element xi einer Erbfolge nicht eine 
SchluBfolgerung enthalten sein, die das xi* folgern liiBt. 
Desweiteren darf fur Zwischenpunkte y, die innerhalb der 
Folge o liegen oder auch uber Umwege innerhalb der Folge o 
eingebaut werden konnen, nicht xn mit unterschiedlichem 
Vorzeichen aus y direkt gefolgert werden. 
Auf unser Beispiel angewendet heiJ3t das, daB, obwohl Tim ein 
Zirkuselefant ist, Zirkuselefanten Elefanten sind und Elefan- 
ten scheue Wesen sind, wir nicht folgern durfen, daB Tim ein 
scheues Wesen ist, und zwar aus zwei Griinden: Einmal ist die 
Aussage "es ist ungewiB, ob Tim ein scheues Wesen ist" direkt 
in der Menge Y, also auch in der Menge der SchluSfolgerun- 
gen enthalten, zum zweiten ist auch von dem Zwischenpunkt 
Zirkuselefant eine direkte Kante nach scheues Wesen, die eine 
Verneinung bedeutet, enthalten. 
Um eine formale Beschreibung eines Vererbungssystems zu 
erhalten, ordnet man jedem Konzept ein Pradikat zu und be- 
schreibt das Verhalten durch Verknupfung der Pradikate. 
Taxonomien 
Jedem Typ (Konzept, Individuum) wird ein Pradikat zuge- 
ordnet, welches wahr ist fiir alle Untertypen oder Individuen, 
die bezuglich der Relation r kleiner oder gleich sind. 
Y + p y  mit Py (x) = wahr gdw x E Ty 
Ty = { X E @  I xcy) u Iyl 
Ein Typ wird also durch Angabe aller Elemente und Unterty- 
pen erklart. 
y1 Untertyp von y2 gdw Pyl A Py2 = Pyi  
gdw Tyl sTy2 
Die Pradikate Py bilden eine boolesche Algebra mit A , ~ , - I ,  die zu 
der Teilmengenalgebra der Ty mit n,u, Kom~lementbildung 
und zur Algebra{~,l} I)' isomorph ist. 
Die einfache extensionale Semantik gilt hier nicht wegen Aus- 
nahmen und Ungewiaheit. 
Wir schreiben im folgenden T fiir wahr, F fur falsch und Q 
fur ungewiJ3. 
Jedem Typ wird ein 3-wertiges Pradikat Ey zugeordnet mit 
Ey (x) = T gdw x €Ty = { Y I u I ~  I <x,y> E CW)l 
Ey (x) = F gdw x = {X I <X,T y> E CW)) 
Ey (x) = Q sonst 
Dabei ist Y eine verankerte Erweiterung von r 
6 y l  Untertyp von y2 
gdw E y l ~  Ey2 = Eyl 
gdw Tyl n Ty2 = Tyl A Fy l  u Fy2 = FYI 
Wahlt man fur die Verkniipfung der Pradikate die 3-werti- 
gen Operationen A, V ,  so bilden die Pradikate einen distributi- 
ven Verband: 
Wegen Q A Q = Q liegt keine boolsche Algebra vor. 
Wir betrachten ein Beispiel zum Bild 2: 
33 = {t, j, b, Z, E, S) r wie gehabt 
Anfragen wie "Welche Tiere sind Elefanten?" lassen sich mit 
Hilfe dieser Pradikate beantworten. 
Die Extensionsmengen entsprechen der intensionalen Se- 
mantik: "Solange nichts anderes bekannt ist, sind Elefanten 
scheu." 
Anfragen wie "Welche Eigenschaften haben typische Elefan- 
ten?" lassen sich durch Zuordnen von anderen Pradikaten 
und Aufiau des entsprechenden Verbandes beantworten. 
3 3 k - t A k  mit 
~k (x) = T g ~ w  x E T~ = (k)u ( X I  <k, 0 E C(W) 
= ~ g d w x ~  Fk= {xI<k,-rx>E C('f) 
= Q sonst 
&&z Ak (x) = Ex (k) 
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