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IMPROVED DECOUPLING FOR THE PARABOLA
LARRY GUTH, DOMINIQUE MALDAGUE, AND HONG WANG
Abstract. We prove an (ℓ2, L6) decoupling inequality for the parabola with constant
(logR)c. In the appendix, we present an application to the sixth-order correlation of the
integer solutions to x2 + y2 = m.
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1. Introduction and main results
Let f : Rn → C be in the Schwartz class S with Fourier support contained inNR−1(Pn−1),
the R−1 neighborhood of Pn−1 := {(ξ, |ξ|2), |ξ| ≤ 1, ξ ∈ Rn−1}. Let {θ} be a tiling of
NR−1(Pn−1) by approximately R−1/2 × · · · × R−1/2 × R−1 rectangular boxes θ and define
fθ = (f̂χθ)
∨.
Let Dn,p(R) denote the smallest constant such that
(1.1) ‖f‖Lp(Rn) ≤ Dn,p(R)(
∑
θ
‖fθ‖2Lp(Rn))1/2,
for any f ∈ S with suppf̂ ⊂ NR−1(Pn−1).
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A trivial estimate using Cauchy-Schwarz and the triangle inequality yields Dn,p(R) ≤
R(n−1)/2. And we have Dn,p(R) ≥ 1 by taking f = fθ. Bourgain and Demeter [3] proved
that for 2 ≤ p ≤ 2(n+1)n−1 , Dn,p(R) ≤ CǫRǫ for any small ǫ > 0. Such estimates are possible
due to the curvature of Pn−1 and are sharp up to Rǫ–loss. The estimates have many
applications in harmonic analysis, PDE and number theory. It was conjectured that Dn,p ≤
Cp for 1 ≤ p < 2(n+1)n−1 .
In this paper, we focus on the case n = 2 and write Dp(R) = Dn,p(R). At the end point
p = 6, Bourgain proved in [2] that D6(R) & (logR)1/6. Based on the Bourgain-Demeter
decoupling, Zane Li [7] proved that D6(R) . exp(O(
logR log log logR
log logR )). Then, by adapting
ideas from efficient congruencing, he proved [9] that D6(R) . exp(O(
logR
log logR )). This was
the best previous bound for D6(R). In this paper, we prove
Theorem 1.1. D6(R) . (logR)c
′
for an absolute constant c′.
Theorem 1.1 is a corollary of our main theorem, which estimates the L6–norm of f on a
subset of R2.
Theorem 1.2. There exists c > 0 such that the following holds. If f ∈ S has Fourier
support contained in NR−1(P1) and QR ⊂ R2 is any cube of sidelength R, then
‖f‖6L6(QR) ≤ (logR)c(
∑
θ
‖fθ‖2L∞(R2))2
∑
θ
‖fθ‖2L2(R2) ∀R ≥ 2.
The proof of Theorem 1.2 is related to an incidence estimate between points and rect-
angles used in [4] and [5]. These arguments are based on the following idea. We consider
the square function g =
∑
θ |fθ|2, and we divide it into a high-frequency part and a low
frequency part. For the high frequency part, the different terms |fθ|2 are essentially orthog-
onal, and this gives a powerful tool when the high frequency part of g dominates. When
the low frequency part of g dominates, we try to reduce the whole problem to a similar
problem at a coarser scale.
We use these tools to give a different proof of decoupling for the parabola. Compared to
the two previous proofs (by Bourgain-Demeter [3] and Li [9], our proof leans less heavily
on induction on scales, and we think this is the main reason it gives a stronger estimate. In
order to obtain the (logR)c
′
bound, we also need to deal carefully with a number of technical
difficulties. These include a wave packet decomposition using Gaussian partitioning of unity,
carefully modifying the function at each scale and reducing to a well-spaced frequency case.
We give an intuitive explanation of the argument in Section 1.
The bound (logR)c
′
is useful compared to Rǫ in some diophantine equation problems.
Let Λm = {(x, y) ∈ Z2, x2+ y2 = m}. In [1], Bombieri and Bourgain studied the number of
solutions of the system λ1 + λ2 + λ3 = λ4 + λ5 + λ6 with λj ∈ Λm. In [8], Li and Bourgain
applied decoupling to this problem. They were able to prove a very strong bound for the
number of solutions provided that Λm is very large. Using our stronger estimate for D6(R),
we can extend their bound to a wider range of Λm. We present this application in the
appendix.
Another corollary of Theorem 1.1 concerns the discrete Fourier restriction on {(n, n2), n ∈
Z}.
Corollary 1.3. Let Kp(N) denote the smallest constant such that for any {an}|n|≤N ,
‖
∑
|n|≤N
ane
2πi(nx+n2t)‖Lp(T2) . Kp(N)(
∑
|n|≤N
|an|2)1/2.
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Then K6(N) . (logN)c
′
.
Bourgain showed in [2] ((2.51), Proposition 2.36) that c(logN)1/6 ≤ K6(N) ≤ exp(c logNlog logN ).
He also asked whether Kp(N) is bounded independent of N for each p < 6.
2. Intuitive explanation of the argument
In this section, we outline the main ideas of the proof. For simplicity, we suppress some
minor technical details, but at the end we will discuss the most important technical issues
that come up.
Let Dec(R) be the optimal constant in the decoupling inequality
‖f‖L6(QR) ≤ Dec(R)(
∑
θ
‖fθ‖2L6(ωR))1/2.
Here the θ denote ∼ R−1/2 × R−1 approximate rectangles which partition an R−1 neigh-
borhood of P1 and f̂θ = f̂χθ where f is a Schwartz function. The original arguments of
Bourgain and Demeter to prove that Dec(R) ≤ CεRε involve analysis of fτ where τ is a
rectangle in a neighborhood of P1 and τ is at various scales between 1 and the final scale
R. This is also true for the proof of Theorem 1.2, which involves analysis of f at ∼ logR
many scales. Use the notations A . B and A / B to mean A ≤ CB and A ≤ (logR)CB,
respectively, for some absolute constant C.
By a standard pigeonholing argument (see §5), the decoupling inequality above follows
from the estimate
(2.1) α6|{x ∈ QR : |f | ∼ α}| /
(∑
θ
‖fθ‖2L∞(QR)
)2∑
θ
‖fθ‖2L2(QR)
where we may assume that for each θ,
(2.2) ‖fθ‖L∞(QR) ∼ 1 or fθ = 0
and that ‖fθ‖Lp(QR) are comparable for all non-zero fθ and all 2 ≤ p ≤ 6. Note that
inequality (2.1) is also (roughly) the statement of Theorem 1.2. In this section, we are
suppressing the weight functions localized to QR which are present in the L
2-norms on the
right hand side above.
Recall the reverse square function estimate for L4, which says that
(2.3) α4|{x ∈ QR : |f | ∼ α}| .
∫
QR
(∑
θ
|fθ|2
)2
.
If we use Minkowski’s integral inequality to interchange the ℓ2 and L4 norms, then we
immediately get L4-decoupling
(2.4) α4|{x ∈ QR : |f | ∼ α}| .
(∑
θ
( ∫
QR
|fθ|4
)1/2)2
.
The heart of our argument involves analyzing special cases where we can upgrade (2.3) into
something that implies L6-decoupling. We will describe the simplest special case of the
argument now.
Special case: High frequency dominance. Consider the square function that appears
on the right hand side of (2.3),
∑
θ |fθ|2. Each summand |fθ|2 = fθfθ has Fourier support
in θ − θ, which looks like a copy of the R−1/2 ×R−1 rectangle θ that is dilated by a factor
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of 2 and translated to the origin. Let η be a smooth approximation of the characteristic
function of a ball of radius R−1/2/ logR. Define the low frequency part as(∑
θ
|fθ|2
)
ℓ
:=
∑
θ
|fθ|2 ∗ η ∧
and the high part by (∑
θ
|fθ|2
)
h
:=
∑
θ
|fθ|2 −
(∑
θ
|fθ|2
)
ℓ
.
In this special case, we assume that∫
QR
(∑
θ
|fθ|2
)2
/
∫
QR
∣∣(∑
θ
|fθ|2
)
h
∣∣2.
We would like to use Plancherel’s theorem to analyze the right hand side, but we are
integrating over QR instead of R
2. This is solved by using a weight function wQR to
approximate χQR that has the property that ŵQR is supported in a ball of radius R
−1. This
blurs the support properties of the Fourier transform of
(∑
θ |fθ|2
)
h
by a factor of R−1,
but does not alter the main properties. In particular,
(∑
θ |fθ|2
)
h
has Fourier transform
supported on ∪
θ
(θ− θ) intersected with the compliment of the ball centered at the origin of
radius R−1/2/ logR. Since the θ cover a small R−1-neighborhood of P1 (which curves), the
rectangles θ − θ are oriented at angles which are pairwise & R−1/2-separated. The overlap
of these rectangles outside of B(R−1/2/ logR) is ∼ logR. Thus, by Cauchy-Schwarz,∫
QR
∣∣(∑
θ
|fθ|2
)
h
∣∣2 . logR ∫
QR
∑
θ
|fθ|4
where technically the auxiliary function η associated to the definition of the high and low
frequency parts is absorbed into a weight function discussed in more detail below.
To summarize, we have so far that
α4|{x ∈ QR : |f | ∼ α}| /
∫
QR
∑
θ
|fθ|4.
This means that we have upgraded our (ℓ2, L4)-decoupling result (2.4) into an (ℓ4, L4)-
decoupling result. Note that for some x ∈ QR, α ∼ |f(x)| ≤
∑
θ
‖fθ‖L∞(QR) ∼
∑
θ
‖fθ‖2L∞(QR)
and each ‖fθ‖∞ . 1. Thus,
α4|{x ∈ QR : |f | ∼ α}| / α−2
(∑
θ
‖fθ‖2L∞(QR)
)2∑
θ
∫
QR
|fθ|2
which is the L6-decoupling result we were aiming for and concludes the special case.

Suppose that we are not in the high frequency dominating case above, but that we have
a high frequency dominance at a different scale R˜:∫
QR
(∑
τ
|fτ |2
)2
/
∫
QR
∣∣(∑
τ
|fτ |2
)
h
∣∣2.
where the τ are R˜−1/2 × R˜−1 rectangles covering a R˜−1-neighborhood of P1 and the high
part is with respect to this new scale. If we repeat the above argument, we obtain the
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(ℓ4, L4) result
α4|{x ∈ QR : |f | ∼ α}| /
∫
QR
∑
τ
|fτ |4.
If we try to relate the right hand side to a sum of L2-norms, then
α4|{x ∈ QR : |f | ∼ α}| /
(
max
τ
‖fτ‖2∞
)∑
τ
∫
QR
|fτ |2.
By L2-orthogonality, this is equivalent to
α4|{x ∈ QR : |f | ∼ α}| /
(
max
τ
‖fτ‖2∞
)∑
θ
∫
QR
|fθ|2.
The issue now is that in the special case above, we had good control over‖fθ‖∞ given in
(2.2), but we don’t have any corresponding estimate for ‖fτ‖∞. A key part of the proof is
a pruning process for the wave packets of fτ which will allow us to control ‖fτ‖∞.
Our argument will involve many scales, and so we introduce a sequence of intermediate
scales and high-low decompositions for each scale. Denote the intermediate scales by
1 < R1 < · · · < Rk < Rk+1 < · · · < RN = R.
We will use scales which have the property that
(2.5)
Rk+1
Rk
∼ (logR)c.
Let {τk} denote R−1/2k ×R−1k rectangles which partition an R−1k neighborhood of P1. Note
that for each k = 1, . . . , N ,
(2.6) f =
∑
τk
fτk .
We analyze the square functions
gk =
∑
τk
|fτk |2.
Intuitively since the first scale R1 ≈ 1, we have by Cauchy-Schwarz that
|f | / g1/21 ,
and we should think of g1 as being close to |f |2. On the other hand, gN is our original
square function
∑
θ |fθ|2.
We define a high-low decomposition for gk, building on [4] and [5]. As in the special case
above, observe that the Fourier transform of gk is
ĝk =
∑
τk
|̂fτk |2 =
∑
τk
f̂τk ∗ f̂ τk .
By definition, f̂τk has support on τk and f̂ τk has support on −τk. Thus
supp|̂fτk |2 ⊂ τk − τk
and τk− τk is the same as τk translated to the origin and dilated by a factor of 2. Since the
{τk} formed a partition of the neighborhood of the parabola, the Fourier support of gk is
a union of ∼ R−1/2k ×R−1k rectangles centered at the origin oriented at ∼ R−1/2k -separated
angles. Note that the intersection of all of these tubes is an R−1k -ball centered at the origin,
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and outside of some neighborhood of the origin, the tubes look more disjoint (or at least
finitely overlapping). This is the setting for a high-low frequency decomposition.
We separate out a low-frequency part of gk and a high frequency part of gk.
Definition 2.1. Let ηk(ξ) be a bump function associated to a ball of radius ρk, where
ρk = (logR)
−cR−1/2k with c in (2.5). We have ηk(ξ) = 1 on Bρk and ηk(ξ) = 0 outside of
2Bρk .
Define the low frequency part of gk by
ĝk,ℓ = ηkĝk
Let the high part of gk be equal to
gk,h = gk − gk,ℓ.
The following lemmas describe the good features of the low-frequency part and the high-
frequency part of gk.
Lemma 2.2 (“Low lemma”). Given ρk = (logR)
−cR−1/2k ≤ R−1/2k+1 ,
|gk,ℓ(x)| ≤ Clow gk+1 ∗ |η ∧k|(x)
Sketch. First write gk,ℓ
gk,ℓ(x) =
∑
τk
∫
|fτk |2(y)η ∧k(x− y)dy.
Each τk is a union of R
−1/2
k+1 ×R−1k+1 rectangles, so we write fτk =
∑
τk+1⊂τk
fτk+1 . Morally, the
fτk+1 are orthogonal in L
2 on balls of radius & R
1/2
k+1. Since |η ∧k| is locally constant on balls
of radius ∼ ρ−1k & R1/2k+1, we invoke the local orthogonality of the fτk+1 to conclude
|gk,ℓ(x)| .
∑
τk
∑
τk+1⊂τk
∫
|fτk+1 |2(y)|η ∧k|(x− y)dy.

Since gk+1 is locally constant on balls of radius ∼ R1/2k+1, we may also update the low
lemma above to say
Corollary 2.3 (White lie! “Low corollary”).
gk,ℓ(x) ≤ Clow gk+1(x).
Lemma 2.4 (“High lemma”). For any BRk ball,∫
BRk
|gk,h|2 . ρ−1k R−1/2k
∑
τk
∫
|fτk |4ωRk+1
where 1BRk+1 ≤ ωRk+1 and ω̂Rk+1 is supported in a ball of radius 2R
−1
k+1.
Remark. Since ρk = (logR)
−cR−1/2k , and so the factor ρ
−1
k R
−1/2
k is bounded by (logR)
c.
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Sketch of “High Lemma”. ∫
BRk+1
|gk,h|2 ≤
∫
|gk,h|2ωRk+1
=
∫
ĝk,h ( ĝk,h ∗ ω̂Rk+1).
The Fourier transform of gk,h is supported outside of a ball centered at the origin of radius
ρk. The support of ĝh,k ∗ ω̂Rk+1 is outside of a ball of radius ρk − R−1k+1 ∼ ρk. This means
that the previous displayed math equals∫
|ξ|&ρk
ĝk,h ( ĝk,h ∗ ω̂Rk+1) ∼
∑
τk
∑
τ ′k
∫
|ξ|&ρk
|̂fτk |2 ( |̂fτ ′k |2 ∗ ω̂Rk+1).
On the region |ξ| & ρk, the support of |̂fτk |2 intersects the support of |f̂τ ′k |2 ∗ ω̂Rk+1 for at
most ρ−1k R
−1/2
k many τ
′
k. It follows from Plancherel’s theorem and Cauchy-Schwarz that∑
τk
∑
τ ′k
∫
|ξ|&ρk
|̂fτk |2 ( |̂fτ ′k |2 ∗ ω̂Rk+1) . ρ
−1
k R
−1/2
k
∑
τk
∫
|fτk |4ωRk+1 .

The “low lemma” tells us that
gk = gk,ℓ + gk,h ≤ Clowgk+1 + |gk,h|.
Therefore, either gk(x) ≤ A|gk,h| or gk(x) ≤ AA−1Clowgk+1(x). Here A is a parameter
that we can choose later. This leads to a partition of the domain into the following sets:
QR = L ⊔ Ω1 ⊔ · · · ⊔ ΩN−1.
Define
ΩN−1 = {x ∈ QR : gN−1(x) ≤ A|gN−1,h(x)|}.
For k = 1, . . . , N − 2, define
Ωk = {x ∈ QR \ (Ωk+1 ∪ · · · ∪ ΩN−1) : gk(x) ≤ A|gk,h(x)|}
⊆ {x ∈ QR : gk(x) ≤ A|gk,h(x)|, gℓ ≤ A
A− 1Clowgℓ+1 for k + 1 ≤ ℓ ≤ N − 1}.
The set L is defined as
QR \ (Ω1 ⊔ · · · ⊔ ΩN−1) ⊆ {x ∈ QR : gℓ ≤ A
A− 1Clowgℓ+1 for 1 ≤ ℓ ≤ N − 1}.
Since we have partitioned QR into ∼ logR many sets, it suffices to consider the cases
(2.7) ‖f‖L6(QR) . (logR)‖f‖L6(L)
or for some k,
(2.8) ‖f‖L6(QR) . (logR)‖f‖L6(Ωk).
The case where L dominates, which means (2.7) holds, is simple because for x ∈ L,
|f(x)|2 . g1(x) . gN (x) =
∑
θ |fθ(x)|2, and so∫
L
|f |6 .
∫
L
(
∑
θ
|fθ|2)3 ≤ (
∑
θ
‖fθ‖2L∞(QR))2
∑
θ
‖fθ‖2L2(QR),
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which implies the conclusion of Theorem 1.2.
More quantitatively, for x ∈ L, we have the bound
|f(x)|2 . g1 ≤
(
A
A− 1Clow
)N∑
θ
|fθ(x)|2.
This ultimately gives us a bound for Dec(R) of the form
(
A
A−1Clow
)N
. Recall that N ∼
logR/ log logR. We can choose A to be large to control the contribution of AA−1 . But if
Clow is a constant bigger than 1, then C
N
low will be much larger than (logR)
C (although
still smaller than CεR
ε). We will have to work more carefully in the low lemma to make
Clow very close to 1. We will return to discuss this more below.
But first we discuss the case where one of the Ωk dominates. In this case we begin by
applying a broad/narrow analysis. The narrow case is handled by an induction on scales
argument. For the broad case, we consider the set
U := {x ∈ QR : |f(x)| ∼ α, |f(x)| / max
τ1,τ ′1 non-adjacent
|fτ1fτ ′1 |1/2(x)}
where τ1 and τ
′
1 are R
−1
1 ×R−1/21 rectangles.
The L∞ norm of gN plays an important role in our argument, so we give it a name:
r = ‖gN‖L∞(QR).
Since r = ‖∑θ |fθ|2‖L∞(QR) ≤ ∑θ ‖fθ‖2L∞(QR), the main estimate (2.1) follows from the
bound
(2.9) α6|U ∩ Ωk| / r2
∑
θ
‖fθ‖2L2(QR).
Focusing on the broad case allows us to use bilinear restriction, which leads to the
following bound:
α4|U ∩Ωk| /
∫
Ωk
g2k.
From here, use that gk / |gk,h| on Ωk and proceed as in the special case above, using the
“high lemma”, Lemma 2.4, to obtain
α4|U ∩Ωk| / max
τk
‖fτk‖2L∞(QR)
∑
θ
‖fθ‖2L2(QR).
Recall that we must modify the function f to get a good bound for the ‖fτk‖L∞(QR). Here
is the idea for modifying f . If x ∈ U , then we know that |f(x)| ∼ α. By the definition of
Ωk, we know that for x ∈ Ωk,
(2.10)
∑
τk
|fτk(x)|2 ≤ Kr,
where K = (logR)c( AA−1Clow)
N−k−1. Even though K might be as large as C
logR
log logR , this is
accounted for in the proof with a more careful definition of Ωk. Inequality (2.10) implies
that for x ∈ U ∩ Ωk, the fτk with |fτk(x)| > 100Kr/α make a small contribution to f(x).
More precisely, if x ∈ U ∩ Ωk, then
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(2.11)
∑
τk:|fτk (x)|>100Kr/α
|fτk(x)| ≤
α
100Kr
∑
τk
|fτk(x)|2 ≤
α
100
≤ 1
10
|f(x)|.
We define
(2.12) λ = 100Kr /a.
Roughly speaking, the parts of fτ with norm bigger than λ don’t make a significant con-
tribution to f on the set U ∩Ωk. To take advantage of this observation, we divide each fτk
into wave packets, and then prune the wave packets with amplitude bigger than λ.
The pruning process goes roughly as follows (but this account is a little oversimplified).
First we expand fτk into wave packets,
(2.13) fτk =
∑
T
ψT fτk .
Here T denotes a translate of the dual convex τ∗k (see Definition 3.11), and the sum is over
a collection of translates that tile the plane. The function ψT is a smooth approximation of
the characteristic function of T , and the ψT form a partition of unity. Each ψT fτk is called
a wave packet, and it has Fourier support essentially contained in τk. We define f˜τk be the
result of pruning the high amplitude wave packets from fτk :
f˜τk =
∑
T :‖ψT fτk‖∞≤λ
ψT fτk .
The Fourier support of f˜τk is still essentially contained in τk. Suppose for a moment that
ψT was just χT , the characteristic function of T . Then because of our pruning, ‖f˜τk‖∞ ≤ λ.
Next we define fk =
∑
τk
f˜τk .
To analyze |U ∩ Ωk|, we use the argument above with fk in place of f and f˜τk in place
of fτk . There are the key features of fk that makes this possible:
• The function fk is close to f on U∩Ωk. If ψT was just χT , then the analysis in (2.11)
would show that for x ∈ U ∩Ωk, |f(x)−fk(x)| ≤ 1100α. We will ultimately define fk
in a slightly more complicated way, and we will prove this bound for |f(x)− fk(x)|.
• We now have the bound ‖f˜τk‖L∞ ≤ λ ≈ r/α.
• The function fk has Fourier support properties similar to those of f so that we
can run the argument above. For instance, the Fourier support of f˜τk is essentially
contained in τk.
When we run the argument above with fk in place of f , and then plug in the bound
‖f˜τk‖L∞ / r/α, we get the estimate
(2.14) α4|U ∩ Ωk| / (r/α)2
∫
QR
∑
θ
|fθ|2.
This is our desired estimate (2.9).
2.1. Technical issues. There are two main sources of technical difficulties that come up
in implementing the sketch above. One has to do with proving the low lemma with very
sharp control. The other has to do with pruning wave packets, which we have to do at
many different scales. To make the argument work rigorously, gk and fk both have to be
defined in a more complex way than they were above.
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In order to obtain the bound Dec(R) ≤ (logR)c, we also have to make many small
strategic decisions in our argument. The guiding principle behind all these decisions is
the following: to obtain a (logR)c bound with an argument involving N ∼ logR/ log logR
steps, we must carefully control any step which involves N iterations. On the other hand,
for steps that are only iterated O(1) times, we can prove lossier bounds.
A good example is the low lemma. If we are not very careful with how we formulate the
“low lemma”, we will get a bound for Dec(R) which is much larger than (logR)c. As we
discussed above, if we prove the low lemma in the form |gk,ℓ(x)| ≤ Clowgk+1(x), then we
will get a bound for Dec(R) which is at least as big as CNlow. To get our desired bound for
Dec(R), we need Clow to be almost 1.
Above we gave a non-rigorous sketch of the low lemma. To get some perspective, let us
now rigorously prove a version of the low lemma to get a perspective on Clow.
Lemma 2.5 (Baby low lemma). Let ηk(ξ) be a bump function defined as in Definition 2.1.
Then
|gk,ℓ| = |
∑
τk
|fτk |2 ∗ η ∧k| ≤ 2
∑
τk+1
|fτk+1 |2 ∗ |η ∧k|.
Proof. We write
∑
τk
|fτk |2 ∗ η ∧k(x) using Fourier inversion.∑
τk
|fτk |2 ∗ η ∧k(x) =
∑
τk
∫
f̂τk ∗ f̂ τke2πiξ·xηk(ξ)dξ.
Now fτk =
∑
τk+1⊂τk fτk+1 , so we can expand out the last expression:
=
∑
τk
∑
τk+1,τ
′
k+1⊂τk
∫
f̂τk+1 ∗ f̂ τ ′k+1e
2πiξ·xηk(ξ)dξ.
Now the point is that most of the integrals in the sum above vanish. The convolution
f̂τk+1 ∗ f̂ τ ′k+1 is supported in τk+1−τ
′
k+1, and ηk is supported in a ball of radius 2ρk ≤ R−1/2k+1 .
Now each rectangle τk+1 has dimensions R
−1
k+1×R−1/2k+1 . So τk+1−τ ′k+1 intersects the support
of ηk only if τ
′
k+1 is equal to or adjacent to τk+1. We keep only these terms in the sum to
get ∑
τk
|fτk |2 ∗ η ∧k =
∑
τk+1,τ
′
k+1equal or adjacent
(fτk+1fτ ′k+1) ∗ η
∧
k.
For the cross terms, we note that
|(fτk+1fτ ′k+1) ∗ η
∧
k| ≤ (|fτk+1 ||fτ ′k+1 |) ∗ |η
∧
k| ≤
(
1
2
|fτk+1 |2 +
1
2
|fτ ′k+1 |
2
)
∗ |η ∧k|.
Finally, grouping all the terms gives the desired bound:
|
∑
τk
|fτk |2 ∗ η ∧k| ≤ 2
∑
τk+1
|fτk+1 |2 ∗ |η ∧k|.

There are a couple of issues with this bound. One issue is that we have an unwanted
factor of 2 on the right-hand side. A second issue is that we have a convolution on the
right-hand side. If we take gk =
∑
τk
|fτk |2, then we have |gk,ℓ| ≤ 2gk+1 ∗ |η ∧k|.
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To deal with the factor of 2, we consider a special case when the Fourier support of f
has a helpful spacing condition. Let Θ = {θ} be a collection of ∼ R−1/2 × R−1 rectangles
contained in an R−1-neighborhood of P1. The collection Θ has the spacing property at
scale Rk if there exists a collection of ∼ R−1/2k ×R−1k -rectangles τk which cover ∪θ∈Θθ and
such that
dist(τk, τ
′
k) ≥ (logR)−1R−1/2k
whenever τk and τ
′
k are distinct. If Θ has the spacing property at scales R1, . . . , RN−1,
then say Θ is well-spaced. A well-spaced collection of rectangles θ can include most of the
rectangles needed to cover the parabola, and we will be able to reduce our theorem for a
general f to the case that the Fourier support of f is well-spaced. The spacing condition
helps us because whenever τk+1, τ
′
k+1 are distinct, τk+1− τ ′k+1 is supported outside the ball
of radius (logR)−1R−1/2k+1 . Now we choose ρk ≤ (logR)−1R−1/2k+1 , and we see that all the
cross terms in Lemma 2.5 vanish. This gets rid of the factor of 2. Assuming that f obeys
the spacing condition, we conclude that
|
∑
τk
|fτk |2 ∗ η ∧k| ≤
∑
τk+1
|fτk+1 |2 ∗ |η ∧k|.
Next we discuss the ∗|η ∧k| on the right-hand side. In order to deal with this factor, we
define gk in a more complicated way. Our definition of gk has the following form:
(2.15) gk :=
∑
τk
|fk+1,τk |2 ∗ ϕT˜τk .
Here fk+1,τk is given by pruning high amplitude wave packets from fτk , and we will
discuss it more below. The function ϕT˜τk
is roughly 1|τ∗k |χτ
∗
k
. It’s a bit bigger than this, so
a more accurate model is
ϕT˜τk
∼ (logR)
c
|τ∗k |
χ(logR)cτ∗k .
Let’s see why this extra convolution helps us. In the well-spaced case, the argument
above shows that
(2.16) |gk ∗ ηk ∧| ≤
∑
τk+1
|fk+1,τk+1 |2 ∗ ϕT˜τk ∗ |ηk
∧|.
On the right-hand side, τk denotes the parent of τk+1. We choose the functions ϕT˜τk
so
that for any τk+1 ⊂ τk,
(2.17) ϕT˜τk
∗ |ηk ∧| ≤ ϕT˜τk+1 .
With this choice, the right hand side of (2.16) is bounded by
∑
τk+1
|fτk+1 |2 ∗ϕT˜τk+1 ≤ gk+1.
So with this definition, we get |gk,ℓ| ≤ gk+1. (We will prove this in Lemma 3.24.)
Redefining gk in this way makes the statement of the low lemma very clean. It does have
a cost though. We have to make sure that the contribution of ϕT˜τk
is not too big. To control
their size, we have to choose ηk carefully, and the key bound is the ‖η ∧k‖L1 ≤ 1 +C/ logR,
which is proved in Lemma 3.9.
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Finally, let us briefly discuss pruning wave packets. Our argument involves many different
scales and we have to prune wave packets at all of the scales. We can define fN to be our
initial function f . We decompose fN into wave packets by combining (2.6) and (2.13)
fN =
∑
θ
∑
T
ψT fN,θ.
Then we remove the wave packets with amplitude bigger than λ = 100Kr/a. The resulting
function is called fN−1:
fN−1 =
∑
θ,T :‖ψT fN,θ‖∞≤λ
ψT fN,θ.
Next, we decompose fN−1 into wave packets at the next scale:
fN−1 =
∑
τN−1
∑
TτN−1
ψTτN−1 fN−1,τN−1 .
Here τN−1 is a rectangle of dimensions R
−1/2
N−1 × R−1N−1, and TτN−1 is roughly a tube which
is roughly a translate of τ∗N−1. We remove the wave packets with amplitude bigger than
λ and call the resulting function fN−2. This iterative pruning is necessary to make our
argument work, but it also makes it fairly complex. In particular, since the pruning has N
steps, we have to be very careful with all the estimates related to the pruning process. For
example we have to define the smooth cutoff functions ψT carefully.
3. Proof of Theorem 1.2 – the broad, well-spaced case
The argument outlined in the above intuition section leads to the (logR)c upper bound
in Theorem 1.2 for functions which satisfy two extra properties. The function f being broad
allows us to bound an L4 norm of f by an L2 norm of a square function gk. The property
that f is well-spaced allows us to replace Lemma 2.5 with
|gk,ℓ| ≤
∑
τk+1
|fτk+1 |2 ∗ |η ∧k|
(so we have no accumulated constant after iterating the inequality . logR times). Theorem
1.2 in the special case of broad, well-spaced functions f is called Proposition 3.4, which we
prove in this section. In §4, we remove the assumptions on f .
3.1. Statement of Proposition 3.4. Let f ∈ S have Fourier support in NR−1(P1). θ is
always an approximate R−1/2×R−1 rectangle in a neighborhood of P1. The property that
f is broad means that ‖f‖L6(QR) is dominated by the L6-norm of a bilinearized version of
f . We state the results in terms of a parameter α > 0 which measures this bilinearized
version of f . Precisely, let
Definition 3.1.
Uα := {x ∈ R2 : max
τ,τ ′
nonadj.
|fτ fτ ′ |1/2(x) ∼ α and
(∑
τ
|fτ (x)|6
)1/6 ≤ (logR)9α}
where the maximum is taken over nonadjacent ∼ (logR)−6 × (logR)−12 rectangles τ and
τ ′. By ∼ here, we mean within a factor of 2.
Our argument involves a sequence of scales Rk defined as follows:
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Definition 3.2. For k ∈ N, let Rk = (logR)12k. We analyze scale R1, . . . , RN where
RN = R. This means that N =
logR
12 log logR .
Definition 3.3 (Spacing property). Let Θ = {θ} be a collection of ∼ R−1/2×R−1 rectangles
contained in an R−1-neighborhood of P1. The collection Θ has the spacing property at scale
Rk if there exists a collection of ∼ R−1/2k ×R−1k -rectangles τk which cover ∪θ∈Θθ and such
that
dist(τk, τ
′
k) ≥
1
2
R
−1/2
k+1
whenever τk and τ
′
k are distinct. If Θ has the spacing property at scales R1, . . . , RN−1, then
say Θ is well-spaced. A function f ∈ S is well-spaced if fˆ is supported in ∪
θ∈Θ
θ for some
well-spaced Θ.
Proposition 3.4. There exist c ∈ (0,∞) such that for all well-spaced f ∈ S,
α6|Uα ∩QR| ≤ (logR)c(
∑
θ
‖fθ‖2L∞(R2))2
∑
θ
‖fθ‖2L2(R2).
Lemma 3.5. For any p ≥ 1, ‖fθ‖L∞(R2) . ‖fθ‖Lp(R2).
Proof. Since the Fourier transform of fθ is supported on 2θ, we can choose a smooth cutoff
function φθ such that φθ = 1 on 2θ and φθ = 0 outside of 3θ. Now define ψθ(x) =
maxy∈x+B(0,2) |φˇθ|, then for any unit ball B
‖fθ‖L∞(B) ≤ min
x∈B
|fθ| ∗ ψθ(x) ≤ ‖|fθ| ∗ ψθ‖Lp(B) . ‖fθ‖Lp(R2).

Note 3.6. For the remainder of §3, assume that we have replaced f by a constant multiple
cf so that max
θ
‖fθ‖L∞(R2) = 1. Note that this means that α is replaced by cα and r is
replaced by c2r. The purpose of this assumption is to simplify the error terms which are
often written as negative powers of R. Note for example that by Lemma 3.5
R−50 ≪ r
2
α2
max
θ
‖fθ‖2L∞(R2) .
r2
α2
∑
θ
‖fθ‖2L2(R2),
because r ≥ 1 and α ≤ R1/2.
3.2. Auxiliary functions. There are two places described in §2 that involve auxiliary
bump functions, Definition 2.1 and (2.15), which we analyze carefully in this section. To
formally carry out the pruning process from f to fk, we define ϕT˜τk
, and to define the
high/low decomposition of gk, define η
∧
k. We control the L
1 norms of these functions in
Lemma 3.9 and Lemma 3.13. This is important for achieving the (logR)c upper bound in
Proposition 3.4.
Notation 3.7. Let δ = 1logR .
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Definition 3.8. Let ξ ∈ R and G0(ξ) = e−(logR)1/2ξ2. Define the Gaussian-like function
G(ξ) = G0(ξ)χ[−1,1]\[−δ,δ](ξ) +G0(δ)χ[−δ,δ](ξ)−G0(1)χ[−1,1](ξ).
Define η : R2 → R by
η(ξ1, ξ2) = G(0)
−2G(ξ1)G(ξ2).
For each k, define
(3.1) ηk(ξ) = η(4R
1/2
k+2ξ).
Note that ηk(ξ) = 1 for all |ξi| ≤ 14 logRR
−1/2
k+2 and ηk is supported in |ξi| ≤ 14R
−1/2
k+2 .
Lemma 3.9. Let R > 0 be larger than a certain absolute constant. Then for each k,
‖η ∧k‖1 ≤ 1 +
c
logR
.
Proof. It suffices to show the claim for η since ηk is equal to η composed with an affine
transformation. Recall the definition of η
η(ξ1, ξ2) = G(0)
−2G(ξ1)G(ξ2).
Since G(0)−1 = (eδ
3/2 − e−δ−1/2)−1 ≤ (1+ 1logR ) and Fourier transforms of products factor,
it suffices to show that
‖G ∧‖1 ≤ 1 + c
logR
.
Recall the definition of G: G0(ξ) = e
−(logR)1/2ξ2 and
G(ξ) = G0(ξ)χ[−1,1]\[−δ,δ](ξ) +G0(δ)χ[−δ,δ](ξ)−G0(1)χ[−1,1](ξ).
Also define the functions
G1(ξ) = (G0(ξ)−G0(δ))χ[−δ,δ](ξ), G2(ξ) = G0(ξ)χ[−1,1]c(ξ) +G0(1)χ[−1,1](ξ)
and note that
G(ξ) = G0(ξ)−G1(ξ)−G2(ξ).
Since G0
∧≥ 0, ‖G0
∧‖1 = ‖G0‖∞ = 1, which means it suffices to show that
‖G1
∧‖1 . 1
logR
and
‖G2
∧‖1 . 1
logR
.
Observe that G1 and G2 are continuous, L
1 functions (though not differentiable at a few
points). G1 is Riemann-integrable, so for each x 6= 0, we can use integration by parts to
compute xG
∧
1(x) as the inverse Fourier transform of a function. For G2, the same is true
after a limiting argument to approximate G2 by Riemann-integrable functions.
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First, we have
‖G1
∧‖1 = ‖(1 + x2)−1/2(1 + x2)1/2G1
∧‖1
. ‖(1 + x2)1/2G1
∧‖2
. ‖G1‖2 + ‖xG1
∧‖2
. (δ|1 −G0(δ)|2)1/2 + (logR)1/2
(∫
[−δ,δ]
|ξe−(logR)1/2ξ2 |2dξ
)1/2
. δ1/2(logR)1/2δ2 + (logR)1/2δ3/2 ∼ 1
logR
.
Similarly,
‖G2
∧‖1 . ‖G2‖2 + ‖xG2
∧‖2
. G0(1) + (logR)
1/2
(∫
[−1,1]c
|ξe−(logR)1/2ξ2 |2dξ
)1/2
. e−(logR)
1/2
+ (logR)1/8
( ∫
[−δ−1/4,δ−1/4]c
e−ξ
2/2dξ
)1/2 ≪ 1
logR
.

Definition 3.10. Let ρ : R2 → R be equal ρ(ξ) = η(δξ) where η is defined in Definition
3.8 and δ = 1logR . For each scale Rk and each ∼ R
−1/2
k ×R−1k -rectangle τk, let
ρτk = ρ ◦ ℓτk
where ℓτk is an affine transformation mapping the smallest ellipse containing 2τk to B.
Definition 3.11. If τ is a symmetric convex set with center C(τ), then the dual of τ is
defined as
τ∗ = {x : |x · (y − C(τ))| ≤ 1, ∀y ∈ τ}.
Definition 3.12. For each R
−1/2
1 ×R−11 -rectangle τ1, let
ϕT˜τ1
(x) = sup
y∈x+(logR)11τ∗1
|ρ ∧τ1(y)|.
For each 2 ≤ k ≤ N and each R−1/2k ×R−1k -rectangle τk, define ϕT˜τk inductively by
ϕT˜τk
(x) = max( sup
y∈x+(logR)11τ∗k
|ρ ∧τk(y)|, ϕT˜τk−1 ∗ |η
∧
k−1|(x)),
where τk−1 is the R
−1/2
k−1 ×R−1k−1-rectangle containing τk.
Lemma 3.13. For each k and τk,
‖ϕT˜τk ‖1 . (logR)
c˜.
The implicit constant is uniform in k and τk.
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Proof. If k = 1, then ‖ϕT˜τ1‖1 . (logR)
c˜ is clear from the definition. Recall the definition
of ϕT˜τk
for k ≥ 2 to be
ϕT˜τk
(x) = max( sup
y∈x+(logR)11τ∗k
|ρ ∧τk(y)|, ϕT˜τk−1 ∗ |η
∧
k−1|(x)),
where τk−1 is the R
−1/2
k−1 ×R−1k−1-rectangle containing τk. Let Ak be the set on which
sup
y∈x+(logR)11τ∗k
|ρ ∧τk(y)| ≥ ϕT˜τk−1 ∗ |η
∧
k−1|(x)
and let Bk be the complement of Ak. Note that
‖ϕT˜τk ‖1 = ‖ supy∈·+(logR)11τ∗k
|ρ ∧τk(y)|‖L1(Ak) + ‖ϕT˜τk−1 ∗ |η
∧
k−1|‖L1(Bk)
If
‖ sup
y∈·+(logR)11τ∗k
|ρ ∧τk(y)|‖L1(Ak) ≥ δ‖ϕT˜τk−1 ∗ |η
∧
k−1|‖L1(Bk),
then
‖ϕT˜τk ‖1 ≤ 2δ
−1‖ sup
y∈·+(logR)11τ∗k
|ρ ∧τk(y)|‖L1(R2)
= 2δ−1‖ sup
y∈·+B(0,(logR)11)
|ρ ∧(y)|‖L1 . (logR)c
since |ρ ∧| is bounded by (logR)c and is rapidly decaying outside a ball of radius (logR)c.
If not, then
‖ϕT˜τk ‖1 ≤ (1 + δ)‖ϕT˜τk−1 ∗ |η
∧
k−1|‖L1(Bk).
By Young’s convolution inequality and Lemma 3.9,
‖ϕT˜τk ‖1 ≤ (1 + δ)
2‖ϕT˜τk−1‖1.
If we iterate this argument for ≤ N . logRlog logR times, then we also obtain the desired
conclusion.

Definition 3.14 (Gaussian partition of unity). First define ψ0 by
ψ0(x) = c
∫
Q
g(x− y)dy
where Q is the unit cube Q = [−1/2, 1/2]2, g(x) = e−|x|2, and c = (∫ g)−1. Note that for
every x ∑
n∈Z2
ψ0(x− n) =
∑
n∈Z2
∫
n+Q
g(x− y)dy = 1.
Let T be any rectangle in R2. Let A : R2 → R2 be an affine transformation mapping T
to Q. Define the Gaussian bump function adapted to T ψT by
ψT (x) = c|T |−1
∫
T
g(A(x − y))dy.
(There are several different affine transformations A taking T to Q, but they all give the
same function ψT because the Gaussian g and the area form are invariant under the affine
automorphisms of Q.)
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If T is a set of congruent rectangles T tiling the plane, then∑
T∈T
ψT (x) = 1,
and so the Gaussians {ψT }T∈T form a partition of unity.
The Fourier transform of ψT is
ψ̂T (ξ) = c|T |−1
∫
T
|A|−1ĝ((A−1)tξ)e−2πiξ·A−1ydy
and satisfies
|ψ̂T (ξ)| ≤ |T |e−|(A−1)tξ|2 .
If x 6∈ 100√logRT , then
|ψT (x)| ≤ ce
− inf
y∈T
|x−y|2 ≤ R−1000.
If ξ 6∈ 100√logRT ∗, then
|ψ̂T (ξ)| ≤ c|T |R−104 .
In the rest of the paper, a function being essentially supported in S means that | · | ≤
R−1000 off of S and the function rapidly decays away from S. A weight function wS is
localized to S means that wS ∼ 1 on S and |wS | ≤ R−1000 off of logRS.
3.3. Pruning wave packets . We define pruned versions of the function f and the inter-
mediate square functions
∑
τk
|fτk |2. The pruning process depends on the parameter α > 0
which measures the bilinearized version of f , and a new parameter r > 0 (defined below)
related to the final square function
∑
θ
|fθ|2.
Definition 3.15. Define gN as
gN =
∑
θ
|fθ|2 ∗ ϕT˜θ .
where ϕT˜θ is defined in Definition 3.12 for θ = τN .
Definition 3.16. Define r > 0 to be
(3.2) r = ‖gN‖L∞(R2).
Note that r satisfies
(3.3) r . (logR)c˜
∑
θ
‖fθ‖2L∞(R2)
for the constant c˜ in Lemma 3.13.
Notation 3.17. The parameter λ measures the ratio between r and α:
(3.4) λ = (logR)m
r
α
where the exponent m is sufficiently large as required by the proof of Lemma 3.22 and
Lemma 3.27 and Proposition 3.4.
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Definition 3.18. For each rectangle τk, we write Tτk to denote a translate of (logR)
9τ∗k .
We let Tτk be a tiling of the plane by rectangles Tτk . In Definition 3.14, we defined a
Gaussian partition of unity associated to such a tiling:∑
Tτk∈Tτk
ψTτk (x) = 1.
Definition 3.19 (Defining fk with respect to λ). Define fN by
fN =
∑
θ
∑
Tθ∈Tθ
‖ψTθ fθ‖∞≤λ
ψTθfθ.
Let Tθ,λ = {Tθ ∈ Tθ : ‖ψTθfθ‖∞ ≤ λ}. Define
fN,θ =
∑
Tθ∈Tθ,λ
ψTθfθ
and note that f̂N,θ is essentially supported in (1 + (logR)
−8)θ. Also define
fN,τN−1 =
∑
θ⊂τN−1
fN,θ.
Now we define fk, fk,τk , and fk,τk−1, starting with k = N − 1 and going down to k = 1.
fk =
∑
τk
∑
Tτk∈Tτk,λ
ψTτk fk+1,τk
where Tτk,λ = {Tτk ∈ Tτk : ‖ψTτk fk+1,τk‖∞ ≤ λ}.
Similarly we define
(3.5) fk,τk =
∑
Tτk∈Tτk,λ
ψTτk fk+1,τk
(3.6) fk,τk−1 =
∑
τk⊂τk−1
fk,τk .
Lemma 3.20 (Properties of fk). (1) fk =
∑
τk
fk,τk .
(2) |fk,τk(x)| ≤ |fk+1,τk(x)|.
(3) ‖fk,τk‖L∞ ≤ C(logR)2λ+R−1000.
(4) ess suppf̂k,τk ⊂ (1 + (logR)−8) · τk.
(5) ess suppf̂k,τk−1 ⊂ (1 + (logR)−10)τk−1.
Proof. The first property follows straight from the definition.
The second property follows because
∑
Tτk∈Tτk ψTτk is a partition of unity, and
fk,τk =
∑
Tτk∈Tτk,λ⊂Tτk
ψTτkfk+1,τk .
Now consider the L∞ bound in the third property. We write
fk,τk(x) =
∑
Tτk∈Tτk,λ,x∈(logR)Tτk
ψTτk fk+1,τk +
∑
Tτk∈Tτk,λ,x/∈(logR)Tτk
ψTτk fk+1,τk .
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The first sum has at most C(logR)2 terms, and each term has norm bounded by λ by the
definition of Tτk,λ. By the normalization in Note 3.6, it follows easily that
(3.7) |fk+1,τk(x)| ≤ R100.
But if x /∈ (logR)Tτk , then ψTτk (x) ≤ e−(logR)
2 ≤ R−2000. Moreover, as Tτk gets further
away from x, ψTτk (x) is rapidly decaying. Therefore, the second sum has norm at most
R−1000.
The fourth and fifth properties depend on the essential Fourier support of ψTτk (and
on similar trivial bounds as (3.7)). Recall from Definition 3.18 that Tτk is a translate of
(logR)9τ∗k . Because of this factor (logR)
9, the essential Fourier support of ψTτk is contained
in
100
√
logR(logR)−9τk (see Definition 3.14).
Initiate a 2-step induction with base case k = N : fN,θ has essential Fourier support in
(1 + (logR)−8)θ because of the above definition. Then
fN,τN−1 =
∑
θ⊂τN−1
fN,θ
has essential Fourier support in ∪
θ⊂τN−1
(1+(logR)−8)θ, which is contained in (1+(logR)−10)τN−1.
Since each ψTτN−1 has essential Fourier support in 100
√
logR(logR)−9τN−1,
fN−1,τN−1 =
∑
TτN−1∈TτN−1,λ
ψτN−1fN,τN−1
has essential Fourier support in
(100
√
logR(logR)−9 + 1 + (logR)−10)τN−1 ⊂ (1 + (logR)−8)τN−1.
Iterating this reasoning until k = 1 gives (4) and (5).

Definition 3.21 (Definition of gk). For k = 1, . . . , N − 1, define
gk :=
∑
τk
|fk+1,τk |2 ∗ ϕT˜τk
where ϕT˜τk
is specified in Definition 3.12.
The following lemma shows that the difference between the kth and (k+1)st versions of
fτ is controlled by λ
−1gk. We eventually apply this lemma for x ∈ Ωk, defined in Definition
3.26, where we know that gk ∼ r. We will see that on this set, the differences between the
different versions of fτ are negligible.
Lemma 3.22. Suppose τ is a ρ−1/2 × ρ−1 rectangle in a ρ−1-neighborhood of P1, at any
scale 1 ≤ ρ ≤ R. For k = 1, . . . , N − 1, if Rk ≥ ρ,
|
∑
τk⊂τ
fk+1,τk(x)−
∑
τk⊂τ
fk,τk(x)| . (logR)c˜λ−1gk(x) +R−1000.
Proof. By (3.5),∑
τk⊂τ
fk+1,τk(x)−
∑
τk⊂τ
fk,τk(x) =
∑
τk⊂τ
∑
T∈Tτk
‖ψT fk+1,τk‖∞>λ
ψT (x)fk+1,τk(x).
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Recall that ψT has Gaussian decay off of T . It follows from (3.7) that∣∣ ∑
τk⊂τ
∑
T∈Tτk
‖ψT fk+1,τk‖∞>λ
x 6∈logR·T
ψT (x)fk+1,τk(x)
∣∣ ≤ R−1000.
Then we have∣∣ ∑
τk⊂τ
∑
T∈Tτk
‖ψT fk+1,τk‖∞>λ
x∈logR·T
ψT (x)fk+1,τk(x)
∣∣ ≤ λ−1 ∑
τk⊂τ
∑
T∈Tτk
‖ψT fk+1,τk‖∞>λ
x∈logR·T
‖ψT fk+1,τk‖2∞
The number of terms in the inner sum is . (logR)2. Let Tτk(x) be the unique rectangle
in the tiling Tτk that includes x. If x ∈ (logR)T , then ψT is essentially supported in
10(logR)Tτk(x), and so we have
∑
τk⊂τ
∑
T∈Tτk
‖ψT fk+1,τk‖∞>λ
x∈logR·T
‖ψT fk+1,τk‖2∞ . (logR)2λ−1
∑
τk⊂τ
‖fk+1,τk‖2L∞(10(logR)Tτk (x)) +R
−1000.
Recall by Lemma 3.20 that the Fourier transform of fk+1,τk is essentially supported in
(1 + (logR)−10)τk, so for ρτk from Definition 3.10,
|fk+1,τk(y)| ≤ |fk+1,τk ∗ ρ ∧τk(y)|+R−1000.
Now we defined ϕT˜τk
(z) to be at least sup
z+(logR)11τ∗k
|ρ ∧τk |, so
(3.8) ‖fk+1,τk‖L∞(10(logR)Tτk (x)) ≤ |fk+1,τk | ∗ ϕT˜τk (x).
Therefore,
∣∣ ∑
τk⊂τ
∑
T∈Tτk
‖ψT fk+1,τk‖∞>λ
x∈logR·T
ψT (x)fk+1,τk(x)
∣∣ . (logR)2λ−1 ∑
τk⊂τ
(
|fk+1,τk | ∗ ϕT˜τk (x)
)2
+R−1000.
Applying Cauchy-Schwarz to the integral in the convolution, we get
≤ (logR)2λ−1
∑
τk⊂τ
|fk+1,τk |2 ∗ ϕT˜τk (x)‖ϕT˜τk ‖L1 +R
−1000.
Finally, note that ‖ϕT˜τk ‖L1 ≤ (logR)
c by Lemma 3.13 and that
(3.9)
∑
τk⊂τ
|fk+1,τk |2 ∗ ϕT˜τk (x) ≤ gk(x)
by Definition 3.21. 
IMPROVED DECOUPLING FOR THE PARABOLA 21
3.4. High/low lemmas for gk.
Definition 3.23 (Definition of gℓk and g
h
k ). For k = 1, . . . , N − 1 and ηk from (3.1), define
gℓk := gk ∗ η ∧k and ghk := gk − gℓk.
Lemma 3.24 (Low lemma).
|gℓk| ≤ gk+1 +R−1000
Proof. Write
|gℓk(x)| = |
∑
τk
|fk+1,τk |2 ∗ ϕT˜τk ∗ η
∧
k(x)|
where ηk is defined in Definition 3.8. Analyze for each τk:
|fk+1,τk |2 ∗ η ∧k(x) =
∫
f̂k+1,τk ∗ f̂k+1,τk(ξ)e2πix·ξηk(ξ)dξ
=
∑
τk+1,τ
′
k+1⊂τk
∫
f̂k+1,τk+1 ∗ f̂k+1,τ ′k+1(ξ)e
2πix·ξηk(ξ)dξ.
The function f̂k+1,τk+1 ∗ f̂k+1,τ ′k+1 is essentially supported in (1 + (logR)
−8)(τk+1 − τ ′k+1).
By the well-spaced property, we know that this set does not intersect the ball of radius
1
2R
−1/2
k+2 (the support of ηk) unless τk = τ
′
k. Therefore, up to errors of size R
−1000, we have
|fk+1,τk |2∗η ∧k(x) =
∑
τk+1⊂τk
∫
f̂k+1,τk+1∗f̂k+1,τk+1(ξ)e2πix·ξηk(ξ)dξ =
∑
τk+1⊂τk
|fk+1,τk+1 |2∗η ∧k(x).
By Lemma 3.20, |fk+1,τk+1 | ≤ |fk+2,τk+1|, and so
||fk+1,τk |2 ∗ η ∧k(x)| ≤
∑
τk+1⊂τk
|fk+2,τk+1 |2 ∗ |η ∧k|(x).
Plug this back in to the definition of gℓk to get
|gℓk(x)| ≤
∑
τk
||fk+1,τk |2 ∗ η ∧k| ∗ ϕT˜τk ≤
≤
∑
τk+1
|fk+2,τk+1|2 ∗ |η ∧k| ∗ ϕT˜τk .
Now ϕT˜τk+1
was defined in Definition 3.12 so that when τk+1 ⊂ τk,
|η ∧k| ∗ ϕT˜τk ≤ ϕT˜τk+1 .
Plugging that in again, we get
|gℓk| ≤
∑
τk+1
|fk+2,τk+1 |2 ∗ ϕT˜τk+1 = gk+1.

Lemma 3.25 (High lemma).∫
|ghk |2 . (logR)c˜
∫ ∑
τk
|fk+1,τk |4 +R−1000.
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Proof. By Definition 3.21 and 3.23,∫
|ghk |2 =
∑
τk
∑
τ ′k
∫
(|fk+1,τk |2)̂ ϕ̂T˜τk (1− ηk)(|fk+1,τ ′k |
2)̂ ϕ̂T˜τ ′
k
(1− ηk).
The Fourier transform of |fk+1,τk |2 is essentially supported in 2(τk − τk). Recall also from
Definition 3.8 that (1 − ηk) is supported where |ξ| ≥ 14 logRR
−1/2
k+2 . The set 2(τk − τk) \
B( 14 logRR
−1/2
k+2 ) overlaps at most ∼ logRR1/2k+2/R1/2k = (logR)13 many of the sets 2(τ ′k −
τ ′k) \B( 14 logRR
−1/2
k+2 ). Thus applying Cauchy-Schwarz to the integral in the convolution, we
get ∫ ∣∣ghk ∣∣2 . (logR)c˜′ ∫ ∑
τk
||fk+1,τk |2 ∗ ϕT˜τk |
2 +R−1000
. (logR)c˜
′
∫ ∑
τk
‖ϕT˜τk ‖
2
1||fk+1,τk |4 +R−1000
. (logR)c˜
′′
∫ ∑
τk
|fk+1,τk |4 +R−1000.
where we used that ‖ϕT˜τk ‖1 . (logR)
c˜ (by Lemma 3.13). 
3.5. The sets Ωk. In this subsection, we will decompose the starting set QR into (QR ∩
L)∪ (QR ∩Ω1)∪ · · · ∪ (QR ∩ΩN−1). On the set Ωk, the bilinearized version of f is basically
the same as for fk (see Lemma 3.27) and gk is high-dominated (see Lemma 3.28).
Definition 3.26 (Definition of Ωk). Recall the parameter r > 0 defined in Definition (3.2).
Let ΩN = ∪QN be a collection of pairwise disjoint R1/2-cubes which have nonempty inter-
section with QR. Let ΩN−1 be a collection of disjoint R
1/2
N−1-cubes QN−1 in ΩN satisfying
(1 + δ)r +R−500 < ‖gN−1‖L∞((logR)9 QN−1).
We define Ωk for k = N − 2, then k = N − 3, down to k = 1. To define Ωk, partition
QR \ (ΩN−1 ⊔ · · · ⊔ Ωk+1) into R1/2k -cubes Qk. Define Ωk to be the collection of Qk in the
partition which satisfy
(1 + δ)N−kr + (N − k)R−500 < ‖gk‖L∞((logR)9 Qk).
Also define
L := QR \ (Ω1 ⊔ Ω2 ⊔ · · · ⊔ ΩN−1).
Recall that δ = 1logR . The absolute constant C will be determined by the proof of Lemma
3.28.
Lemma 3.27. Suppose τ is a ρ−1/2 × ρ−1 rectangle in a ρ−1-neighborhood of P1, at any
scale 1 ≤ ρ ≤ R. For k = 1, . . . , N − 1, if Rk ≥ ρ,
|fτ (x)−
∑
τk⊂τ
fk+1,τk(x)| ≤ (logR)−10α+R−500 ∀x ∈ Uα ∩QR ∩ Ωk.
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Proof. First note that for each l ∈ {1, . . . , N − 1}, by (3.6),∑
τl⊂τ
fl,τl =
∑
τl−1⊂τ
∑
τl⊂τl−1
fl,τl =
∑
τl−1⊂τ
fl,τl−1 .
Then we may decompose the difference as
|fτ −
∑
τk⊂τ
fk+1,τk | = |fτ −
∑
θ⊂τ
fN,θ|+ |
∑
τN−1⊂τ
fN,τN−1 −
∑
τN−1⊂τ
fN−1,τN−1 |
+ · · ·+ |
∑
τk+1⊂τ
fk+2,τk+1 −
∑
τk+1⊂τ
fk+1,τk+1|.
By Lemma 3.22, this is bounded by
(logR)c˜λ−1(gN (x) + gN−1(x) + · · ·+ gk+1(x)) + (N − k)R−1000.
Finally, use the definition of Ωk for k ≤ N − 1 to say
(3.10) |fτ (x)−
∑
τk⊂τ
fk+1,τk | . (logR)c˜(N − k)(1 + δ)N−kλ−1r + (N − k)2R−500
Recall that N ≤ logR, (1 + δ)N ∼ 1, and recall that λ was defined in Notation 3.17 by
λ = (logR)mrα−1.
By choosing m sufficiently large, we can guarantee that the main term on the right-hand
side of inequality (3.10) is bounded by (logR)−10α. 
Lemma 3.28 (gk is high-dominated on Ωk). Let k = 1, . . . , N − 1. For each R1/2k -cube
Qk ⊂ Ωk,
‖gk‖L∞((logR)9 Qk) ≤ 2(logR)‖ghk‖L∞((logR)9 Qk).
Proof. First consider the k = N − 1 case. By definition of ΩN−1, for each QN−1 ⊂ ΩN−1,
(3.11) (1 + δ)r +R−500 < ‖gN−1‖L∞((logR)9 QN−1).
Note that
‖gN−1‖L∞((logR)9 QN−1) ≤ ‖gℓN−1‖L∞((logR)9 QN−1) + ‖ghN−1‖L∞((logR)9 QN−1)
and suppose that
‖ghN−1‖L∞((logR)9 QN−1) ≤ δ‖gℓN−1‖L∞((logR)9 QN−1).
Then by Lemma 3.24 and (3.2),
‖gN−1‖L∞((logR)9 QN−1) ≤ (1 + δ)‖gℓN−1‖L∞((logR)9 QN−1)
≤ (1 + δ)‖gN‖L∞((logR)9 QN−1) + (1 + δ)R−1000
≤ (1 + δ)r +R−500.
Note that this contradicts (3.11), so we have the desired conclusion.
Now suppose that k ∈ {1, . . . , N − 2}. By definition of Ωk,
(3.12) (1 + δ)N−kr + (N − k)R−500 < ‖gk‖L∞((logR)9 Qk).
Note that
‖gk‖L∞((logR)9 Qk) ≤ ‖gℓk‖L∞((logR)9 Qk) + ‖ghk‖L∞((logR)9 Qk)
and suppose that
(3.13) ‖ghk‖L∞((logR)9 Qk) ≤ δ‖gℓk‖L∞((logR)9 Qk).
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Then by Lemma 3.24,
(3.14)
‖gk‖L∞((logR)9 Qk) ≤ (1+ δ)‖gℓk‖L∞((logR)9 Qk) ≤ (1+ δ)‖gk+1‖L∞((logR)9 Qk)+(1+ δ)R−1000.
By the definition of Ωk,
‖gk+1‖L∞((logR)9 Qk) ≤ (1 + δ)N−k−1r + (N − k − 1)R−500.
This combined with (3.14) gives
‖gk‖L∞((logR)9 Qk) ≤ (1 + δ)N−kr + (N − k)R−500,
here we used that (1 + δ)(N − k − 1)R−500 + (1 + δ)R−1000 ≤ (N − k)R−500 since N .
logR/ log logR. This contradicts (3.12) and means that (3.13) must be false, so the con-
clusion follows. 
3.6. Proof of Proposition 3.4. Recall from Note 3.6 that we have replaced f by a con-
stant multiple cf so that max
θ
‖fθ‖L∞(R2) = 1.
The first step of the proof of Proposition 3.4 involves an application of a local bilinear
restriction theorem. We will use the following version.
Theorem 3.29 (Local bilinear restriction). Let τk and τ
′
k be nonadjacent ∼ R−1/2k ×R−1k -
rectangles in an R−1k −neighborhood of P1. Suppose j ≥ k and f ∈ S has Fourier support
in NR−1j (P
1). Suppose T is in the range Rj ≥ T > 10(logR)R1/2j /dist(τk, τ ′k), and that QT
is a cube of sidelength T . Then∫
QT
|fτkfτ ′k |
2 .
(logR)4T−2
dist(τk, τ
′
k)
∫ ∑
τj⊂τk
|fτj |2ωQT ·
∫ ∑
τ ′j⊂τ ′k
|fτj |2ωQT +R−1000
for a Gaussian weight function ωQT localized to logRQT and with Fourier transform es-
sentially supported in a ball of radius 2 logRT−1.
Proof. Let φQT be a Gaussian bump function adapted to QT as in Definition 3.14. Then
the Fourier transform φ̂QT is essentially supported in a ball of radius 2 logRT
−1.∫
QT
|fτkfτ ′k |
2 .
∫
|
∑
τj⊂τk,τ ′j⊂τ ′k
fτjfτ ′j |
2φQT
.
∫ ∑
τj⊂τk ,τ ′j⊂τ ′k
|fτjfτ ′j |2φQT +R−1000
The reason for the last inequality is that for a fixed pair (τj , τ
′
j), the number of pairs (τ
′′
j , τ
′′′
j )
such that
(3.15) τj + τ
′
j +B2 logRT−1
⋂
τ ′′j + τ
′′′
j +B2 logRT−1 6= ∅
is at most O(1). Here we used the fact that T ≥ 10(logR)R1/2j /dist(τk, τ ′k). For more
details checking (3.15), see the appendix.
It suffices to show that∫
|fτjfτ ′j |2φQT . (logR)2T−2dist(τk, τ ′k)
∫
|fτj |2ωQT
∫
|fτj |2ωQT .
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For a translate Tτj of τ
∗
j and a translate Tτj of τ
′∗
j , let cTτj = maxx∈Tτj |fτj |2(x) and
cTτ ′
j
= maxx∈Tτ ′
j
|fτ ′j |2(x).
Since Tτj and Tτ ′j have angle ∼ dist(τk, τ ′k), we have
|Tτj ∩ Tτ ′j ∩ logRQT | ≤ Rj/dist(τk, τ
′
k),
while Tτj ∩ logRQT ∼ R1/2j logRT .∫
|fτjfτ ′j |
2ωQT ≤
∫
logRQT
|fτjfτ ′j |
2 +R−1000
≤
∫
logRQT
∑
Tτj
∑
Tτ ′
j
cTτjχTτj · cTτ ′jχTτ ′j +R
−1000
.
(logR)2T−2
dist(τk, τ
′
k)
∫
logRQT
∑
Tτj
cTτjχTτj ·
∫
logRQT
∑
Tτ ′
j
cTτ ′
j
χTτ ′
j
+R−1000
The next step is to show that
(3.16)
∫
logRQT
∑
Tτj
cTτjχTτj .
∫
|fτj |2wQT +R−1000.
The Fourier transform of |fτj |2 is supported on τ˜j,0 = τj + (−τj), which is approximately
an R
−1/2
j × R−1j –rectangle. Let
∑
τ˜j
φτ˜j be a Gaussian partition of unity for {τ˜j}τ˜j‖τ˜j,0 .
Let φτj =
∑
τ˜j⊂logR τ˜j,0 φτ˜j . Then |φτj − χτ˜j,0 |(ξ) ≤ R−1000 for ξ ∈ τ˜j,0 and |fτj |2 =
|fτj |2 ∗ φ̂τj +O(R−1000).
Let ψτj (x) = maxy∈x+Tτj−Tτj |φ̂τj |, then∑
Tτj
cTτjχTτj ≤ |fτj |2 ∗ ψτj .
We finish the proof since ψτj ∗ χlogRQT . (logR)2wQT + R−1000 for a Gaussian bump
function wQT localized at logRQT .

Proof of Proposition 3.4. It suffices to bound |Uα ∩ Ωk| for k = 1, . . . , N − 1 and |Uα ∩ L|
since there are . logR of these sets and |Uα ∩QR| ≤
N−1∑
k=1
|Uα ∩ Ωk|+ |Uα ∩ L|.
For k = 1, . . . , N − 1, by Lemma 3.27, if x ∈ Uα ∩ Ωk, then
max
τ,τ ′ non-adj
|fτ (x)fτ ′(x)| ≤ max
τ,τ ′ non-adj
|fk+1,τ (x)fτ ′(x)|+ (logR)−10α|fτ ′(x)|+R−500,
where fk+1,τ =
∑
τk⊂τ
fk+1,τk . By the definition of Uα (Definition 3.1), |fτ ′(x)| ≤ (logR)9α,
and so
max
τ,τ ′ non-adj
|fτ (x)fτ ′(x)| ≤ max
τ,τ ′ non-adj
|fk+1,τ (x)fτ ′(x)|+ (logR)−1α2 +R−500
≤ max
τ,τ ′ non-adj
|fk+1,τ (x)fk+1,τ ′(x)|+ (logR)−1α2
+ (logR)−10α|fk+1,τ (x)|+ 2R−500.
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Using the definition of Uα as above as well as Lemma 3.27, it follows that |fk+1,τ (x)| ≤
2(logR)9α, and so all together
max
τ,τ ′ non-adj
|fτ (x)fτ ′(x)| ≤ max
τ,τ ′ non-adj
|fk+1,τ (x)fk+1,τ ′(x)|+ 3(logR)−1α2 + 2R−500.
The R−500 error term is negligible given our normalization, as explained in Note 3.6.
Since x ∈ Uα, maxτ,τ ′ non-adj |fτ (x)fτ ′(x)| ∼ α2, and so maxτ,τ ′ non-adj |fk+1,τ (x)fk+1,τ ′(x)| ∼
α2 as well. Therefore
(3.17) α4|Uα ∩ Ωk| . ‖ max
τ,τ ′ non-adj
|fk+1,τfk+1,τ ′ |1/2‖4L4(Uα∩Ωk)
where τ and τ ′ are nonadjacent ∼ (logR)−6 × (logR)−12 rectangles. We wish to apply the
bilinear restriction theorem above, but the functions fk+1,τk are only essentially supported
in ∼ τk. This just means that we have an error term of R−1000 which is negligible given
our normalization, as explained in Note 3.6.
For each Qk ⊂ Ωk,
‖max
τ,τ ′
|fk+1,τfk+1,τ ′|1/2‖4L4(Qk) ≤
∑
τ,τ ′
non-adj
∫
Qk
|fk+1,τfk+1,τ ′|2
(Theorem 3.29) . |Qk|−1
( ∫ ∑
τk
|fk+1,τk |2ωQ˜k
)2
+R−1000
. |Qk|−1
( ∫
gkωQ˜k
)2
+R−1000|Qk|+R−1000
where wQ˜k is a weight function localized to (logR)
8Qk and the final inequality follows from
(3.8) and (3.9) in the proof of Lemma 3.22.
By Lemma 3.28 and the decay properties of ωQ˜k ,∫
gkωQ˜k . (logR)
16‖gk‖L∞((logR)9 Qk)|Qk|+R−500
. (logR)17‖ghk‖L∞((logR)9 Qk)|Qk|+R−500
. (logR)18‖ghk‖L1(WQk ) +R
−500
. (logR)19‖ghk‖L2(WQk )|Qk|
1/2 +R−500
whereWQk is a Gaussian weight function localized to ∼ (logR)9Qk coming from the locally
constant property (see (3.16)). Use this in the previous displayed math and add up the
contributions from each Qk to obtain
(3.18) ‖max
τ,τ ′
|fk,τfk,τ ′|1/2‖4L4(Ωk) . (logR)16
∫ ∣∣ghk ∣∣2ωΩk
where ωΩk =
∑
Qk
WQk . Note that ωΩk . 1 and by the high lemma (Lemma 3.25),∫
|ghk |2ωΩk . (logR)c˜
′′
∫ ∑
τk
|fk+1,τk |4 +R−1000.
Then fk+1,τk =
∑
τk+1⊂τk
fk+1,τk+1, so
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∫ ∑
τk
|fk+1,τk |4 ≤
R
3/2
k+1
R
3/2
k
∫ ∑
τk+1
|fk+1,τk+1|4.
By Lemma 3.20, we have ‖fk+1,τk+1‖L∞ ≤ C(logR)2λ+R−1000. The R−1000 error term
is negligible as explained in Note 3.6, and so we essentially have∫ ∑
τk
|fk+1,τk |4 ≤ (logR)4λ2
∫ ∑
τk+1
|fk+1,τk+1 |2.
Finally, we have to carefully unwind the definition of fk to relate this last quantity to
the original fθ:
(3.19)
∫ ∑
τk+1
|fk+1,τk+1 |2 ≤
∑
θ
∫
|fθ|2 +R−500.
First we recall by Lemma 3.20 that |fk+1,τk+1(x)| ≤ |fk+2,τk+1(x)|, and so
(3.20)
∑
τk+1
∫
|fk+1,τk+1 |2 ≤
∑
τk+1
∫
|fk+2,τk+1|2
Next, by Definition 3.19, fk+2,τk+1 =
∑
τk+2⊂τk+1 fk+2,τk+2, and so
(3.21)
∑
τk+1
∫
|fk+1,τk+1|2 ≤
∑
τk+1
∫
|
∑
τk+2⊂τk+1
fk+2,τk+2 |2.
By Lemma 3.20, the Fourier transform of fk+2,τk+2 is essentially supported in (1 +
(logR)−8)τk+2. Since distinct τk+2 and τ ′k+2 are ≥ 12R
−1/2
k+3 -separated, these sets are disjoint.
By orthogonality, we get
(3.22)
∑
τk+1
∫
|
∑
τk+2⊂τk+1
fk+2,τk+2 |2 ≤
∑
τk+2
∫
|fk+2,τk+2 |2 +R−500.
Now we repeat the reasoning in inequalities (3.20), (3.21), and (3.22) at many scales to
conclude
∑
τk+1
∫
|
∑
τk+2⊂τk+1
fk+2,τk+2|2 ≤
∑
τk+2
∫
|fk+2,τk+2 |2
≤
∑
τk+2
∫
|fk+3,τk+2 |2
≤
∑
τk+3
∫
|fk+3,τk+3 |2
· · ·
≤
∑
θ
∫
|fN,θ|2
≤
∑
θ
∫
|fθ|2.
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In the above sequence of inequalities, we neglected to include an R−500 added error term
in each step due to the difference between “essential support” and “actual support.” These
error terms are all negligible according to Note 3.6.
The conclusion of this argument is that for k = 1, . . . , N − 1,
α4|Uα ∩Ωk| . (logR)c˜′ r
2
α2
∑
θ
‖fθ‖2L2(R2).
Finally we check that this indeed gives the conclusion of Proposition 3.4. Recall that
gN (x) =
∑
θ |fθ|2 ∗ ϕT˜θ . By Lemma 3.13, ‖ϕT˜θ‖L1 ≤ (logR)c . Thus for each θ and
x ∈ (logR)2QN (where QN ∩ ΩN 6= ∅),
|fθ|2 ∗ ϕT˜θ (x) . (logR)
c˜‖fθ‖2L∞(R2) +R−1000.
It follows that r . (logR)c˜
∑
θ ‖fθ‖2L∞(R2) + R−1000. Plugging this in gives the conclusion
of Proposition 3.4.
Finally, it remains to bound |Uα ∩ L|. The first step is going from f to f1 using Lemma
3.27 (the argument for Ω1 in (3.17) holds for L as well):
α6|Uα ∩ L| .
∫
Uα∩L
max
τ,τ ′
|f1,τf1,τ ′ |3 +R−1000
. (logR)c
∫
Uα∩L
(
∑
τ1
|f1,τ1 |2)3 +R−1000
( Lemma 3.20 ) . (logR)c
∫
Uα∩L
(
∑
τ1
|f2,τ1 |2)3 +R−1000
≤ (logR)c
∫
Uα∩L
g21(
∑
τ1
|f2,τ1 |2) +R−1000
where the last inequality is due to (3.8). Then by the definition of L,
‖g1‖L∞(Uα∩L) . Cr +NR−500.
Finally, by (3.19), ∫ ∑
τ1
|f2,τ1 |2 ≤
∫ ∑
θ
|fθ|2 +R−500.

4. Proof of Theorem 1.2 – the general case
In the last section, we proved Proposition 3.4, which establishes our main theorem in
the broad, well-spaced case. In this section, we prove Theorem 1.2 in full generality. We
use Proposition 3.4 as a black box, and then we remove the broad hypothesis by using a
broad/narrow analysis, and we remove the well-spaced hypothesis by a random sampling
argument.
4.1. Removing the broad hypothesis . The following proposition uses a broad/narrow
analysis to prove an upper bound for ‖f‖L6(X) using Proposition 3.4.
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Proposition 4.1. There exist c, C ∈ (0,∞) such that for all well-spaced collections Θ and
f ∈ S with Fourier support in ∪
θ⊂Θ
θ,
‖f‖6L6(X) ≤ C(logR)c(
∑
θ
‖fθ‖2L∞(R2))2
∑
θ
‖fθ‖2L2(R2).
First we prove a few technical lemmas.
Lemma 4.2 (Narrow lemma). Suppose that τ˜k is an arc of length R
−1/2
k ≤ ℓ(τ˜k) ≤ 3R−1/2k .
Let {τk+1} be a partition of τ˜k into R−1/2k+1 −arcs. If x satisfies
(4.1) |fτ˜k(x)| >
(logR)2R
1/2
k+1
R
1/2
k
max
τk+1,τ
′
k+1
non-adj
|fτk+1(x)fτ ′k+1(x)|
1/2,
then there exists an arc τ˜k+1 such that ℓ(τ˜k+1) = 3R
−1/2
k+1 and
|fτ˜k(x)| ≤ (1 +
1
logR
)|fτ˜k+1(x)|.
Proof. Write fτ˜k =
∑
τk+1
fτk+1 and let τ
∗
k+1 index a summand satisfying
max
τk+1⊆τ˜k
|fτk+1(x)| = |fτ∗k+1(x)|.
For each τk+1 that is nonadjacent to τ
∗
k+1,
|fτk+1(x)| ≤ |fτk+1(x)fτ∗k+1(x)|1/2 <
R
1/2
k
(logR)2R
1/2
k+1
|fτ˜k(x)|
using the hypothesis (4.1) about x in. Then
|fτ˜k(x)−
∑
τk+1 non-adj
to τ∗k+1
fτk+1(x)| >
(
1−#τk+1
R
1/2
k
(logR)2R
1/2
k+1
)|f(x)|.
The number of τk+1 is bounded by 3R
1/2
k+1/R
1/2
k . Define τ˜k+1 to be (τ
∗
k+1)L ∪ τ∗k+1∪ (τ∗k+1)R
where (τ∗k+1)L is the left neighbor of τ
∗
k+1 and (τ
∗
k+1)R is the right neighbor of τ
∗
k+1.

Lemma 4.3 (Case 2 in the proof of Proposition 4.1). Suppose that τ∗k is an ∼ R−1/2k ×R−1k -
arc in a neighborhood of P1. Then∫
Hτ∗
k
|fτ∗k |6 . (logR)c(
∑
θ⊂τ∗k
‖fθ‖2L∞(R2))2
∑
θ⊂τ∗k
‖fθ‖2L2(R2)
where
Hτ∗k = {x ∈ QR : |fτ∗k (x)| ≤ (logR)8 maxτk+1,τ ′k+1
non-adj
|fτk+1(x)fτ ′k+1(x)|
1/2
and (logR)−9(
∑
τk+1⊂τ∗k
|fτk+1(x)|6)1/6 ≤ max
τk+1,τ
′
k+1⊂τ∗k
non-adj
|fτk+1(x)fτ ′k+1(x)|
1/2}.
Here τk+1 are R
−1/2
k+1 ×R−1k+1 rectangles.
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Proof. Let (c, c2) be the center of τ∗k ∩ P1. Define the affine map
(4.2) ℓ(ξ1, ξ2) =
(
R
1/2
k (ξ1 − c), Rk(ξ2 − 2ξ1c+ c2)
)
.
Then ℓ(τ∗k ) is contained in an (R/Rk)
−1-neighborhood of P1. The images {ℓ(θ)}θ⊂τ∗k have
the spacing property at scales Rk+1/Rk, . . . , R/Rk. Define the function h as
ĥ = f̂ ◦ ℓ−1
and note that for each R
−1/2
l ×R−1l −rectangle τl ⊂ τ∗k ,
R
−3/2
k hℓ(τl)(γ(x))e
2πix·(c,c2) = fτl(x)
where ℓ(τl) is approximately a (Rl/Rk)
−1/2 × (Rl/Rk)−1-rectangle and
γ(x) =
(x1 + 2cx2
R
1/2
k
,
x2
Rk
)
.
In particular,
(4.3)
∫
Hτ∗
k
|fτ∗k |6 = R
−9+3/2
k
∫
γ(Hτ∗
k
)
|hℓ(τ∗k )(x)|
6.
By dyadic pigeonholing, there exists ατ∗k > 0 such that
‖hℓ(τ∗k )‖
6
L6(γ(Hτ∗
k
)) / α
6
τ∗k
|{x ∈ γ(Hτ∗k ) : maxτk+1,τ ′k+1⊂τ∗k
non-adj
|hℓ(τk+1)(x)hℓ(τ ′k+1)(x)|
1/2 ∼ ατ∗k }|.
Repeat the proof of Proposition 3.4 to obtain
(4.4) ‖hℓ(τ∗k )‖
6
L6(γ(Hτ∗
k
)) . (logR)
c(
∑
θ⊂τ∗k
‖hℓ(θ)‖2L∞(R2))2
∑
θ⊂τ∗k
‖hℓ(θ)‖2L2(R2).
First observe that ∑
θ⊂τ∗k
‖hℓ(θ)‖2L2(R2) . R3−3/2k
∑
θ⊂τ∗k
‖fθ‖2L2(R2).
Next, note that for each θ ⊂ τk
‖hℓ(θ)‖2L∞(R2) ≤ R3k‖fθ‖2L∞(R2).
These observations combined with (4.3) and (4.4) give the desired conclusion. 
Proof of Proposition 4.1. Define an iteration using a broad/narrow argument.
Initial step: Define S1 to be the set
S1 := {x ∈ X :|f(x)| ≤ (logR)8 max
τ,τ ′ non-adj
|fτ (x)fτ ′(x)|1/2 and(4.5)
(
∑
τ
|fτ (x)|6)1/6 ≤ (logR)9 max
τ,τ ′ non-adj
|fτ (x)fτ ′(x)|1/2}.
Define B1 = X \ S1. Split the integral into∫
X
|f |6 =
∫
S1
|f |6 +
∫
B1
|f |6.(4.6)
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By the narrow lemma, if x ∈ B1 satisfies |f(x)| > (logR)8 max
τ,τ ′ non-adj
|fτ (x)fτ ′(x)|1/2, then
for {τ∗∗} a collection of pairwise disjoint unions of three consecutive τ ,
|f(x)| ≤ (1 + 1
logR
)
(∑
τ∗∗
|fτ∗∗(x)|6
)1/6
.
Alternatively, x ∈ B1 satisfies
|f(x)| ≤ (logR)8 max
τ,τ ′,non-adj
|fτ (x)fτ ′(x)|1/2
but
(logR)−9(
∑
τ
|fτ (x)|6)1/6 > max
τ,τ ′ non-adj
|fτ (x)fτ ′(x)|1/2.
Putting this together means that∫
B1
|f |6 ≤ (1 + 1
logR
)6
∫
B1
∑
τ∗∗
|fτ∗∗ |6 + 1
(logR)6
∫
B1
∑
τ
|fτ |6.
Let {τ∗} denote the collection {τ} if∫
B1
∑
τ
|fτ |6 ≥
∫
B1
∑
τ∗∗
|fτ∗∗|6
and equal {τ∗∗} otherwise. Then∫
B1
|fτ |6 ≤ (1 + 2
logR
)6
∫
B1
∑
τ∗
|fτ∗ |6
(this just means we only have one finer scale to keep track of rather than two almost
equivalent scales). Summarizing all of the inequalities, conclude that
‖f‖L6(X) ≤
∫
S1
|f |6 + (1 + 2
logR
)6
∑
τ∗
∫
B(1)
|fτ∗ |6
For each τ∗, further decompose B1 into
Sτ∗ = {x ∈ B1 : |fτ∗(x)| ≤ (logR)8 max
τ2,τ ′2⊂τ∗ non-adj
|fτ2(x)fτ ′2(x)|1/2 and
(
∑
τ2⊂τ∗
|fτ2(x)|6)1/6 ≤ (logR)9 max
τ2,τ ′2⊂τ∗ non-adj
|fτ2(x)fτ ′2(x)|1/2}
where ℓ(τ2) = R
−1/2
2 . By analogous reasoning as above, conclude this case with the in-
equality
‖f‖6L6(X) ≤
∫
S1
|f |6 + (1 + 2
logR
)6
∑
τ∗
∫
Sτ∗
|fτ∗ |6 + (1 + 2
logR
)12
∑
τ∗
∫
Bτ∗
∑
τ∗2⊂τ
|fτ2 |6
where Bτ∗ = B1 \ Sτ∗ .
Step k: (k ≥ 2) The conclusion of the previous step is
‖f‖6L6(X) ≤
∫
S1
|f |6 + (1 + 2
logR
)6
∑
τ∗
∫
Sτ∗
|fτ∗|6 + · · ·+ (1 + 2
logR
)6(k−1)
∑
τ∗k−1
∫
Sτ∗
k−1
|fτ∗k−1 |6
(4.7)
+ (1 +
2
logR
)6k
∑
τ∗k−1
∫
Bτ∗
k−1
∑
τ∗k⊂τ∗k−1
|fτ∗k |6
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where for each τ∗k−1, if τ
∗
k−1 ⊂ τ∗k−2 ⊂ · · · ⊂ τ∗2 ⊂ τ ,
Bτ∗k−1 = B1 \ (S1 ∪ Sτ∗ ∪ Sτ∗2 ∪ · · · ∪ Sτ∗k−1).
For each τ∗k ⊂ τ∗k−1, define Sτ∗k to be the set
{x ∈ Bτ∗k−1 :|fτ∗k (x)| ≤ (logR)8 maxτk+1,τ ′k+1⊂τ∗k
non-adj
|fτk+1(x)fτ ′k+1(x)|
1/2 and
(
∑
τk+1⊂τ∗k
|fτk+1(x)|6)1/6 ≤ (logR)9 max
τk+1,τ
′
k+1⊂τ∗k
non-adj
|fτk+1(x)fτ ′k+1(x)|
1/2}
where ℓ(τk+1) = R
−1/2
k+1 . Define Bτ∗k = Bτ
∗
k−1 \ Sτ∗k . By analogous arguments as above,
conclude that (4.7) holds with k replaced by k + 1.
Iterate this procedure until Step N − 1 where N ∼ logRlog logR to obtain inequality (4.7)
for k = n. Since there are ∼ (logR)/(log logR) terms in the right hand side, it suffices to
consider cases where ‖f‖6L6(QR) is bounded by (logR) times one of the terms on the right
hand side. Note that the factors (1 + 2logR)
6k are . 1 for all k ≤ N .
Case 1:
‖f‖6L6(QR) . (logR)
∫
S1
|f |6.
By the definition of S1 in (4.5),∫
S1
|f |6 ≤ (logR)48
∫
S1
max
τ,τ ′
|fτfτ ′ |3.
Let Us = {x ∈ S1 : maxτ,τ ′ |fτ (x)fτ ′(x)|1/2 ≤ R−10maxθ ‖fθ‖L∞}. Note that∫
Us
max
τ,τ ′
|fτfτ ′ |3 ≤ R−55max
θ
‖fθ‖L∞(R2)
(Lemma 3.5) ≤ R−55(
∑
θ
‖fθ‖2L∞(R2))2
∫ ∑
θ
|fθ|2,
which is the right hand side of Proposition 4.1.
Then S1 \ Us can be partitioned into . logR sets Uα on which max
τ,τ ′
|fτfτ ′ |1/2 ∼ α with
R−10 ≤ α/maxθ ‖fθ‖L∞(R2) ≤ R. By pigeonholing,∫
S1\Us
max
τ,τ ′
|fτfτ ′ |3 . (logR)
∫
S1∩Uα
max
τ,τ ′
|fτfτ ′ |3 ∼ (logR)α6|S1 ∩ Uα|.
Then Proposition 3.4 applies to bound α6|S1 ∩ Uα|.
Case 2:
‖f‖6L6(X) . (logR)
∑
τ∗k
∫
S∗τk
|fτ∗k |6.
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The sets Sτ∗k are contained in Hτ
∗
k
from Lemma 4.3. Using Lemma 4.3,∑
τ∗k
∫
S∗τk
|fτ∗k |6 .
∑
τ∗k
(logR)c(
∑
θ⊂τ∗k
‖fθ‖2L∞(R2))2
∑
θ⊂τ∗k
‖fθ‖2L2(R2)
≤ (logR)c(
∑
θ
‖fθ‖2L∞(R2))2
∑
θ
‖fθ‖2L2(R2),
so we have the desired conclusion.
Case 3:
‖f‖6L6(X) . (logR)
∑
τ∗N−1
∫
Bτ∗
N−1
∑
τ∗N⊂τ∗N−1
|fτ∗N |6.
The size of the τ∗N is approximately the size of the θ (up to a factor of 3), so we may assume
τ∗N = θ. Then since the ℓ
6 norm is bounded by the ℓ2 norm, the above inequality implies
that
α6|Uα ∩X| . (logR)
∫
Uα∩X
(
∑
θ
|fθ|2)3 . (logR)(
∑
θ
‖fθ‖2L∞(R2))2
∑
θ
‖fθ‖2L2(R2).

4.2. Removing the well-spaced hypothesis. This section contains two well-spaced lem-
mas which we will use to prove Theorem 1.2 in the following section.
Lemma 4.4. For each f ∈ S with Fourier transform supported in NR−1(P1), there exists
a collection ΘN−1 that is well-spaced at scale RN−1 such that
(1− 1
logR
)6
‖f‖6L6(QR)∑
θ
‖fθ‖2L2(R2)
≤
‖f˜‖6L6(QR)∑
θ
‖(f˜ )θ‖2L2(R2)
where f˜ =
∑
θ∈ΘN−1
fθ.
Proof. Write ‖·‖2 to denote ‖·‖L2(R2). Label the R−1/2-arcs from left to right by θ1, . . . , θn.
For each i = 0, . . . , (logR)6, define H i by∑
m∈Z: 1≤i+m(logR)6≤n
fθi+m(logR)6 .
Then f =
∑
i
H i where there are R1/2/R
1/2
N−1 = (logR)
6 terms in the sum. Additionally,∑
θ
‖fθ‖22 =
∑
i
∑
θ
‖(H i)θ‖22.
Let i0 denote an index satisfying∑
θ
‖fθ‖22 ≥ (logR)6
∑
θ
‖(H i0)θ‖22.
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Define F by
f = F +H i0 .
Both F and H i0 have the spacing property at scale RN−1.
• If ‖H i0‖L6(QR) ≤ 1logR‖f‖L6(QR), then define f˜ = F . Note that
(1− 1
logR
)‖f‖L6(QR) ≤ ‖f˜‖L6(QR).
• If ‖H i0‖L6(QR) > 1logR‖f‖L6(QR), then define f˜ = H i0 . From the way we selected
i0, we have
‖f‖6L6(QR)∑
θ
‖fθ‖2L2(R2)
≤
(logR)6‖f˜‖6L6(QR)
(logR)6
∑
θ
‖(f˜)θ‖2L2(R2)
.
No matter the case above, since for each θ, fθ = Fθ or H
i0
θ ,∑
θ
‖(f˜)θ‖22 ≤
∑
θ
‖fθ‖22.

Lemma 4.5. For each f ∈ S with Fourier transform supported in NR−1(P1), there exists
a well-spaced collection Θ˜ such that
‖f‖6L6(QR)∑
θ
‖fθ‖2L2(R2)
.
‖f˜‖6L6(QR)∑
θ
‖(f˜)θ‖2L2(R2)
where f˜ =
∑
θ∈Θ˜
fθ.
Proof. Define an iterative procedure. Let F˜N = f . Apply Proposition 4.4 to F˜N to obtain
F˜N−1.
Obtaining F˜N−k−1 (where k ≥ 2) from F˜N−k: We have F˜N−k from the previous step.
F˜N−k has the spacing property at scales RN−1, . . . , RN−k. Furthermore,
(4.8) (1− 1
logR
)6k
‖f‖6L6(QR)∑
θ
‖fθ‖22
≤
‖F˜N−k‖6L6(QR)∑
θ
‖(F˜N−k)θ‖22
.
The R
−1/2
N−k -arcs made up of unions of the θ are defined by the previous steps. Label them
from left to right by τ1, . . . , τnk . For i = 0, . . . , (logR)
6, define H iN−k−1 by∑
1≤i+m(logR)6≤nk
(F˜N−k)τi+m(logR)6 .
Note that F˜N−k =
∑
i
H iN−k−1 and for each θ, (F˜N−k)θ equals (H
i
N−k−1)θ for exactly one i.
Let ik denote the index satisfying∑
θ
‖(F˜N−k)θ‖2L6(QR) ≥ (logR)6
∑
θ
‖(H ikN−k−1)θ‖2L6(QR).
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Define FN−k−1 by
F˜N−k = FN−k−1 +H
ik
N−k−1.
Note that since both FN−k−1 and H
ik
N−k−1 have smaller Fourier support than F˜N−k, they
inherit the spacing property at scales RN−1, . . . , RN−k. By construction, FN−k−1 and
H ikN−k−1 also have the spacing property at scale RN−k−1.
Define F˜N−k−1 as follows:
• If ‖H ikN−k−1‖L6(QR) ≤ 1logR‖F˜N−k‖L6(QR), then define F˜N−k−1 = FN−k−1 and note
that (4.8) holds with k replaced by k + 1.
• If ‖H ikN−k−1‖L6(Qr) > 1logR‖F˜N−k‖L6(QR), then define F˜N−k−1 = H ikN−k−1 and note
that because of the way we defined H ikN−k−1,
‖F˜N−k‖6L6(QR)∑
θ
‖(F˜N−k)θ‖22
≤
‖F˜N−k−1‖6L6(QR)∑
θ
‖(F˜N−k−1)θ‖22
.
Iterate this procedure for N−1-steps, until we obtain F˜1 which is well-spaced along with
inequality (4.8) holds for k = N − 1. Since N ∼ logRlog logR , (1− 1logR )−N ≤ e
C
log logR . 1

4.3. Proof of Theorem 1.2. We prove Theorem 1.2 using Proposition 4.1 and Lemma
4.5.
Proof of Theorem 1.2. By Lemma 4.5,
‖f‖6L6(QR)∑
θ
‖fθ‖2L2(R2)
.
‖f˜‖6L6(QR)∑
θ
‖(f˜)θ‖2L2(R2)
where f˜ =
∑
θ∈Θ˜
fθ for a well-spaced Θ˜. Then by Proposition 4.1,
‖f˜‖6L6(QR)∑
θ
‖(f˜ )θ‖2L2(R2)
. (logR)c(
∑
θ∈Θ˜
‖fθ‖2L∞(R2))2.
Since Θ˜ ⊂ Θ, we are done. 
5. Showing Dec6(R) . (logR)c from Theorem 1.2
5.1. Wave packet decomposition and pigeonholing. We will consider the following
form of the decoupling inequality:
(5.1) ‖f‖L6(QR) ≤ Dec6(R)
(∑
θ
‖fθ‖2L6(R2)
)1/2
.
The constant Dec6(R) associated to this inequality is comparable to the constant where
the L6-norms are both taken over R2 and to the constant obtained from the L6 norm in
the upper bound being some weight function ωQR .
Our goal is to begin with f ∈ S with Fourier transform supported in NR−1(P1) and show
it suffices to prove the decoupling inequality for a version of f
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amplitudes and number of wave packets in each direction. In the following definitions, ∼
means within a factor of 2.
Write
f =
∑
θ
∑
T∈Tθ
ψT fθ(5.2)
where for each θ, {ψT }T∈Tθ is a Gaussian partition of unity (meaning adds up to 1)
adapted to (logR)9(R × R1/2)−tubes T . Note that this implies that |ψ̂T | . R−1000 off
of (logR)−3(θ − cθ), where cθ is the center of θ.
Proposition 5.1 (Wave packet decomposition). There exist subsets Θ˜ ⊂ Θ and T˜θ ⊂ Tθ
as well as a constant C ∈ [R−103 , 1] with the following properties:
‖
∑
θ
fθ‖L6(QR) . (logR)2‖
∑
θ∈Θ˜
∑
T∈T˜θ
ψT fθ‖L6(QR) +R−9.5
(∑
θ
‖fθ‖2L6(R2)
)1/2
,(5.3)
#T˜θ ∼ #T˜θ′ for all θ, θ′ ∈ Θ˜,(5.4)
and ‖ψT fθ‖L∞(R2) ∼ Cmax
θ′∈Θ˜
max
T ′∈T˜θ′
‖ψT ′fθ′‖L∞(R2) for all θ ∈ Θ˜ and T ∈ T˜θ.(5.5)
Proof. Split the sum (5.2) into
(5.6) f =
∑
θ
∑
T∈Tcθ
ψT fθ +
∑
θ
∑
T∈Tfθ
ψT fθ
where the close set is
Tcθ := {T ∈ Tθ : T ∩R10QR 6= ∅}
and the far set is
Tfθ := {T ∈ Tθ : T ∩R10QR = ∅}.
Using Cauchy-Schwarz,
‖
∑
θ
∑
T∈Tfθ
ψT fθ‖L6(QR) ≤ R1/2‖(
∑
θ
|
∑
T∈Tfθ
ψT fθ|2)1/2‖L6(QR)
≤ R1/2(∑
θ
‖
∑
T∈Tfθ
ψT fθ‖2L6(QR)
)1/2
≤ R1/2max
θ
‖
∑
T∈Tfθ
ψT ‖L∞(QR)
(∑
θ
‖fθ‖2L6(R2)
)1/2
≤ 1
R9.5
(∑
θ
‖fθ‖2L6(R2)
)1/2
where we could have bounded the L∞ norm by CNR−10N for any N ∈ N. This takes care
of the far portion of f (i.e. the second term on the right hand side of (5.6)).
The close set has cardinality |Tcθ| ≤ R22. Let M = maxθmaxT∈Tcθ ‖ψT fθ‖L∞(R2). By
Lemma 3.5,
(5.7) M ≤ max
θ
‖fθ‖L∞ . (
∑
θ
‖fθ‖2L6(R2))1/2.
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Split the remaining term as
(5.8)
∑
θ
∑
T∈Tcθ
ψT fθ =
∑
θ
∑
R−103≤λ≤1
∑
T∈Tcθ,λ
ψT fθ +
∑
θ
∑
T∈Tcθ,s
ψT fθ
where λ is a dyadic number in the range [R−103 , 1],
Tcθ,λ := {T ∈ Tcθ : ‖ψT fθ‖L∞(R2) ∼ λM},
and
Tcθ,s := {T ∈ Tcθ : ‖ψT fθ‖L∞(R2) ≤
1
2
R−10
3
M}.
Handle the small term from (5.8) by
‖
∑
θ
∑
T∈Tcθ,s
ψT fθ‖L6(QR) ≤ R1/2
(∑
θ
‖
∑
T∈Tcθ,s
ψT fθ‖2L6(QR)
)1/2
≤ R−10M ≤ R−10(
∑
θ
‖fθ‖2L6(R2))1/2.
Next decompose the remaining term from (5.8) as
(5.9)
∑
R−103≤λ≤1
∑
θ
∑
T∈Tcθ,λ
ψT fθ =
∑
R−103≤λ≤1
∑
1≤j≤R22
∑
θ∈Θj(λ)
∑
T∈Tcθ,λ
ψT fθ
where j is a dyadic number in the range [1, R22] and Θj(λ) = {θ : |Tcθ,λ| ∼ j}.
Because j and λ are dyadic numbers, there is a choice of (λ, j) so that
‖
∑
R−103≤λ≤1
∑
1≤j≤R22
∑
θ∈Θj(λ)
∑
T∈Tcθ,λ
ψT fθ‖L6(QR) . (logR)2‖
∑
θ∈Θj(λ)
∑
T∈Tcθ,λ
ψT fθ‖L6(QR).
Take Θ˜ = Θj(λ) and for each θ ∈ Θ˜, take T˜θ = Tcθ,λ.

5.2. Proof of Theorem 1.1.
Proof. By Proposition 5.1, we have
‖
∑
θ
fθ‖L6(QR) . (logR)3‖
∑
θ∈Θ˜
∑
T∈T˜θ
ψT fθ‖L6(QR) +R−3
(∑
θ
‖fθ‖2L6(R2)
)1/2
where #T˜θ ∼ #T˜θ′ for all θ, θ′ ∈ Θ˜ and
(5.10) ‖ψT fθ‖L∞(R2) ∼ A := max
θ′∈Θ˜
max
T ′∈T˜θ
‖ψT ′fθ′‖L∞(R2).
Since the Fourier transform of
∑
T∈T˜θ ψT fθ is essentially supported in (1 + (logR)
−3)θ,
there exists a function f ′θ with Fourier transform supported in (1 + (logR)
−3)θ such that∑
T∈T˜θ
ψT fθ(x) = f
′
θ(x) +O(R
−998)A.
Thus
‖
∑
θ∈Θ˜
∑
T∈T˜θ
ψT fθ‖L6(QR) ≤ ‖
∑
θ∈Θ˜
f ′θ‖L6(QR) +R−997A.(5.11)
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The functions f ′θ have Fourier support in (1 + (logR)
−3)θ. We may split Θ˜ into ∼ 1 sets
Θ˜i where for distinct θ, θ
′ ∈ Θ˜i,
(2θ) ∩ (2θ′) = ∅.
Then for some i,
‖
∑
θ∈Θ˜
f ′θ‖6L6(QR) . ‖
∑
θ∈Θ˜i
f ′θ‖6L6(QR),
and it follows from Theorem 1.2 that
(5.12) ‖
∑
θ∈Θ˜
f ′θ‖6L6(QR) . (logR)c(
∑
θ∈Θ˜i
‖f ′θ‖2L∞(R2))2
∑
θ∈Θ˜i
‖f ′θ‖2L2(R2).
Note that
(
∑
θ∈Θ˜i
‖f ′θ‖2L∞(R2))1/2 ≤ (
∑
θ∈Θ˜
‖
∑
T∈T˜θ
ψT fθ‖2L∞(R2))1/2 +R−500A
and ( ∑
θ∈Θ˜i
‖f ′θ‖2L2(R2)
)1/2
.
(∑
θ∈Θ˜
‖
∑
T∈T˜θ
ψT fθ‖2L2(R2)
)1/2
+R−500A.
Combining these observations with (5.12) gives
‖
∑
θ∈Θ˜
f ′θ‖6L6(QR) . (logR)c(
∑
θ∈Θ˜
‖
∑
T∈T˜θ
ψT fθ‖2L∞(R2))2
∑
θ∈Θ˜
‖
∑
T∈T˜θ
ψT fθ‖2L2(R2) +R−2000A6.
(5.13)
The second term is is bounded by
(5.14) R−2000A6 ≤ R−2000(
∑
θ
‖fθ‖2L6(R2))3
using Lemma 3.5 and the fact that 0 ≤ ψT ≤ 1. It remains to analyze the first term in the
upper bound in (5.13). For each θ ∈ Θ˜, we have
|
∑
T∈T˜θ
ψT fθ(x)| . |
∑
T∈T˜θ
x∈logRT
ψT fθ(x)|+R−1000A ≤ (logR)2A+R−1000A.
This leads to the following upper bound for the first term on the right hand side of (5.13):
(5.15) (
∑
θ∈Θ˜
‖
∑
T∈T˜θ
ψT fθ‖2L∞(R2))2 ≤ (logR)8(#Θ˜A2)2 +R−1000A4.
For each θ ∈ Θ˜, we also have∫
|
∑
T∈T˜θ
ψT fθ|2dx . (logR)2
∑
T∈T˜θ
∫
logRT
|ψT fθ|2dx+R−1998A2
. logR)4#Θ˜#T˜θA
2|T |+R−1998A2.
Combining this with (5.15) leads to the upper bound
(5.16) ‖
∑
θ∈Θ˜
f ′θ‖6L6(QR) . (logR)c+12#Θ˜3#T˜θA6|T |+R−1000A6.
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Finally, note that for each θ ∈ Θ˜,
#T˜θ|T |A6 . (logR)2
∑
T∈T˜θ
∫
|ψT fθ|6ωT +R−2000A6
where we used the locally constant property. Finally, since the ℓ6 norm is bounded by the
ℓ1 norm and 0 ≤ ψT ≤ 1,∑
T∈T˜θ
∫
|ψT fθ|6 ≤
∫
(
∑
T∈T˜θ
|ψT fθ|)6 ≤ ‖fθ‖6L6(R2).
In summary, we finish the proof by combining (5.16) with (5.10) and
#Θ˜3#T˜θ|T |A6 . (logR)2
(∑
θ∈Θ˜
‖fθ‖2L6(R2)
)3
.

Appendix
In the appendix, we show that a slight modification of the proof gives Theorem 1.2 and
Theorem 1.1 for a set of curves:
K := {(ξ1, h(ξ1)) : |ξ1| ≤ 1},
where h are C2 functions satisfying h(0) = h′(0) = 0, and 1/2 ≤ h′′(ξ1) ≤ 2 for |ξ| ≤ 1. In
particular, one can cut the unit circle into O(1) arcs, such that each arc is part of a curve
in K after translation and rotation. The truncated parabola P1 is also in K.
To prove Theorem 1.2 and Theorem 1.1 for the curves in K, replace the affine map (4.2)
in Lemma 4.3 by
(5.17) ℓ(ξ1, ξ2) =
(
ν(ξ1 − c), ν2(ξ2 − h(c) − h′(c)(ξ1 − c))
)
with ν = R
1/2
k . Since the curve {
(
ν(ξ1− c), ν2(h(ξ1)−h(c)−h′(c)(ξ1− c))
)
: |ξ1− c| ≤ ν−1}
is also in K, the proof of Lemma 4.3 remains unchanged provided that Proposition 3.4 holds
for all the curves in K for a smaller R.
Then it suffices to check (3.15) for the curves in K. Let (ξ, h(ξ)) be the center of τj .
Assume that
ξ, ξ′′ ∈ τk, ξ′, ξ′′′ ∈ τ ′k,
and
ξ − ξ′′ = ξ′′′ − ξ′ +O(R−1/2j ),
then h(ξ) − h(ξ′′) = h′(ξ1)(ξ − ξ′′) for some ξ1 between ξ and ξ′′, and h(ξ′′′) − h(ξ′) =
h′(ξ2)(ξ′′′−ξ′) for some ξ2 between ξ′′′ and ξ′. The first derivative h′(ξ1)+(ξ2−ξ1)/2 ≤ h′(ξ2)
since 1/2 ≤ h′′(ξ) ≤ 1. By (ξ2 − ξ1) ≥ dist(τk, τ ′k), we have
h(ξ)− h(ξ′′)− (h(ξ′′′)− h(ξ′)) & dist(τk, τ ′k)R−1/2j
if τj, τ
′
j , τ
′′
j , τ
′′′
j have pairwise distance O(R
−1/2
j ). So (3.15) is verified.
Decoupling for the circle with explicit decoupling constant (logR)c has an application
on a problem about sums of two squares. Such problem arises in the study of Laplace
eigenfunctions for the standard two dimensional torus.
Let Λm be the set of Gaussian integers λ = x+
√−1y, x, y ∈ Z with norm λλ = m.
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Problem. Give a nontrivial upper bound for the number of solutions
λ1 + λ2 + λ3 = λ4 + λ5 + λ6; λj ∈ Λm.
Corollary 5.2. For any Λ ⊂ Λm, if N = |Λ| > (logm)(c+6)/ǫ for some ǫ > 0 and the
constant c as in Theorem 1.2, then
Nm(Λ) := #{λ1 + λ2 + λ3 = λ4 + λ5 + λ6, λj ∈ Λ} . N3+ǫ.
Proof. Consider the function
g(z) =
∑
λ∈Λ
e
2πi λ√
m
·z
for z ∈ R2. Let Q0 = [0,m(logm)]2 and {Q} be a tiling of R2 with translates of Q0. Let
{ϕQ} be the Gaussian partition of unity defined as in Definition 3.14. Define the weight
function
ψ =
∑
Q:dist(Q,Q0)≤m(logm)2
ϕQ.
Then |ψ − 1| ≤ m−1000 on Q0 and |ψ| ≤ m−1000 outside of (logm)2Q0 and rapidly decays
away from it. Moreover, the Fourier transform ψ̂ is essentially supported on B(0,m−1)
We apply Theorem 1.1 (for the circle) to the function f(z) = g(z)ψ with R = m and
QR = [0,m]
2. Then fθ = e
2πiλ·z/√m for the (unique) λ/
√
m ∈ θ. Note that g(z) is periodic:
g(z +
√
mv) = g(z) for any v ∈ Z2. Since |f − g| ≤ m−1000 on QR, we have
Nm(Λ) . (logm)
c+6|Λ|3
where the (logm)6 comes from ψ a weight function essentially supported in [0, (logm)3m]2.

This problem was studied by Bombieri and Bourgain in [1] using various methods. In
particular, they obtained the bound O(|Λm|3+ǫ) assuming the Riemann hypothesis and the
Birch and Swinnerton-Dyer conjecture for the L–functions of elliptic curves over Q and for
a random m with |Λm| ∼ 2ω(m), ω(m) ∼ logmA log logm for some constant A. Based on the
Bourgain-Demeter decoupling, Zane Li obtained in [8] the result of Bombieri and Bourgain
unconditionally for all m with |Λm| > exp((logm)1−o(1)). Corollary 5.2 proves the result
for a larger range of |Λ|: |Λ| > (logm)c/o(1).
In [3], it was conjectured that for any Λ ⊂ Λm, and any ǫ > 0, there exists Cǫ independent
of m, such that
#{λ1 + λ2 + λ3 = λ4 + λ5 + λ6, λj ∈ Λ} ≤ Cǫ|Λ|3+ǫ.
Corollary 5.2 confirms for |Λ| > (logm)(c+6)/ǫ.
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