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EXACT NUMBER OF ERGODIC INVARIANT MEASURES FOR
BRATTELI DIAGRAMS
SERGEY BEZUGLYI, OLENA KARPEL, AND JAN KWIATKOWSKI
Abstract. For a Bratteli diagram B, we study the simplexM1(B) of probabil-
ity measures on the path space of B which are invariant with respect to the tail
equivalence relation. Equivalently, M1(B) is formed by probability measures
invariant with respect to a homeomorphism of a Cantor set. We study relations
between the number of ergodic measures from M1(B) and the structure and
properties of the diagram B. We prove a criterion and find sufficient conditions
of unique ergodicity of a Bratteli diagram, in which case the simplex M1(B)
is a singleton. For a finite rank k Bratteli diagram B having exactly l ≤ k
ergodic invariant measures, we explicitly describe the structure of the diagram
and find the subdiagrams which support these measures. We find sufficient con-
ditions under which: (i) a Bratteli diagram has a prescribed number (finite or
infinite) of ergodic invariant measures, and (ii) the extension of a measure from
a uniquely ergodic subdiagram gives a finite ergodic invariant measure. Several
examples, including stationary Bratteli diagrams, Pascal-Bratteli diagrams, and
Toeplitz flows, are considered.
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1. Introduction
The concept of a Bratteli diagram appeared first in the famous paper by O. Brat-
teli [Bra72] devoted to the classification of approximately finite C∗-algebras (named
AF-algebras). Bratteli proved that AF-algebras can be completely described com-
binatorially by introducing a certain type of graphs, now called Bratteli diagrams.
Though Bratteli diagrams were introduced to answer a challenging problem in
the C∗-algebra theory, these diagrams have found a surprisingly large number of
diverse applications in related fields. Among them are: ergodic theory and symbolic
dynamics, representation theory, classification problems, analysis and random walk
in network models, etc.
In the present article, we use Bratteli diagrams to study ergodic invariant mea-
sures of Cantor dynamical systems (X,T ) generated by a single homeomorphism
of a Cantor set X. Our approach is based on the existence of Bratteli-Vershik
models for aperiodic (minimal) homeomorphisms of Cantor sets. Loosely speaking,
every aperiodic homeomorphism T of a Cantor set X is conjugate to a homeomor-
phism ϕB (called the Vershik map) of a path space XB of a Bratteli diagram B.
This means that all properties of a dynamical system can be seen in terms of the
corresponding Bratteli diagram.
This concept was successfully realized in the series of remarkable papers [Ver81,
Ver82, HPS92, GPS95] in the context of ergodic theory and minimal Cantor dy-
namics. Later on, this approach was extended to Borel dynamical systems and
aperiodic homeomorphisms of a Cantor set in [BDK06, Med07].
The idea to study the Vershik map ϕB defined on the path space XB of the
corresponding Bratteli diagram proved to be very useful and productive. We recall
that, first of all, this approach allowed to classify minimal homeomorphisms of
a Cantor set up to orbit equivalence [GPS95, GMPS10]. Furthermore, it turns
out that the structure of a Bratteli diagram makes it possible to see distinctly
on the diagram several important invariants of a homeomorphism. They are, for
example, the set of minimal components, the support of any ergodic measure µ,
and the values of µ on clopen sets. We discussed various aspects of this method in
a series of papers [BKMS10, BK11, BKMS13, BH14, BKY14, BJ15, BK16]. Other
important references on Bratteli diagrams in Cantor dynamics are [DHS99, Dur10,
GJ00, Cor06, HKY11, KW04, Put10, Ska00].
Let (X,T ) be a Cantor dynamical system. The question about a complete (or
even partial) description of the simplex M1(T ) of invariant probability measures
for (X,T ) is one of the most important in ergodic theory. It has a long history and
many remarkable results. By the Kakutani-Markov theorem, this simplex is always
non-empty. Ergodic invariant measures form extreme points of the simplex. The
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cardinality of the set of ergodic measures is an important invariant of dynamical
systems. The study of relations between the properties of the simplex M1(T ) and
those of the dynamical system (X,T ) is a hard and intriguing problem. There is an
extensive list of references regarding this problem, we mention here only the books
[Phe01, Gla03] and the papers [Dow91, Dow06, Dow08] for further citations.
It is worth pointing out two important facts that are constantly used in the pa-
per. Firstly, we consider only Bratteli-Vershik models to study the simplexM1(T )
of probability invariant measures. More precisely, we work in a more general set-
ting considering probability measures invariant with respect to the tail equivalence
relation E on the path space XB of a Bratteli diagram. We denote this set by
M1(B). It is not hard to see that such measures are also invariant with respect to
the Vershik map acting on XB [BKMS10] if the diagram B admits a Vershik map
(see [Med07], [BKY14], [BY17] for more details). Hence, this approach includes
the case of dynamical systems generated by a transformation. Moreover, it can
be used not only for homeomorphisms of a Cantor set but for measure preserving
automorphisms of a standard measure space. Secondly, the structure of a Bratteli
diagram is completely described by the sequence of matrices (F˜n) with non-negative
integer entries. Such matrices are called incidence matrices. Knowing entries of the
incidence matrices, one can determine the number h
(n)
v of all finite paths between
the top of the diagram and any vertex v of the level n: they are obtained as entries
of the products of incidence matrices. This information can be combined together
in the sequence (Fn) of stochastic incidence matrices whose entries are
f (n)vw =
f˜
(n)
vw h
(n)
w
h
(n+1)
v
,
where f˜
(n)
vw are entries of the incidence matrix F˜n. It turns out that namely these
matrices (Fn) carry the information needed to describe the structure of the simplex
M1(B).
In this paper, we focus mostly on the following problem: given a Bratteli diagram
B, determine the exact number of ergodic probability measures on B which are
invariant with respect to the tail equivalence relation E . This problem includes
also the case of uniquely ergodic homeomorphisms for which there exists just one
ergodic probability measure. In our earlier papers, we proved a number of results for
stationary (i.e., all incidence matrices are equal) and finite rank (i.e., the size of all
incidence matrices is bounded) Bratteli diagrams which give partial answers about
the structure of the set M1(B), see [BKMS10, BKMS13, ABKK17]. Especially
important for us is Theorem 2.5 (see below) that was proved in [BKMS10]. We
recall that in the case of stationary and finite rank Bratteli diagrams the simplex
M1(B) is finite-dimensional, and the number of ergodic measures cannot exceed
the rank of B.
Our main results of this paper are given in Theorems 3.1, 4.9, and 5.4. Theorem
3.1 contains a criterion for unique ergodicity of a Bratteli diagram. This condition
is formulated in terms of the stochastic matrices Fn associated with a Bratteli
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diagram. The theorem asserts that B is uniquely ergodic if and only if
lim
n→∞
max
v,v′∈Vn+1
(∑
w∈Vn
∣∣∣f (n)vw − f (n)v′w∣∣∣
)
= 0.
Another sufficient condition for unique ergodicity of a diagram B is given in Theo-
rem 5.1. In Theorem 4.9, we consider the case when a finite rank k Bratteli diagram
B has exactly l, 1 ≤ l ≤ k, ergodic measures. It turns out that, in this case, one
can clarify the structure of the diagram B and describe subdiagrams that support
ergodic measures. Theorem 5.4 focuses on the question about finiteness of measure
extension from a subdiagram. More precisely, we find conditions that guarantee
the finiteness of measure extension from a “chain subdiagram”. It gives a descrip-
tion of ergodic finite measures on B obtained by extension from uniquely ergodic
subdiagrams.
The outline of the paper is as follows. In Section 2 we give necessary definitions
and notation. We also prove a few preliminary statements which are based on
Theorem 2.5 and the construction of Kakutani-Rokhlin towers related to a Bratteli
diagram. Section 3 contains the proof of Theorem 3.1. We also included in this
section Example 3.2 which shows the importance of the telescoping procedure for
the study of invariant measures. Sections 4 and 5 form the core of our work. The
proofs of our main results, Theorems 4.9 and 5.4, are given in these two sections.
We should remark that the proofs are rather long and difficult. They are based on
the technique developed in our previous papers, see e.g. [BKMS13] and [ABKK17].
The last two sections are devoted to some applications. In Section 6 we consider
several particular cases. Firstly, we show that, in case of stationary Bratteli dia-
grams, the description of invariant measures given in [BKMS10] can be included
in the scheme elaborated in Sections 5 and 6. In two other subsections of Section
6, we discuss the Pascal-Bratteli diagram and the class of simple Bratteli diagrams
with countably many ergodic invariant measures. We remark that it is not hard
to see that every Bratteli-Vershik diagram, considered in Subsection 6.3, has zero
topological entropy. It follows from the N. Frantzikinakis and B. Host result [FH17]
that a class of topological dynamical systems constructed in Subsection 6.3 satisfy
the logarithmic Sarnac conjecture. The last section contains an interpretation of
our results in terms of symbolic dynamics.
2. Basics on Bratteli diagrams and invariant measures
In this section, we give necessary definitions, notation, and prove some results
about the structure of the set of invariant measures which are used in the paper
below.
2.1. Main definitions and notation.
Definition 2.1. A Bratteli diagram is an infinite graph B = (V,E) such that the
vertex set V =
⋃
i≥0 Vi and the edge set E =
⋃
i≥0Ei are partitioned into disjoint
subsets Vi and Ei where
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(i) V0 = {v0} is a single point;
(ii) Vi and Ei are finite sets, ∀i ≥ 0;
(iii) there exist r : E → V (range map r) and s : E → V (source map s), both
from E to V , such that r(Ei) = Vi+1, s(Ei) = Vi, and s
−1(v) 6= ∅, r−1(v′) 6= ∅ for
all v ∈ V and v′ ∈ V \ V0.
The set of vertices Vi is called the i-th level of the diagram B. A finite or infinite
sequence of edges (ei : ei ∈ Ei) such that r(ei) = s(ei+1) is called a finite or infinite
path, respectively. For m < n, v ∈ Vm and w ∈ Vn, let E(v,w) denote the set of
all paths e(v,w) = (e1, . . . , ep) with s(e) = s(e1) = v and r(e) = r(ep) = w.
For a Bratteli diagram B, let XB be the set of all infinite paths beginning at
the top vertex v0. We endow XB with the topology generated by cylinder sets [e]
where e = (e0, ..., en), n ∈ N, and [e] := {x ∈ XB : xi = ei, i = 0, . . . , n}. With
this topology, XB is a 0-dimensional compact metric space. By assumption, we will
consider only such Bratteli diagrams B for which XB is a Cantor set, that is XB
has no isolated points.
Remark 2.2. We will use the following definitions and notation throughout the
paper.
• By x, we denote a (column) vector in Rk. We will always denote the coor-
dinates of x using the subscript. For instance, the notation x(w) = (xv(w))
means that we have a set of vectors enumerated by w, and the v-coordinate
of x(w) is xv(w). By ||x|| we denote the Euclidean norm of x.
• The notation AT is used for the transpose of A, and (x1, ..., xk)
T means the
column vector x with entries xi in the standard basis in R
k.
• For x = (x1, ..., xk)
T , y = (y1, ..., yk)
T ∈ Rk, define the metric
d∗(x, y) =
k∑
i=1
|xi − yi|.
Let d denote the metric on Rk generated by the Euclidean norm || · ||.
Clearly, the two metrics, d∗ and d, are equivalent.
• Let x = (xn) and y = (yn) be two paths from XB . It is said that x and y
are tail equivalent (in symbols, (x, y) ∈ E) if there exists some n such that
xi = yi for all i ≥ n. An E-orbit of a path x is the set of all infinite paths
y which are tail equivalent to x. The diagrams with infinite E-orbits are
called aperiodic. Throughout the paper we will consider Bratteli diagrams
whose tail equivalence relation is aperiodic. Note that a Bratteli diagram is
simple if the tail equivalence relation E is minimal, see Definition 2.3 below.
• For a Bratteli diagram B = (V,E), the incidence matrices F˜n = (f˜
(n)
v,w),
where v ∈ Vn+1, w ∈ Vn, are formed by entries that indicate the number of
edges between vertices v ∈ Vn+1 and w ∈ Vn. We reserve the notation Fn
and f
(n)
v,w for the corresponding stochastic matrices (see below).
• Let B be a Bratteli diagram, and let n0 = 0 < n1 < n2 < . . . be a strictly
increasing sequence of integers. The telescoping of B to (nk) is the Bratteli
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diagram B′ = (V ′, E′) whose k-level vertex set V ′k is Vnk and whose incidence
matrices (F˜ ′k) are defined by
F˜ ′k = F˜nk+1−1 · · · F˜nk ,
The operation of telescoping preserves the space XB , the tail equivalence
relation, and the set of invariant measures.
• Denote by h
(n)
= (h
(n)
v : v ∈ Vn) the vector of heights of Kakutani-Rokhlin
towers [GPS95, HPS92], i.e., h
(n)
v = |E(v0, v)| where |A| denotes the cardi-
nality of a set A. Here h
(1)
v is the number of edges between v0 and v ∈ V1.
It follows from the definition of a Bratteli diagram that
F˜nh
(n)
= h
(n+1)
, n ≥ 1, (2.1)
• We will constantly use the sequence of row stochastic matrices (Fn) whose
entries are defined by the formula
f (n)vw =
f˜
(n)
vw h
(n)
w
h
(n+1)
v
. (2.2)
In general, it is difficult to compute the elements of the matrix Fn explicitly
because the terms h
(n)
w used in the formula (2.2) are the entries of the
product of matrices. In Section 3, the reader can find Examples 3.2, 3.3
of Bratteli diagrams, for which stochastic incidence matrices are computed
explicitly.
Definition 2.3. Let B = (V,E) be a Bratteli diagram.
(1) We say that B has finite rank if there exists some k ∈ N such that |Vn| ≤ k
for all n ≥ 1.
(2) For a finite rank diagram B, we say that B has rank d if d is the smallest
integer such that |Vn| = d for infinitely many n.
(3) We say that B is simple if for any level n there ism > n such that E(v,w) 6=
∅ for all v ∈ Vn and w ∈ Vm. Otherwise, B is called non-simple.
(4) We say that B is stationary if F˜n = F˜1 for all n ≥ 2.
Note that a Cantor dynamical system (X,ϕ) can be represented, in general, by
Bratteli diagrams of different ranks, see Section 7. Throughout this paper we fix a
Bratteli diagram and study the number of ergodic invariant measures for the system
in terms of this diagram. Since the number of ergodic measures for (X,ϕ) does not
depend on the representation, our results will hold if we start with another Bratteli
diagram which represents the system.
2.2. Invariant measures on Bratteli diagrams. In this paper, we study only
positive Borel measures on XB which are invariant with respect to the tail equiva-
lence relation E . In this subsection, we show that the set of all probability invariant
measures on a Bratteli diagram corresponds to the inverse limit of a decreasing
sequence of convex sets. Let µ be a Borel probability non-atomic E-invariant mea-
sure on XB (for brevity, we will use the term “measure on B” below). We denote
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the set of all such measures by M1(B). The fact that µ is an E-invariant mea-
sure means that µ([e]) = µ([e′]) for any two cylinder sets e, e′ ∈ E(v0, w), where
w ∈ Vn is an arbitrary vertex, and n ≥ 1. Since any measure on XB is completely
determined by its values on clopen (even cylinder) sets, we conclude that in or-
der to define an E-invariant measure µ, one needs to know the sequence of vectors
p(n) = (p
(n)
w : w ∈ Vn), n ≥ 1, such that p
(n)
w = µ([e(v0, w)]) where e(v0, w) is a
finite path from E(v0, w). It is clear that, for w ∈ Vn,
[e(v0, w)] =
⋃
e(w,v),v∈Vn+1
[e(v0, w), e(w, v)] (2.3)
so that [e(v0, v)] ⊂ [e(v0, w)].
In other words, we see that the entries of vectors p(n) can be found by the formula
p(n)w =
µ(X
(n)
w )
h
(n)
w
where
X(n)w =
⋃
e∈E(v0,w)
[e], w ∈ Vn. (2.4)
This means that X
(n)
w is a tower in the Kakutani-Rokhlin partition that corresponds
to the vertex w [HPS92]. The measure of this tower is
µ(X(n)w ) = h
(n)
w p
(n)
w =: q
(n)
w . (2.5)
Then relation (2.3) implies that
F˜ Tn p
(n+1) = p(n), n ≥ 1, (2.6)
where F˜ Tn denotes the transpose of the matrix F˜n.
Because µ(XB) = 1, we see that, for any n > 1,∑
w∈Vn
h(n)w p
(n)
w =
∑
w∈Vn
q(n)w = 1.
The following lemma is formulated in terms of the stochastic incidence matrices
Fn (see (2.2)).
Lemma 2.4. Let µ be a probability measure on the path space XB of a Bratteli
diagram B. Let (Fn) be a sequence of corresponding stochastic incidence matrices.
Then, for every n ≥ 1, the vector q(n) = (q
(n)
v : v ∈ Vn) (see (2.5)) is a probability
vector such that
F Tn q
(n+1) = q(n), n ≥ 1. (2.7)
Proof. This fact follows from the definition of the stochastic matrix Fn and relations
(2.1) - (2.6) 
We see that the formula in (2.6) is a necessary condition for a sequence of vectors
(p(n)) to be defined by an invariant probability measure. It turns out that the
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converse statement is true, in general. We formulate below Theorem 2.5 (proved in
[BKMS10]), where all E-invariant measures are explicitly described.
Using Lemma 2.4, we define a decreasing sequence of convex polytopes ∆
(n)
m ,
n,m ≥ 1, and the limiting convex sets ∆
(n)
∞ . They are used to describe the set
M1(B) of all probability E-invariant measures on B. Namely, denote
∆(n) := {(z(n)w )
T
w∈Vn :
∑
w∈Vn
z(n)w = 1 and z
(n)
w ≥ 0, w ∈ Vn}.
The sets ∆(n) are standard simplices in the space R|Vn| with |Vn| extreme points
{e(n)(w) : w ∈ Vn}, where e
(n)(w) = (0, ..., 0, 1, 0, ...0)T is the standard basis vector,
i.e. e
(n)
u (w) = 1 if and only if u = w. Since Fn is a stochastic matrix, we have the
obvious property that
F Tn (∆
(n+1)) ⊂ ∆(n), n ∈ N.
Let µ be a probability E-invariant measure µ on XB with values q
(n)
w on the
towers X
(n)
w . Then (q
(n)
w : w ∈ Vn)
T lies in the simplex ∆(n). Set
∆(n)m = F
T
n · . . . · F
T
n+m−1(∆
(n+m)) (2.8)
for m = 1, 2, . . . Then we see that
∆(n) ⊃ ∆
(n)
1 ⊃ ∆
(n)
2 ⊃ . . .
Denote
∆(n)∞ =
∞⋂
m=1
∆(n)m . (2.9)
It follows from (2.8) and (2.9) that
F Tn (∆
(n+1)
∞ ) = ∆
(n)
∞ , n ≥ 1. (2.10)
The next theorem, that was proved in [BKMS10], describes all E-invariant prob-
ability measures. We formulate here a slightly stronger version of this statement.
Theorem 2.5. Let B = (V,E) be a Bratteli diagram with the sequence of stochastic
incidence matrices (Fn), and let M1(B) denote the set of E-invariant probability
measures on the path space XB.
(1) If µ ∈ M1(B), then the probability vector
q(n) = (µ(X(n)w ))w∈Vn
satisfies the following conditions for n ≥ 1:
(i)
q(n) ∈ ∆(n)∞ ,
(ii)
F Tn q
(n+1) = q(n),
where X
(n)
w is defined in (2.4).
Conversely, suppose that {q(n)} is a sequence of non-negative probability vectors
such that, for every q(n) = (q
(n)
w )w∈Vn ∈ ∆
(n) (n ≥ 1), the condition (ii) holds.
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Then the vectors q(n) belong to ∆
(n)
∞ , n ∈ N, and there exists a uniquely determined
E-invariant probability measure µ such that µ(X
(n)
w ) = q
(n)
w for w ∈ Vn, n ∈ N.
(2) Let Ω be the subset of the infinite product
∏
n≥1∆
(n)
∞ consisting of sequences
(q(n)) such that F Tn q
(n+1) = q(n). Then the map
Φ : µ 7→ (q(n)) :M1(B) 7→ Ω,
is an affine isomorphism. Moreover, Φ(µ) is an extreme point of Ω if and only if µ
is ergodic.
(3) Let B be a Bratteli diagram of rank K. Then the number of ergodic invariant
measures on B is bounded above by K and bounded below by the dimension of the
finite-dimensional simplex ∆
(1)
∞ .
Remark 2.6. (a) Recall that the set ∆
(n)
∞ =
⋂∞
m=1∆
(n)
m is a convex subset of ∆(n)
for all n ≥ 1. It follows from (2.10) that the following sequence of maps is defined:
∆(1)∞
FT1←− ∆(2)∞
FT2←− ∆(3)∞
FT3←− . . . (2.11)
By Theorem 2.5, the set M1(B) can be identified with the inverse limit of the
sequence (F Tn ,∆
(n)
∞ ). There is a one-to-one correspondence between measures µ ∈
M1(B) and sequences of vectors q
(n) ∈ ∆
(n)
∞ such that q(n) = F Tn (q
(n+1)), n =
1, 2, . . .
(b) Sometimes, to shorten our notation, we will call the extreme points of a
convex subset of Rn, n ∈ N the vertices. When it does not cause a confusion, these
two notions will be used as synonyms.
(c) Theorem 2.5 states that in order to find all ergodic invariant measures on a
diagram it suffices to know the number of extreme points of ∆
(n)
∞ for every n. Thus,
in the statements which are proved in this paper, we will fix any natural number n
and investigate the corresponding convex set ∆
(n)
∞ .
(d) In general, the set ∆
(n)
∞ is a convex subset of the (|Vn| − 1)-dimensional
simplex ∆(n). In some cases, which will be considered in Section 4, the set ∆
(n)
∞ is
a finite-dimensional simplex itself.
(e) In Theorem 2.5 part (2), the set M1(B) can be affinely isomorphic to the
set ∆
(1)
∞ . For instance, it happens when all stochastic incidence matrices are square
non-singular matrices of the same dimension K × K for some K ∈ N. This case
will be considered in Section 4.
(f) The procedure of telescoping defined in Remark 2.2 preserves the set of in-
variant measures; hence we can apply it when necessary without loss of generality.
Example 2.7 (Equal row sums (ERS) Bratteli diagrams). We illustrate Theorem 2.5
by a particular class of Bratteli diagrams that have the equal row sum (ERS)
property. This means that the incidence matrices (F˜n) of a Bratteli diagram B
satisfy the condition ∑
w∈Vn
f˜ (n)v,w = rn
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for every v ∈ Vn+1. In other words, we have |r
−1(v)| = rn for every v ∈ Vn+1. It is
known that Bratteli-Vershik systems with the ERS property can serve as models
for Toeplitz subshifts (see [GJ00]). In particular, we have F˜0 = h
(1)
= (r0, . . . , r0)
T .
It follows from (2.1) that, for ERS Bratteli diagrams, h
(n)
w = r0 · · · rn−1 for every
w ∈ Vn. Thus, for every probability E-invariant measure on B, we obtain∑
w∈Vn
p(n)w =
1
r0 · · · rn−1
for n = 1, 2, . . . The proof of this fact follows easily from (2.6) by induction. Fur-
thermore, in the case of ERS diagrams, we have
f (n)vw =
f˜
(n)
vw
rn
.
2.3. Invariant measures in terms of decreasing sequences of polytopes. In
this subsection we study the decreasing sequence of convex sets which correspond
to probability invariant measures. We focus on extreme points of these convex sets
and on the description of these sets as decreasing sequences of convex polytopes.
Let
G(n+m,n) = Fn+m · · ·Fn
for m ≥ 0 and n ≥ 1. Denote the elements of G(n+m,n) by (g
(n+m,n)
uw ), where
u ∈ Vn+m+1 and w ∈ Vn; then
g(n+m,n)uw =
∑
(um,...,u1)∈Vn+m×...×Vn+1
f (n+m)u,um · f
(n+m−1)
um,um−1 · · · f
(n)
u1,w.
The sets ∆
(n)
m ,m ≥ 0, defined in (2.8), form a decreasing sequence of convex poly-
topes in ∆(n). Recall that the vectors {e(n)(w) : w ∈ Vn} form the standard
basis in R|Vn|. The extreme points of ∆
(n)
m are some (or all) vectors from the set
{g(n+m,n)(v) : v ∈ Vn+m+1}, where we denote
g(n+m,n)(v) = (g(n+m,n)w (v))w∈Vn = G
T
(m+n,n)(e
(n+m+1)(v)).
Obviously, we have the relation
g(n+m,n)(v) =
∑
w∈Vn
g(n+m,n)vw e
(n)(w). (2.12)
Let {y(n,m)(v)} be the set of all extreme points of∆
(n)
m . Then y(n,m)(v) = g(n+m,n)(v)
for v belonging to some subset V
(n)
n+m+1 of Vn+m+1.
We observe the following fact. Every vector q(n) from the set ∆
(n)
∞ can be written
in the standard basis as
q(n) =
∑
w∈Vn
q(n)w e
(n)(w).
It turns out that the numbers q
(n+m+1)
v , v ∈ Vn+m+1, are the coefficients in the
convex decomposition of q(n) with respect to vectors g(n+m,n)(v).
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Proposition 2.8. Let µ ∈ M1(B), and q
(n)
w = µ(X
(n)
w ) (w ∈ Vn) for all n ∈ N.
Then
q(n) =
∑
v∈Vn+m+1
q(n+m+1)v g
(n+m,n)(v). (2.13)
In particular,
q(1) =
∑
v∈Vm+1
q(m+1)v g
(m+1,1)(v).
Proof. The result follows from the following computation:
q(n) = F Tn · · ·F
T
n+m(q
(n+m+1))
= F Tn · · ·F
T
n+m
 ∑
v∈Vn+m+1
q(n+m+1)v e
(n+m+1)(v)

=
∑
v∈Vn+m+1
q(n+m+1)v F
T
n · · ·F
T
n+me
(n+m+1)(v)
=
∑
v∈Vn+m+1
q(n+m+1)v g
(n+m,n)(v).

For every n ≥ 1, define
∆(n),ε∞ :=
⋃
q∈∆
(n)
∞
B(q, ε),
where B(q, ε) is the ball of radius ε > 0 centered at q ∈ R|Vn|. Here the metric is
defined by the Eucleadian norm || · || on R|Vn|.
The following lemma can be proved straightforward, so we omit the proof.
Lemma 2.9. Fix any natural numbers n and m. Let ∆
(n)
m be defined as above. If
q(n,m) ∈ ∆
(n)
m for infinitely many m and q(n,m) → q(n) as m→∞, then q(n) ∈ ∆
(n)
∞ .
Moreover, for every ε > 0 there exists m0 = m0(n, ε) such that ∆
(n)
m ⊂ ∆
(n),ε
∞ for
all m ≥ m0.
In the next statement we prove that extreme points of the limiting convex set
∆
(n)
∞ can be obtained as limits of sequences of extreme points of convex polytopes.
Lemma 2.10. Fix n ∈ N and ε > 0. Let ∆
(n)
∞ , ∆
(n)
n+m+1, V
(n)
n+m+1 be defined
as above for any m ∈ N. Then, for every extreme point y of ∆
(n)
∞ there exists
m0 = m0(n, ε) such that, for all m ≥ m0, one can find an extreme point y
(n,m)(v)
of ∆
(n)
n+m+1, v ∈ V
(n)
n+m+1, satisfying the property
||y − y(n,m)(v)|| < ε.
12 SERGEY BEZUGLYI, OLENA KARPEL, AND JAN KWIATKOWSKI
Proof. We first assume that diam(∆
(n)
∞ ) = 0. Then diam(∆
(n)
m ) → 0 as m → ∞.
Hence ∆
(n)
∞ is a single point, and Lemma 2.10 holds.
Let diam(∆
(n)
∞ ) > 0. Then we can find m0 ≥ 1 and 1 ≤ n0 ≤ |Vn| − 1 such that
dim(∆
(n)
m ) = n0 for all m ≥ m0. Without loss of generality we can assume that
m0 = 1.
Assume that Lemma 2.10 is not true, that is the converse statement holds. Then,
by Lemma 2.9, we can find ε0 > 0 and an infinite subset M ⊂ {1, 2, . . .} such
that B(y, ε0) contains no extreme points of ∆
(n)
m for m ∈ M . By Caratheodory’s
Theorem on convex hulls, there is an n0-dimensional simplex with extreme points
{y(n,m)(v), v ∈ V ′n+m+1 ⊂ V
(n)
n+m+1} such that |V
′
n+m+1| = n0 + 1 and
y =
∑
v∈V ′n+m+1
avy
(n,m)(v), m ∈M, (2.14)
where each av ≥ 0 and
∑
v∈V ′n+m+1
av = 1. Since B(y, ε0) contains no vectors
y(n,m)(v), v ∈ V ′n+m+1, there is ε
′
0 > 0 such that 0 ≤ av ≤ 1−ε
′
0 for all v ∈ V
′
n+m+1.
As far as
∑
v∈V ′n+m+1
av = 1, we can find two different vertices v, v
′ ∈ V ′n+m+1 (both
v and v′ depend on m) such that
av, av′ ∈ [ε
′′
0 , 1− ε
′
0],
where ε′′0 =
ε′0
|Vn|
.
Relation (2.14) can be rewritten in the form
y = (av + av′)
(
av
av + av′
y(n,m)(v) +
av′
av + av′
y(n,m)(v′)
)
+ (1− av − av′)
∑
u∈V ′n+m+1\{v,v
′}
au
1− av − av′
y(n,m)(u). (2.15)
First assume that (av + av′) → 1 as m → ∞. We can find an infinite subset
M ′ ⊂M such that when m ∈M ′ and m→∞ we have
av
av + av′
→ λ,
av′
av + av′
→ 1− λ, (2.16)
where 12ε
′′
0 ≤ λ ≤ 1−
1
2ε
′′
0 , and
y(n,m)(v)→ z(v) ∈ ∆(n)∞ , y
(n,m)(v′)→ z(v′) ∈ ∆(n)∞ .
It follows from (2.15) that
y = λz(v) + (1− λ)z(v′). (2.17)
Clearly, z(v) 6= z(v′) because otherwise we would get that B(y, ε0) contains an
extreme vector y(n,m)(v) for some m ∈ M ′. It follows from (2.17) that y is not an
extreme vector of ∆
(n)
∞ and we get a contradiction.
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If av + av′ 9 1 as m → ∞, then we can find again an infinite subset M
′′ ⊂ M
such that conditions (2.16) are satisfied. Moreover, for some τ ∈ (0, 1), we obtain
av + av′ → τ,
and ∑
u∈V ′n+m+1\{v,v
′}
au
1− av − av′
y(n,m)(u)→ z′ ∈ ∆(n)∞
as m ∈M ′′ and m→∞. Then (2.15) implies that
y = τ(λz(v) + (1− λ)z(v′)) + (1− τ)z′.
Therefore, we showed that y is not an extreme vector of ∆
(n)
∞ . This contradiction
proves the lemma. 
3. A criterion of unique ergodicity of Bratteli diagrams
In this section, we deal with arbitrary Bratteli diagram B and prove a criterion
of the unique ergodicity of B, i.e., we discuss the case when the space M1(B) is a
singleton.
Theorem 3.1. A Bratteli diagram B = (V,E) is uniquely ergodic if and only if
there exists a telescoping B′ of B such that
lim
n→∞
max
v,v′∈Vn+1
(∑
w∈Vn
∣∣∣f (n)vw − f (n)v′w∣∣∣
)
= 0 (3.1)
Here f
(n)
vw are entries of the stochastic matrix Fn defined by the diagram B
′.
Proof. We observe that B is uniquely ergodic if and only if the simplex ∆
(n)
∞ is a
singleton for all n = 1, 2, . . .
To prove the “if” part, it suffices to show that the diameter diam(∆
(n)
m ) → 0 as
m→∞. The polytope∆
(n)
m is the convex hull of the vectors {g(n+m,n)(v)}v∈Vn+m+1 .
According to (2.12), we have
d∗(g(n+m,n)(v), g(n+m,n)(v′)) =
∑
w∈Vn
∣∣∣g(n+m,n)vw − g(n+m,n)v′w ∣∣∣ .
Then we obtain∑
w∈Vn
∣∣∣g(n+m,n)vw − g(n+m,n)v′w ∣∣∣ = ∑
w∈Vn
∣∣∣∣∣∣
∑
u∈Vn+m
(f (n+m)vu − f
(n+m)
v′u )g
(n+m−1,n)
uw
∣∣∣∣∣∣
≤
∑
u∈Vn+m
∣∣∣f (n+m)vu − f (n+m)v′u ∣∣∣ ∑
w∈Vn
g(n+m−1,n)uw
= d∗(f
(n+m)
(v), f
(n+m)
(v′)).
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The last equality is due to the fact that
∑
w∈Vn
g
(n+m−1,n)
uv = 1. Thus, we have
d∗(g(n+m,n)(v), g(n+m,n)(v′)) ≤ d∗(f
(n+m)
(v), f
(n+m)
(v′))→ 0
as m→∞. Hence diam(∆
(n)
m )→ 0 which implies that ∆
(n)
∞ is a singleton.
Next, we prove the “only if” part. Since∆
(n)
∞ is a single point, we have diam(∆
(n)
m )→
0 as m→∞ for each n = 1, 2, . . . Then
max
v,v′∈Vn+m+1
d∗(g(n+m,n)(v), g(n+m,n)(v′)) ≤ diam(∆(n)m )→ 0 as m→∞.
Let (εn) be a sequence converging to 0. For every n, we can take sufficiently large
m = m(n) such that
max
v,v′∈Vn+m+1
∑
w∈Vn
∣∣∣g(n+m,n)vw − g(n+m,n)v′w ∣∣∣ ≤ εn.
Hence, we can find sequences {ni}i≥1, {mi}i≥1 of positive integers such that
max
v,v′∈Vni+1
∑
w∈Vni
∣∣∣g(ni+mi,ni)vw − g(ni+mi,ni)v′w ∣∣∣ ≤ εni , (3.2)
and such that
1 ≤ n1 < n1 +m1 = n2 < n2 +m2 = n3 < . . .
Telescoping the Bratteli diagram B = (V,E) with respect to the levels n1 < n2 <
n3 < . . ., we obtain a new Bratteli diagram B
′ = (V ′, E′) for which stochastic
incidence matrices are G(ni+mi,ni), i = 1, 2, . . . Then (3.2) implies (3.1), and the
proof is complete. 
We remark that the operation of telescoping and using the stochastic incidence
matrix instead of the usual integer-valued incidence matrix are crucial steps for The-
orem 3.1. In the following example we show that without telescoping the statement
of the theorem is not true.
Example 3.2. In this example we illustrate the criterion given in Theorem 3.1. Let
B1 be a Bratteli diagram with incidence matrices
F˜ (1)n =
(
n 1
1 n
)
, n ∈ N,
and let B2 be a Bratteli diagram with incidence matrices
F˜ (2)n =
(
n2 1
1 n2
)
, n ∈ N.
It is known that the diagram B1 is uniquely ergodic, and B2 has exactly two finite
invariant ergodic measures, see details in [BKMS13], [ABKK17, Example 3.6], and
[FFT09].
We show how Theorem 3.1 works in this case and emphasize the importance of
telescoping in its proof.
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First notice that the both diagrams have the ERS property, hence the corre-
sponding stochastic matrices are easy to compute (see Example 2.7):
F (1)n =

1−
1
n+ 1
1
n+ 1
1
n+ 1
1−
1
n+ 1

and
F (2)n =

1−
1
n2 + 1
1
n2 + 1
1
n2 + 1
1−
1
n2 + 1
 .
Obviously, without telescoping, for the both diagrams B1 and B2 the limit in (3.1)
equals 2. However, the telescoping procedure reveals the crucial difference between
the diagrams B1 and B2.
Suppose we have an ERS diagram with 2× 2 stochastic incidence matrices
Fn =
(
an bn
bn an
)
.
As before, let G(n,n+m) = (g
(n+m,n)
vw ) be the corresponding product matrix. It can
be easily proved by induction that, for arbitrary n,m ∈ N, the following formula
holds:
S(n,m) =
∑
w∈Vn
∣∣∣g(n+m,n)vw − g(n+m,n)v′w ∣∣∣ = 2 m∏
i=0
|(an+i − bn+i)| .
In the case of the diagram B1, we obtain
S(n,m) = 2
m∏
i=0
(
1−
2
n+ i+ 1
)
, n,m ∈ N.
Since the series
∑∞
n=1 n
−1 diverges, we see that
S(n,m)→ 0, m→∞.
Choose a decreasing sequence (εk) such that εk → 0 as k → ∞. For n = n1 and
ε1, find m1 such that S(n1,m1) < ε1. Set n2 = n1 +m1. For ε2, find m2 such that
S(n2,m2) < ε2. Set n3 = n2+m2. Continuing in the same manner, we construct a
sequence (nk) such that S(nk, nk+1−nk) < εk. Telescope the diagram with respect
to the levels (nk). By Theorem 3.1, we conclude that the diagram B1 is uniquely
ergodic.
In the case of diagram B2, the convergence of the series
∑∞
n=1 n
−2, does not allow
us to conclude that S(n,m)→ 0 as m→∞. Hence, the criterion is not applicable
for the diagram B2.
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The following example shows that using stochastic incidence matrices is an im-
portant part of Theorem 3.1. If we use usual integer-valued incidence matrices
instead of stochastic ones, then Theorem 3.1 will be not true.
Example 3.3. Let B be the stationary Bratteli diagram defined by the incidence
matrices
F˜n = F˜ =
(
3 0
1 2
)
for every n ∈ N. It is well known that B has a unique finite ergodic measure
supported by the 3-odometer (see e.g. [BKMS10]). We show that B satisfies the
condition of unique ergodicity formulated in Theorem 3.1. It is easy to check that
the n-th power of F˜ is
F˜n =
(
3n 0
3n − 2n 2n
)
.
Hence the entries of the matrix F˜ do not satisfy (3.1) even after taking products
of these matrices (which corresponds to telescoping of B). Notice that B has the
ERS property. For any n ∈ N and a vertex w ∈ Vn, we have h
(n)
w = 3n. Therefore,
the corresponding stochastic incidence matrix and its n-th power are
F =
(
1 0
1
3
2
3
)
and
Fn =
(
1 0
1−
2n
3n
2n
3n
)
.
Hence, we see that B satisfies (3.1).
4. Ergodic invariant measures for finite rank Bratteli diagrams
In this section, we study ergodic invariant measures on finite rank Bratteli dia-
grams. Let B = (V,E) be a Bratteli diagram of rank k ≥ 2, i.e. after telescoping
one can assume that |Vn| = k for n = 1, 2, . . . Then, for any n, the incidence ma-
trices F˜n = (f˜
(n)
v,w)v∈Vn+1,w∈Vn and corresponding stochastic matrices Fn are k × k
matrices. In the case of a Bratteli diagram of finite rank, the representation of the
set M1(B) as the inverse limit of (F
T
n ,∆
(n)
∞ ) becomes more transparent.
Throughout this section, we use the following assumption.
Assumption: We assume that :
(i) B = (V,E) is a Bratteli diagram of finite rank k;
(ii) all incidence matrices F˜n = (f˜
(n)
vw ) of B are nonsingular,
det F˜n 6= 0, n ∈ N.
It follows immediately that the stochastic matrices Fn = (f
(n)
vw )v∈Vn+1,w∈Vn are
also nonsingular.
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4.1. Invariant measures in terms of decreasing sequences of simplices.
Under the made assumption, the number of probability ergodic invariant measures
on a Bratteli diagram equals the number of extreme points of a simplex ∆
(1)
∞ , which,
in turn, is the limit of a decreasing sequence of simplices {∆
(1)
m }∞m=1. Indeed, since
the square matrices F Tn are invertible, one can restore the whole sequence of vectors
(q(n))∞n=1 from the vector q
(1), see Theorem 2.5. Below we explicitly define these
simplices, using the incidence matrices of the Bratteli diagram, and study the way
these simplices are embedded one into another. This study will allow us to derive
the properties of the incidence matrices in the case when the number of probability
ergodic invariant measures is known.
Remark 4.1. (1) Because of the assumption formulated above, it is easily seen that,
for any m,n ∈ N, the sets ∆
(n)
m are simplices with exactly k extreme points. Then
the simplices ∆(n)(= ∆(1)) do not depend on the level Vn. The index n points out
only that ∆(n) has the basis enumerated by vertices of the level Vn.
(2) Since all incidence matrices are non-singular, the intersection∆
(1)
∞ =
⋂∞
m=1∆
(1)
m
is a simplex which we can identify with the setM1(B) of all probability E-invariant
Borel measures on XB . The simplex ∆
(1)
∞ has at most k extreme points (see the
proof in [BKMS13]) which is based on [Phe01, Pul71], and [BKMS10]). It is not
hard to see that the dimension of ∆
(1)
∞ can be any natural number l, 1 ≤ l ≤ k.
In [BKMS13], the reader can find various examples of Bratteli diagrams where the
number of ergodic E-invariant measures varies from 1 (this is the case of uniquely
ergodic diagrams) to k.
(3) If ∆
(1)
∞ is a simplex with l extreme points then there are exactly l ergodic
E-invariant Borel probability measures on B. In the case of finite rank Bratteli
diagrams with nonsingular incidence matrices, the simplex ∆
(n)
∞ also has exactly l
extreme points for every n.
(4) Under the made assumption, we know precisely the number k of extreme
points of the prelimit simplices ∆
(n)
m , and the number of extreme points of the
limiting simplex ∆
(n)
∞ may be less than k only due to the limit procedure. In the
case when matrices F˜n are singular, the decrease of the number of extreme points
may happen already in the prelimit simplices ∆
(n)
m because of the rank of incidence
matrices. Moreover, some of the limiting simplices ∆
(n)
∞ may have different number
of extreme points depending on n. Nevertheless, it is not difficult to see that there
always exists 1 ≤ l ≤ k such that the simplices ∆
(n)
∞ have exactly l extreme points
for all n large enough. Then if we restrict the linear operators corresponding to
F˜n to the appropriate l-dimensional subspaces, we will obtain non-singular l × l
matrices which satisfy the assumption.
(5) We recall that ∆(m) denotes the standard simplex in R|Vm|, and the entries
of a vector from this simplex are enumerated by vertices from Vm. In the case
when |Vm| = k, these simplices ∆
(m) are essentially the same. Since the incidence
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matrices of B are nonsingular, we obtain that the vectors
y(m)(w) = F T1 · · ·F
T
m−1(e
(m)(w)) (4.1)
are extreme in ∆
(1)
m and form a basis in the simplex ∆
(1)
m ,m ≥ 1. Hence, there
is a one-to-one correspondence between vertices w of Vm and the extreme vectors
y(m)(w) from ∆
(1)
m .
Lemma 4.2 shows explicitly how the simplex ∆
(1)
n+1 is embedded into ∆
(1)
n .
Lemma 4.2. Let y(n)(w) = (y
(n)
v (w) : v ∈ V1)T be the extreme vector from the
simplex ∆
(1)
n which corresponds to a vertex w ∈ Vn, see (4.1). Then, for any
v ∈ Vn+1,
y(n+1)(v) =
∑
w∈Vn
f (n)vw y
(n)(w). (4.2)
Proof. We observe that the vector F Tn (e
(n+1)(v)) coincides with the v-th row of Fn,
and it can be written as a linear combination of vectors from the standard basis
{e(n)(w) : w ∈ Vn}. Hence, similarly to Proposition 2.8, we have
y(n+1)(v) = F T1 · · ·F
T
n−1F
T
n (e
(n+1)(v))
= (F T1 · · ·F
T
n−1)
(∑
w∈Vn
f (n)vw e
(n)(w)
)
=
∑
w∈Vn
f (n)vw y
(n)(w).
This proves the lemma. 
Theorem 2.5 states that, under the made assumption, the set M1(B) can be
identified with the simplex ∆
(1)
∞ . In fact, since det(Fn) 6= 0 for n ≥ 1, we have
∆(1)∞ = F
T
1 · · ·F
T
n−1(∆
(n)
∞ ).
Therefore, each ∆
(n)
∞ is a simplex with the same number of extreme points. The
inverse limit lim←−(F
T
n ,∆
(n)
∞ ) can be identified with ∆
(1)
∞ .
We recall that, in this case, every vector q(1) from the simplex ∆
(1)
∞ corresponds
to an E-invariant measure µ. The measure µ is defined by a sequence of vectors
{q(n)} such that q(n) = F Tn q
(n+1). The entries of q(n) in the standard basis {e(n)(w)}
are the numbers (q
(n)
w ) which give the values of measure µ on the towers {X
(n)
w :
w ∈ Vn}. On the other hand, since q
(1) belongs to every simplex ∆
(1)
n (recall that
Fn is nonsingular for every n), this vector can be represented in the basis formed
by the extreme vectors {y(n)(w) : w ∈ Vn}.
In the next result, we establish, using the same argument as in Proposition 2.8,
the relation between the vector q(1) and the vectors {y(n)(w) : w ∈ Vn}.
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Lemma 4.3. Let µ, q(n) and {y(n)(w) : w ∈ Vn}, n ∈ N be as above. Then for
every n > 1, the entries (q
(n)
w : w ∈ Vn) of q
(n) are the barycentric coordinates of
the vector q(1) in ∆
(1)
n .
Proof. Indeed, we have the following chain of equalities that proves the lemma.
q(1) = (F T1 · · ·F
T
n−1)(q
(n))
= (F T1 · · ·F
T
n−1)
(∑
w∈Vn
q(n)w e
(n)(w)
)
=
∑
w∈Vn
q(n)w (F
T
1 · · ·F
T
n−1)(e
(n)(w)) (4.3)
=
∑
w∈Vn
q(n)w y
(n)(w).

Observe that relation (4.3) uniquely defines the numbers q
(n)
w by the vector q(1) ∈
∆
(1)
∞ .
4.2. Subdiagrams of Bratteli diagrams and ergodic invariant measures.
In this subsection, we study connections between vertex subdiagrams of a Bratteli
diagram B and ergodic invariant measures on B.
By a Bratteli subdiagram, we mean a Bratteli diagram B′ that can be obtained
from B = (V,E) by removing some vertices and edges from each non-zero level of
B. Then XB′ ⊂ XB (for more details see e.g. [ABKK17]). In this paper, we will
consider only the case of vertex subdiagrams. To define such a subdiagram, we start
with a sequence W = {Wn}n>0 of proper subsets Wn of Vn for all n > 0. The
n-th level of the vertex subdiagram B′ = (W,E) is formed by the vertices from
Wn. To define the edge set E = {En} we take the restriction of En on the set of
edges connecting vertices from Wn and Wn+1, n ∈ N. This means that e ∈ En if
the source and range of e are in Wn and Wn+1, respectively. Thus, the incidence
matrix F ′n of B
′ has the size |Wn+1| × |Wn|, and it can be seen as a submatrix of
Fn corresponding to the vertices from Wn and Wn+1. We say, in this case, that
W = (Wn) is the support of B
′.
The following theorem will play an important role in our study of ergodic mea-
sures and their supports. For a finite rank Bratteli diagram B, it describes how
extreme points of ∆
(1)
∞ determine subdiagrams of B.
Theorem 4.4. Let B be a Bratteli diagram of rank k, and let B have l probability
ergodic invariant measures, 1 ≤ l ≤ k. Let {y1, ..., yl} denote the extreme vectors in
∆
(1)
∞ . Then, after telescoping and renumbering vertices, there exist exactly l disjoint
subdiagrams Bi (they share no vertices other than the root) with the corresponding
sets of vertices {Vn,i}
∞
n=0 such that
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(a) for every i = 1, ..., l and any n,m > 0, |Vn,i| = |Vm,i| > 0, while the set
Vn,0 = Vn \
l⊔
i=1
Vn,i may be, in particular, empty;
(b) for any i = 1, . . . , l and any choice of vn ∈ Vn,i, the extreme vectors y
(n)(vn) ∈
∆
(1)
n converge to the extreme vector yi ∈ ∆
(1)
∞ .
In general, the diagram B can have up to k − l disjoint subdiagrams B′j with
vertices {V ′n,j}
∞
n=0 such that they are also disjoint with subdiagrams Bi and for any
wn ∈ V
′
n,j, the extreme vectors y
(n)(wn) ∈ ∆
(1)
n converge to a non-extreme vector
z ∈ ∆
(1)
∞ .
Proof. In the proof, we describe the process of forming the vertex sets {Vn,i}
∞
n=1
and the corresponding subdiagrams Bi for i = 0, . . . , l. We observe that the way
of assigning a vertex to a subdiagram is not necessary unique and depends on the
telescoping of the diagram.
For every i = 1, . . . , l, we can take, by Lemma 2.10, a sequence of vectors
y(n)(wi) ∈ ∆
(1)
n (and corresponding vertices wi = wi(n) ∈ Vn) such that ||y
(n)(wi)−
yi|| → 0 as n → ∞. If n is sufficiently large, then the vectors {y
(n)(wi)}
l
i=1 (and
hence the vertices {wi(n)}
l
i=1) are disjoint. Therefore, we can choose the beginnings
of the sequences {wi(n)}
∞
n=1 in such a way that all vertices {wi(n)}
l
i=1 are disjoint
for all n and the limits of the sequences {y(n)(wi)}
∞
n=1 stay unchanged. We set
wi(n) ∈ Vn,i. Thus, at this stage of construction, each set Vn,i, i = 1, . . . , l consists
of a single point.
Now for every n, pick up any vertex u = u(n) in Vn \ {wi(n)}
l
i=1. Since the
decreasing sequence of simplices ∆
(1)
n lies in the compact set ∆(1), the sequence
{y(n)(u)}∞n=1 has a convergent subsequence {y
(nm)(u)}∞m=1. We recall that simplices
∆
(1)
n are decreasing, so that we may work only with the simplices {∆
(1)
nm}
∞
m=1 and the
limiting simplex ∆
(1)
∞ . For the corresponding Bratteli diagram, this means that we
apply telescoping with respect to the levels {nm}
∞
m=1. We note that the operation of
telescoping does not change the limits of the converging sequences y(n)(wi(n)), since
the telescoping corresponds to the picking a subsequence y(nm)(wi(nm)). Hence,
after telescoping, we have the sequence of vertices u(n) ∈ Vn \{wi(n)}
l
i=1 such that
there exists
lim
n→∞
y(n)(u(n)) = z,
where z ∈ ∆
(1)
∞ (by Lemma 2.9). If z = yi for some i = 1, . . . , l, then we set
u(n) ∈ Vn,i. Otherwise, we set u(n) ∈ Vn,0. Now, for every n, pick a vertex
u′ ∈ Vn \ ({wi}
l
i=1 ∪ {u}) and apply the same procedure again. Since B is of finite
rank k, we will use at most k − l telescopings to finally form the sets {Vn,i}
l
i=0. In
general, the set Vn,0 may be empty. If Vn,0 is not empty, we may also divide it into
disjoint subsets {V ′n,j} depending on the limits of {y
(n)(u(n))}∞n=1, though we will
not use such a partition later. The theorem is proved. 
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Renumber the vertices of the diagram such that in every Vn first come the vertices
of Vn,1, then the vertices of Vn,2, . . . , Vn,l and, at last, the vertices of Vn,0. Then Fn
have blocks Vn+1,j×Vn,j on the diagonal for j = 0, 1, . . . , n. Thus, after telescoping
and renumbering vertices, the stochastic incidence matrices of the Bratteli diagram
B from Theorem 4.4 will look as follows
Fn =

F
(n)
B1
∗ · · · ∗ ∗
∗ F
(n)
B2
· · · ∗ ∗
...
...
. . .
...
...
∗ ∗ · · · F
(n)
Bl
∗
∗ ∗ · · · ∗ F
(n)
B0

, (4.4)
where F
(n)
Bi
are submatrices of the matrix Fn of the size |Vn+1,i|×|Vn,i| for i = 0, . . . , l
and symbol ∗ represents other elements of the matrix.
The following theorem describes the properties of the submatrices F
(n)
Bi
for i =
1, . . . , l. We use here notation of Theorem 4.4.
Theorem 4.5. Suppose that the Bratteli diagram B is as in Theorem 4.4. Then,
for every i ∈ {1, . . . , l} and v ∈ Vn+1,i, the following property holds:∑
w∈Vn,i
f (n)vw → 1.
Proof. We recall what we know about the vectors {y(n)(w)}w∈Vn (extreme points
of the simplex ∆
(1)
n ):
(a) they form a basis of Rk for any n ∈ N,
(b) y(n)(w)→ yi as n→∞, where w ∈ Vn,i, i = 1, . . . , l,
(c) limn→∞ y
(n)(w) does not belong to the set {yi}
l
i=1 as w ∈ Vn,0.
For every j = 1, ..., l, we represent yj ∈ ∆
(1)
n as a barycentric combination of
y(n)(w):
yj =
∑
w∈Vn
α(n)w y
(n)(w), (4.5)
where
∑
w∈Vn
α
(n)
w = 1 and α
(n)
w ≥ 0 for all w.
We will show that α
(n)
w → 0 as n → ∞ for w ∈ Vn \ Vn,j. Indeed, relation (4.5)
can be written in the form
yj −
∑
w∈Vn,j
α(n)w y
(n)(w) =
∑
u/∈Vn,j
α(n)u y
(n)(u).
Since
∑
w∈Vn
α
(n)
w = 1, we get∑
w∈Vn,j
α(n)w (yj − y
(n)(w)) =
∑
u/∈Vn,j
α(n)u (y
(n)(u)− yj). (4.6)
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As far as limn→∞ y
(n)(w) = yj for w ∈ Vn,j, the left-hand side of relation (4.6)
tends to zero as n→∞. In the right-hand side of (4.6), we obtain that, for u ∈ Vn,i
and i = {1, . . . l} \ {j},
y(n)(u)− yj → yi − yj, n→∞.
For u ∈ Vn,0, we have y
(n)(u)→ z(u), where z(u) ∈ ∆
(1)
∞ , and z(u) does not coincide
with any of the extreme points {yi}
l
i=1. Hence z(u) =
∑l
i=1 βiyi, where all βi are
non-negative,
∑l
i=1 βi = 1, and at least two of coefficients from the set {βi}
l
i=1 are
strictly positive. Thus,
z(u)− yj =
l∑
i=1
βiyi −
l∑
i=1
βiyj =
∑
i 6=j
βi(yi − yj) 6= 0.
Therefore the right-hand side of (4.6) is a linear combination of vectors which
converge to linearly independent non-zero vectors {yi − yj}i 6=j . It follows that
all the coefficients {α
(n)
u }u/∈Vn,j converge to zero as n → ∞. This proves that∑
w∈Vn,j
α
(n)
w → 1 as n→∞.
Since y(n+1)(v) approaches arbitrary close to yj for v ∈ Vn+1,j and sufficiently
large n, the same result holds for the coefficients of barycentric combination for
y(n+1)(v) ∈ ∆
(1)
n+1. By (4.2), the corresponding combination for y
(n+1)(v) has coef-
ficients f
(n)
vw . Hence, for every v ∈ Vn+1,j we have∑
w∈Vn,j
f (n)vw → 1
and the proof is complete. 
As a consequence of Theorem 4.5, we get the following corollary:
Corollary 4.6. In notation of Theorem 4.4, the following property holds for every
i, j ∈ {1, . . . , l}:
1
|Vn+1,j|
∑
v∈Vn+1,j
∑
w∈Vn,i
f (n)vw → δij ,
where δij = 1 if i = j; δij = 0 if i 6= j and
1
|Vn+1,j |
does not depend on n and plays
the role of a normalizing coefficient.
For the matrices G(n+m,n) = Fn+m · · ·Fn, the equality
y(n+m+1)(u) =
∑
w∈Vn
g(n+m,n)uw y
(n)(w) (4.7)
can be established similarly to (4.2). Moreover, by the same argument as in The-
orem 4.5, we can prove parts (1) and (2) of the following proposition (we leave
the details to the reader). We note that statement (3) of this proposition is a
straightforward corollary of Theorem 4.4.
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Corollary 4.7. In notation of Theorem 4.4, the following properties hold: for every
ε > 0 there exists N ∈ N such that for every n > N , any j = 1, . . . , l, and any
m = 0, 1, . . .
(1)
min
u∈Vn+m+1,j
∑
w∈Vn,j
g(n+m,n)uw ≥ 1− ε;
(2)
max
u∈Vn+m+1,j
∑
w∈Vn\Vn,j
g(n+m,n)uw ≤ ε,
where g
(n+m,n)
uw are entries of G(n+m,n);
(3) there exist C > 0 and N ∈ N such that for every n > N and every j = 1, . . . , l
we have
d(y(n)(w), yj) ≥ C, w ∈ Vn,0,
and
max
w∈Vn,0
d(y(n)(w),∆(1)∞ )→ 0
as n→∞.
4.3. The main theorem I. One of our main results, Theorem 4.9, is proved in
this subsection. This result holds for a class of Bratteli diagrams which satisfy the
following condition.
Definition 4.8. For a Bratteli diagram B, we say that a sequence of proper subsets
Un ⊂ Vn defines blocks of vanishing weights (or vanishing blocks) in the stochastic
incidence matrices Fn if ∑
w∈Ucn,v∈Un+1
f (n)vw → 0, n→∞
where U cn = Vn \ Un.
If additionally, for every sequence of vanishing blocks (Un), there exists a constant
0 < C1 < 1 such that, for sufficiently large n,
min
v∈Un+1
∑
u∈Ucn
f (n)vu ≥ C1 max
v∈Un+1
∑
u∈Ucn
f (n)vu , (4.8)
then we say that the stochastic incidence matrices Fn of B have regularly vanishing
blocks.
Throughout the paper, we develop the approach used in [BKMS10, BKMS13,
ABKK17] to study an ergodic invariant measure on a Bratteli diagram as the ex-
tension of a finite ergodic invariant measure defined on a uniquely ergodic subdia-
gram B′. The key property of this method uses the following fact: if the number of
finite paths of length n which lie inside the subdiagram B′ grows when n tends to
infinity much faster then the number of finite paths that end in the vertices of the
same subdiagram but do not lie completely in the subdiagram, then the measure
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extension is finite, see e.g. Proposition 5.3. Below we assume that stochastic inci-
dence matrices of a Bratteli diagram have the property of regularly vanishing blocks
and apply it to the case when Un = Vn,i for some i = 1, . . . , l. Then the blocks of
the matrices corresponding to the edges that connect vertices from outside of the
supporting subdiagram Bi to the vertices of Bi are the blocks of vanishing weights.
The property of regularly vanishing blocks means that for all vertices of the subdia-
gram, the contribution of the corresponding rows of the stochastic incidence matrix
is in some sense similar. For instance, the diagrams from Examples 3.2, 3.3 trivially
satisfy this condition.
For the next theorem, we will use the following notation. Set
a
(n)
j =
1
|Vn,j |
∑
w∈Vn,j
y(n)(w), j = 0, 1, . . . , l,
where the subsets Vn,j are defined as in Theorem 4.4. Then a
(n)
j ∈ ∆
(1)
n,j :=
Conv{y(n)(w), w ∈ Vn,j}, the convex hull of the set {y
(n)(w), w ∈ Vn,j}. The
sets ∆
(1)
n,j are subsimplices of ∆
(1)
n , j = 0, 1, . . . , l. We observe that, by Lemma 2.9,
max
a∈∆
(1)
n,0
dist(a,∆(1)∞ )→ 0
as n→∞, where ∆
(1)
∞ =
⋂∞
n=1∆
(1)
n .
Theorem 4.9. Let B be a Bratteli diagram of rank k such that the incidence matri-
ces Fn have the property of regularly vanishing blocks, see Definition 4.8. If B has
exactly l (1 ≤ l ≤ k) ergodic invariant probability measures, then, after telescoping,
the set Vn can be partitioned into subsets {Vn,1, . . . , Vn,l, Vn,0} such that
(a) Vn,i 6= ∅ for i = 1, . . . , l;
(b) |Vn,i| does not depend on n, i.e., |Vn,i| = ki for i = 0, 1, . . . , l and n ≥ 1;
(c) for j = 1, . . . , l,
∞∑
n=1
1− min
v∈Vn+1,j
∑
w∈Vn,j
f (n)vw
 <∞;
(d) for j = 1, . . . , l,
max
v,v′∈Vn+1,j
∑
w∈Vn
∣∣∣f (n)vw − f (n)v′w∣∣∣→ 0
as n→∞;
(e1) for every w ∈ Vn,0
vollS(a
(n)
1 , . . . , a
(n)
l , y
(n)(w))→ 0
as n → ∞, where S is a simplex with extreme points a
(n)
1 , . . . , a
(n)
l , y
(n)(w), and
voll(S) stands for the volume of S;
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(e2) for every v ∈ Vn+1,0 and for sufficiently large n, there exists some C > 0
such that, for every j = 1, . . . , l,
F (n,j)v =
∑
w∈Vn,j
f (n)vw < 1− C.
Proof. First, assume that l = 1, i.e., the diagram B is uniquely ergodic. In this case
we can set Vn,1 = Vn for every n ≥ 1. Then conditions (a) - (c) are obviously true.
Condition (d) coincides with (3.1) (see Proposition 3.1), and we have Vn,0 = ∅ for
every n.
Proof of (a) and (b). Consider now the case when l > 1. We construct partitions
{Vn,1, . . . , Vn,l, Vn,0} as in Theorem 4.4. It follows that conditions (a) and (b) are
satisfied because they are proved in Theorem 4.4.
Proof of (c). Fix any ε > 0. Then, by property (2) of Corollary 4.7, we obtain
that for every sufficiently large n, any m = 0, 1, . . ., any j ∈ {1, . . . , l}, and any
v ∈ Vn+m+2,j , the following estimate holds:
ε ≥
∑
w∈Vn\Vn,j
g(n+m,n)vw
=
∑
u∈Vn+m+1
f (n+m+1)vu
∑
w/∈Vn,j
g(n+m,n)uw
=
∑
u/∈Vn+m+1,j
f (n+m+1)vu
∑
w/∈Vn,j
g(n+m,n)uw (4.9)
+
∑
u∈Vn+m+1,j
f (n+m+1)vu
∑
w/∈Vn,j
g(n+m,n)uw .
Claim 1. For sufficiently large n and for every m = 0, 1, . . ., there exists a
constant C > 0 such that ∑
w/∈Vn,j
g(n+m,n)uw ≥ C (4.10)
whenever u /∈ Vn+m+1,j.
Proof of Claim 1. If u ∈ Vn+m+1,i for some i = 1, . . . , l and i 6= j, then Claim 1
is satisfied in virtue of Property (1) of Corollary 4.7.
Suppose that u ∈ Vn+m+1,0. Assume for contrary that
∑
w/∈Vn,j
g
(n+m,n)
uw → 0 for
an infinite subsequence (nk). We telescope the diagram with respect to these levels.
Then ∑
w∈Vn,j
g(n+m,n)uw → 1
as n → ∞, and by Theorem 4.5, we conclude that d(y(n+m+1)(u), yj) → 0 as
n→∞. This contradiction proves Claim 1.
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We obtain from (4.9), (4.10)
ε ≥ C
∑
u/∈Vn+m+1,j
f (n+m+1)vu +
∑
u∈Vn+m+1,j
f (n+m+1)vu
∑
w/∈Vn,j
g(n+m,n)uw .
For u ∈ Vn+m+1,j, we have∑
w/∈Vn,j
g(n+m,n)uw =
∑
v′∈Vn+m
f
(n+m)
uv′
∑
w/∈Vn,j
g
(n+m−1,n)
v′w
=
∑
v′ /∈Vn+m,j
f
(n+m)
uv′
∑
w/∈Vn,j
g
(n+m−1,n)
v′w
+
∑
v′∈Vn+m,j
f
(n+m)
uv′
∑
w/∈Vn,j
g
(n+m−1,n)
v′w .
Using the same arguments as above, we get
ε ≥ C
∑
u/∈Vn+m+1,j
f (n+m+1)vu + C
∑
u∈Vn+m+1,j
f (n+m+1)vu
∑
v′ /∈Vn+m,j
f
(n+m)
uv′
+
∑
u∈Vn+m+1,j
f (n+m+1)vu
∑
v′∈Vn+m,j
f
(n+m)
uv′
∑
w/∈Vn,j
g
(n+m−1,n)
v′w .
A similar computation allows us to deduce
ε ≥ C
 ∑
u/∈Vn+m+1,j
f (n+m+1)vu +
∑
u1∈Vn+m+1,j ,u2 /∈Vn+m,j
f (n+m+1)vu1 f
(n+m)
u1u2 + . . .+
+
∑
(u1,...,um)∈Vn+m+1,j×...×Vn+1,j ,um+1 /∈Vn,j
f (n+m+1)vu1 f
(n+m)
u1u2 · · · f
(n)
umum+1

= C ·M (n+m+1,n)v ,
where by M
(n+m+1,n)
v we denote the expression in quadratic brackets from the
inequality above. Thus, we proved that for sufficiently large n, every m = 0, 1, . . .,
and every v ∈ Vn+m+2,j ,
M (n+m+1,n)v ≤
ε
C
. (4.11)
Denote
s(n+m+1)v =
∑
u/∈Vn+m+1,j
f (n+m+1)vu .
Then, by definition of M
(n+m+1,n)
v , we have
M (n+m+1,n)v = s
(n+m+1)
v +
∑
u∈Vn+m+1,j
f (n+m+1)vu M
(n+m,n)
u
= s(n+m+1)v + (1− s
(n+m+1)
v )
∑
u∈Vn+m+1,j
f
(n+m+1)
vu
1− s
(n+m+1)
v
M (n+m,n)u .
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If we denote
r(n+m+1)vu =
f
(n+m+1)
vu
1− s
(n+m+1)
v
,
then we see that ∑
u∈Vn+m+1,j
r(n+m+1)vu = 1. (4.12)
Recall that v is a vertex from Vn+m+2,j . Using (4.11), we get
M (n+m+1,n)v = s
(n+m+1)
v
1− ∑
u∈Vn+m+1,j
r(n+m+1)vu M
(n+m,n)
u

+
∑
u∈Vn+m+1,j
r(n+m+1)vu M
(n+m,n)
u
≥
1
2
s(n+m+1)v +
∑
u∈Vn+m+1,j
r(n+m+1)vu M
(n+m,n)
u
≥
1
2
min
v∈Vn+m+2,j
∑
u/∈Vn+m+1,j
f (n+m+1)vu +
∑
u∈Vn+m+1,j
r(n+m+1)vu M
(n+m,n)
u .
Applying the same reasoning toM
(n+m,n)
u ,M
(n+m−1,n)
u , . . . ,M
(n,n)
u and using (4.12),
we obtain
ε
C
≥
1
2
 min
v∈Vn+m+2,j
∑
u/∈Vn+m+1,j
f (n+m+1)vu + . . .+ min
v∈Vn+1,j
∑
u/∈Vn,j
f (n)vu
 . (4.13)
Since B is a diagram with regularly vanishing blocks, we can take Un = Vn,j,
U cn = Vn \ Vn,j and apply Definition 4.8. It follows that
min
v∈Vn+1,j
∑
u/∈Vn,j
f (n)vu ≥ C1 max
v∈Vn+1,j
∑
u/∈Vn,j
f (n)vu (4.14)
for sufficiently large n.
Applying (4.13) and (4.14), we obtain that for every ε > 0 there is some N such
that for n > N , every m, and every j = 1, . . . , l
max
v∈Vn+m+2,j
∑
u/∈Vn+m+1,j
f (n+m+1)vu + . . .+ max
v∈Vn+1,j
∑
u/∈Vn,j
f (n)vu ≤
2ε
C · C1
.
Hence, we finally obtain
∞∑
n=1
1− min
v∈Vn+1,j
∑
u∈Vn,j
f (n)vu
 = ∞∑
n=1
max
v∈Vn+1,j
∑
u/∈Vn,j
f (n)vu <∞.
Thus, condition (c) is proved.
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Proof of (d). The proof is based on an application of the property
max
u,u′∈Vn,j
||y(n)(u)− y(n)(u′)|| → 0 as n→∞
where j = 1, . . . , l.
Recall that d is the metric on Rk generated by the Euclidean norm || · ||, and
the metric d∗(x, y) =
∑k
i=1 |xi − yi| (x, y ∈ R
k) is equivalent to d. Then, for the
standard basis {ei}
k
i=1, we have
d∗
(
y(n)(u), y(n)(u′)
)
=
∑
w∈V1
∣∣∣g(n,1)uw − g(n,1)u′w ∣∣∣ .
Let {εn}
∞
n=1 be a decreasing sequence of positive numbers converging to zero.
Claim 2. There exist two sequences of natural numbers, {ni}
∞
i=0 and {mi}
∞
i=1,
such that
1 = n0 < n1 < n2 = n1 +m1 < n3 = n2 +m2 < . . .
and ∑
w∈Vni
∣∣∣g(ni+mi,ni)uw − g(ni+mi,ni)u′w ∣∣∣ < εi
for u, u′ ∈ Vni+mi,j.
Proof of Claim 2. We first choose n1 > 1 such that∑
w∈V1
∣∣∣g(n,1)uw − g(n,1)u′w ∣∣∣ < ε1
for all n ≥ n1 and all u, u
′ ∈ Vn,j. This is possible since both y
(n)(u) and y(n)(u′)
tend to yj as n→∞ and u, u
′ ∈ Vn,j. We also have the relation
y(n+n1)(u) =
∑
w∈Vn1
g(n+n1,n1)uw y
(n1)(w). (4.15)
There exists n2 > n1 such that for all n ≥ n2 and all u, u
′ ∈ Vn,j the following
inequality holds:
d∗(y(n+n1)(u), y(n+n1)(u′)) < ε2.
Since the metrics d∗(E1) and d
∗(E2), computed with respect to two different bases
E1 and E2 in R
k, are equivalent, we can work with the basis {y
(n1)
w }w∈Vn1 . Hence,
for n2 sufficiently large, we get∑
w∈Vn1
∣∣∣g(n1+m1,n1)uw − g(n1+m1,n1)u′w ∣∣∣ < ε2
for u, u′ ∈ Vn2,j and m1 = n2 − n1. Next, we find n3 > n2 such that for all n ≥ n3
and all u, u′ ∈ Vn3 , j ∑
w∈Vn2
∣∣∣g(n2+m2,n2)uw − g(n2+m2,n2)u′w ∣∣∣ < ε3,
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where m2 = n3 − n2. We continue the procedure and construct the sequences
{ni}
∞
i=0 and {mi}
∞
i=1 which satisfy the statement of Claim 2.
To finish the proof of (d), we telescope B with respect to levels {ni}
∞
i=0, and we
are done.
Proof of (e1) and (e2). We observe that formulas (e1) and (e2) are consequences
of condition (3) of Corollary 4.7. We note that condition (e2) has been already
proved in Claim 1 above. Here we prove (e1).
By Lemma 2.9, we have, for any w ∈ Vn,0,
d∗(y(n)(w),∆(1)∞ )→ 0 as n→∞.
Denote by D the distance of y(n)(w) to the (l−1)-dimensional subspace containing
the simplex ∆
(1)
∞ . Then
vollS(y1, . . . , yl, y
(n)(w)) =
1
l
D voll−1S(y1, . . . , yl)
≤
1
l
d(y(n)(w),∆(1)∞ ) voll−1S(y1, . . . , yl)
→ 0
as n → ∞. The above property and the conditions a
(n)
j → yj as n → ∞ imply
(e1). 
5. Bratteli diagrams of arbitrary rank and ergodic invariant
measures
The main result of this section is Theorem 5.4. This theorem can be viewed as
a converse statement to Theorem 4.9. We note that Theorem 5.4 holds for for a
wider set of Bratteli diagrams than Theorem 4.9.
5.1. A sufficient condition of unique ergodicity. In this subsection, we focus
on condition (3.1) of unique ergodicity of a Bratteli diagram and condition (d) of
Theorem 4.9, which corresponds to the unique ergodicity of a subdiagram. Our
aim is to formulate more convenient sufficient conditions of unique ergodicity of a
Bratteli diagram without using the telescoping of the matrices Fn. We assume that
a Bratteli diagram B satisfies conditions (a)−(c) of Theorem 4.9, we do not assume
that B has the property of regularly vanishing blocks. Condition (d) states that
after telescoping of a Bratteli diagram B, which satisfies Theorem 4.9, one has
max
v,v′∈Vn+1,j
∑
w∈Vn
∣∣∣f (n)vw − f (n)v′w∣∣∣→ 0
as n→∞ for j = 1, . . . , l.
As was mentioned above, this condition is a consequence of the fact that
d∗(y(n)(u), y(n)(u′))→ 0 (5.1)
as n→∞ whenever u, u′ ∈ Vn,j for some j = 1, . . . , l.
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It can be seen that relation (5.1) is equivalent to the following:
max
u,u′∈Vn,j
∑
w∈V1
∣∣∣g(n,1)uw − g(n,1)u′w ∣∣∣→ 0 (5.2)
as n→∞.
Now we can formulate and prove an assertion in terms of matrices Fn (without
using telescoping) which implies (5.2). We keep the same notation that was used
in the previous section.
Let
mn,j = min
v∈Vn+1,j ,w∈Vn,j
f (n)vw , Mn,j = max
v∈Vn+1,j ,w∈Vn,j
f (n)vw ,
and
m(n,j)w = min
v∈Vn+1,j
g(n,1,j)vw , M
(n,j)
w = max
v∈Vn+1,j
g(n,1,j)vw , w ∈ V1,j ,
where G(n,1,j) = (g
(n,1,j)
vw )v∈Vn+1,j ,w∈V1,j is a matrix obtained by multiplication of
only those blocks of incidence matrices Fn, . . . , F1 which correspond to the vertices
from {Vm,j} for m = 1, . . . , n. In other words, we have
g(n+1,1,j)vw =
∑
u∈Vn+1,j
f (n+1)vu g
(n,1,j)
uw (5.3)
where v ∈ Vn+1,j, w ∈ V1,j .
Theorem 5.1. Let B be a Bratteli diagram of rank k which satisfies conditions
(a)− (c) from Theorem 4.9. If
∞∑
n=1
mn,j =∞,
then condition (5.2) holds, and subdiagram Bj corresponding to the vertices {Vn,j}
∞
n=1
is uniquely ergodic.
Proof. First, we remark that if |Vn,j| = 1, then (5.2) is true. So, we assume, without
loss of generality, that |Vn,j| ≥ 2. Further, if M
(n,j)
w = m
(n,j)
w for infinitely many
n and some w ∈ Vn then, by (c), condition (5.2) automatically holds. Thus, we
assume that m
(n,j)
w < M
(n,j)
w for every n ≥ 1 and every w ∈ Vn. It follows that if
m
(n,j)
w = g
(n,1,j)
vw and M
(n,j)
w = g
(n,1,j)
v′w for some v, v
′ ∈ Vn+1,j, then v 6= v
′. For every
v ∈ Vn+1,j, denote
S(n,j)v =
∑
u∈Vn,j
f (n)vu .
It follows from condition (c) of Theorem 4.9 that S
(n,j)
v > 0 where v ∈ Vn+1,j and n
is large enough. In the following part of the proof we will implicitly assume that n
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is already chosen sufficiently large. Using (5.3), we obtain that, for every v ∈ Vn+2,j
and w ∈ V1,j ,
M (n,j)w − g
(n+1,1,j)
vw =
∑
u∈Vn+1,j
f
(n+1)
vu
S
(n+1,j)
v
M (n,j)w −
∑
u∈Vn+1,j
f (n+1)vu g
(n,1,j)
uw
=
∑
u∈Vn+1,j
f
(n+1)
vu
S
(n+1,j)
v
M (n,j)w − S
(n+1,j)
v
∑
u∈Vn+1,j
f
(n+1)
vu
S
(n+1,j)
v
g(n,1,j)uw
=
∑
u∈Vn+1,j
f
(n+1)
vu
S
(n+1,j)
v
(M (n,j)w − g
(n,1,j)
uw )
+ (1− S(n+1,j)v )
∑
u∈Vn+1,j
f
(n+1)
vu
S
(n+1,j)
v
g(n,1,j)uw
≥
mn+1,j
S
(n+1,j)
v
(M (n,j)w −m
(n,j)
w ) + (1− S
(n+1,j)
v )
∑
u∈Vn+1,j
f
(n+1)
vu
S
(n+1,j)
v
g(n,1,j)uw
≥ mn+1,j(M
(n,j)
w −m
(n,j)
w ) + (1− S
(n+1,j)
v )
∑
u∈Vn+1,j
f
(n+1)
vu
S
(n+1,j)
v
g(n,1,j)uw .
Similarly, we can prove that
g(n+1,1,j)vw −m
(n,j)
w ≥ mn+1,j(M
(n,j)
w −m
(n,j)
w )− (1−S
(n+1,j)
v )
∑
u∈Vn+1,j
f
(n+1)
vu
S
(n+1,j)
v
g(n,1,j)uw .
It follows from the above inequalities that
m(n,j)w +mn+1,j(M
(n,j)
w −m
(n,j)
w )− (1− S
(n+1,j)
v )
∑
u∈Vn+1,j
f
(n+1)
vu
S
(n+1,j)
v
g(n,1,j)uw ≤
≤ g(n+1,1,j)vw ≤
≤M (n,j)w −mn+1,j(M
(n,j)
w −m
(n,j)
w )− (1− S
(n+1,j)
v )
∑
u∈Vn+1,j
f
(n+1)
vu
S
(n+1,j)
v
g(n,1,j)uw .
Therefore,
m(n,j)w +mn+1,j(M
(n,j)
w −m
(n,j)
w )− (1− S
(n+1,j)
v )
∑
u∈Vn+1,j
f
(n+1)
vu
S
(n+1,j)
v
g(n,1,j)uw ≤
≤ m(n+1,j)w ≤M
(n+1,j)
w ≤
≤M (n,j)w −mn+1,j(M
(n,j)
w −m
(n,j)
w )− (1− S
(n+1,j)
v )
∑
u∈Vn+1,j
f
(n+1)
vu
S
(n+1,j)
v
g(n,1,j)uw .
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Hence we have
M (n+1,j)w −m
(n+1,j)
w ≤ (M
(n,j)
w −m
(n,j)
w )(1 − 2mn+1,j). (5.4)
Applying (5.4) finitely many times, we finally obtain
M (n+1,j)w −m
(n+1,j)
w ≤ (M
(1,j)
w −m
(1,j)
w )
n+1∏
s=2
(1− 2ms,j).
The condition
∑∞
n=1mn,j =∞ implies that
∏∞
s=1(1−ms,j) = 0. This means that
lim
n→∞
(M (n,j)w −m
(n,j)
w ) = 0
for each w ∈ V1,j . The last condition is equivalent to (5.2). The unique ergodicity
of Bj follows from Theorem 3.1 and the proposition is proved.

The following criterion of unique ergodicity is an immediate corollary of Theorem
5.1. It is important to observe that it is true for an arbitrary Bratteli diagram.
Corollary 5.2. Let B be a Bratteli diagram with stochastic incidence matrices Fn
and
mn = min
v∈Vn+1,w∈Vn
f (n)vw .
If
∞∑
n=1
mn =∞,
then B is uniquely ergodic.
5.2. The main theorem II. In this subsection, we define a class of Bratteli dia-
grams that generalizes, in some sense, the class of Bratteli diagrams of finite rank.
Then we prove the converse of Theorem 4.9.
We recall that a (vertex) subdiagram B′ of a Bratteli diagram B is defined by a
sequence of proper subsets of vertices Wn ⊂ Vn and by the corresponding sequence
of incidence matrices F ′n = (f
(n)
vw )v∈Wn+1,w∈Wn . Denote by XB′ the set of all infinite
paths of B′. Then XB′ ⊂ XB is a closed subset of XB . Let X̂B′ be the subset of
paths in XB which are equivalent to paths from XB′ . Let µ
′ be any tail invariant
probability measure on B′. Then µ′ can be uniquely extended to an invariant
(finite or infinite) measure µ̂′ on X̂B′ such that µ̂′|XB′ = µ
′|XB′ (for more details
see [ABKK17]).
We will need the following result from [ABKK17, Theorem 2.2] which holds for
arbitrary Bratteli diagram.
Proposition 5.3 ([ABKK17]). Let B be a Bratteli diagram, and let B′ be its sub-
diagram defined by a sequence of vertices Wn. If
∞∑
n=1
max
v∈Wn+1
 ∑
w/∈Wn
f (n)vw
 <∞,
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then any tail invariant probability measure µ′ on XB′ extends to a finite invariant
measure µ̂′ on X̂B′ .
In what follows, we will assume that (after telescoping) a Bratteli diagram B
admits a partition
Vn =
ln⋃
i=0
Vn,i, n = 1, 2, . . . ,
into disjoint subsets Vn,i such that Vn,i 6= ∅, for i = 1, . . . , ln, and ln ≥ 1. Moreover,
let
Ln+1 = {1, . . . , ln+1} =
ln⋃
i=1
L
(i)
n+1,
where L
(i)
n+1 6= ∅ and L
(i)
n+1 ∩ L
(j)
n+1 = ∅ for i 6= j, i, j = 1, . . . , ln. Hence, for every
j = 1, . . . , ln+1, there exists a unique i = i(j) ∈ {1, . . . , ln} such that j ∈ L
(i)
n+1.
Denote
V
(i)
n+1 =
⋃
j∈L
(i)
n+1
Vn+1,j
for 1 ≤ i ≤ ln.
We can interpret the sets L
(i)
n , defined above, in terms of subdiagrams. For this,
select a sequence i = (i1, i2, . . .) such that i1 ∈ L1, i2 ∈ L
(i1)
2 , i3 ∈ L
(i2)
3 , . . . and
define a subdiagram Bi = (V ,E), where
V =
∞⋃
n=1
Vn,in ∪ {v0}.
Now we formulate conditions (c1), (d1), (e1) which are analogues of conditions
(c), (d), (e) used in Theorem 4.9:
(c1)
∞∑
n=1
max
i∈Ln
max
v∈V
(i)
n+1
∑
w/∈Vn,i
f (n)vw
 <∞;
(d1)
max
j∈Ln+1
max
v,v′∈Vn+1,j
∑
w∈Vn
∣∣∣f (n)vw − f (n)v′w∣∣∣→ 0 as n→∞;
(e1) for every v ∈ Vn+1,0,
(e1.1) ∑
w∈Vn\Vn,0
f (n)vw → 1 as n→∞;
(e1.2) there exists C > 0 such that F
(n)
vi ≤ 1− C for every i = 1, . . . , l, where
F
(n)
vi =
∑
w∈Vn,i
f (n)vw .
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Let
L = {i = (i1, i2, . . .) : i1 ∈ L1, in+1 ∈ L
(in)
n+1, n = 1, 2, . . .}.
We call such a sequence i ∈ L a chain. A finite chain i(m,n) is a sequence
{in+m+1, . . . , in} such that in+s ∈ L
(in+s−1)
n+s , s = 1, . . . ,m + 1. We remark that
a Bratteli diagram B = (V,E) of finite rank has the form described in this subsec-
tion (see Corollary 5.6 below).
Theorem 5.4. Let B = (V,E) be a Bratteli diagram satisfying the conditions
(c1), (d1), (e1). Then:
(1) for each i ∈ L, any measure µi defined on Bi has a finite extension µ̂i on B,
(2) each subdiagram Bi, i ∈ L, is uniquely ergodic,
(3) after normalization, the measures µ̂i, i ∈ L, form the set of all probability
ergodic invariant measures on B.
Proof. (1) To prove finiteness of the measure extension µ̂i from Bi, we apply Propo-
sition 5.3 with Wn = Vn,in for every n. Then we have
∞∑
n=1
max
v∈Vn+1,in+1
 ∑
w/∈Vn,in
f (n)vw
 ≤ ∞∑
n=1
max
i∈Ln
max
v∈V
(i)
n+1
∑
w/∈Vn,i
f (n)vw
 <∞.
Therefore, any invariant probability measure µ on XBi extends to a finite measure
µ̂ on X̂Bi .
(2) We show that there exists a unique probability invariant measure concen-
trated on the set X̂B
i
. Let µ = µi be a probability measure on XB which can
be obtained as the extension of a measure defined on the subdiagram Bi. Let
{q(n) = (q
(n)
w )w∈Vn} be a sequence of vectors such that µ(X
(n)
w ) = q
(n)
w . The condi-
tion µ(X̂B
i
) = 1 implies that
Q
(n)
1 =
∑
w∈Vn,in
q(n)w → 1
as n→∞. Fix n ≥ 1 and apply (2.13). Denoting i = in+m+1, we obtain
q(n) =
∑
v∈Vn+m+1,i
q(n+m+1)v g
(n+m,n)
v +
∑
v/∈Vn+m+1,i
q(n+m+1)v g
(n+m,n)
v
= Qn+m+11
∑
v∈Vn+m+1,i
q
(n+m+1)
v
Q
(n+m+1)
1
g(n+m,n)v
+ (1−Qn+m+11 )
∑
v/∈Vn+m+1,i
q
(n+m+1)
v
1−Q
(n+m+1)
1
g(n+m,n)v
= Q
(n+m+1)
1 Y
(n+m+1)
1 + (1−Q
(n+m+1)
1 )Y
(n+m+1)
2
where Y
(n+m+1)
1 and Y
(n+m+1)
2 denote the corresponding sums in the third equality
above.
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Let ∆
(n)
m,i be the convex polytope in ∆
(n) spanned by the vectors g
(n+m,n)
v , v ∈
Vn+m+1,i. Then Y
(n+m+1)
1 ∈ ∆
(n)
m,i. Since Q
(n+m+1)
1 → 1 as m → ∞, we have
Y
(n+m+1)
1 → q
(n) as m→∞, hence
d∗(q(n),∆
(n)
m,i)→ 0
as m→∞. If µ′ is another probability measure such that µ(X̂Bi) = 1 and q
(n)′
w =
µ(X
(n)
w ), then d∗(q(n)
′
,∆
(n)
m,i)→ 0 as m→∞. Using the same arguments as in the
proof of Theorem 3.1, we see that condition (d1) implies that diam(∆
(n)
m,i) → 0 as
m → ∞. Thus, q(n) = q(n)
′
for every n = 1, 2, . . . and this implies µ = µ′. This
equality means that Bi is uniquely ergodic.
(3) Before passing to the proof of the property (3), we need to prove some addi-
tional properties of the matrices Fn’s and G(n+m,n)’s. The following lemma is an
analogue of part (1) of Corollary 4.7.
Lemma 5.5. Let 1 ≤ in+m+1 ≤ ln+m+1, and let i(m,n) be the finite chain de-
termined by in+m+1. Then, for every v ∈ Vn+m+1,i′ , i
′ = in+m+1, the following
relation holds ∑
w∈Vn,i
g(n+m,n)vmw ≥ Cn → 1, n→∞,
where i = in is the last element of the chain i(m,n).
Proof. We have∑
w∈Vn,i
g(n+m,n)vw =
∑
(un,...,u1)∈Vn+m×...×Vn+1
f (n+m)vun f
(n+m−1)
unun−1 · · · f
(n+1)
u2u1
∑
w∈Vn,i
f (n)u1w
≥
∑
(un,...,u1)∈Vn+m,in+m×...×Vn+1,in+1
f (n+m)vun · · · f
(n+1)
u2u1
∑
w∈Vn,i
f (n)u1w
≥
 min
u1∈V
(in)
n+1
∑
w∈Vn,i
f (n)u1w
 · · ·
 min
un+1∈V
(in+m)
n+m+1
∑
un∈Vn+m,in+m
f (m+n)un+1un

≥
∞∏
s=n
 min
u∈V
(i)
s+1,1≤i≤ls
∑
w∈Vs,i
f (s)uw

= Cn → 1 as n→∞.
Thus, Lemma 5.5 is proved. 
We continue the proof of (3). Let µ be an ergodic invariant probability measure
on B. We find a chain i such that the corresponding subdiagram Bi supports µ.
Denote q
(n)
w = µ(X
(n)
w ) and consider the sequence of vectors {q(n) = (q
(n)
w )w∈Vn},
where each vector q(n) ∈ ∆
(n)
∞ is considered as an extreme point of the convex set
∆
(n)
∞ , n = 1, 2, . . .
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According to Lemma 2.10, we can find a sequence of vectors {y(n,m)(vm)}, vm =
vm(n) ∈ Vn+m+1 of ∆
(n)
m such that y(n,m)(vm)→ q
(n) as m→∞. Recall that
y(n,m)(vm) = F
T
n · · ·F
T
n+m(e
(n+m+1)(vm)) = g
(n+m,n)
vm .
Assume first that vm /∈ Vn+m+1,0 for infinitely manym. We telescope the diagram
so that vm /∈ Vn+m+1,0 for all m. We will show that in this case µ coincides with
the measure µi supported by subdiagram Bi, where Bi is determined by vectors
{y(n,m)(vm)}. First, we notice that there exists a unique 1 ≤ in+m+1 ≤ ln+m+1
such that vm ∈ Vn+m+1,in+m+1 . The number in+m+1 determines the finite chain
{in+m+1, in+m, . . . , in}.
Then, by Lemma 5.5, we have∑
w∈Vn,in
g(n+m,n)vmw ≥ Cn → 1 (5.5)
as n→∞. We choose mn such that, for m ≥ mn, we have
d∗(g(n+m,n)vm , q
(n)) ≤ εn (5.6)
where εn → 0. This inequality implies that
d∗(g(n+m,n)vm , g
(n+s,n)
vs ) ≤ 2εn
for m, s ≥ mn. Therefore,∑
w∈Vn
∣∣∣g(n+m,n)vmw − g(n+s,n)vsw ∣∣∣ ≤ 2εn (5.7)
for m, s ≥ mn.
We show that all vertices vm belong to the same chain. Indeed, let
{in+s+1, i
′
n+s, i
′
n+s−1, . . . , i
′
n}
be the chain determined by in+s+1 as above, vs ∈ Vn+s+1,in+s+1 . Then condition
(c1) and relation (5.7) imply that i′n = in. The property (5.6) implies that
g(n+m,n)vmw → q
(n)
w
as m→∞ for every w ∈ Vn. Further, we have from (5.5) that∑
w∈Vn,in
q(n)w = limm→∞
∑
w∈Vn,in
g(n+m,n)vmw ≥ Cn.
Since Cn → 1, we obtain that
µ
 ⋃
w∈Vn,in
X(n)w
→ 1 (5.8)
as n → ∞. In this way we have found numbers 1 ≤ in ≤ ln such that (5.8) holds.
Using the same reasoning as above, we prove that in+1 ∈ L
(in)
n+1 for every n ≥ 1, so
i = (i1, i2, . . .) forms an infinite chain. Therefore, we determined the subdiagram Bi
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corresponding to the chain i, which supports measure µ. This allows us to conclude
that µ = µi.
To finish the proof of property (3), we consider the case when g
(n+m,n)
vm → q
(n) as
m → ∞ and vm ∈ Vn+m+1,0 for infinitely many m, or, equivalently, for all m ≥ 1.
Using (e1), we can find, for every v ∈ Vn+1,0, a vector
b
(n)
(v) = b
(n)
=
∑
s/∈Vn+1,0
B(n)s f
(n)
s , (5.9)
where
∑
s/∈Vn+1,0
B
(n)
s = 1 and B
(n)
s ≥ 0 for all s, n, and such that
d∗(f
(n)
v , b
(n)
) ≤ εn, (5.10)
where εn → 0 as n → ∞. We will show that, for every m ≥ 1 and for every
v ∈ Vn+m+1,0, there exists a vector
b
(n+m,n)
(v) = b
(n+m,n)
∈ Conv(g(n+m,n)s , s ∈ Vn+m+1 \ Vn+m+1,0)
such that
d∗(g(n+m,n)v , b
(n+m,n)
) ≤ εn → 0, n→∞.
It follows from (5.9) and (5.10) that, taking n+m instead of n, we can find a vector
b
(n+m)
=
∑
s/∈Vn+m+1,0
B(n+m)s f
(n+m)
s
where
∑
s/∈Vn+m+1,0
B
(n+m)
s = 1 and B
(n+m)
s ≥ 0, which satisfies the relation
∑
u∈Vn+m
∣∣∣∣∣∣f (n+m)vu −
∑
s/∈Vn+m+1,0
B(n+m)s f
(n+m)
su
∣∣∣∣∣∣ ≤ εn+m.
Define
b
(n+m,n)
(v) :=
∑
s/∈Vn+m+1,0
B(n+1)s g
(n+m,n)
s ,
where
g(n+m,n)v =
∑
u∈Vn+m
f (n+m)u g
(n+m−1,n)
u .
Then we obtain
b
(n+m,n)
(v) =
∑
u∈Vn+m
 ∑
s/∈Vn+m+1,0
B(n+1)s f
(n+m)
su
 g(n+m−1,n)u .
Combining the proved relations, we can finally obtain the following result:
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d∗(g(n+m,n)v , b
(n+m,n)
(v)) =
∑
w∈Vn
|g(n+m,n)vw − b
(n+m,n)
w (v)|
=
∑
w∈Vn
∣∣∣∣∣ ∑
u∈Vn+m
f (n+m)vu g
(n+m−1,n)
uw
−
∑
u∈Vn+m
 ∑
s/∈Vn+m+1,0
B(n+1)s f
(n+m)
su
 g(n+m−1,n)uw
∣∣∣∣∣∣
=
∑
w∈Vn
∣∣∣∣∣ ∑
u∈Vn+m
g(n+m−1,n)uw ×
×
f (n+m)vu − ∑
s/∈Vn+m+1,0
B(n+1)s f
(n+m)
su
∣∣∣∣∣∣
≤
∑
u∈Vn+m
∣∣∣∣∣∣ f (n+m)vu −
∑
s/∈Vn+m+1,0
B(n+1)s f
(n+m)
su
∣∣∣∣∣∣×
×
∑
w∈Vn
g(n+m−1,n)uw
= d∗(f
(n+m)
v ,
∑
s/∈Vn+m+1,0
B(n+1)s f
(n+m)
s )
≤ εn+m ≤ sup
m≥1
εn+m = ε
′
n → 0.
Here we used the fact that
∑
w∈Vn
g
(n+m−1,n)
uw = 1.
On the other hand, we have b
(n+1)
(v) ∈ Conv(g
(n+m,n)
s , s /∈ Vn+m+1,0). Thus,
we conclude that b
(n+m,n)
(vm) → q
(n) as m → ∞. The vector q(n), consid-
ered as an extreme point of ∆
(n)
∞ , is the limit vector of the polytope ∆
(n)
m,0 =
Conv(g
(n+m,n)
s , s /∈ Vn+m+1,0). Repeating the same arguments as in Lemma 2.10,
we obtain that b
(n+m,n)
(vm) must be one of the extreme points of polytope ∆
(n)
m,0,
i.e. b
(n+m,n)
(vm) = g
(n+m,n)
v′m
for some v′m /∈ Vn+m+1,0. Therefore, v = vi for a chain
i, and this proves (3). 
Now we can prove the converse of Theorem 4.9, which we obtain as a corollary of
Theorem 5.4. We remark that the following result does not require the stochastic
incidence matrices of a Bratteli diagram to have the property of regularly vanishing
blocks.
Corollary 5.6. Let B be a Bratteli diagram of finite rank k ≥ 2 with nonsingu-
lar stochastic incidence matrices (Fn). Suppose that after telescoping B satisfies
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conditions (a) − (e2) of Theorem 4.9. Then B has l ergodic probability invariant
measures.
Proof. Since B has a finite rank, we can identify the sets Vn = V for n = 1, 2, . . . and
we have ln = l, Ln = {1, . . . , l}, L
(s)
n = {s} for every n = 1, 2, . . . and s = 1, . . . , l.
The chains s reduce to the form (s, s, . . .). Notice that conditions (a)− (e2) imply
conditions (c1), (d1), (e1.2), while condition (e1.1) is stronger than condition (e1)
and does not follow from (a)−(e2). We define subdiagrams Bs as before and repeat
the proof of properties (1) and (2) in the same way as in Theorem 5.4 (we do not
use the property (e1.1) in this part of the proof). To complete the proof, it suffices
to show that the vectors y1, . . . , yl form the set of all extreme points of ∆
(1)
∞ (the
notations were defined in Subsection 4.1). Assume that a vector z is an additional
extreme point of ∆
(1)
∞ . Then we can find a sequence of extreme points y(n)(w) of
∆
(1)
n , w ∈ Vn, such that y
(n)(w) → z as n → ∞. Condition (e1) guarantees that
z is a vector of the plane generated by y1, . . . , yl. The dimension of the simplex
S(y1, . . . , yl) equals to the dimension of the above plane. If z does not belong
to S(y1, . . . , yl) then ∆
(1)
∞ is not a simplex. Therefore, z ∈ S(y1, . . . , yl) and this
implies Property (3) of Theorem 5.4. Hence, the number of the probability ergodic
invariant measures on B equals l. 
We will need the following definitions to state the next proposition. Let B =
(V,E) be a Bratteli diagram of finite rank k. Suppose that, for n ∈ N, we have a
subset Wn ⊂ Vn such that |Wn| = k
′ = const, where 1 ≤ k′ < k. Let B′ = (W,E)
be the subdiagram of rank k′ generated by {Wn}
∞
n=1. Then, after renumbering
vertices, B′ can be viewed as a “vertical” subdiagram of B = (V,E).
An infinite σ-finite measure µ on XB is called regular infinite if there exists a
clopen set such that µ takes a finite (non-zero) value on this set.
Suppose that the matrices Fn’s of a Bratteli diagram B of rank k are nonsingular
and satisfy conditions (a) − (e2) of Theorem 4.9. Then, by Corollary 5.6, B has
exactly l ergodic invariant probability measures {µ̂j}
l
j=1. After renumbering each
Vn = V , we can think of the corresponding subdiagrams Bj = Bij as of vertical
subdiagrams. Each measure µ̂j is an extension of the unique ergodic measure µj
on the subdiagram Bj . In [BKMS13, Theorem 3.3] the following result describing
the structure of all ergodic invariant measures on a finite rank diagram B = (V,E)
was proved.
Proposition 5.7 ([BKMS13]). (I) Each ergodic measure µ (finite or infinite) on
XB is obtained as an extension of finite ergodic measure from some vertical subdi-
agram Bµ = (Vµ, Eµ);
(II) The number of finite or regular infinite ergodic invariant measures is not
greater than k;
(III) One can telescope the diagram B in such a way that Vµ∩Vν = ∅ for different
ergodic measures µ and ν;
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(IV) Given a probability ergodic invariant measure µ, there exists a constant
δ > 0 such that for any v ∈ Vµ and any level n one has µ(X
(n)
v ) ≥ δ;
(V) Each subdiagram Bµ = (Vµ, Eµ) is simple and uniquely ergodic;
(VI) For all v /∈ Vµ, one has
lim
n→∞
µ(X(n)v ) = 0.
In the following proposition, we will show how the results of Sections 4 and 5 are
related to Proposition 5.7.
Proposition 5.8. Let µ̂j, j = 1, . . . , l be as above. Then the measures µ̂j, j =
1, . . . , l, coincide with the ergodic measures, described in Proposition 5.7.
Proof. Indeed, it is clear that the measures µ̂j , j = 1, . . . , l, satisfy conditions (I) -
(III) and the condition of unique ergodicity in (V) of Proposition 5.7. We need to
prove that the measures and the corresponding subdiagrams satisfy conditions (IV),
(VI), and the condition of simplicity in (V). Recall that any E-invariant probability
measure µ on B is determined by a vector q(1) ∈ ∆
(1)
∞ . This vector defines a
sequence of vectors q(n) = (q
(n)
w ) = (µ(X
(n)
w )), w ∈ Vn, such that, for n = 1, 2, . . .
and m = 0, 1, . . ., we have
q(n)w =
∑
v∈Vn+m+1
g(n+m,n)vw q
(n+m+1)
v .
The vectors q(n) = (q
(n)
w )w∈Vn also satisfy (4.3).
Without loss of generality, we can assume that the measure µ̂j is the ergodic
invariant measure on B defined by q(1) = yj for some j = 1, . . . , l. Then we have
yj = limn→∞ y
(n)
w whenever w ∈ Vn,j. To find the vectors q
(n) corresponding to
measure µj, fix n ≥ 1, we represent yj as follows:
yj = limm→∞
y(n+m+1)v = limm→∞
∑
w∈Vn
g(n+m,n)vw y
(n)
w =
∑
w∈Vn
y(n)w limm→∞
g(n+m,n)vw .
It follows from (4.3) that
q(n)w = limm→∞
g(n+m,n)vw
for v ∈ Vn+m+1,j .
To assure that the conditions (IV) and (V) are satisfied, we must replace the sets
Vn,j, j = 1, . . . , l by some subsets V
′
n,j. Indeed, to prove that condition (IV) holds,
we should show that limm→∞ g
(n+m,n)
vw ≥ δ for some δ > 0 and any j = 1, . . . , l,
and any v ∈ Vn+m,j and w ∈ Vn,j. By condition (d) of Theorem 4.9, matrices Fn’s
satisfy the condition
max
v∈Vn+1,j
f (n)vw − min
v∈Vn+1,j
f (n)vw → 0
for every w ∈ Vn,j. Assume that for some w ∈ Vn,j, n = 1, 2, . . . we have max f
(n)
vw →
0 as n→∞. Set V ′n,j = Vn,j\{w} and V
′
n,0 = Vn,0∪{w}. Since µj satisfies condition
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(c) of Theorem 4.9, is clear that the set V ′n,j is non-empty. Moreover, for v ∈ V
′
n+m,j,
the following holds:∑
w/∈V ′n,j
g(n+m,n)vw =
∑
w/∈V ′n,j
∑
u∈Vn+1
g(n+m,n+1)vw f
(n)
uw
=
∑
u∈Vn+1,j
∑
w/∈V ′n,j
g(n+m,n+1)vw f
(n)
uw +
∑
u/∈Vn+1,j
g(n+m,n+1)vw
∑
w/∈V ′n,j
f (n)uw
≤ max
u∈Vn+1,j
∑
w/∈V ′
n,j
f (n)uw + max
v∈Vn+m+1,j
∑
u/∈Vn+1,j
g(n+m,n+1)vu
→ 0 as n→∞
uniformly with respect to m.
Now one can repeat the same reasoning as in the proof of condition (c) of Theo-
rem 4.9 and get
∞∑
n=1
1− min
v∈V ′n+1,j
∑
w∈V ′n,j
f (n)vw
 <∞.
We construct the sets Vn,j, j = 1, . . . , l and Vn,0 as in the proof of Theorem 4.9.
If there are infinitely many levels nk such that maxv∈Vn+1,j f
(nk)
vw ≥ δ > 0 for
k = 1, 2, . . . and w ∈ Vnk,j, then we telescope the diagram with respect to nk and
condition (IV) of Proposition 5.7 is proved. Otherwise, if maxv∈Vn+1,j f
(n)
vw → 0 as
n→∞ for some w ∈ Vn,j, then we replace Vn,j with V
′
n,j = Vn,j \ {w}. Repeating
this procedure finitely many times, we find non-empty sets Vn,j satisfying condition
(IV) of Proposition 5.7. The described reduction of the sets Vn,j, j = 1, . . . , l to the
sets V ′n,j, j = 1, . . . , l also implies that the subdiagrams B
′
j are simple.
Now we prove condition (VI). If w /∈ Vn,j then maxv∈Vn+m,j g
(n+m,n)
vw → 0 as
m→∞ for n = 1, 2, . . . and
lim
n→∞
q(n)w = limn→∞
µj(X
(n)
w ) = 0.
Thus, condition (VI) holds. 
Remark 5.9. Theorem 4.9 does not guarantee that the subdiagrams Bi correspond-
ing to the vertices from Vn,i are simple. But one can reduce these subdiagrams to
the smallest possible ones, as was described above in the proof of Proposition 5.8,
and obtain simple uniquely ergodic subdiagrams. After reduction, the subdiagrams
Bi are the same subdiagrams that were considered in [BKMS13]. For instance, in
Example 3.3, one can take Vn,1 = Vn and Vn,0 = ∅ for all n. After reduction, we
obtain that V ′n,1 consists only of the first vertex on each level n, and V
′
n,0 consists
of the second one.
6. Examples
6.1. Stationary Bratteli diagrams. A Bratteli diagram of finite rank B = (V,E)
is called stationary, if F˜n = F˜ for n = 1, 2, . . . The paper [BKMS10] contains an
42 SERGEY BEZUGLYI, OLENA KARPEL, AND JAN KWIATKOWSKI
explicit description of all ergodic invariant probability measures on B. Using the
main results of [BKMS10], we can indicate the sets Vn,j and the ergodic measures
µ̂j, j = 1, . . . , l.
For the reader’s convenience, we recall the necessary definitions and results
from [BKMS10]. In this subsection, by x we denote a vector, either column or
row one, it will be either mentioned explicitly, or understood from the context.
The incidence matrix F˜ = (f˜vw)v,w∈V defines a directed graph G(F˜ ) in a follow-
ing way: the set of the vertices of G(F˜ ) is equal to V and there is a directed edge
from a vertex v to a vertex w if and only if f˜vw > 0. The vertices v and w are
equivalent (we write v ∼ w) if either v = w or there is a path in G(F˜ ) from v to w
and also a path from w to v. Let E1, . . . , Em denote all equivalence classes in G(F˜ ).
We will also identify Eα with the corresponding subsets of V . We write Eα  Eβ if
either Eα = Eβ or there is a path in G(F˜ ) from a vertex of Eα to a vertex of Eβ. We
write Eα ≻ Eβ if Eα  Eβ and Eα 6= Eβ. Every class Eα, α = 1, . . . ,m, defines an
irreducible submatrix F˜α of F˜ obtained by restricting F˜ to the set of vertices from
Eα. Let ρα be the spectral radius of F˜α, i.e.
ρα = max{|λ| : λ ∈ spec(F˜α)},
where by spec(F˜α) we mean the set of all complex numbers λ such that there exists
a non-zero vector x = (xv)v∈Eα satisfying xF˜α = λx.
A class Eα is called distinguished if
ρα > ρβ whenever Eα ≻ Eβ (6.1)
(in [BKMS10] the notion of being distinguished is defined in an opposite way be-
cause it is based on the matrix transpose to the incidence matrix).
The real number λ is called a distinguished eigenvalue if there exists a non-
negative left-eigenvector x = (xv)v∈V such that xF˜ = λx. It is known (Frobe-
nius theorem) that λ is a distinguished eigenvalue if and only if λ = ρα for some
distinguished class Eα. Moreover, there is a unique (up to scaling) non-negative
eigenvector x(α) = (xv)v∈V , x(α)F˜ = ραx(α) such that xv > 0 if and only if there
is a path from a vertex of Eα to the vertex v. The distinguished class α defines a
measure µα on B = (V,E) as follows:
µα(X
(n)
v ) =
xv
ρn−1α
h(n)v , v ∈ Vn = V.
The main result of [BKMS10] says that the set {µα}, where α runs over all distin-
guished vertex classes, generates the simplex of all E-invariant probability measures
on the stationary Bratteli diagram B = (V,E).
In the next proposition, we relate the distinguished classes to the subsets Vn,j of
V defined in Section 4.
Proposition 6.1. Let B = (V,E) be a stationary Bratteli diagram and Vn,j, j =
1, . . . , l be subsets of vertices defined in Section 4. Then the distinguished classes α
(as subsets of V ) coincide with the sets Vn,j, j = 1, . . . , l.
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Proof. To show this, we represent the matrix F˜ in the Frobenius normal form
(similarly to the way it was done in [BKMS10]):
F =

F˜1 0 · · · 0 0 · · · 0
0 F˜2 · · · 0 0 · · · 0
...
...
. . .
...
... · · ·
...
0 0 · · · F˜s 0 · · · 0
Ys+1,1 Ys+1,2 · · · Ys+1,s F˜s+1 · · · 0
...
... · · ·
...
...
. . .
...
Ym,1 Ym,2 · · · Ym,s Ym,s+1 · · · F˜m

where all {F˜i}
m
i=1 are irreducible square matrices, and for any j = s + 1, . . . ,m,
at least one of the matrices Yj,u is non-zero. All classes {Eα}
s
α=1 (s ≥ 1), are
distinguished (there is no β such that α > β). For every α ≥ s+ 1 such that Eα is
a distinguished class and for every 1 ≤ β < α we have either Eβ ≺ Eα and ρβ < ρα,
or there is no relation between Eα and Eβ.
We note that, for a stationary Bratteli diagram, the entries of the stochastic
matrix Fn are
f (n)vw = f˜vw
h
(n)
w
h
(n+1)
v
, v ∈ Vn+1, w ∈ Vn. (6.2)
We use the notation introduced in Sections 4 and 5 and denote by G˜(n) = (g˜
(n)
vw )v∈Vn+1,w∈V1
the n-th power F˜n of the incidence matrix F˜ . By Perron-Frobenius theorem the
following relation holds:
avw := lim
n→∞
g˜
(n)
vw
ρ
(n)
α
> 0 (6.3)
whenever v ∈ Eα, w ∈ Eβ , and Eα  Eβ (see [BKMS10, Section 4]).
Now, consider the distinguished class Eα, and let v ∈ Eα. We have
h(n+1)v =
∑
w∈V1
g˜(n)vw h
(1)
w =
∑
EβEα
∑
w∈Eβ
g˜(n)vw h
(1)
w
 .
It follows from (6.3) that
lim
n→∞
h
(n+1)
v
ρ
(n)
α
=
∑
EβEα
∑
w∈Eβ
avwh
(1)
w
 (6.4)
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is a constant depending on α. Further, using (6.4), we compute∑
w/∈Eα
f (n)vw =
∑
w/∈Eα
f˜vw
h
(n)
w
h
(n+1)
v
=
∑
Eβ≺Eα
∑
w∈Eβ
f˜vw
h
(n)
w
h
(n+1)
v

=
∑
Eβ≺Eα
∑
w∈Eβ
f˜vw
h
(n)
w
ρnβ
ρnα
h
(n+1)
v
(
ρβ
ρα
)n
≤ C
(
maxEβ≺Eα ρβ
ρα
)n
,
where C is a positive constant. Thus, we conclude using (6.1) that
∞∑
n=1
max
v∈Eα
∑
w/∈Eα
f (n)vw
 <∞.
In other words, we have shown that the distinguished classes (sets of vertices) Eα
satisfy condition (c) of Theorem 4.9. Show that these classes satisfy also condition
(d) of Theorem 4.9. Indeed, it follows from (6.4) that, for v,w ∈ Eα,
lim
n→∞
f (n)vw = limn→∞
f˜vw
h
(n)
w
h
(n+1)
v
= f˜vw
1
ρα
We can assume, without loss of generality, that f˜vw ≥ 1 for all v,w ∈ Eα since F˜α
is an irreducible matrix. Then we apply Theorem 5.1 to get condition (d).
Next, we show that the non-distinguished classes Eα do not satisfy condition (c).
We can find a class Eβ0 ≺ Eα such that ρβ0 ≥ ρα. By (6.4), for any v ∈ Eα we have∑
w/∈Eα
f (n)vw ≥
∑
w∈Eβ0
f (n)vw =
∑
w∈Eβ0
f˜vw
h
(n)
w
h
(n+1)
v
≥ C ′
(
ρβ0
ρα
)n
≥ C ′
for some positive constant C ′. Thus,
∞∑
n=1
max
v∈Eα
∑
w/∈Eα
f (n)vw
 =∞
and condition (c) is not satisfied.
To finish the proof that the sets Vn,j, j = 1, . . . , l, coincide with the distinguished
classes Eα, it remains to show that each set Vn,j is contained in some equivalence
class Eα. Let v,w ∈ Vn,j. Condition (c) implies that f
(n)
vw > 0 for sufficiently large
n (the sets Vn,j are minimal sets satisfying Theorem 4.9). By (6.2), we see that
f
(n)
vw > 0 implies that f˜
(n)
vw > 0 for all v,w ∈ Vn,j, i.e., v ∼ w and Vn,j ⊂ Eα for some
α = 1, . . . ,m. 
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6.2. Pascal-Bratteli diagrams. Theorem 5.4 defines a class of Bratteli diagrams
B = (V,E) such that the setM1(B) of all invariant probability measures coincides
with the set L of all infinite chains. Each ergodic probability invariant measure µ̂i
is an extension of a unique invariant measure µi from the subdiagram Bi, and the
sets XB
i
are pairwise disjoint.
Consider the Pascal-Bratteli diagram Bp = (V,E), see e.g. [MP05] or [Ver11,
Ver14, FPS17] for more information. Our goal is to show that the set M1(Bp)
has different structure than that of the set L. Recall that, for the Pascal-Bratteli
diagram, we have Vn = {0, 1, . . . , n} for n = 0, 1, . . ., and the entries f˜
(n)
ki of the
incidence matrix F˜n are of the form
f˜
(n)
ki =

1, if i = k for 0 ≤ k < n+ 1,
1, if i = k − 1 for 0 < k ≤ n+ 1,
0, otherwise.
where k = 0, . . . , n + 1, i = 0, . . . , n. Moreover,
h
(n)
i =
(
n
i
)
,
for i = 0, . . . , n. Then we find the entries of the stochastic matrix Fn:
f
(n)
ki =

k
n+ 1
, if i = k − 1 and 0 < k ≤ n+ 1,
1−
k
n+ 1
, if i = k and 0 ≤ k < n+ 1,
0, otherwise.
(6.5)
It is known (see e.g. [MP05]) that each ergodic invariant probability measure has
the form µp, 0 < p < 1, where
µp
(
X
(n)
i
)
=
(
n
i
)
pi(1− p)n−i, i = 0, . . . , n.
Proposition 6.2. For the Pascal-Bratteli diagram, the set L of all infinite chains
i is empty.
Proof. Assume that there exists a sequence of partitions {Vn,0, Vn,i, i = 1, . . . , ln}
of Vn satisfying conditions (c1), (d1), (e1) defined in Subsection 5.2. Recall that we
denote by f
(n)
j the vector (f
(n)
ji ), i ∈ Vn. It is easy to see that (6.5) implies
d∗(f
(n)
j , f
(n)
j′ ) =
n∑
i=0
|f
(n)
ji − f
(n)
j′i | ≥
1
2
whenever j 6= j′, j, j′ ∈ Vn+1. Thus, it follows from condition (d1) that Vn,i is a
single point in the set Vn whenever i = 1, . . . , ln.
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Suppose that 1 ≤ s ≤ n is an element of Vn+1 such that s ∈ Ln+1. By condition
(c1), there exists a unique element r = r(s) ∈ {1, . . . , ln} such that
∞∑
n=1
∑
u/∈Vn,r
f (n)su <∞. (6.6)
Conditions (6.5) and (6.6) imply that s − 1, s ∈ Vn,r. Hence, Vn,r contains at
least two elements of Vn for some r ∈ Ln, and we get a contradiction.
Therefore, we have Vn,0 ⊃ {1, . . . , n− 1}. Then, by (e1.1), we have
n−1∑
i=1
f
(n)
j,i → 0
for every j = 1, . . . , n − 1. But this fact contradicts (6.5). Thus, we have shown
that there is no sequence of partitions {Vn,0, Vn,i, i = 1, . . . , ln} of Vn satisfying
conditions (c1), (d1), (e1). 
6.3. A class of Bratteli diagrams with countably many ergodic invari-
ant measures. In this subsection, we present a class of Bratteli diagrams with
countably infinite set of ergodic invariant measures.
To construct such diagrams, we let Vn = {0, 1, . . . , n} for n = 0, 1, . . ., and let
{an}
∞
n=0 be a sequence of natural numbers such that
∞∑
n=0
n
an + n
<∞. (6.7)
To define the edge set r−1(w) for every vertex w, we use the following procedure.
For w ∈ Vn+1 such that w 6= n + 1, the set r
−1(w) consists of an (vertical) edges
connecting w ∈ Vn+1 with the vertex w ∈ Vn and by one edge connecting w ∈ Vn+1
with every vertex u ∈ Vn, u 6= w. For w = n + 1, let r
−1(w) contain an edges
connecting w with the vertex n on level Vn and by one edge connecting w with all
other vertices u = 0, 1, . . . , n− 1 of Vn. Then
|r−1(w)| = an + n
for every w ∈ Vn+1 and every n = 0, 1, . . ..
We observe that the Bratteli diagram defined above admits an order generating
the Bratteli-Vershik homeomorphism, see [HPS92], [GPS95], or [BKY14], [BK16]
for futher details. In particular, we can use a so called consecutive ordering. To
introduce a consecutive ordering, we define a linear order ≤ on every set r−1(w),
w ∈ Vn+1, n ≥ 0 in such a way that the edges from r
−1(w) are enumerated from
left to right as they appear in the diagram. Then, for every e1, e2, e3 ∈ r
−1(w) such
that e1 ≤ e2 ≤ e3 and s(e1) = s(e3) = u, we have s(e2) = u; and this order is
consecutive by definition (see e.g. [Dur10]). In particular, we will obtain that the
minimal edge is always some edge between w and vertex 0 ∈ Vn and the maximal
edge is some edge between w and the vertex n ∈ Vn. Then, it is easy to see that XB
has the unique minimal infinite path passing through the vertices 0 ∈ Vn, n ≥ 0 and
the unique maximal infinite path passing through the vertices n ∈ Vn, n ≥ 0. Thus,
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a Vershik map ϕB : XB → XB exists and it is minimal. Figure 1 below shows an
example of such a Bratteli diagram. It is known that all minimal Bratteli-Vershik
systems with a consecutive ordering have entropy zero (see e.g. [Dur10]) hence the
system that we describe in this subsection has zero entropy.
· · · · · ·
· · · · · · · · ·
· · · · · · · · · · · ·
...
...
...
...
Figure 1
Denote by Bi = (W
(i), E(i)), i = 0, 1, . . . ,∞, the subdiagrams of B determined
by the following sequences of vertices (taken consecutively from V0, V1, . . .): for
B0, W
(0) = (0, 0, 0, . . .); for Bi, W
(i) = (0, 1, . . . , i− 1, i, i, i . . .) for i = 1, 2, . . ., and
for B∞, W
(∞) = (0, 1, 2, . . .). Then each Bi is an odometer and E
(i) is the set of
all edges from B that belong to Bi.
Let µi be the unique invariant (hence ergodic) probability measure on the odome-
ter Bi. Then, by (6.7), each measure µi can be extended to a finite invariant mea-
sure µ̂i on the diagram B and it is supported by the set X̂Bi . The problem about
finiteness of measure extension was discussed in detail in the papers [BKMS13],
[ABKK17]. We use the same symbol µ̂i to denote the normalized (probability)
measure obtained from the extension of µi for i = 0, 1, . . . ,∞.
Proposition 6.3. The measures µ̂i, i = 0, 1, . . . ,∞, form a set of all ergodic
probability invariant measures on the Bratteli diagram B = (V,E) defined above.
Proof. In the same way as in Theorem 5.4, one can show that each µ̂i is the unique
invariant measure on the set X̂Bi therefore µ̂i, i = 0, 1, . . . ,∞, is a probability
ergodic measure on B. Thus, the proof will be complete if we show that any
ergodic invariant probability measure µ on B coincides with one of the measures
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µ̂i, i = 0, 1, . . . ,∞. The incidence matrices F˜n of B have the following form
F˜n =

an 1 1 . . . 1 1
1 an 1 . . . 1 1
...
...
...
. . .
...
...
1 1 1 . . . 1 an
1 1 1 . . . 1 an

for n = 1, 2, . . . Therefore we see that
n∑
w=0
f˜ (n)vw = an + n, v = 0, 1, . . . , n+ 1,
and B is an ERS Bratteli diagram with rn = an + n for n ≥ 0. Hence,
h(n+1)v = a0(a1 + 1) · · · (an + n), v = 0, 1, . . . , n+ 1, n ≥ 0,
and
h
(n)
w
h
(n+1)
v
=
1
an + n
where w ∈ Vn, v ∈ Vn+1 and n = 1, 2, . . .. Furthermore, the entries of the stochastic
matrices Fn, n ≥ 0, are
f (n)vw =
f˜
(n)
vw
an + n
=

an
an + n
, if v = w,w ∈ {0, 1, . . . , n}, or v = n+ 1, w = n,
1
an + n
, otherwise.
Consider the matrices G(n+m,n) = Fn+m · · ·Fn for n ≥ 1 and m ≥ 1. Using (6.7)
and repeating the same arguments as in Lemma 5.5, we get
g(n+m,n)vw ≥
∞∏
s=n
as
as + s
= Cn → 1 as n→∞, (6.8)
in the case when v = w, w ∈ {0, 1, . . . , n}, or in the case when v = n + 1, . . . , n +
m+ 1, w = n and m = 1, 2, . . .
We recall that the convex polytope ∆
(n)
m is spanned by the probability vectors
y
(n+m,n)
v = (g
(n+m,n)
vw )nw=0, v = 0, 1, . . . , n+m+ 1. Inequalities (6.8) imply that
d∗(y(n+m,n)v , e
(n+1)
v ) ≤ 2(1− Cn), v = 0, 1, . . . , n
and
d∗(y(n+m,n)v , e
(n+1)
n ) ≤ 2(1 − Cn), v = n+ 1, . . . , n+m+ 1
where m = 1, 2, . . . Therefore the set ∆
(n)
∞ has exactly (n+ 1) extreme points q
(n)
v ,
where
q(n)v = limm→∞
y(n+m,n)v .
Moreover,
d∗(q(n)v , e
(n+1)
v ) ≤ 2(1− Cn).
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In fact, ∆
(n)
∞ is a simplex in Rn+1 for n large enough. Further, we have{
q(n)v = F
T
n (q
(n+1)
v ) for v = 0, 1, . . . , n,
q(n)n = F
T
n (q
(n+1)
n+1 ).
Observe that
d∗(q(n)v , q
(n)
w ) ≥ (2Cn − 1)→ 1 as n→∞ (6.9)
whenever v 6= w, v,w ∈ {0, 1, . . . , n}.
Let µ be an ergodic invariant probability measure on B = (V,E), and let
µ(X(n)w ) = q
(n)
w , w = 0, 1, . . . , n.
Denote q(n) = (q
(n)
w )nw=0. Then q
(n) is an extreme point of ∆
(n)
∞ , i.e. q(n) = q
(n)
wn for
some 0 ≤ wn ≤ n and each n = 1, 2, . . . Moreover, we have
q(n)wn = F
T
n (q
(n)
wn+1).
Then (except for some initial part) the sequence (w0, w1, w2, . . .) is one of the fol-
lowing sequences: w0 = (0, 0, 0, . . .), w1 = (0, 1, 1, . . .), w2 = (0, 1, 2, 2, . . .), . . .,
w∞ = (0, 1, 2, 3, . . .). Assume that wn = 0 for every n = 0, 1, . . . Then
µ
(
X
(n)
0
)
= q
(n)
0 ≥ Cn ր 1 as n→∞
and
µ
⋃
w 6=0
X(n)w
 ≤ (1− Cn)ց 0 as n→∞.
The above inequalities imply that µ(X̂B0) = 1 hence µ = µ̂0. In the same way we
show that µ = µ̂i, i = 1, 2, . . . ,∞ if (w0, w1, w2, . . .) = w
(i) for i = 1, 2, . . . ,∞. 
7. Interpretation of the main theorems in terms of symbolic
dynamics
Theorems 4.9 and 5.4 can be interpreted in terms of symbolic dynamics. In order
to define a dynamical system (which is known by the name of “Vershik map”) on a
Bratteli diagram, one needs to use a partial order on the set of edges. The reader
can find details about the definition of dynamical systems on Bratteli diagrams in
[HPS92], [GPS95], or in [Dur10], [BK16]. More advanced study of ordered Bratteli
diagrams and the existence of corresponding dynamics are discussed in [BKY14]
and [BY17].
For simplicity, throughout this section we will consider only simple properly or-
dered Bratteli diagrams of finite rank which correspond to Cantor minimal systems
of topological rank K > 1. Recall that a Cantor minimal system has topologi-
cal rank K if it admits a Bratteli-Vershik representation with |Vi| = K for every
i ≥ 1 and K is the smallest such integer. If a Cantor minimal system has topolog-
ical rank K then it has at most K probability ergodic invariant measures (see e.g.
[Dur10]). If a system has K probability ergodic invariant measures then the rank
of the corresponding Bratteli diagram is at least K (see [BKMS13]).
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In [DM08], T. Downarowicz and A. Maass proved that every Cantor minimal
system of topological finite rank K > 1 is expansive. This result was generalized
in [BKM09] to aperiodic Cantor dynamical systems of topological finite rank. Due
to Hedlund [Hed69], every expansive Cantor dynamical system is conjugate to a
subshift. Our goal is to describe explicitly, how to code a Vershik map on a simple
properly ordered Bratteli diagram to obtain a conjugacy with a minimal subshift.
7.1. From Bratteli diagrams to subshifts. Let ϕB : XB → XB be a Vershik
map on a simple properly ordered Bratteli diagram B. Set sn =
∑
w∈Vn
h
(n)
w and
Sn = {0, . . . , sn − 1}. Let {e0, . . . , esn−1} be a set of all finite paths between v0
and vertices from Vn. Denote by X
(n) the partition of XB into the corresponding
cylinder sets {X(n)(es)}
sn−1
s=0 . Then
(ψn(x))i = s⇔ ϕ
i
B(x) ∈ X
(n)(es), s ∈ Sn, i ∈ Z. (7.1)
is a factor map ψn : XB → S
Z
n . Denote Yn = ψn(XB), and let σ be the shift map.
Then (Yn, σ) is a subshift of the full shift (S
Z
n , σ). We note also that since the
sequence of partitions X(n) is nested, the system (Yn, σ) is a factor of the system
(Yn+1, σ) for every n. Moreover, (XB , ϕB) is conjugate to the inverse limit of the
systems (Yn, σ) for any ordered Bratteli diagram that admits a continuous Vershik
map. If X(n) is a generating partition, then ψn is a conjugacy between (XB , ϕB)
and (Yn, σ).
Let (XB , ϕB) have topological finite rank K > 1, and let δ be the expansivity
constant for (XB , ϕB). Then, by [Hed69], every partition of XB into clopen sets
with diameter less than δ is a generating partition. Hence, there exists a natural
number n0 such that for all n ≥ n0 the systems (XB , ϕB) and (Yn, σ) are conjugate.
Remark 7.1. In general, the rank of the diagram may be bigger than the rank of
the corresponding dynamical system. In [FPS17], the following criterion was given
for an ordered Bratteli diagram to be isomorphic to an odometer. It is said that the
level Vn of an ordered Bratteli diagram is uniformly ordered if there exists a word
ω over the alphabet Vn−1 such that the coding of each vertex from Vn in terms of
Vn−1 is a concatenation of ω.
Theorem 7.2 ([FPS17]). A simple properly ordered Bratteli diagram is topologically
conjugate to an odometer if and only if it has a telescoping for which there are
infinitely many uniformly ordered levels.
Let B = (V,E) be a simple properly ordered Bratteli diagram of topological rank
K > 1 such that the Vershik map ϕB exists. We can assume that |Vn| = K for
every n ≥ 1. Choose n0 such that (XB , ϕB) is topologically conjugate to (Yn, σ)
for all n ≥ n0. To describe the symbolic shift (Yn0 , σ), we will need a sequence
{An}n≥n0 of families of blocks over Sn0 . Each family An consists of K blocks A
(n)
w ,
w ∈ Vn. We define An inductively. First, to define blocks A
(n0)
w , w ∈ Vn0 , we write
the set X
(n0)
w in the form {ei1 < ei2 < . . . < eiw}, where ei1 , ei2 , . . . , eiw are all paths
between v0 and w which are compared with respect to the lexicographical order.
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Set A
(n0)
w = (i1, . . . , iw). Note that i1, . . . , iw are symbols from Sn0 . Assume that
A
(n)
w are already defined for some n ≥ n0 and for all w ∈ Vn. Take v ∈ Vn+1 and
consider r−1(v) = {e1 < e2 < . . . < e|r−1(v)|}. Let wi = s(ei), i = 1, . . . , |r
−1(v)| be
the vertices of Vn determined by the set r
−1(v). Then we define a block A
(n+1)
v as
the concatenation of the blocks A
(n)
w1 , . . . , A
(n)
w|r−1(v)|
, i.e.
A(n+1)v = A
(n)
w1 . . . A
(n)
w|r−1(v)|
. (7.2)
In this way we construct the sequence {An}n≥n0 . Now we define the language
L(An) as the set of all words which appear as factors of A
(n)
w for w ∈ Vn, n ≥ n0.
Then we set
Yn0 = {y ∈ S
Z
n0 : y[−n, n] ∈ L({An}) for any n ≥ 1}.
Remark 7.3. We assume that f˜
(n)
vw ≥ 1 for each v ∈ Vn+1, w ∈ Vn, and n ≥ 1. This
obviously implies that (XB , ϕB) is minimal. However, this does not guarantee that
B = (V,E) is proper, i.e. it has a unique maximal path and a unique minimal path
(of course, there exists a properly ordered Bratteli diagram B′, possibly of different
rank than B, such that the Vershik maps (XB , ϕB) and (XB′ , ϕB′) are topologically
conjugate, see [HPS92] ).
It follows from Proposition 3.2 in [BKY14], that B = (V,E) has the same number
(say k ≤ K) of minimal and maximal paths. Denote them by e(min,i) and e(max,i)
correspondingly, for i = 1, . . . , k. There exists a permutation ρ of the set {1, . . . , k}
such that ρ(i) = j if and only if ϕB(e
(max,i)) = e(min,j). Minimality of (XB , ϕB)
implies that
XB = {ϕsB(e
(min,i)), s ∈ Z}
and
XB = {ϕsB(e
(max,i)), s ∈ Z}
for every i = 1, . . . , k. Thus the trajectories (with respect to the shift σ) of y
(i)
n0 =
ψn0(e
(min,i)) and z
(i)
n0 = ψn0(e
(max,i)) are dense in Yn0 for i = 1, . . . , k. To see how
the sequences y
(i)
n0 and z
(i)
n0 look, we write
e(min,i) = (e
(min,i)
1 , e
(min,i)
2 , . . .),
e(max,i) = (e
(max,i)
1 , e
(max,i)
2 , . . .),
and let r(e
(min,i)
s ) = w
(min,i)
s , r(e
(max,i)
s ) = w
(max,i)
s for s = 1, 2, . . . Then w
(min,i)
s and
w
(max,i)
s are the consecutive vertices of the paths e(min,i) and e(max,i), i = 1, . . . , k
respectively. It follows from the definition of ψn0 (see (7.1)) that
y(j)n0
[
−h(max,i)s , h
(min,j)
s − 1
]
= A
(s)
w
(max,i)
s
A
(s)
w
(min,j)
s
and
z(i)n0 = σ
(−1)(y(j)n0 ),
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where j = ρ(i) and h
(min,j)
s = |A
(s)
w
(min,j)
s
|, h
(max,j)
s = |A
(s)
w
(max,j)
s
|, s = n0, n0 + 1, . . .
Remark 7.4. We can reformulate Theorems 4.9 and 5.4 using the families of blocks
A
(n)
w , w ∈ Vn, n ≥ 1. It follows from the above considerations that the elements of
the incidence matrices F˜n are the numbers of occurrences of the blocks A
(n)
w inside
the blocks A
(n+1)
v , w ∈ Vn, v ∈ Vn+1. More precisely, we have
f˜ (n)vw = card
{
1 ≤ i ≤ |r−1(v)| : A(n)wi = A
(n)
w
}
,
where A
(n)
wi are the blocks appearing in the concatenation (7.2). In this case we
have h
(n)
w = |A
(n)
w |, w ∈ Vn. Then Theorem 4.9 reveals the structure of the set of all
invariant measures of (Yn0 , σ), while Theorem 5.4 allows us to construct symbolic
systems with uncountably many probability ergodic invariant measures. For more
details about the connection between Bratteli diagrams and symbolic dynamical
systems see e.g. [DHS99, BKM09, Dur10, DM08, BK14, DK18, DK].
7.2. Toeplitz flows. The details about Toeplitz dynamical systems can be found
in [Wil84, DKL95, BK90, Dow90]. A Toeplitz dynamical system is defined by a
Toeplitz sequence ω over a set of symbols S, |S| ≥ 2. The sequence ω can be
obtained as a limit of periodic sequences ωn over the alphabet S ∪ ∅, where ∅
denotes the empty symbol. Take a sequence of natural numbers {λ0, λ1, . . .} such
that λn ≥ 2 for all n ≥ 0. Set pn = λ0λ1 · · · λn, n ≥ 0. By induction we define a
sequence of blocks {An, n ≥ 0} over the alphabet S ∪∅ with |An| = pn. Each block
An should have some positions filled by the elements of S (these positions are called
the filling positions) and some positions occupied by the empty symbol ∅. We take
any block A0 with |A0| = p0 ≥ 3 such that A0[0] and A0[p0 − 1] belong to S, and
there is at least one symbol ∅ among the symbols on the positions {1, . . . , p0 − 1}.
Assume that An is defined. To define An+1, we first consider a concatenation of
λn+1 copies of An and then fill some but not all of the empty positions in this
concatenation. Denote by ln and kn the first and the last position in An, where the
empty symbol ∅ occurs. Then ln ≤ kn and An[i] ∈ S whenever 0 ≤ i ≤ ln − 1 and
kn + 1 ≤ i ≤ pn − 1. We require that ln and (pn − kn) tend to infinity as n tends
to infinity.
For every n, we define a sequence ωn as an infinite concatenation of An such
that the block An starts at a zero position. Thus, each ωn is a periodic two-sided
sequence over S ∪ ∅ with the period pn. Notice that the block ωn[−kn + 1, ln − 1]
is filled with the symbols from S. Now define a sequence ω over the symbols S in
such a way that
ω[−kn + 1, ln − 1] = ωn[−kn + 1, ln − 1] (7.3)
for n = 0, 1, . . . Let us remark that ω is well defined since ωn+1[−kn + 1, ln − 1] =
ωn[−kn + 1, ln − 1] and ln, kn ր∞ as n→∞.
A sequence ω defined by (7.3) is called a Toeplitz sequence over S whenever ω is
not periodic. By a Toeplitz flow we mean a topological dynamical system (O(ω), σ),
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where
O(ω) = {σi(ω), i ∈ Z} ⊂ SZ.
It is known how one can characterize Bratteli-Vershik systems associated to
Toeplitz flows. The following theorem was proved in [GJ00].
Theorem 7.5. The family of expansive Bratteli-Vershik systems associated to sim-
ple Bratteli diagrams with the ERS property coincides with the family of Toeplitz
flows up to conjugacy.
Indeed, in order to construct a Bratteli diagram for a Toeplitz flow (O(ω), σ),
we need a sequence {An} of families of blocks over S as follows:
An = {ω[mpn, (m+ 1)pn − 1],m ∈ Z}.
Observe that each An is a finite family of blocks {A
(n)
1 , . . . , A
(n)
sn } and |A
(n)
i | = pn
for every i = 1, . . . , sn. We will call the blocks A
(n)
i the n-symbols. Then every
(n+ 1)-symbol A
(n+1)
j is a concatenation of λn+1 n- symbols, i.e.
A
(n+1)
j = A
(n)
j1
. . . A
(n)
jλ
, (7.4)
where λ = λn.
The families An of n-symbols allow us to construct a Bratteli diagram Bω =
(Vω, Eω) as follows. Set Vn = {1, . . . , sn} and n ≥ 1 and V0 = {v0}. For any
j ∈ Vn+1, we set r
−1(j) = {j1 < j2 < . . . < jλ}, where the vertices j1, . . . , jλ ∈ Vn
come from (7.4) and “<” means an order in r−1(j). Then the incidence matrices
F˜n are the matrices of appearances of n-symbols inside the (n+ 1)-symbols, i.e.
f˜
(n)
ji = card{1 ≤ r ≤ λn : A
(n)
jr
= A
(n)
ji
},
where A
(n)
j1
, . . . , A
(n)
jλ
come from (7.4). For the Toeplitz-Bratteli diagram Bω =
(Vω, Eω) we have
h
(n)
i = pn
for i = 1, 2, . . . , sn. Then
f
(n)
ji =
h
(n)
i
h
(n)
j+1
f˜
(n)
ji =
1
λn+1
f˜
(n)
ji = fr
(n)(A
(n)
i , A
(n+1)
j ).
Now again we can formulate Theorem 4.9 using the frequency matrices Fn and
describe the set of all invariant ergodic measures of a Toeplitz flow (O(ω), σ). Us-
ing Theorem 5.4 we can construct Toeplitz flows with uncountably many ergodic
invariant measures.
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