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Abstract
It is shown that quantized irreducible flag manifolds possess a
canonical q-analogue of the de Rham complex. Generalizing the well
known situation for the standard Podles´’ quantum sphere this ana-
logue is obtained as the universal differential calculus of a distin-
guished first order differential calculus. The corresponding differential
d can be written as a sum of differentials ∂ and ∂. The universal dif-
ferential calculus corresponding to the first order differential calculi d,
∂, and ∂ are given in terms of generators and relations. Relations to
well known quantized exterior algebras are established. The dimen-
sions of the homogeneous components are shown to be the same as in
the classical case. The existence of a volume form is proven.
MSC (2000). 58B32, 81R50.
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1 Introduction
The theory of quantum groups provides numerous examples of q-deformed
coordinate rings of spaces with group action. Originally initiated by S. L.
Woronowicz there exists by now a rich theory of covariant differential calculi
over these comodule algebras.
In A. Connes’ more general concept of noncommutative geometry [Con95]
spectral triples and in particular the Dirac operator are central notions. One
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deals with a representation of an algebra B on some Hilbert space H and
with an operator D : H → H such that the commutators d b := [b,D],
b ∈ B, lead to a differential graded algebra. It has recently been pointed
out, that the theory of quantum groups provides a large class of examples,
so called quantized irreducible flag manifolds, which seem to fit well into
Connes’ framework of noncommutative geometry [LD02],[Kra¨03], [SW03].
Covariant differential calculi over quantized irreducible flag manifolds have
been classified in [HK03b]. There exists a canonical covariant first order
differential calculus on these spaces, which turned out to correspond to the
Dirac operator constructed in [Kra¨03]. It is therefore natural to investigate
the corresponding higher order differential calculi.
Higher order differential calculi have previously been studied from several
points of view. In [SV98], [SSV99] L. L.Vaksman and his coworkers presented
a canonical construction of differential forms on quantum prehomogeneous
vector spaces. As these spaces are big cells of the flag manifolds under consid-
eration here, these differential calculi are closely related to those investigated
in the present paper.
An approach to noncommutative geometry modelled on classical geome-
try and compatible with the intrinsic structure of quantum groups and quan-
tum spaces has been put forward by T. Brzezin´ski and S. Majid in [BM93],
[BM00]. In this approach the notion of differential calculus is one starting
point. A similar point of view has been adopted by M. Durdevic´ in [Du96],
[Du97].
In the early days of quantum groups there appeared several examples of
differential calculi which in many respects behave as the de Rham complex
over the corresponding commutative algebras [Wor87], [PW89], [WZ91]. Yet
it became clear that imposing covariance, i.e. compatibility with a quantum
group action, one can not expect that such a calculus exists for an arbitrary
quantum space. Nevertheless, there soon existed a well developed theory of
covariant differential calculi on quantum groups while for quantum spaces
similar results have only recently been established [Her02], [HK03a]. Apart
from the various examples of differential calculi on quantum groups (cp. ref-
erences in [KS97]) and quantum vector spaces as above, only differential cal-
culi over Podles`’ quantum spheres [Pod92] and Vaksman-Soibelman-spheres
[Wel98] have been in detail investigated.
In the present paper differential calculi over quantized irreducible flag
manifolds are studied in detail. Contrary to the situation for quantum groups
and quantum vector spaces for this large class of examples the modules of
differential forms are generally not free over the coordinate algebra. Note,
however, that the general theory implies that being covariant these modules
are projective. The differential calculus constructed here is a close analogue
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of the de Rham complex over the corresponding complex manifold. As in
complex geometry the differential d can be decomposed into the sum of dif-
ferentials ∂ and ∂. The universal differential calculus corresponding to the
first order differential calculi d, ∂, and ∂ are given in terms of generators
and relations. The dimensions of the homogeneous components are shown to
be the same as in the classical case. In particular the differential d admits
a uniquely determined volume form of degree 2M , where M is the complex
dimension of the manifold. The fibers of the differential calculi over the clas-
sical point ε of the quantized flag manifold are shown to be isomorphic to
well known examples of quantized exterior algebras [FRT89].
The organization of the paper is as follows. In Chapter 2 we mainly
recall the relevant notions from the theory of quantum groups, quantum
homogeneous spaces, and differential calculus. It is explained in Section
2.3.5 how the notion of quantum tangent space introduced in [HK03a] can
be employed to determine the homogeneous component of degree two of
the universal differential calculus corresponding to a given finite dimensional
covariant first order differential calculus.
Chapter 3 is devoted to the construction and investigation of the desired
differential calculus on quantized flag manifolds. In Section 3.1 the various
quantized coordinate rings associated to flag manifolds are recalled. On the
one hand there exist homogeneous coordinate rings Sq[G/PS] and Sq[G/P
op
S ].
On the other hand the quantized algebra of functions Cq[G/LS] on the quo-
tient G/LS of the Lie groupG by the Levi factor LS of the parabolic subgroup
PS ⊂ G is considered. It is crucial, as observed in [Sto02], [HK03b], that cer-
tain products of generators of Sq[G/PS] and Sq[G/P
op
S ] generate Cq[G/LS].
This observation allows the construction of first order differential calculi Γ∂,
Γ∂ , and Γd over Cq[G/LS] via the construction of first order differential cal-
culi over Sq[G/PS] and Sq[G/P
op
S ] in Section 3.2. All first order differential
calculi over Cq[G/LS] constructed in this section are also given in terms of
generators and relations, their quantum tangent spaces are determined, and
their dimensions are calculated.
Finally, Section 3.3 is devoted to the corresponding universal differential
calculi Γ∧∂,u, Γ
∧
∂,u
, and Γ∧d,u. Again, first the situation for Γ∂ and Γ∂ is analyzed
in detail. Then it is shown that the differentials ∂ and ∂ can be extended
to the universal differential calculus Γ∧d,u. Thus one can reduce statements
about Γ∧d,u to the corresponding statements about the the universal differen-
tial calculi Γ∧∂,u and Γ
∧
∂,u
.
All algebras considered in this paper are unital C-algebras, likewise all
vector spaces are defined over C.
Throughout this paper several filtrations are defined in the following way.
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Let A denote an algebra generated by the elements of a set Z and S a totally
ordered abelian semigroup. Then any map deg : Z → S defines a filtration
F of the algebra A as follows. An element a ∈ A belongs to Fn, n ∈ S,
if and only if it can be written as a polynomial in the elements of Z such
that every occurring summand a1...kz1 . . . zk, a1...k ∈ C, zi ∈ Z, satisfies∑k
j=1 deg(zj) ≤ n. Instead of a ∈ Fn by slight abuse of notation we will also
write deg(a) = n.
For any Hopf algebra H the symbols ∆, ε, and κ will denote the coprod-
uct, counit, and antipode, respectively. Sweedler notation for coproducts
∆a = a(1) ⊗ a(2), a ∈ H , will be used. If the antipode κ is invertible we will
frequently identify left and right H-module structures on a vector space V by
vh = κ−1(h)v, v ∈ V , h ∈ H . The symbol Hop will denote the corresponding
Hopf algebra with opposite multiplication.
2 Preliminaries
2.1 Notations
First, to fix notations some general notions related to Lie algebras are re-
called. Let g be a finite dimensional complex simple Lie algebra and h ⊂ g a
fixed Cartan subalgebra. Let R ⊂ h∗ denote the root system associated with
(g, h). Choose an ordered basis π = {α1, . . . , αr} of simple roots for R and let
R+ (resp. R−) be the set of positive (resp. negative) roots with respect to π.
Moreover, let g = n+⊕h⊕n− be the corresponding triangular decomposition.
Identify h with its dual via the Killing form. The induced nondegenerate sym-
metric bilinear form on h∗ is denoted by (·, ·). The root lattice Q = ZR is
contained in the weight lattice P = {λ ∈ h∗ | (λ, αi)/di ∈ Z ∀αi ∈ π} where
di := (αi, αi)/2. In order to avoid roots of the deformation parameter q in
the following sections we rescale (·, ·) such that (·, ·) : P × P → Z.
For µ, ν ∈ P we will write µ ≻ ν if µ − ν is a sum of positive roots and
µν if µ ≻ ν and µ 6= ν. As usual we define Q+ := {µ ∈ Q |µ ≻ 0}. The
height ht : Q+ → N0 is given by ht(
∑r
i=1 niαi) =
∑r
i=1 ni.
The fundamental weights ωi ∈ h∗, i = 1, . . . , r are characterized by
(ωi, αj)/dj = δij . Let P
+ denote the set of dominant weights, i. e. the
N0-span of {ωi | i = 1, . . . , r}. Recall that (aij) := (2(αi, αj)/(αi, αi)) is the
Cartan matrix of g with respect to π.
For µ ∈ P+ let V (µ) denote the uniquely determined finite dimensional
irreducible left g-module with highest weight µ. More explicitly there exists
a nontrivial vector vµ ∈ V (µ) satisfying
Evµ = 0, Hvµ = µ(H)vµ for all H ∈ h, E ∈ n+. (1)
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For any weight vector v ∈ V (µ) let wt(v) ∈ P denote the weight of v,
i.e. Hv = wt(v)(H)v. In particular wt(v1) − wt(v2) ∈ Q for all weight
vectors v1, v2 ∈ V (µ).
Let G denote the connected simply connected complex Lie group with
Lie algebra g. For any set S ⊂ π of simple roots define R±S := ZS ∩ R
±
and R±S := R
± \ R±S . Let PS and P
op
S denote the corresponding standard
parabolic subgroups of G with Lie algebra
pS = h⊕
⊕
α∈R+∪R−
S
gα, p
op
S = h⊕
⊕
α∈R−∪R+
S
gα. (2)
Moreover,
lS := h⊕
⊕
α∈R+
S
∪R−
S
gα
is the Levi factor of pS and LS = PS ∩ P
op
S ⊂ G denotes the corresponding
subgroup. Later on by slight abuse of notation we will also write i ∈ S
instead of αi ∈ S.
The generalized flag manifold G/PS is called irreducible if the adjoint
representation of pS on g/pS is irreducible. Equivalently, S = π \ {αi} where
αi appears in any positive root with coefficient at most one. For a complete
list of all irreducible flag manifolds consult e.g. [BE89, p. 27].
2.2 Quantum Groups
2.2.1 Definition of Uq(g)
We keep the notations of the previous section. Let q ∈ C \ {0} be not a root
of unity. The q-deformed universal enveloping algebra Uq(g) associated to
g can be defined to be the complex algebra with generators Ki, K
−1
i , Ei, Fi,
i = 1, . . . , r, and relations
KiK
−1
i = K
−1
i Ki = 1, KiKj = KjKi,
KiEj = q
(αi,αj)EjKi, KiFj = q
−(αi,αj)FjKi,
EiFj − FjEi = δij
Ki −K
−1
i
qi − q
−1
i
,
1−aij∑
k=0
(−1)k
(
1− aij
k
)
qi
E
1−aij−k
i EjE
k
i = 0, i 6= j,
1−aij∑
k=0
(−1)k
(
1− aij
k
)
qi
F
1−aij−k
i FjF
k
i = 0, i 6= j,
(3)
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where qi := q
di and the q-deformed binomial coefficients are defined by(
n
k
)
q
=
[n]q[n−1]q . . . [n−k+1]q
[1]q[2]q . . . [k]q
, [x]q =
qx − q−x
q − q−1
.
The algebra Uq(g) obtains a Hopf algebra structure by
∆Ki = Ki ⊗Ki, ∆Ei = Ei ⊗Ki + 1⊗ Ei, ∆Fi = Fi ⊗ 1 +K
−1
i ⊗ Fi,
ǫ(Ki) = 1, ǫ(Ei) = 0, ǫ(Fi) = 0, (4)
κ(Ki) = K
−1
i , κ(Ei) = −EiK
−1
i , κ(Fi) = −KiFi.
Let Uq(n+), Uq(b+), Uq(n−), Uq(b−) ⊂ Uq(g) denote the subalgebras gener-
ated by {Ei | i = 1, . . . , r}, {Ei, Ki, K
−1
i | i = 1, . . . , r}, {Fi | i = 1, . . . , r},
and {Fi, Ki, K
−1
i | i = 1, . . . , r}, respectively. Moreover, for β ∈ Q
+ we will
write Uβq (n+) := {x ∈ Uq(n+) |KixK
−1
i = q
(β,αi)x} and Uβq (n−) := {x ∈
Uq(n−) |KixK
−1
i = q
−(β,αi)x}.
2.2.2 Type 1 Representations
For µ ∈ P+ let V (µ) denote the uniquely determined finite dimensional
irreducible left Uq(g)-module with highest weight µ. More explicitly, there
exists a highest weight vector vµ ∈ V (µ) \ {0} satisfying
Eivµ = 0, Kivµ = q
(µ,αi)vµ for all i = 1, . . . , r. (5)
A finite dimensional Uq(g)-module V is called of type 1 if V ∼=
⊕
i V (µi) is
isomorphic to a direct sum of finitely many V (µi), µi ∈ P+. The category
C of Uq(g)-modules of type 1 is a tensor category. By this we mean that C
contains the trivial Uq(g)-module V (0) and satisfies
X, Y ∈ C ⇒ X ⊕ Y, X ⊗ Y, X∗ ∈ C (6)
where (uf)(x) := f(κ(u)x) for all u ∈ U , f ∈ X∗, x ∈ X .
During subsequent considerations we will meet various natural right Uq(g)-
modules. As indicated at the end of the introduction we will always endow
a right Uq(g)-module V with the left Uq(g)-action defined by
uv := vκ(u) ∀u ∈ U, v ∈ V.
2.2.3 The Braiding
The category C in Section 2.2.2 is a braided category. Unfortunately the
relevant section in our main reference [KS97, 8.3.3] lacks notational consis-
tency. To be able to derive additional properties of the braiding we recall its
construction in some detail.
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Recall that the dual pairing 〈·, ·〉 : Uq(b+)×Uq(b−)op → C of Hopf algebras
[KS97, 6.3.1] remains non-degenerate when restricted to Uq(n+) × Uq(n−)op
and satisfies 〈a, b〉 = 0 for all a ∈ Uµq (n+), b ∈ U
−ν
q (n−), µ 6= ν. Let
Cβ ∈ Uβq (n+)⊗ U
−β
q (n−) denote the canonical element with respect to 〈·, ·〉,
i.e. Cβ =
∑
i ai⊗ bi where {ai} is a basis of U
β
q (n+) and 〈ai, bj〉 = δij . Define
R :=
∑
β∈Q+
(Kβ ⊗ 1)(κ
−1 ⊗ 1)Cβ ∈ U¯
+
q (g)⊗¯U¯
+
q (g), (7)
R−1 :=
∑
β∈Q+
Cβ ∈ U¯
+
q (g)⊗¯U¯
+
q (g)
where U¯+q (g) and U¯
+
q (g)⊗¯U¯
+
q (g) are defined in [KS97, 6.3.3]. There exists an
automorphism Φ of the algebra U¯+q (g)⊗¯U¯
+
q (g) such that
Φ(Ki ⊗ 1) = Ki ⊗ 1, Φ(1⊗Ki) = 1⊗Ki,
Φ(Ei ⊗ 1) = Ei ⊗K
−1
i , Φ(1⊗Ei) = K
−1
i ⊗Ei,
Φ(Fi ⊗ 1) = Fi ⊗Ki, Φ(1⊗ Fi) = Ki ⊗ Fi.
One verifies that R and Φ satisfy the properties stated in [KS97, Theorem
8.18]. We suggest first to check the corresponding properties of R−1.
For all V,W ∈ C the action of R on V ⊗ W induces a Uq(g)-module
isomorphism
RˆV,W : V ⊗W → W ⊗ V, RˆV,W := τ ◦BV,W (R(v ⊗ w)) (8)
where τ denotes the twist τ(v ⊗ w) = w ⊗ v, and BV,W (v ⊗w) = q
(µ,ν)v ⊗w
for weight vectors v ∈ V and w ∈ W of weight µ and ν, respectively. The
family (RˆVW ) defines a braiding in C. To simplify notation we will also write
Rˆµ,ν := RˆV (µ),V (ν) if µ, ν ∈ P+.
Remark 2.1. An explicit formula for R is given in [KS97, 8.3.3, above
Thm. 18]. Note that the braiding Rˆ is uniquely determined if one demands
that (8) is a Uq(g)-module homomorphism satisfying
RˆV,W (v ⊗ w) = q
(wt(v),wt(w))w ⊗ v +
∑
i
wi ⊗ vi (9)
where wt(w) ≻ wt(wi) and wt(vi) ≻ wt(v). Indeed, if vmax ∈ V is a highest
weight vector then RˆV,W (vmax ⊗ w) is uniquely determined by (9) for any
w ∈ W . The property of being a Uq(g)-module homomorphism then fixes
RˆV,W on all of V ⊗W .
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For this reason (7) should coincide with the explicit expression in [KS97,
8.3.3]. It is straightforward to check that coefficients of the terms Ei ⊗ Fi of
the two expressions are identical. Coefficients of higher order terms of the
explicit expression of R will not be used in this paper.
2.2.4 Restriction of the Braiding to Uq(lS)
Let S ⊂ π and let kS := [lS, lS] ⊂ g denote the semisimple part of lS ⊂ pS ⊂ g.
Define Uq(kS) and Uq(lS) to be the Hopf subalgebras of Uq(g) generated by
the sets {Kj , K
−1
j , Ej, Fj | j ∈ S} and {Ki, K
−1
i , Ej, Fj | j ∈ S, i = 1, . . . , r},
respectively.
As above the tensor category Ck of type 1 representations of Uq(kS) is
braided with braiding RˆkV,W . Moreover, let (·, ·)k denote the uniquely de-
termined bilinear form on the weight lattice corresponding to kS such that
(α, β)k = (α, β) for all simple roots α, β ∈ S.
The following Lemma will be used only in the proof of Proposition 3.11
at the very end of this paper.
Lemma 2.2. Let V = V (ν) and W = V (µ) be irreducible Uq(g)-modules and
let V ′ = V (ν ′) ⊂ V and W ′ = V (µ′) ⊂ W be irreducible Uq(lS)-submodules.
Let pV : V → V ′ and pW : W → W ′ denote surjective Uq(lS)-module homo-
morphisms satisfying p2V = pV and p
2
W = pW , respectively. Then
(pW ⊗ pV )RˆV,W |V ′⊗W ′ = q
(ν−γ1,µ−γ2)−(ν′,µ′)kRˆkV ′,W ′
where the highest weight vectors of V ′ and W ′ have weight ν − γ1 in V and
µ− γ2 in W , γ1, γ2 ∈ Q
+, respectively.
Proof. In analogy to (7) one has an element
Rk :=
∑
β∈ZS∩Q+
(Kβ ⊗ 1)(κ
−1 ⊗ 1)Cβ ∈ U¯
+
q (kS)⊗¯U¯
+
q (kS)
and linear maps
BkV ′,W ′ : V
′ ⊗W ′ → V ′ ⊗W ′, v ⊗ w 7→ q(µ,ν)kv ⊗ w
where V ′,W ′ ∈ Ck and v and w are weight vectors of weight µ and ν, respec-
tively. Then for all v′ ∈ V ′, w′ ∈ W ′ one obtains
(pW ⊗ pV )RˆV,W (v
′ ⊗ w′)
(8)
= τ ◦BV,W (pV ⊗ pW )(R(v
′ ⊗ w′))
(7)
= τ ◦BV,W (R
k(v′ ⊗ w′))
= BW,V ◦ (B
k
W ′,V ′)
−1 ◦ τ ◦BkV ′,W ′(R
k(v′ ⊗ w′))
= BW,V ◦ (B
k
W ′,V ′)
−1 ◦ RˆkV ′,W ′(v
′ ⊗ w′).
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Note that by definition of γ1 and γ2 one has (ν−γ1, αi) = (ν ′, αi)k and
(µ−γ1, αi) = (µ′, αi)k for all αi ∈ S. Now the claim of the lemma follows
from
(ν−γ1−β1,µ−γ2−β2)− (ν
′−β1, µ
′−β2)k
=(ν−γ1, µ−γ2)− (β1, µ−γ2)− (ν−γ1, β2) + (β1, β2)
− (ν ′, µ′)k+ (β1, µ
′)k+ (ν
′, β2)k− (β1, β2)k
=(ν−γ1, µ−γ2)− (ν
′, µ′)k
for all β1, β2 ∈ ZS ∩Q+.
2.2.5 R-Matrices
To write coordinate algebras of quantized flag manifolds in terms of gener-
ators and relations it will be helpful to introduce additional notations for
certain special cases of Rˆ. For λ =
∑
i/∈S ωi set N := dimV (λ) and abbre-
viate I := {1, . . . , N}. Choose a basis {vi | i ∈ I} of weight vectors of V (λ)
and let {fi | i ∈ I} be the corresponding dual basis. Define matrices Rˆ, Rˇ,
R´− and R`− by
Rˆλ,λ(vi⊗vj) =:
∑
k,l∈I
Rˆklijvk⊗vl, Rˆ−w0λ,−w0λ(fi⊗fj) =:
∑
k,l∈I
Rˇklijfk⊗fl,
Rˆ−w0λ,λ(fi⊗vj) =:
∑
k,l∈I
R´−klijvk⊗fl, Rˆλ,−w0λ(vi⊗fj) =:
∑
k,l∈I
R`−klijfk⊗vl.
Alternatively
(fi⊗fj)◦Rˆλ,λ =
∑
k,l∈I
Rˆijklfk⊗fl, (vi⊗vj)◦Rˆ−w0λ,−w0λ =
∑
k,l∈I
Rˇijklvk⊗vl,
(fi⊗vj)◦Rˆ−w0λ,λ =
∑
k,l∈I
R´−ijklvk⊗fl, (vi⊗fj)◦Rˆλ,−w0λ =
∑
k,l∈I
R`−ijklfk⊗vl,
where the elements of V (λ) are considered as functionals on V (λ)∗. Let Rˆ−,
Rˇ−, R` and R´ denote the inverse of the matrix Rˆ, Rˇ, R´− and R`−, respectively.
By (7) the matrix Rˆ has the property that Rˆijkl 6= 0 implies that i =
l, j = k or both wt(vj)wt(vk) and wt(vl)wt(vi). Therefore we associate
to Rˆ the symbol < which denotes the positions of the larger weights. Similar
properties are fulfilled for the other types of R-matrices. For example, the
relation R´−ijkl 6= 0 implies that i = l, j = k or both wt(vk)wt(vj) and
wt(vl)wt(vi). We collect these properties in the following table.
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Rˆ Rˆ− R´ R´− Rˇ Rˇ− R` R`−
< > ∨ ∧ > < ∧ ∨
(10)
2.2.6 The q-Deformed Coordinate Ring Cq[G]
The q-deformed coordinate ring Cq[G] is defined to be the subspace of the
linear dual Uq(g)
∗ spanned by the matrix coefficients of the finite dimensional
irreducible representations V (µ), µ ∈ P+. For v ∈ V (µ), f ∈ V (µ)∗ the
matrix coefficient cµf,v ∈ Uq(g)
∗ is defined by
cµf,v(X) = f(Xv).
The linear span of matrix coefficients of V (µ)
CV (µ) = LinC{c
µ
f,v | v ∈ V (µ), f ∈ V (µ)
∗} (11)
obtains a Uq(g)-bimodule structure by
(Y cµf,vZ)(X) = f(ZXY v) = c
µ
fZ,Y v(X). (12)
Here V (µ)∗ is considered as a right Uq(g)-module. Note that by construction
Cq[G] ∼=
⊕
µ∈P+
CV (µ) (13)
is a Hopf algebra and the pairing
Cq[G]⊗ Uq(g)→ C (14)
is nondegenerate.
2.2.7 Quantum Homogeneous Spaces
We recall the class of quantum homogeneous spaces considered in [MS99].
Let U denote a Hopf algebra over C with bijective antipode κ and K ⊂ U
a right coideal subalgebra with right coaction ∆K : K → K ⊗ U . Consider
a tensor category C of finite dimensional left U -modules. By this we mean
that C is a class of finite dimensional left U -modules containing the trivial
U -module via ε and satisfying (6).
Let A := U◦C denote the dual Hopf algebra generated by the matrix co-
efficients of all U -modules in C. Assume that A separates the elements of
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U . Assume further that the antipode of A is bijective. Note that this is
equivalent to
X ∈ C ⇒ ∗X ∈ C
where ∗X = X∗ as a vector space and (uf)(x) := f(κ−1(u)x) for all u ∈ U ,
f ∈ ∗X , x ∈ X .
Define a left coideal subalgebra B ⊂ A by
B := {b ∈ A | b(1) b(2)(k) = ε(k)b for all k ∈ K}. (15)
Assume K to be C-semisimple, i.e. the restriction of any U -module in C
to the subalgebra K ⊂ U is isomorphic to the direct sum of irreducible K-
modules. In full analogy to [MS99, Thm. 2.2 (2)] this implies that A is a
faithfully flat B-module.
2.2.8 Categorial Equivalence
Assume B →֒ A to be a left coideal subalgebra of a Hopf algebra A with
bijective antipode and define B+ := {b ∈ B | ε(b) = 0}. Then
←−
A := A/B+A
and
−→
A := A/AB+ are right and left A-module coalgebras, respectively. Let
A
BM and
←−
AM denote the category of left A-covariant left B-modules and of
left
←−
A-comodules, respectively. Recall that for any coalgebra C the cotensor
product of a left C-comodule P and a right C-comodule Q is defined by
PCQ :=
{∑
i
pi⊗qi ∈ P ⊗Q
∣∣∣∣ ∑
i
pi(0)⊗pi(1)⊗qi =
∑
i
pi⊗qi(−1)⊗qi(0)
}
.
There exist functors
Φ : ABM→
←−
AM, Φ(Γ) = Γ/B+Γ,
Ψ :
←−
AM→ ABM, Ψ(V ) = A←−AV.
Here for any Γ ∈ ABM the left
←−
A -comodule structure on Γ/B+Γ is induced
by the left A-comodule structure of Γ. Moreover, the left B-module and the
left A-comodule structures of A←−
A
V are defined on the first tensor factor.
Theorem 2.3. [Tak79, Theorem 1] With the notions as above suppose that
A is a faithfully flat right B-module. Then Φ and Ψ are mutually inverse
equivalences of categories.
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Remark 2.4. (i) The functor Φ is equivalent to Φ′ : ABM→
←−
AM defined by
Φ′(Γ) := coA(A⊗B Γ)
:=
{∑
i
ai ⊗ ρi
∣∣∣∣ ∑
i
ai(1)ρi(−1) ⊗ ai(2) ⊗ ρi(0) = 1⊗
∑
i
ai ⊗ ρi
}
where the left
←−
A -comodule structure on coA(A⊗B Γ) is given by
∆L
(∑
i
ai ⊗ ρi
)
=
∑
i
κ−1(ai(2))⊗ (ai(1) ⊗ ρi).
The isomorphism coA(A⊗BΓ)→ Γ/B+Γ is defined by
∑
i ai⊗ρi 7→
∑
i ε(ai)ρi.
To verify injectivity note that coA(A⊗B Γ) = {κ(ρ(−1))⊗ ρ(0) | ρ ∈ Γ}.
(ii) The functor Ψ is equivalent to Ψ′ :
←−
AM→ ABM defined by
Ψ′(V ) := (A⊗ V )co
−→
A
:=
{∑
i
ai⊗vi ∈ A⊗V
∣∣∣∣ ∑
i
ai(1)⊗vi(0)⊗ai(2)κ(vi(−1)) =
∑
i
ai⊗vi⊗1
}
.
Here the left B-module and left A-comodule structure on Ψ′(V ) is given by
b
(∑
i
ai⊗vi
)
=
∑
i
(bai)⊗ vi, ∆L
(∑
i
ai⊗vi
)
=
∑
i
ai(1) ⊗ (ai(2) ⊗ vi)
for all b ∈ B and
∑
i ai ⊗ vi ∈ (A⊗ V )
co
−→
A .
(iii) In the situation of Theorem 2.3 the coalgebra
←−
A is cosemisimple.
Therefore any Γ ∈ ABM is a projective left B-module.
2.3 Differential Calculus
2.3.1 First Order Differential Calculus
For the convenience of the reader the notion of differential calculus from
[Wor89] is recalled. A first order differential calculus (FODC) over an algebra
B is a B-bimodule Γ together with a C-linear map
d : B → Γ
such that Γ = LinC{a db c | a, b, c ∈ B} and d satisfies the Leibniz rule
d(ab) = a db+ da b.
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Let in addition A denote a Hopf algebra and ∆B : B → A ⊗ B a left A-
comodule algebra structure on B. If Γ possesses the structure of a left A-
comodule
∆Γ : Γ→ A⊗ Γ
such that
∆Γ(adb c) = (∆Ba)((Id⊗ d)∆Bb)(∆Bc)
then Γ is called left covariant.
For a family of left covariant FODC (Γi, di)i=1,...,k define d =
⊕
i di : B →⊕
i Γi. Then Γ = BdB ⊂ ⊕iΓi is a covariant FODC with differential d which
is called the sum of the calculi Γ1, . . . ,Γk.
If D ⊂ B is a subalgebra and (Γ, d) is a FODC over B then (Γ|D, d|D)
defined by
Γ|D := {adb | a, b ∈ D}, d|D(a) := da ∀a ∈ D,
is a FODC over D called the FODC over D induced by Γ.
2.3.2 Higher Order Differential Calculus
A differential calculus (DC) over B is a differential graded algebra (Γ∧ =
⊕i∈N0Γ
∧i, d) such that Γ∧0 = B and Γ∧ is generated by B and dB. The
product of a DC will usually be denoted by ∧. Assume that B is a left A-
comodule algebra over a Hopf algebra A. Then a DC (Γ∧, d) over B is called
(left) covariant if Γ∧ has the structure of a (left) A-comodule algebra such
that (Γ∧1, d|B) is a (left) covariant FODC.
The universal DC of a FODC (Γ, dΓ) over B is the uniquely determined
DC (Γ∧u , du) over B with Γ
∧1
u = Γ and du|B = dΓ satisfying the following
defining property. For any DC (Γ∧, d) over B with Γ∧1 = Γ and d|B = dΓ
there exists a map φ : Γ∧u → Γ
∧ of differential graded algebras such that
φ|B⊕Γ = Id. To construct (Γ∧u , du) consider the tensor algebra Γ
⊗ =
⊕∞
k=0 Γ
⊗k
of the B-bimodule Γ. Then Γ∧u is the quotient of Γ
⊗ by the ideal generated
by {
∑
i dai⊗dbi |
∑
i aidbi = 0} and the differential is defined by du(a0da1 ∧
· · · ∧ dan) = da0 ∧ da1 ∧ · · · ∧ dan.
2.3.3 Right Ideals and Quantum Tangent Spaces
From now on we assumeK ⊂ U to be a right coideal subalgebra and B ⊂ A =
U◦C to be the corresponding quantum homogeneous space as in Subsection
2.2.7.
In this situation left covariant first order differential calculi over B are
in one-to-one correspondence to right ideals R ⊂ B+ satisfying ∆BR ⊂
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A ⊗ R + B+A ⊗ B [Her02]. The right ideal corresponding to a covariant
FODC Γ is given by
R =
{∑
i
ε(ai)b
+
i
∣∣∣ ∑
i
ai dbi = 0
}
⊂ B+ (16)
where b+ = b − ε(b) for all b ∈ B. Conversely, to construct the FODC Γ
corresponding to R consider the B-bimodule structure on Γ˜ := A⊗ (B+/R)
given by
c(a⊗ b)c′ = cac′(−1) ⊗ bc
′
(0), c, c
′ ∈ B, b ∈ B+, a ∈ A (17)
and the differential d : B → Γ˜, db = b(−1) ⊗ b
+
(0). Then one obtains Γ by
Γ = LinC{b1 db2 | b1, b2 ∈ B}. This implies in particular∑
i
aidbi = 0 ⇔
∑
i
aibi(−1) ⊗ b
+
i(0) ∈ A⊗R. (18)
To a FODC Γ with corresponding right ideal R one associates the vector
space
T εΓ = {f ∈ B
∗ | f(x) = 0 for all x ∈ R}
and the so called quantum tangent space
TΓ = (T
ε
Γ)
+ = {f ∈ T εΓ | f(1) = 0}.
The dimension of a first order differential calculus is defined by
dimΓ = dimC Γ/B
+Γ = dimC B
+/R.
Let B◦ denote the dual coalgebra of B.
Proposition 2.5. [HK03a, Cor. 5] Let B ⊂ A be as in Subsection 2.2.7.
Then there is a canonical one-to-one correspondence between n-dimensional
left covariant FODC over B and (n+1)-dimensional subspaces T ε ⊂ B◦ such
that
ε ∈ T ε, ∆T ε ⊂ T ε ⊗ B◦, KT ε ⊂ T ε. (19)
A covariant FODC Γ 6= {0} over B is called irreducible if it does not
possess any nontrivial quotient (by a left covariant B-bimodule). Note that
for finite dimensional calculi this property is equivalent to the property that
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T εΓ does not possess any left K-invariant right B
◦-subcomodule T˜ such that
C · ε  T˜  T εΓ.
Let Γ be a sum of finite dimensional covariant FODC Γi, i = 1, . . . , N ,
over B with corresponding right idealsRi. Then the right ideal corresponding
to Γ is given by RΓ = ∩iRΓi and therefore the relation TΓ = TΓ1 + · · ·+ TΓk
of quantum tangent spaces holds. A sum of covariant differential calculi is
called a direct sum if Γ = ⊕iΓi is a direct sum of bimodules. This condition
is equivalent to TΓ = ⊕iTΓi .
2.3.4 Induced Covariant FODC
Using quantum tangent spaces it is possible to identify induced covariant
FODC.
Proposition 2.6. [HK03a, Cor. 9] Let B ⊂ A be as in Subsection 2.2.7
and let Γ be a finite dimensional left-covariant FODC over A with quantum
tangent space T . Then Γ|B is finite dimensional if and only if KT |B is finite
dimensional. In this case the quantum tangent space of Γ|B coincides with
KT |B.
Lemma 2.7. Let B ⊂ A be as in Subsection 2.2.7 and let Ω denote a finite
dimensional covariant FODC over A with corresponding right ideal RΩ and
quantum tangent space TΩ. Assume that the induced FODC Γ over B is
finite dimensional with right ideal R and quantum tangent space T . Then
the following properties are equivalent:
(i) T = TΩ|B.
(ii) R = RΩ ∩ B.
(iii) The canonical map A⊗B Γ→ Ω, a⊗ γ 7→ aγ is injective.
Proof. The canonical map A ⊗B Γ → Ω of left covariant left A-modules is
injective if and only if the restriction
coA(A⊗B Γ)→
coAΩ (20)
to the space of left coinvariants is injective. Recall from [Wor89, Thm. 5.1],
[HK03a, Lemma 6] that there exist pairings
〈·, ·〉Ω : Ω× TΩ → C, 〈adb, t〉Ω = ε(a)t(b), (21)
〈·, ·〉 : Γ× T → C, 〈adb, t〉 = ε(a)t(b), (22)
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which induce nondegenerate pairings
coAΩ× TΩ → C,
coA(A⊗B Γ)× T → C. (23)
Now, (20) is injective if and only if TΩ separates
coA(A⊗B Γ). In view of the
nondegeneracy of the second pairing in (23) and Proposition 2.6 the latter is
equivalent to T = TΩ|B. Therefore (i) is equivalent to (iii). The equivalence
between (i) and (ii) holds by duality.
2.3.5 Determining Γ∧2u
Quantum tangent spaces can also be employed to obtain information about
higher order differential calculi. Let Ω, Γ, TΩ, and T be as in Lemma 2.7. In
analogy to (21), (22) there exists a pairing
〈〈·, ·〉〉 : A⊗B Γ⊗B Γ× TΩ ⊗ T → C,
〈〈a⊗ ρ⊗ ζ, s⊗ t〉〉 := ε(a)〈ρ, s+(0)〉Ω s(1)(ζ(−1))〈ζ(0), t〉. (24)
In particular
〈〈a⊗ db⊗ dc, s⊗ t〉〉 = ε(a)s(b+c(−1))t(c(0)). (25)
To verify that 〈〈·, ·〉〉 is well defined note that
〈adb c, s〉Ω = 〈ad(bc)− abdc, s〉Ω = ε(a)s(b
+c) = 〈adb, s+(0)〉Ωs(1)(c)
and therefore
〈ρc, s+(0)〉Ω s(1)(ζ(−1))〈ζ(0), t〉 = 〈ρ, s
+
(0)〉Ω s(1)(c)s(2)(ζ(−1))〈ζ(0), t〉
= 〈ρ, s+(0)〉Ω s(1)(c(−1)ζ(−1))〈c(0)ζ(0), t〉.
Lemma 2.8. Let B ⊂ A be as in Subsection 2.2.7 and let Ω, Γ, TΩ, and T
be as in Lemma 2.7. Assume T = TΩ|B. Then the pairing 〈〈·, ·〉〉 induces a
nondegenerate pairing
coA(A⊗B Γ⊗B Γ)× (TΩ ⊗ T )/T0 → C, (26)
where T0 = {
∑
i si ⊗ ti ∈ TΩ ⊗ T |
∑
i s
+
i(0)|B ⊗ si(1)ti = 0 in B
◦ ⊗ B◦}.
Proof. Note first that
〈〈a⊗ db⊗ dc, s⊗ t〉〉 = 〈〈κ(a(1)b(−1)c(−1))a(2) ⊗ db(0) ⊗ dc(0), s⊗ t〉〉.
By definition (24) the pairing (26) is well defined and by (25) the elements
of (TΩ ⊗ T )/T0 are separated by coA(A⊗B Γ⊗B Γ).
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Conversely, recall that Γ is a projective left B-module by Remark 2.4(iii).
By Lemma 2.7 one obtains a canonical inclusion
A⊗B Γ⊗B Γ ⊂ Ω⊗B Γ ∼= Ω⊗A A⊗B Γ ⊂ Ω⊗A Ω.
Via this inclusion one identifies κ(a(−1)b(−1))⊗da(0)⊗coAdb(0) ∈ (A⊗BΓ⊗BΓ)
with κ(b(−1))ωL(a)⊗db(0) ∈ Ω⊗BΓ and with ωL(a
+b(−1))⊗ωL(b(0)) ∈ Ω⊗AΩ
where ωL(a) = κ(a(1))da(2) for all a ∈ A.
Recall [Wor89, p.164] that the pairing
〈〈·, ·〉〉 : coA(Ω⊗ Ω)× (TΩ ⊗C TΩ)→ C,
〈〈ωL(a)⊗ ωL(b), s⊗ t〉〉 = s(a)t(b), a, b ∈ A
is nondegenerate and compatible with (26). Therefore〈〈∑
i
κ(ai(−1)bi(−1))⊗ dai(0) ⊗ dbi(0), s⊗ t
〉〉
= 0 for all s ∈ TΩ, t ∈ T
implies 〈〈
∑
i ωL(a
+
i bi(−1))⊗ ωL(bi(0)), s⊗ t〉〉 = 0 for all s, t ∈ TΩ, and hence∑
i
ωL(a
+
i bi(−1))⊗ ωL(bi(0)) = 0.
Corollary 2.9. Let B ⊂ A be as in Subsection 2.2.7 and let Ω, Γ, TΩ, T ,
and T0 be as in Lemma 2.8. Assume that ΓB
+ ⊂ B+Γ. Then
dimC T0 = dimC T (dimC TΩ − dimC T ).
Proof. By Lemma 2.8 and the Remark 2.4(i) one gets
dimC(TΩ ⊗ T )/T0 = dimC(
coAA⊗B Γ⊗B Γ) = dimC(Γ⊗B Γ)/(B
+Γ⊗B Γ).
The inclusion ΓB+ ⊂ B+Γ implies that the canonical map
(Γ⊗B Γ)/(B
+Γ⊗B Γ)→ Γ/B
+Γ⊗C Γ/B
+Γ
is an isomorphism. Therefore dimC T0 = (dimC TΩ)(dimC T )− (dimΓ)2.
Corollary 2.10. Let B ⊂ A be as in Subsection 2.2.7 and let Ω, Γ, TΩ, T ,
and T0 be as in Lemma 2.8. Then the pairing (26) induces a pairing
(A⊗B Γ
∧2
u )× LinC
{∑
i
si ⊗ ti ∈ TΩ ⊗ T
∣∣∣∣ ∑
i
siti ∈ T
}/
T0 → C (27)
which is nondegenerate when restricted to coA(A⊗B Γ∧2u ) in the first compo-
nent.
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Proof. Note first that Γ∧2u = Γ
⊗2/Λ where Λ ⊂ Γ⊗2 is the left B-submodule
generated by {
∑
i dai ⊗ dbi ∈ Γ
⊗2 |
∑
i aidbi = 0}. It suffices to show that
with respect to the pairing (24) one has
(A⊗B Λ)
⊥ =
{∑
i
si ⊗ ti ∈ TΩ ⊗ T
∣∣∣∣ ∑
i
siti ∈ T
}
.
Assume that
∑
i aidbi = 0. Then∑
i,j
〈〈1⊗ dai ⊗ dbi, sj ⊗ tj〉〉 =
∑
i,j
sj(a
+
i bi(−1))tj(bi(0))
(18)
= −
∑
i,j
ε(ai)sj(bi(−1))tj(bi(0))
= −
∑
i,j
sjtj(ε(ai)bi) = −
∑
i,j
sjtj(ε(ai)b
+
i ).
Hence (16) implies that
∑
j sj⊗tj ∈ (A⊗BΛ)
⊥ if and only if
∑
j sjtj ∈ T .
3 Differential Calculus on Quantized Irreducible
Flag Manifolds
In the previous Section we have recalled basic notions and developed the
general theory necessary for the investigation of covariant DC on quantum
homogeneous spaces. Now we turn to the concrete example of quantized
flag manifolds. We first collect some facts about the corresponding algebras.
Then using the tools from the previous section the canonical covariant DC
over irreducible quantized flag manifolds is constructed and investigated in
detail.
3.1 Quantized Flag Manifolds
3.1.1 Homogeneous Coordinate Rings
The quantized homogeneous coordinate ring Sq[G/PS] of a generalized flag
manifold G/PS is defined to be the subalgebra of Cq[G] generated by the
matrix coefficients {cλf,vλ | f ∈ V (λ)
∗}, [CP94], [LR92], [TT91], [Soi92], where
vλ is a highest weight vector of V (λ). As a Uq(g)-module algebra Sq[G/PS] is
isomorphic to
⊕∞
n=0 V (nλ)
∗, where λ =
∑
s/∈S ωs, endowed with the Cartan
multiplication
V (n1λ)
∗ ⊗ V (n2λ)
∗ → V ((n1 + n2)λ)
∗.
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Recall that the subspace V (2λ) ⊂ V (λ)⊗V (λ) is the eigenspace of Rˆλ,λ with
corresponding eigenvalue q(λ,λ). It is known ([TT91], [Bra94]) that Sq[G/PS]
is quadratic, more explicitly
Sq[G/PS] ∼= C
〈
f1, . . . , fN
〉/(∑
k,l∈I
Rˆijklfkfl − q
(λ,λ)fifj
)
where Rˆ, N , I are as in Section 2.2.5. Similarly the dual quantized homo-
geneous coordinate ring Sq[G/P
op
S ] of G/PS is defined to be the subalgebra
of Cq[G] generated by {c
−w0λ
v,f−λ
| v ∈ V (λ)} where f−λ ∈ V (−w0λ) ∼= V (λ)∗
denotes the lowest weight vector dual to vλ. In terms of generators and
relations one has
Sq[G/P
op
S ]
∼= C
〈
v1, . . . , vN
〉/(∑
k,l∈I
Rˇijklvkvl − q
(λ,λ)vivj
)
.
The Uq(g)-module structure of Sq[G/PS] and Sq[G/P
op
S ] is given by identify-
ing the generators {fi | i ∈ I} and {vi | i ∈ I} with the bases of V (λ)∗ and
V (λ) chosen in Section 2.2.5. For notational reasons in what follows suppose
that vλ = vN and fλ = fN .
3.1.2 The Subalgebra Sq[G/PS]
c=1
C ⊂ Cq[G]
The tensor product Sq[G/PS]C := Sq[G/PS] ⊗ Sq[G/P
op
S ] can be endowed
with a Uq(g)-module algebra structure by
vifj := q
(λ,λ)
∑
k,l∈I
R`−ijklfk ⊗ vl. (28)
To simplify notation the tensor product symbol will be omitted in the follow-
ing. The algebra Sq[G/PS]C admits a character ε defined by ε(vi) = ε(fi) =
δiN . Note that
c :=
∑
i∈I
vifi = q
(λ,λ)
∑
i,k,l∈I
R`−iiklfkvl
is a central invariant element of Sq[G/PS]C with ε(c) = 1. The quotient
Sq[G/PS]
c=1
C := Sq[G/PS]C/(c−1) is Z-graded by deg fi = 1, deg vi = −1. Let
Snq [G/PS]
c=1
C ⊂ Sq[G/PS]
c=1
C denote the homogeneous component of degree n
with respect to this grading.
Lemma 3.1. The Uq(g)-module algebra Sq[G/PS]
c=1
C is isomorphic to the
Uq(g)-module subalgebra of Cq[G] generated by the matrix coefficients c
λ
f,vN
,
c−w0λv,fN , f ∈ V (λ)
∗, v ∈ V (λ). The isomorphism is given by
f 7→ cλf,vN v 7→ c
−w0λ
v,fN
.
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Proof. The torus C[Ki, K
−1
i | i = 1, . . . , r] ⊂ Uq(g) acts on Cq[G] by
Ki ⊲ c
λ
f,v = c
λ
f,Kiv
.
The eigenspace decomposition with respect to this action induces a Z-grading
on the subalgebra A ⊂ Cq[G] generated by the matrix coefficients cλf,vN , c
−w0λ
v,fN
,
f ∈ V (λ)∗, v ∈ V (λ). More precisely, A =
⊕
n∈ZAn where
An = LinC{c
kλ
f,v⊗k
N
c−lw0λ
v,f⊗l
N
| k, l ≥ 0, k − l = n}.
Note that LinC{c
µ
f,vµ
cνg,vw0ν | f ∈ V (µ)
∗, g ∈ V (ν)∗} ∼= V (µ)∗⊗V (ν)∗ where vµ
and vw0ν denote a highest weight vector of V (µ) and a lowest weight vector of
V (ν)∗, respectively. Therefore the relation q(λ,λ)
∑
i,k,l∈I(R`
−)iiklc
λ
fk,vN
c−w0λvl,fN =
1 implies that An can be written as a direct limit
An ∼= lim
k→∞
V (kλ)∗ ⊗ V ((k − n)λ).
of vector spaces. By construction the homogeneous components Snq [G/PS]
c=1
C
of
Sq[G/PS]
c=1
C =
∞⊕
n=0
Snq [G/PS]
c=1
C
allow the same presentation.
3.1.3 Quantized Flag Manifolds in Terms of Generators and Re-
lations
Lemma 3.1 implies that the subalgebra S0q [G/PS]
c=1
C is isomorphic to the
subalgebra Aqλ ⊂ Cq[G] generated by the elements zij := c
λ
fi,vN
c−w0λvj ,fN . It
follows from
c−w0λvi,fN c
λ
fj ,vN
= q(λ,λ)
∑
kl∈I
(R`−)ijklc
λ
fk,vN
c−w0λvl,fN (29)
that the following relations hold in Aqλ:
Pˆ12R´23zz = 0, Pˇ34R´23zz = 0, q
(λ,λ)
∑
i,j∈I
Cijzij = 1, (30)
where Pˆ := (Rˆ − q(λ,λ)Id), Pˇ := (Rˇ − q(λ,λ)Id), Ckl :=
∑
i∈I(R`
−)iikl, and leg-
notation is applied in the first two formulae. Thus, explicitly written the
first two equations of (30) take the form∑
m,n,p,t∈I
Pˆ ijnmR´
mk
pt znpztl = 0,
∑
m,n,p,t∈I
Pˇ klmtR´
jm
np zinzpt = 0.
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Let A˜qλ denote the free algebra C〈zij〉 divided by the ideal generated by the
relations (30). It follows from the Yang-Baxter-Equation that the left Uq(g)-
module homomorphisms
V (nλ)∗ ⊗ V (nλ)→ A˜qλ, fi1 . . . finvj1 . . . vjn 7→
q−n(n−1)(λ,λ)/2
∑
k1,...,kn
l1,...,ln
(
n−1∏
k=1
n−k∏
l=1
R´n+k−l,n+k−l+1
)i1...injq...jn
k1l1...knln
zk1l1 . . . zknln
V (nλ)∗ ⊗ V (nλ) →֒ V ((n+ 1)λ)∗ ⊗ V ((n+ 1)λ), fi1 . . . finvj1 . . . vjn 7→
q(n+1)(λ,λ)
∑
k1,...,kn
i,l,m
(
n+1∏
k=1
R`−k,k+1
)iii1...in
mk1...knl
fmfk1 . . . fknvlvj1 . . . vjn
are well defined. Thus one obtains a surjection
A0 ∼= lim−→V (nλ)
∗ ⊗ V (nλ)→ A˜qλ.
Note that since A0 ⊂ Cq[G] the isotypical components of the Uq(g)-module
lim−→V (nλ)
∗⊗V (nλ) are finite dimensional. As the homomorphism A˜qλ → A
q
λ,
zij 7→ zij is surjective and A
q
λ
∼= lim−→V (nλ)
∗ ⊗ V (nλ) this yields A˜qλ
∼= A
q
λ.
Define
Cq[G/LS] = {a ∈ Cq[G] | a(1) a(2)(k) = ε(k)a ∀k ∈ K}, (31)
where K := Uq(lS) is the Hopf subalgebra of Uq(g) generated by the elements
{Ki, K
−1
i , Ej, Fj | j ∈ S, i = 1, . . . , r}. By construction Cq[G/LS] is a left
Cq[G]-comodule algebra containing A
q
λ. The following proposition was proved
in [Sto02], [HK03b].
Proposition 3.2. Aqλ
∼= Cq[G/LS] as left Cq[G]-comodule algebras.
3.2 First Order Differential Calculus over Cq[G/LS]
3.2.1 Notations and Conventions
From now on we assume that G/PS is an irreducible flag manifold, in particu-
lar S = {αs}, λ = ωs for a fixed s ∈ {1, . . . , r}. To simplify notation, the iso-
morphic Cq[G]-comodule algebras Cq[G/LS], A
q
λ, and A˜
q
λ will be denoted by
B. By definition of Cq[G/LS] the algebra B is a quantum homogeneous spaces
in the sense of 2.2.7. Further, define I(1) := {i ∈ I | (ωs, ωs − αs − wt(vi)) =
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0}. Note that the elements of I(1) label a basis of the Uq(lS)-submodules
V (ωs)(1) := LinC{v ∈ V (ωs) |wt(v) = ωs − αs − β, β ∈ Q, (ωs, β) = 0} ⊂
V (ωs) and V (ωs)
∗
(1) := LinC{f ∈ V (ωs)
∗ |wt(f) = −ωs + αs + β, β ∈
Q, (ωs, β) = 0} ⊂ V (ωs)∗. As in 3.1.1 assume that vN = vωs is the high-
est weight vector of V (ωs) in the basis {vi | i ∈ I} chosen in 2.2.5.
Fix a reduced decomposition of the longest element of the Weyl group.
Let Eβ , Fβ, β ∈ R+, denote the corresponding root vectors in U [CP94, 8.1],
[KS97, 6.2].
Finally we introduce the abbreviation M := dimC g/pS = #R
+
S .
3.2.2 FODC over Sq[G/PS]
In analogy to the construction of B via Sq[G/PS] one can obtain covariant
FODC over B by first constructing covariant FODC over Sq[G/PS]. Consider
the left Sq[G/PS]-module Γ+ generated by elements dfi, i ∈ I, and relations∑
i,j∈I
aijfidfj = 0 if
∑
i,j∈I
aijfi⊗fj ∈ V (µ)
∗⊂V (ωs)
∗⊗V (ωs)
∗, µ 6= 2ωs, 2ωs−αs.
As the subspaces V (2ωs) and V (2ωs − αs) of V (ωs) ⊗ V (ωs) are uniquely
determined by the respective eigenvalues q(ωs,ωs) and −q(ωs,ωs)−(αs,αs) of Rˆωs,ωs
these relations are equivalent to
∑
i,j∈I
[
Pˆ Qˆ
]kl
ij
fidfj = 0 ∀k, l ∈ I (32)
where as above Pˆ = (Rˆ − q(ωs,ωs)Id) and Qˆ := (Rˆ + q(ωs,ωs)−(αs ,αs)Id). The
left module Γ+ can be endowed with an Sq[G/PS]-bimodule structure by
dfifj = q
(αs,αs)−(ωs,ωs)
∑
k,l∈I
Rˆijklfkdfl. (33)
Indeed, it follows from the Yang-Baxter-Equation for Rˆ that this right mod-
ule structure is well defined on Γ+. As LinC{dfi} ∼= V (ωs)∗ the bimodule Γ+
inherits a Uq(g)-module structure.
Define a linear map
d : Sq[G/PS]→ Γ+
by d(fi) := dfi and d(ab) = da b+adb for all a, b ∈ Sq[G/PS]. To verify that d
is well defined note first that for
∑
i,j∈I aijfi⊗fj ∈ V (µ)
∗ ⊂ V (ωs)∗⊗V (ωs)∗,
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µ 6= 2ωs, 2ωs − αs, one has
∑
i,j∈I aijfidfj =
∑
i,j∈I aijdfi fj = 0. Moreover,
if
∑
i,j∈I aijfi ⊗ fj ∈ V (2ωs − αs)
∗ ⊂ V (ωs)∗ ⊗ V (ωs)∗ then∑
i,j,k,l∈I
aijQˆ
ij
klfk ⊗ fl = 0
and therefore∑
i,j∈I
aijdfi fj + aijfidfj =
∑
i,j,k,l∈I
aij
(
q(αs,αs)−(ωs,ωs)Rˆ + Id
)ij
kl
fkdfl = 0.
3.2.3 FODC over Sq[G/PS]C
One can use Γ+ to construct a covariant FODC (Γ+,C, ∂) over Sq[G/PS]C as
follows. The left Sq[G/PS]C-module
Γ+,C := Sq[G/PS]C ⊗Sq [G/PS ] Γ+
∼= Sq[G/P
op
S ]⊗C Γ+
can be endowed with a right Sq[G/PS]C module structure by
dfivj = q
−(ωs,ωs)
∑
k,l∈I
R´ijklvkdfl. (34)
The differential ∂ : Sq[G/PS]C → Γ+,C defined by
∂(vi) = 0, ∂(fi) = dfi
and Leibniz rule is well defined in view of (28), (34).
There exists a pairing
〈·, ·〉 : Γ+,C ⊗ V (ωs)(1) → C, (35)
〈wdf, v〉 := ε(w)f(v) for w ∈ Sq[G/PS]C, f ∈ Sq[G/PS]
where ε and V (ωs)(1) have been defined in 3.1.2 and 3.2.1, respectively. To
verify that 〈·, ·〉 is well defined note that 〈fidfj , v〉 6= 0 implies wt(fi) = −ωs,
wt(fj) = −ωs+αs+β, (β, ωs) = 0, but then fi⊗fj ∈ V (2ωs)∗⊕V (2ωs−αs)∗ ⊂
V (ωs)
∗ ⊗ V (ωs)
∗.
Equations (28), (32), (33), and (34) imply
∂c vk = vk∂c, ∂c fk = q
(αs,αs)fk∂c, dfk c = cdfk + (q
(αs,αs) − 1)fk∂c.
(36)
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3.2.4 The FODC Γ∂
Let Λ ⊂ Γ+,C denote the subbimodule generated by ∂c, (c − 1)Γ+,C, and
Γ+,C(c − 1). Then Γ+,C/Λ is a covariant FODC over Sq[G/PS]c=1C which by
(36) as a left module is generated by dfi, i ∈ I, and relations (32) and ∂c = 0.
As ε(vi) 6= 0 if and only if vi = vN and fN(v) = 0 for all v ∈ V (ωs)(1) one
obtains 〈∂c, v〉 = 0 for all v ∈ V (ωs)(1). Therefore the pairing
〈 , 〉 : Γ+,C/Λ⊗ V (ωs)(1) → C (37)
induced by (35) is well defined. Let Γ∂ ⊂ Γ+,C/Λ denote the FODC over
B ⊂ Sq[G/PS]c=1C induced by Γ+,C/Λ.
Proposition 3.3. (i) As a left B-module Γ∂ is generated by the differen-
tials ∂zij , i, j ∈ I, and relations
Pˆ12Qˆ12R´23z∂z = 0, (38)
Pˇ34R´23z∂z = 0, (39)∑
i,j∈I
Cij∂zij = 0. (40)
(ii) The right B-module structure of Γ∂ is given by
∂zz = q(αs,αs)R`−23Rˆ12Rˇ
−
34R´23z∂z. (41)
(iii) dimΓ∂ = M .
(iv) Γ∂B+ = B+Γ∂.
(v) The quantum tangent space of Γ∂ is LinC{Fβ | β ∈ R
+
S }.
Proof. Note first that the relations (38)-(41) hold by construction in the
B-bimodule Γ∂. Thus, by (41) Γ∂ is generated by {∂zij | i, j ∈ I} as a
left B-module. Moreover, by (34) the restriction of the pairing (37) to
LinC{∂ziN | i ∈ I(1)} × V (ωs)(1) is nondegenerate. Therefore one obtains
dimΓ∂ ≥ dimC V (ωs)(1) =M .
To prove (i)-(iii) consider the left B-module Γ′∂ generated by elements
∂zij , i, j ∈ I, and relations (38)-(40). By the categorial equivalence Theorem
2.3 it suffices to verify that dimC Γ
′
∂/B
+Γ′∂ ≤ M . To this end note first that
(39) multiplied by Rˇ−34, the relation ε(zij) = δiNδjN , and (10) imply∑
m,n∈I
R´jkmnzim∂znl ∈ B
+Γ′∂ for all i, j, k, l ∈ I such that l 6= N.
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In particular one obtains
∂zkl ∈ B
+Γ′∂ for all k, l ∈ I such that l 6= N. (42)
Moreover, one calculates
q(ωs,ωs)C34R`
−
23Rˆ12Rˇ
−
34R´23z∂z
(39)
= C34R`
−
23Rˆ12R´23z∂z
(38)
= q2(ωs,ωs)−(αs ,αs)C34R`
−
23Rˆ
−
12R´23z∂z + q
(ωs,ωs)(1− q−(αs,αs)) C34z∂z︸ ︷︷ ︸
=0 by (40)
= q2(ωs,ωs)−(αs ,αs)C12R`
−
23Rˇ
−
34R´23z∂z
(39)
= q(ωs,ωs)−(αs,αs)C12z∂z
(30)
= q−(αs,αs)∂z. (43)
Here, the third equation follows from the relations
C23R`
−
12 = C12Rˇ
−
23, C23Rˆ
−
12 = C12R`
−
23 (44)
which hold as the braiding induced by the action of the universal R-matrix
is a natural isomorphism. In view of (8) and (10) Equation (43) implies
(q2(wt(vi)−wt(vj),ωs) − q−(αs,αs))∂zij ∈ B
+Γ′∂ for all i, j ∈ I. (45)
The relations (42) and (45) lead to
∂zij ∈ B
+Γ′∂ if j 6= N or i /∈ I(1). (46)
This proves dimΓ′∂ = dimC Γ
′
∂/B
+Γ′∂ ≤ dimC V (ωs)(1) = M .
We now prove (iv). By the third relation of (30) the ideal B+ ⊂ B is
generated by {zij | i 6= N or j 6= N}. Equation (41) and (10) imply that
∂zijzkl can be written as a linear combination of elements zmn∂zpt where
wt(vk) ≻ wt(vm) and wt(vl) ≻ wt(vn). This proves Γ∂B+ ⊂ B+Γ∂. The
converse inclusion follows similarly from z∂z = q−(αs,αs)R`−23Rˆ
−
12Rˇ34R´23∂zz.
To prove (v) let T denote the quantum tangent space of Γ∂. Recall from
[HK03a, Lemma 6] and Remark 2.4(i) that the pairing
Γ∂/B
+Γ∂ × T → C, (db, f) 7→ f(b)
is nondegenerate. Moreover, by [HK03b, Theorem 7.2] there exist pre-
cisely two non-isomorphic covariant FODC of dimension M over B. The
corresponding quantum tangent spaces are T∂ = LinC{Fβ | β ∈ R
+
S } and
T∂ = LinC{Eβ | β ∈ R
+
S }. As T∂ vanishes on all ziN , i ∈ I(1), relation (46)
implies T 6= T∂ .
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3.2.5 The FODC Γ∂
There exists a second covariant FODC Γ∂ over B of dimension dim g/pS.
This calculus can be obtained from a covariant FODC over Sq[G/P
op
S ] in
the same way as Γ∂ has been obtained from Γ+. In analogy to Γ+ a left
Sq[G/P
op
S ]-module Γ− can be defined by generators dvi, i ∈ I, and relations∑
i,j∈I
[
Pˇ Qˇ
]kl
ij
vidvj = 0 ∀k, l ∈ I, (47)
where as before Pˇ = (Rˇ − q(ωs,ωs)Id) and Qˇ := (Rˇ + q(ωs,ωs)−(αs,αs)Id). The
left module Γ− can be endowed with a Sq[G/P
op
S ]-bimodule structure by
dvivj = q
(ωs,ωs)−(αs,αs)
∑
k,l∈I
Rˇ−ijklvkdvl.
Defining the differential d : Sq[G/P
op
S ] → Γ− by d(vi) = dvi and the Leibniz
rule one obtains the desired covariant FODC over Sq[G/P
op
S ]. To construct
a covariant FODC (Γ−,C, ∂) over Sq[G/PS]C consider the left Sq[G/PS]C-
module Γ−,C := Sq[G/PS]C ⊗Sq [G/P opS ] Γ−
∼= Sq[G/PS]⊗C Γ−. Then Γ−,C can
be endowed with a right Sq[G/PS]C module structure by
dvifj = q
(ωs,ωs)
∑
k,l∈I
R`−ijklfkdvl. (48)
The differential ∂ : Sq[G/PS]C → Γ−,C is defined by
∂(fi) = 0, ∂(vi) = dvi.
and Leibniz rule. There exists a pairing
〈 , 〉 : Γ−,C ⊗ V (ωs)
∗
(1) → C, (49)
〈wdv, f〉 := ε(w)f(v), for w ∈ Sq[G/PS]C, v ∈ Sq[G/P
op
S ].
In analogy to (36) one has
∂c fk=fk∂c, ∂c vk=q
−(αs,αs)vk∂c, dvk c=cdvk + (q
−(αs,αs)−1)vk∂c. (50)
Let Λ ⊂ Γ−,C denote the subbimodule generated by ∂c, (c − 1)Γ−,C, and
Γ−,C(c− 1). Then Γ−,C/Λ is a covariant FODC over Sq[G/PS]c=1C which as a
left module is generated by dvi, i ∈ I, and relations (47) and ∂c = 0. Again
the pairing
〈 , 〉 : Γ−,C/Λ⊗ V (ωs)
∗
(1) → C (51)
induced by (49) is well defined. Let Γ∂ ⊂ Γ−,C/Λ denote the FODC over B
induced by Γ−,C/Λ.
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Proposition 3.4. (i) As a left B-module Γ∂ is generated by the differen-
tials ∂zij, i, j ∈ I, and relations
Pˇ34Qˇ34R´23z∂z = 0, (52)
Pˆ12R´23z∂z = 0, (53)∑
i,j∈I
Cij∂zij = 0. (54)
(ii) The right B-module structure of Γ∂ is given by
∂zz = q−(αs,αs)R`−23Rˆ12Rˇ
−
34R´23z∂z. (55)
(iii) dimΓ∂ = M .
(iv) Γ∂B
+ = B+Γ∂.
(v) The quantum tangent space of Γ∂ is LinC{Eβ | β ∈ R
+
S }.
Proof. The proof is performed in analogy to the proof of Proposition 3.3.
The following remarks may be helpful. Let Γ′
∂
denote the left B-module
generated by elements ∂zij , i, j ∈ I, and relations (52)-(54). Then relation
(53) implies ∂zij =
∑
k∈I zik∂zkj and therefore
∂zkl ∈ B
+Γ′
∂
for all k, l ∈ I such that k 6= N . (56)
Similarly to (43) one calculates
q(ωs,ωs)C34R`
−
23Rˆ12Rˇ
−
34R´23z∂z = q
(αs,αs)∂z
which in view of (10) implies
(q2(wt(vi)−wt(vj),ωs) − q(αs,αs))∂zij ∈ B
+Γ′
∂
.
3.2.6 The FODC Γd
To obtain a q-deformed analogue of classical Ka¨hler differentials over C[G/LS]
we consider the sum
Γd := Γ∂ + Γ∂. (57)
Corollary 3.5. (i) Γd = Γ∂ ⊕ Γ∂, in particular as a left B-module Γd is
generated by the elements ∂zij , ∂zij, i, j ∈ I.
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(ii) dimΓd = 2M .
(iii) ΓdB+ = B+Γd.
Proof. Recall that a sum of covariant FODC over B is direct if and only if
the sum of their quantum tangent spaces is direct in B◦. Now all statements
of the corollary follow from Proposition 3.3 and 3.4.
3.3 Higher Order Differential Calculus
The aim of this subsection is to determine the dimensions of the homogeneous
components of the universal DC Γ∧∂,u, Γ
∧
∂,u
, and Γ∧d,u corresponding to the
covariant FODC Γ∂, Γ∂, and Γd, respectively. As in the previous subsection
we first focus on Γ∂ .
3.3.1 The Differential Calculus Γ∧∂,u
Recall from Proposition 3.3(iv) that B+Γ∂ = Γ∂B
+ and hence Γ∧∂,u/B
+Γ∧∂,u
is an algebra generated by V∂ := Γ∂/B+Γ∂ . For i ∈ I(1) let xi ∈ V∂ denote
the equivalence class of ∂ziN ∈ Γ∂. Note that V∂ is an irreducible K-module
isomorphic to V (ωs)
∗
(1) with one-dimensional weight spaces. Therefore each
irreducible K-module in V∂ ⊗ V∂ occurs with multiplicity ≤ 1. Hence the
following notion makes sense. An irreducibleK-submodule of V∂⊗V∂ is called
(anti)symmetric if the weight vectors of the corresponding classical U(lS)-
module are (anti)symmetric. Let V∂⊗V∂ = S∂⊕A∂ denote the decomposition
into the symmetric and antisymmetric subspaces.
In order to describe the algebra Γ∧∂,u/B
+Γ∧∂,u in terms of generators and
relations it is useful to consider the −N0-filtration H on the vector space
V (ωs)
∗
(1) ⊗ V (ωs)
∗
(1) defined by
Hn(V (ωs)
∗
(1) ⊗ V (ωs)
∗
(1)) = LinC{EβfN ⊗ EγfN | max(ht(β), ht(γ)) ≥ −n}
where ht(
∑r
i=1 niαi) =
∑r
i=1 ni. Moreover, we introduce the following nota-
tion: for any β ∈ R+S set xβ := xi where i ∈ I(1) and wt(fi) = wt(EβfN ).
Consider the totally ordered abelian semigroup
N = {(k, n1, . . . , nk) | k ∈ N0, ni ∈ −N, ni ≤ nj ∀ i < j}
with the lexicographic order. The sum of two elements of N is defined by
(k, n1, . . . , nk) + (l, m1, . . . , ml) = (k + l, r1, . . . , rk+l)
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where r1, . . . , rk+l are the numbers n1, . . . , nk, m1, . . . , ml in increasing order.
The filtration H induces an N -filtration on the algebra Γ∧∂,u/B
+Γ∧∂,u defined
by
deg(xγ) = (1,−ht(γ)). (58)
This filtration will also be denoted by H.
Proposition 3.6. (i) The algebra Γ∧∂,u is generated by the elements zij , ∂zij,
i, j ∈ I, and relations (30), (38)–(41), and
Qˆ12R´23∂z ∧ ∂z = 0, Pˇ34R´23∂z ∧ ∂z = 0. (59)
(ii) The algebra Γ∧∂,u/B
+Γ∧∂,u is isomorphic to V
⊗
∂ /(S∂).
(iii) In the associated graded algebra GrHΓ
∧
∂,u/B
+Γ∧∂,u the following relations
hold:
xβ ∧ xγ + q
(β,γ)xγ ∧ xβ = 0 for all β, γ ∈ R
+
S s. t. ht(γ) ≤ ht(β).
(iv) The set {xi1∧xi2∧· · ·∧xik | i1 < i2 < · · · < ik} is a basis of Γ
∧k
∂,u/B
+Γ∧k∂,u.
In particular dimΓ∧k∂,u =
(
M
k
)
.
Proof. (i) Recall that by construction Γ∧∂,u is the quotient of the tensor alge-
bra Γ⊗∂ by the ideal generated by{∑
i
∂ai ⊗ ∂bi
∣∣∣∣ ∑
i
ai∂bi = 0
}
.
By Proposition 3.3(i),(ii) this ideal is generated by
{Pˆ12Qˆ12R´23∂z ⊗ ∂z, Pˇ34R´23∂z ⊗ ∂z, ∂z ⊗ ∂z + q
(αs,αs)R`−23Rˆ12Rˇ
−
34R´23∂z ⊗ ∂z}
and therefore coincides with the ideal generated by
{Qˆ12R´23∂z ⊗ ∂z, Pˇ34R´23∂z ⊗ ∂z}.
(ii) We first prove that dimΓ∧2∂,u = M(M − 1)/2. Let T
ε
Ω ⊂ Uq(g) denote the
right coideal generated by {KβFβ | β ∈ R
+
S }. Let Ω denote the left covariant
FODC over A with quantum tangent space TΩ = (T εΩ)
+. By Proposition
3.3(v) the space TΩ|B = T∂ is the quantum tangent space of Γ∂. By Propo-
sition 2.6 one has Ω|B = Γ∂ and therefore Corollary 2.10 can be applied.
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By Corollary 2.9 and Proposition 3.3(iv) one obtains dimC T0 =M(dimC TΩ−
M). On the other hand consider the linear map
m : TΩ ⊗ T∂ → U−/T∂, s⊗ t 7→ st
where U− = Uq(g)/Uq(g)(K
++Uq(b)
+). If β1, . . . , βM denote the elements of
R+S then by [HK03b, Prop. 5.2] the map m satisfies Im(m) = LinC{FβiFβj | i ≤
j} and hence dim Im(m) = M(M + 1)/2. By Corollary 2.10 this implies
dim Γ∧2∂,u = M(M − 1)/2. (60)
By the first equation of (59) and (10) the generators xi of Γ
∧
∂,u/B
+Γ∧∂,u satisfy
the relation ∑
k,l∈I(1)
Qˆijklxk ∧ xl = 0 for all i, j ∈ I.
For Q := LinC{
∑
k,l∈I(1)
Qˆijklxk ⊗ xl | i, j ∈ I} ⊂ V∂ ⊗ V∂ by (60) one has
dimCQ ≤ M(M + 1)/2 = dimC S∂ . Moreover, both S∂ and Q are K-
submodules of V∂ ⊗ V∂. Therefore it suffices to show that the dimension
of any weight space of S∂ does not exceed the dimension of the correspond-
ing weight space of Q.
For any element
∑
i,j∈I aijfi ⊗ fj ∈ V (2ωs)
∗ ⊂ V (ωs)∗ ⊗ V (ωs)∗ where
aij ∈ C one has∑
i,j,k,l∈I
aijQˆ
ij
klfk ⊗ fl = q
(ωs,ωs)(1 + q−(αs,αs))
∑
i,j∈I
aijfi ⊗ fj
and therefore
∑
i,j∈I(1)
aijxi ⊗ xj ∈ Q. For β, γ ∈ R
+
S one calculates
EγEβ(fN ⊗ fN) =Eγ(q
−(αs,αs)/2EβfN ⊗ fN + fN ⊗ EβfN)
=q−(αs,αs)EγEβfN ⊗ fN + q
−(αs,αs)/2EβfN ⊗ EγfN
+ q(β,γ)−(αs ,αs)/2EγfN ⊗ EβfN + fN ⊗ EγEβfN
+
n∑
i,j=1
aijEβifN ⊗ EβjfN (61)
where in the last term βi, βj ∈ R
+
S such that max(ht(βi), ht(βj)) > ht(β) and
the complex numbers aij depend on β and γ. Then (61) implies that for every
β, γ ∈ R+S with ht(γ) ≤ ht(β) there exists vβ,γ ∈ Hn(V (ωs)
∗
(1) ⊗ V (ωs)
∗
(1)),
n < −ht(β), such that
xβ ⊗ xγ + q
(β,γ)xγ ⊗ xβ + vβ,γ ∈ Q. (62)
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This implies that the dimension of any weight space of S∂ does not exceed
the dimension of the corresponding weight space of Q.
(iii) follows immediately from (62).
(iv) By (ii) the assertion holds for k ≤ 2. Moreover, (iii) implies that
the set {xi1 ∧ xi2 ∧ · · · ∧ xik | i1 < i2 < · · · < ik} generates the vector spaces
Γ∧k∂,u/B
+Γ∧k∂,u. By the diamond lemma it suffices to prove the claim for k = 3.
To this end define V∂ := Γ∂/B
+Γ∂
∼= V (ωs)(1) and let V∂ ⊗ V∂ = S∂ ⊕ A∂
denote the decomposition into the symmetric and antisymmetric subspaces.
By [HK03b, Cor. 6.7] the graded vector spaces V ⊗
∂
/(A∂) and C[x1, . . . , xM ]
are isomorphic. Thus one has
dim(A∂ ⊗ V∂ + V∂ ⊗A∂) = M
3 −
(
M + 2
3
)
.
The canonical pairing between V (ωs)
∗
(1) and V (ωs)(1) induces a nondegenerate
pairing of K-modules
V ⊗3∂ ⊗ V
⊗3
∂
→ C, (x′⊗x′′⊗x′′′)⊗ (y′′′⊗y′′⊗y′) 7→ x′(y′)x′′(y′′)x′′′(y′′′).
With respect to this pairing the equation
S∂ ⊗ V∂ ∩ V∂ ⊗ S∂ = (A∂ ⊗ V∂ + V∂ ⊗ A∂)
⊥
holds. Therefore
dimC(S∂ ⊗ V∂ + V∂ ⊗ S∂) = 2M dimC S∂ − dim(S∂ ⊗ V∂ ∩ V∂ ⊗ S∂)
=M2(M + 1)−
(
M + 2
3
)
=
(
M
3
)
which by (ii) implies the claim for k = 3.
3.3.2 The Differential Calculus Γ∧
∂,u
The situation for Γ∂ is completely analogous. By Proposition 3.4(v) one
has B+Γ∂ = Γ∂B
+ and hence Γ∧
∂,u
/B+Γ∧
∂,u
is an algebra generated by V∂ :=
Γ∂/B
+Γ∂. For i ∈ I(1) let yi ∈ V∂ denote the equivalence class of ∂zNi ∈ Γ∂.
Moreover, we use the following notation: for any β ∈ R+S set yβ := yi where
i ∈ I(1) and wt(fi) = wt(EβfN ).
As in the proof of Proposition 3.6 let V∂ ⊗ V∂ = S∂ ⊕ A∂ denote the de-
composition into the symmetric and antisymmetric K-submodules. The al-
gebra Γ∧
∂,u
/B+Γ∧
∂,u
can be endowed with an N -filtration defined by deg(yγ) =
(1,−ht(γ)). The proof of the following Proposition is a word by word trans-
lation of the proof of Proposition 3.6.
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Proposition 3.7. (i) The algebra Γ∧
∂,u
is generated by the elements zij , ∂zij,
i, j ∈ I, and relations (30), (52)–(55) and
Pˆ12R´23∂z ∧ ∂z = 0, Qˇ34R´23∂z ∧ ∂z = 0. (63)
(ii) The algebra Γ∧
∂,u
/B+Γ∧
∂,u
is isomorphic to V ⊗
∂
/(S∂).
(iii) In the associated graded algebra GrHΓ
∧
∂,u
/B+Γ∧
∂,u
the following relations
hold:
yβ ∧ yγ + q
−(β,γ)yγ ∧ yβ = 0 for all β, γ ∈ R
+
S s. t. ht(γ) ≤ ht(β).
(iv) The set {yi1 ∧yi2 ∧· · ·∧yik | i1 < i2 < · · · < ik} is a basis of Γ
∧k
∂,u
/B+Γ∧k
∂,u
.
In particular dimΓ∧k
∂,u
=
(
M
k
)
.
3.3.3 Extending ∂ and ∂ to Γ∧d,u
Our next aim is to obtain results for Γ∧d,u analogous to Propositions 3.3 and
3.4. To this end we first show that the decomposition Γd = Γ∂ ⊕ Γ∂ induces
differentials ∂ and ∂ on Γ∧d,u such that d = ∂+∂ also holds in higher degrees.
Proposition 3.8. There exists a uniquely determined linear map ∂ : Γ∧d,u →
Γ∧d,u such that
(i) ∂(B) ⊂ Γ∂ ⊂ Γd and ∂|B coincides with the differential ∂ considered in
Section 3.2.
(ii) ∂(da) = −d(∂a) for all a ∈ B.
(iii) (Γ∧d,u =
⊕
i∈N0 Γ
∧i
d,u, ∂) is a differential graded algebra.
The map ∂ satisfies ∂d = −d∂.
Proof. Uniqueness holds as B and dB generate the algebra Γ∧d,u. To prove
existence the following auxiliary lemma is needed. Let TΩ,E and TΩ,F denote
the intersection of ker ε with the right coideal of Uq(g) generated by {Eβ | β ∈
R+S } and {KβFβ | β ∈ R
+
S }, respectively. By (4) the sum TΩ = TΩ,E +TΩ,F ⊂
Uq(g) is direct. Moreover, TΩ is the quantum tangent space of a left covariant
FODC Ω over A such that Ω|B = Γd. Let πΩ,E , πΩ,F : TΩ = TΩ,E⊕TΩ,F → TΩ
and πE , πF : T = T∂ ⊕ T∂ → T denote the canonical projections onto TΩ,E,
TΩ,F , T∂ , and T∂, respectively. Recall the pairings (22) and (24).
Lemma 3.9. The pairings
〈·, ·〉 : Γd × T → C, 〈〈·, ·〉〉 : A⊗B Γd ⊗B Γd × TΩ ⊗ T → C
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satisfy the relations
〈∂a, t〉 = 〈da, πF t〉, 〈∂a, t〉 = 〈da, πEt〉, (64)
〈〈∂a⊗ ρ, s⊗ t〉〉 = 〈〈da⊗ ρ, πΩ,Fs⊗ t〉〉, (65)
〈〈∂a⊗ ρ, s⊗ t〉〉 = 〈〈da⊗ ρ, πΩ,Es⊗ t〉〉, (66)
〈〈ρ⊗ ∂a, s⊗ t〉〉 = 〈〈ρ⊗ da, s⊗ πF t〉〉, (67)
〈〈ρ⊗ ∂a, s⊗ t〉〉 = 〈〈ρ⊗ da, s⊗ πEt〉〉 (68)
for all a ∈ B, ρ ∈ Γd, s ∈ TΩ, t ∈ T .
Proof of Lemma 3.9. To prove (64) recall that by (46) and Proposition 3.3(i)
∂a ∈ LinC{∂ziN | i ∈ I(1)}+ B
+Γ∂ for all a ∈ B.
Moreover, (56) implies ∂ziN ∈ B
+Γd if i ∈ I(1). Therefore using Corollary
3.5(i) and ∂ziN = dziN − ∂ziN one obtains
∂a ∈ LinC{dziN | i ∈ I(1)}+ B
+Γd for all a ∈ B.
Since (πEt)(ziN ) = 0 for all i ∈ I(1) this implies 〈∂a, πEt〉 = 0 and hence
〈∂a, t〉 = 〈∂a, πF t〉 for all a ∈ B, t ∈ T .
Analogously one obtains
〈∂a, t〉 = 〈∂a, πEt〉 for all a ∈ B, t ∈ T
which yields (64). The remaining formulae follow from (64) and the definition
(24) using
πΩ,Fs
+
(0) ⊗ s(1) = (πΩ,Fs)
+
(0) ⊗ (πΩ,F s)(1),
πΩ,Es
+
(0) ⊗ s(1) = (πΩ,Es)
+
(0) ⊗ (πΩ,Es)(1)
}
for all s ∈ TΩ.
We continue with the proof of Proposition 3.8. The first step to prove
existence of the map ∂ : Γ∧d,u → Γ
∧
d,u is to show that
∂ : Γ∧1d,u → Γ
∧2
d,u, ∂(adb) := ∂a ∧ db− a d∂b (69)
is well defined. Assume that
∑
i aidbi = 0. Then
∑
i ai∂bi = 0 and hence∑
i
(∂ai ∧ dbi − aid∂bi) =
∑
i
(∂ai ∧ dbi + dai ∧ ∂bi)
=
∑
i
(2∂ai ∧ ∂bi + ∂ai ∧ ∂bi + ∂ai ∧ ∂bi).
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Observe that {
∑
i(2∂ai ∧ ∂bi + ∂ai ∧ ∂bi + ∂ai ∧ ∂bi) |
∑
i aidbi = 0} is a left
A-subcomodule of Γ∧2d,u. Thus by Corollary 2.10 it suffices to show that∑
i,j
〈〈(2∂ai ∧ ∂bi + ∂ai ∧ ∂bi + ∂ai ∧ ∂bi), sj ⊗ tj〉〉 = 0 (70)
whenever
∑
i aidbi = 0 and
∑
j sjtj ∈ T . By Lemma 3.9 the left hand side
of (70) is equal to∑
i,j
〈〈dai ∧ dbi, sj ⊗ tj + πΩ,F sj ⊗ πF tj − πΩ,Esj ⊗ πEtj〉〉.
As
∑
j πΩ,F sjπF tj ,
∑
j πΩ,EsjπEtj ∈ T whenever
∑
j sjtj ∈ T , the relation∑
i dai ∧ dbi = 0 implies (70) and therefore (69) is well defined.
To verify that ∂ is well defined on Γ∧d,u it suffices to check that∑
i
∂dai ∧ dbi − dai ∧ ∂dbi = 0
whenever
∑
i aidbi = 0, ai, bi ∈ B. This follows from
∂da ∧ db− da ∧ ∂db = −d(∂a ∧ db− ad∂b) = −d(∂(adb))
for all a, b ∈ B.
The property ∂dρ = −d∂ρ for all ρ ∈ Γ∧kd,u is proved by induction over k.
Next we show that (∂ ◦ ∂)|B = 0. To this end we calculate the adjoint
operators of d and ∂ with respect to the pairing (27). Assume that
∑
j sjtj ∈
T , sj ∈ TΩ, tj ∈ T , then〈〈
d(adb),
∑
j
sj ⊗ tj
〉〉
=
〈〈
da⊗ db,
∑
j
sj ⊗ tj
〉〉
(25)
=
∑
j
sj(a
+b(−1))tj(b(0))
=
∑
j
sj(ab(−1))tj(b(0))− ε(a)sjtj(b)
and hence〈〈
dρ,
∑
j
sj ⊗ tj
〉〉
=
∑
j
sj(ρ(−1))〈ρ(0), tj〉 −
〈
ρ,
∑
j
sjtj
〉
(71)
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for all ρ ∈ Γ∧1d,u. Similarly, for all a, b ∈ B, using Lemma 3.9, one obtains〈〈
∂(adb),
∑
j
sj ⊗ tj
〉〉
=
〈〈
∂a ∧ db+ da ∧ ∂b − d(a∂b),
∑
j
sj ⊗ tj
〉〉
(71)
=
〈〈
da⊗ db,
∑
j
(πΩ,F sj ⊗ tj + sj ⊗ πF tj)
〉〉
−
∑
j
sj(a(−1)b(−1))〈a(0)∂b(0), tj〉+
〈
a∂b,
∑
j
sjtj
〉
(71)
=
∑
j
πΩ,F sj(a(−1)b(−1))〈a(0)db(0), tj〉
−
〈
adb,
∑
j
[(πΩ,F sj)tj + sj(πF tj)− πF (sjtj)]
〉
.
This leads to〈〈
∂2a,
∑
j
sj ⊗ tj
〉〉
=
∑
j
πΩ,Fsj(a(−1))〈∂a(0), tj〉
−
〈
∂a,
∑
j
[sjtj − πΩ,EsjπEtj + πΩ,FsJπF tj − πF (sjtj)]
〉
=
∑
j
πΩ,F sj(a(−1))πF tj(a(0))−
〈
da,
∑
j
πΩ,F sjπF tj
〉
= 0.
It remains to prove ∂2ρ = 0 for all ρ ∈ Γ∧kd,u, k ≥ 1, which is obtained by
induction over k. Assume ∂2ω = 0 then using ∂d = −d∂ one gets
∂2(da ∧ ω) = ∂(−d∂a ∧ ω − da ∧ ∂ω) = d(∂2a) ∧ ω + da ∧ ∂2ω = 0.
Remark 3.10. For the map ∂ : Γ∧d,u → Γ
∧
d,u defined by ∂ := d − ∂ one
immediately obtains properties analogous to Proposition 3.8. Moreover, one
verifies that ∂∂ + ∂∂ = 0.
3.3.4 The Differential Calculus Γ∧d,u
Now we are prepared to write the algebra Γ∧d,u in terms of generators and
relations and to calculate dimΓ∧kd,u for all k. By Propositions 3.3(v) and
3.4(v) one has B+Γd = ΓdB+ and hence Γ∧d,u/B
+Γ∧d,u is an algebra generated
by Γd/B+Γd = Γ∂/B+Γ∂ ⊕ Γ∂/B
+Γ∂. Recall that for β ∈ R
+
S we write xβ
and yβ to denote the equivalence class of ∂ziN ∈ Γ∂ and ∂zNi ∈ Γ∂ for
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suitable i ∈ I(1), respectively. The algebra Γ∧d,u/B
+Γ∧d,u can be endowed with
an N -filtration defined by deg(xγ) = (1,−ht(γ)) = deg(yγ). As before this
N -filtration will be denoted by H.
Proposition 3.11. (i) The algebra Γ∧d,u is generated by the elements zij,
∂zij , ∂zij, i, j ∈ I, and relations (30), (38) – (41), (52) – (55), (59),
(63), and
∂z∧∂z = −q−(αs,αs)T−1234∂z∧∂z + q
(ωs,ωs)−(αs ,αs)zC12T
−
1234∂z∧∂z (72)
where T−1234 = R`
−
23Rˆ
−
12Rˇ34R´23.
(ii) The algebra Γ∧d,u/B
+Γ∧d,u is isomorphic to (V∂⊕V∂)
⊗/(S∂+S∂+J) where
J ⊂ (V∂ ⊗ V∂)⊕ (V∂ ⊗ V∂) is the subspace spanned by all expressions of
the form
yi ⊗ xj + q
(ωs,ωs)−(αs,αs)
∑
k,l∈I(1)
R`−ijklxk ⊗ yl, i, j ∈ I(1). (73)
(iii) In the associated graded algebra GrHΓ
∧
d,u/B
+Γ∧d,u the following relations
hold:
yβ ∧ yγ + q
−(β,γ)yγ ∧ yβ = 0,
xβ ∧ xγ + q
(β,γ)xγ ∧ xβ = 0
for all β, γ ∈ R+S such that ht(γ) ≤ ht(β), and
yβ ∧ xγ + q
−(β,γ)xγ ∧ yβ = 0
for all β, γ ∈ R+S .
(iv) For all k ∈ N0 the canonical map⊕
i+j=k
Γ∧i∂,u/B
+Γ∧i∂,u ⊗ Γ
∧j
∂,u
/B+Γ∧j
∂,u
→ Γ∧kd,u/B
+Γ∧kd,u (74)
is an isomorphism. In particular dimΓ∧kd,u =
(
2M
k
)
.
Proof. (i) By Corollary 3.5 the algebra Γ∧d,u is generated by the elements
zij , ∂zij , ∂zij , i, j ∈ I. Moreover, Propositions 3.3 and 3.4 imply that the
relations (38) – (41) and (52) – (55) hold. Applying ∂ and ∂ one obtains (59)
and (63). In the following we verify (72).
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Using (44) and applying C23Rˇ
−
34 to (39) and C23Rˆ
−
12 to (53) one obtains
for D := CR´ the relations
D23z ∂z = 0, D23z ∂z = ∂z.
Leibniz rule for ∂ yields D23∂z z = 0 and D23∂z ∧ ∂z = D23z ∂∂z. Thus one
gets
∂∂z = D23∂(z∂z) = D23(∂z ∧ ∂z + ∂z ∧ ∂z).
With the abbreviation T1234 = R`
−
23Rˆ12Rˇ
−
34R´23 using (41) and (55) this leads
to
∂∂z z = D23(∂z ∧ ∂z + ∂z ∧ ∂z)z = D23T3456T1234(z∂z ∧ ∂z + z∂z ∧ ∂z)
= D23R`
−
45Rˆ34R`
−
23Rˆ12Rˇ
−
56R´45Rˇ
−
34R´23(z∂z ∧ ∂z + z∂z ∧ ∂z)
= R`−23D34Rˆ12Rˇ
−
56R´45Rˇ
−
34R´23(z∂z ∧ ∂z + z∂z ∧ ∂z)
= R`−23Rˆ12Rˇ
−
34D45R´23(z∂z ∧ ∂z + z∂z ∧ ∂z)
= T1234z∂∂z (75)
where the relations
D12Rˆ23R`
−
12 = D23, D12R´23Rˇ
−
12 = D23
have been used. Now ∂ is applied to (41) which leads to
∂∂z z − ∂z ∧ ∂z = q(αs,αs)T1234∂z ∧ ∂z + q
(αs,αs)T1234z∂∂z.
In view of (75) multiplication by T−1234 yields
(1− q(αs,αs))z∂∂z = T−1234∂z ∧ ∂z + q
(αs,αs)∂z ∧ ∂z. (76)
Application of C12 leads to
q−(ωs,ωs)(1− q(αs,αs))∂∂z = C12T
−
1234∂z ∧ ∂z.
Inserting this formula in (76) one finally gets the desired Equation (72).
Now Propositions 3.6(iv), 3.7(iv) and (72) imply
dimΓ⊗2d /Λ ≤
(
2M
2
)
where Λ ⊂ Γ⊗2d denotes the B-bimodule corresponding to the relations (59),
(63), and (72). Let Ω denote the left covariant FODC over A defined in the
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proof of Proposition 3.8. Recall that Ω|B = Γd and TΩ|B = T and therefore
Corollary 2.10 can be applied. By Corollaries 2.9 and 3.5(iii) one obtains
dimC T0 = 2M(dimC TΩ−2M). On the other hand let β1, . . . , βM denote the
elements of R+S . By [HK03b, Prop. 5.2] the linear map
m : TΩ ⊗ T → U/T, s⊗ t 7→ st.
satisfies Im(m) = LinC{FβiFβj , EβFγ , EβiEβj | i ≤ j, β, γ ∈ R
+
S } and there-
fore dim Im(m) = 2M(2M + 1)/2. By Corollary 2.10 one obtains
dim Γ∧2d,u =
(
2M
2
)
. (77)
This implies Γ⊗2d /Λ = Γ
∧2
d,u and completes the proof of (i) as Γ
∧
d,u is a quadratic
algebra.
(ii) The algebra Γ∧d,u/B
+Γ∧d,u is generated by the elements xi, yi, i =
1, . . . ,M , and the relations induced by (59), (63), and (72). It has already
been stated in Proposition 3.6 and Proposition 3.7 that the relations induced
by (59) and (63) are obtained by setting S∂ ⊂ V∂ ⊗ V∂ and S∂ ⊂ V∂ ⊗ V∂
equal to zero. On the other hand (10) and (72) imply that (73) vanishes in
Γ∧d,u/B
+Γ∧d,u. By (77) there can be no more quadratic relations.
(iii) The first two relations of (iii) have already been stated in Propositions
3.6 and 3.7. In view of (10) and the definition of the filtration H the last
relation follows from (73).
(iv) By Equation (59), (63), and (72) the vector space Γ∧d,u/B
+Γ∧d,u is a
quotient of the tensor product (Γ∧∂,u/B
+Γ∧∂,u) ⊗ (Γ
∧
∂,u
/B+Γ∧
∂,u
). Moreover,
the map (74) is an isomorphism if and only if there exists a product ∧
on (Γ∧∂,u/B
+Γ∧∂,u) ⊗ (Γ
∧
∂,u
/B+Γ∧
∂,u
) which extends the algebra structures of
Γ∧∂,u/B
+Γ∧∂,u and Γ
∧
∂,u
/B+Γ∧
∂,u
and satisfies (73). Existence of the product ∧
follows from Lemma 2.2 and the naturality of the braiding (8) of Uq([lS, lS]).
Remark 3.12. (i) For g = on, s = 1, and g = sln the algebras Γ
∧
∂,u/B
+Γ∧∂,u
are well known examples of quantized exterior algebras [CP94, Def. 7.4.4],
[FRT89].
(ii) Propositions 3.11(iv), 3.6(iv), and 3.7(iv) imply that Γ∧2Md,u /B
+Γ∧2Md,u is
a one dimensional trivial K-module. Thus Γ∧2Md,u is a free left B-module gen-
erated by one left coinvariant element. In contrast the covariant differential
calculi Γ∧∂,u and Γ
∧
∂,u
do not admit a volume form.
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