The effects of urban poverty and neighborhood characteristics on children and adolescents have been the subject of increased interdisciplinary research since the publication of William Julius Wilson's The Truly Disadvantaged (1987) . Many works test Wilson's hypothesis that growing up amid concentrated poverty has deleterious effects on children be-cause of social isolation from role models, a lack of employment opportunities, and limited social networks. From a public policy perspective, the possible relations of neighborhood conditions to such individual outcomes as education, childbearing, income, and employment have implications for decisions on a range of public programs, including welfare, housing, education, and child care.
Empirical studies examining neighborhood effects vary greatly with respect to data, model specification, and findings. These variations make it difficult to draw broad conclusions about neighborhood effects. Donna Ginther, Robert Haveman, and Barbara Wolfe (2000) suggest that these disparities may result in part from differences in ways that studies address nonrandom selection of neighborhood and omitted variable bias. Families may move to neighborhoods for certain unobserved reasons, and this sorting process has the potential to bias results. The unobserved ways in which families both mediate and moderate neighborhood effects also have the potential to bias results. The question, therefore, is to what extent traditional regression analyses overestimate or underestimate neighborhood effects.
Although Tama Leventhal and Jeanne Brooks-Gunn's (2000) recent review of neighborhood literature proposes that neighborhood effects tend to account for 5-10 percent of the variance in child and adolescent developmental outcomes, the majority of the reviewed studies do not account for endogenous effects of neighborhood selection or unobserved parental characteristics. The literature also usually fails to address the timing of neighborhood effects across the developmental life span of children and adolescents (Ellen and Turner 1997) . While most studies focus on the effect of neighborhood factors on adolescents, few look at the influence of neighborhoods in earlier stages of childhood.
This work studies a sample of siblings from the Panel Study of Income Dynamics (PSID), comparing estimates of neighborhood effects on adult income for ordinary least squares (OLS) and fixed-effect models. The fixed-effect models address issues of selection bias, endogenous membership, and omitted variable bias, minimizing the possibility that estimated long-term economic differences between individuals result merely from a prior sorting process or from unobserved sibling-invariant parental characteristics. This study examines the extent to which adult earnings are influenced by neighborhood factors at four different stages of development: early childhood, middle childhood, preadolescence, and adolescence. 1 The findings suggest that neighborhood effects are present even at the earliest stages of life.
Theoretical Issues of Neighborhood Studies
In considering the effects of neighborhoods on children and adolescents, this study examines three primary theoretical issues: the existing theories on the neighborhood effects, the factors that confound estimation, and the timing of neighborhood effects. Included in this discussion are issues of how the different neighborhood theories relate to statistical models, differences between OLS and other types of statistical models, and how neighborhoods may differentially affect children and adolescents.
Neighborhood Theories
Christopher Jencks and Susan Mayer (1990) extend Wilson's work with an influential review suggesting that there are six primary theoretical mechanisms to describe how neighborhoods may affect individual outcomes: the collective socialization theory, the social isolation theory, the epidemic theory, the competition theory, the relative deprivation theory, and the institutional resources theory. For more than a decade, these theories have been the bases for numerous studies on children and youth (Crane 1991; Aaronson 1998; Plotnick and Hoffman 1999; Vartanian 1999) .
Three neighborhood theories that combine aspects of those mentioned by Jencks and Mayer (1990) are primarily of interest here. The first of these, referred to in this study as the neighborhood advantage theory, suggests that the more advantaged the conditions in a neighborhood, the better the likelihood that children growing up in that neighborhood do well as adults. This theory combines elements of the collective socialization theory, the social isolation theory, and the neighborhood institutional resource theory. Those three theories posit that children and adolescents are influenced by neighborhood role models and institutional resources available to them (Jencks and Mayer 1990) . The more positive role models and the more abundant the institutional resources, such as programming at schools, libraries, playgrounds, and churches, the more likely children will be exposed to, and learn from, those resources around them (Wilson 1987; Ellen and Turner 1997; Leventhal and Brooks-Gunn 2000) . Conversely, children who are socially isolated from positive role models and community resources while living in disadvantaged neighborhoods will fare worse. Evidence for the neighborhood advantage theory will be found when the linear effects of living in advantaged neighborhoods lead to positive outcomes.
The second theory is the relative deprivation theory. While the neighborhood advantage theory predicts that gainfully employed neighbors will ultimately positively influence economic outcomes, the relative deprivation theory suggests the potential for an opposite effect. This theory suggests that, given the importance of the perception of disadvantage, the effects of living among neighbors with higher socioeconomic standing are negative (Jencks and Mayer 1990) . Evidence for the relative deprivation theory will be found when the effects of living in advantaged neighborhoods lead to negative outcomes.
The third neighborhood theory considered here is the epidemic theory. Initially proposed by Wilson (1987) , it is supported by Jonathan Crane's (1991) finding that a certain type of disadvantaged neighborhood, described as a ghetto, develops when a neighborhood experiences a high incidence, or epidemic, of social problems. Crane theorizes that neighborhood effects are spread in a contagious and volatile manner when critical levels of social problems are reached. This primarily results from a loss of beneficial social networks and jobs ( Jencks and Mayer 1990; Crane 1991) . To address the epidemic theory, neighborhood studies must include variables that allow for nonlinear neighborhood effects.
Greg Duncan, James Connell, and Pamela Klebanov (1997) use nonlinear spline models with a PSID sample to examine the effects of high socioeconomic status (SES) neighbors on adolescent outcomes.
2 They find evidence of significant threshold effects of high SES neighborhoods for young African American males and females and for white females. There is also support for the epidemic theory in subsequent studies (Vartanian 1999; Galster, Quercia, and Cortes 2000) .
Factors That Confound Estimation
The estimation of neighborhood effects is confounded by three primary issues: simultaneity, omitted variable bias, and endogenous membership (Leventhal and Brooks-Gunn 2000; Duncan and Raudenbush 2001; Dietz 2002) . Simultaneity refers to the exogenous and endogenous social interactions that presumably occur among individuals, families, and their neighborhoods: people influence their neighborhoods and vice versa (Duncan et al. 1997) . These transactional relationships are difficult to estimate, presenting empirical challenges to any neighborhood research (Duncan and Raudenbush 2001) .
Omitted variable bias occurs when a study lacks important information because of data set constraints (Leventhal and Brooks-Gunn 2000) . Selection bias occurs when study participants, instead of being randomly assigned to neighborhoods, choose them for unmeasured reasons (Duncan et al. 1997 ). This type of bias becomes an endogenous membership problem when the unmeasured parental characteristics that influence neighborhood choice are correlated with the dependent variables, exerting either upward or downward bias on the neighborhood effects (Duncan and Raudenbush 2001) .
Researchers argue that OLS regression models produce biased estimates because they cannot address omitted variable bias and endogenous membership problems, although the evidence is inconclusive. In a study using child development data, Duncan and colleagues (1997) show that models that include typically unmeasured parental charac-teristics, such as the level of home warmth, the level of depression, and the level of social support, do not show significantly different neighborhood effects from conventional models that include controls for family and individual characteristics. They further test neighborhood effects by using an instrumental variable with the PSID and again find that OLS estimates do not overstate neighborhood effects. Ginther and colleagues (2000) dispute this assumption. They demonstrate bias in a study that tests the robustness of estimates for youth outcomes in four different OLS models. Moving from a basic OLS model to a model that includes an extensive set of control variables, the researchers find that estimates of neighborhood effects change greatly. They suggest that to be truly confident of neighborhood effects, model specifications must be "comprehensive in describing the full range of family and individual background" factors (Ginther et al. 2000, 633) . The presumption seems to be that even reasonably extensive multivariate OLS models cannot feasibly control for all correlated background characteristics.
To assess the potential bias in estimates of neighborhood effects, scholars suggest the use of instrumental variable and fixed-effect models (Ellen and Turner 1997; Leventhal and Brooks-Gunn 2000; Duncan and Raudenbush 2001) . Instrumental variable models use a two-stage regression in which the endogenous variables, in this case neighborhood characteristics, are regressed on one or more predictor variables. These predictor variables are theoretically highly correlated with the neighborhood characteristics but uncorrelated with unobservable family factors. The predicted, or instrumented, values for the neighborhood characteristics are then used in second stage regressions to provide presumably unbiased estimates. However, because of the difficulty in identifying predictor variables that are uncorrelated with the error term, results are often questionable (Dietz 2002) .
Fixed-effect models address issues of bias by using residential migration and changes in neighborhood conditions to compare siblings while holding sibling-invariant unobserved family characteristics constant, or fixed (Plotnick and Hoffman 1995, 1999; Aaronson 1998) . However, studies that employ these methods show contradictory results. Robert Plotnick and Saul Hoffman (1999) use OLS and fixed-effect models to estimate the effect of neighborhood conditions on income, postsecondary education, and nonmarital births for sister pairs in the PSID. They find that neighborhood effects decline significantly when moving from zero-order to multivariate OLS models and become statistically insignificant in fixed-effect models. Daniel Aaronson (1998) disputes Plotnick and Hoffman's (1995) findings, citing the small size of their sample and the limited range of observation (ages 16-18). Aaronson's analysis of the PSID finds that effects of neighborhood characteristics on educational outcomes are statistically significant in both OLS and fixedeffect models and are sometimes even larger in the fixed-effect models than in the OLS models. Similarly, Dan Levy and Duncan (2000) find that the effects of family income on educational outcomes are robust in a fixed-effect sibling model.
Fixed-effect models with sibling samples, however, are not a panacea for dealing with endogeneity. First, they may produce another type of selection bias, as they require analyzing families with more than one child. This may sort families by cultural and class backgrounds. These models also do not account for unobserved sibling heterogeneity, such as individual ability and ambition, or the effect of age differentials on the experience within the family (Ellen and Turner 1997; Aaronson 1998) . In addition, fixed-effect models are vulnerable to endogenous effects, in the sense that the reasons that a family chooses a neighborhood may be related to factors that affect their children's development (Duncan and Raudenbush 2001) . Also, fixed-effect models do not control for unobservable, varying parental characteristics . For example, many data sets do not contain information on parental emotional states. Such states may change over time and, therefore, may differentially affect child outcomes or neighborhood choice. More simply, parents may treat children differently for unobserved reasons, and fixed-effect models do not control for these differences.
Timing of Neighborhood Effects
Another issue to consider is the potential that neighborhoods have differential effects on children at each stage of development. While there are differing opinions as to exactly when these stages begin and end, the child development literature supports the theory that children undergo different stages of cognitive, emotional, and behavioral growth (Berk 2003) . During these stages, the influences of parents, peers, and neighborhoods vary. The general presumption is that parental influence is greatest during early childhood, while other influences, such as neighborhoods, peers, and schools, have a greater effect on children as they grow older and are involved in schools and community activities (Erikson 1997) . However, it is also plausible that neighborhoods exert indirect effects on young children through the experiences of their parents in the neighborhood (Wheaton and Clarke 2003) . For example, research shows that the level of community resources available to parents is significantly and positively related to the quality of the home environment for children (Voydanoff and Donnelly 1998) . Quality home environment, in turn, is an important factor in the overall well-being of children (Parcel and Menaghan 1994) . These community resources exist in both formal and informal ways, constituting a form of parenting capital that is typically more available in advantaged neighborhoods. Parents in middle-class neighborhoods tend to have better access to community resources for everything from children's health care and nutritional needs to library reading programs and informal playground networks. Parents in disadvantaged neighborhoods may lack access to such parenting capital. They may also often suffer from the physical and emotional stresses that result from high crime rates and neighborhood blight. Moreover, the children of parents in disadvantaged neighborhoods may be more susceptible to parental stress at younger ages, given a lack of other mediating factors such as peers and school (Wheaton and Clarke 2003) .
Studies that explore the timing of neighborhood effects have focused primarily on adolescents, apparently assuming that teenagers are more likely to be directly influenced by the world around them than are younger children Vartanian 1999) . The bulk of this literature suggests that teenagers' decisions about schooling, employment, childbearing, and crime are significantly influenced by neighborhood factors. There are surprisingly few studies of elementary school-age children, despite the rich social dynamics that occur in this stage of a child's life with the introduction of friends, teachers, and classmates (Ellen and Turner 1997) . Even less research examines the effects of residential choice on infants and preschoolers. This is due, in part, to the theory that neighborhood effects are either lagged or cumulative and, thus, do not appear in children until early adolescence (Wheaton and Clarke 2003) .
Two recent studies examine the timing effects of family income (Duncan et al. 1998; Levy and Duncan 2000) . Findings from Duncan and colleagues (1998) suggest that in predicting educational outcomes and fertility rates, family income in the earliest stages of childhood is more significant than income in other stages, and more so for children of low-income families. The authors argue that children who are in poverty in early childhood are more likely to perform poorly in school from the start and are thus at early risk for poor academic performance later in childhood. These results are robust across specifications, including sibling models.
In a study of the impact of stage-specific family income on completed years of schooling, Levy and Duncan (2000) also examine different stages of childhood. Using a fixed-effect model with four stages of childhood (ages 0-4, 5-8, 9-12, and 13-16 years), they are also able to show that family income has a statistically significant positive effect on educational outcomes during the first stage. Levy and Duncan posit that while family income during the earliest years of life may have a greater effect on adult outcomes than does family income at other stages of development; other factors, such as schools, peer groups, and neighborhoods, may have a greater influence on adult outcomes during later stages of childhood.
In sum, the current work follows the work of Levy and Duncan (2000) in examining childhood factors that may affect adult outcomes at different stages of children's lives. It predicts the adult family income-to-needs ratio using both OLS and fixed-effect siblings models and takes into account the potential nonlinearities of neighborhood effects through the use of spline models.
Methods
In this work, OLS and fixed-effect models are compared. Statistically speaking, the general form for determining neighborhood effects in OLS models is
where FP is the set of permanent family variables; FIV is the set of varying family and individual variables; N is the set of neighborhood variables; m is the error term; b 1 , b 2 , and g are the coefficients for the permanent family, varying family and individual, and neighborhood variables, respectively; and a is the intercept.
A fixed-effect model is better able to control for differences among families than OLS models. The fixed-effect model takes on the following form:
where i denotes the individual child and j denotes the child's family. The constant now takes on family-specific value. Having a different constant value for each family provides a control for those factors that are permanent features of families or that are present in the family for each of the children being examined but are not explicitly examined in the statistical model. Such uncontrolled factors in the models may include family values or aspirations for the children of the family, parental skills not captured by educational variables included in the models, or the emotional well-being of the parents. As Levy and Duncan (2000) and others (Aaronson 1998; Plotnick and Hoffman 1999) note, there are permanent components and variable components to family characteristics. The family fixed effect gets differenced out (i.e., held constant) in fixed-effect models. One example is the effect of parental intelligence. Varying family effects (such as those of income) remain because such effects will be different for each child. Thus, the fixed-effect model does not allow control of unobserved family variables that vary over children but does allow control for variables that are unobserved and are more permanent or the same across children. These unobserved permanent family variables may bias the comparable OLS estimates.
In fixed-effect models, sibling differences in unobserved family characteristics bias the key coefficients only if such differences affect the dependent variable (in this case, the log of the family income-to-needs ratio as an adult) and are correlated with sibling differences in the characteristics of the neighborhood. These unobserved variables among siblings include ability, ambition, and parental expectations (Aaronson 1998) . As Aaronson points out, parents may learn how to parent better in caring for subsequent children and, thus, may choose better neighborhoods (e.g., for better schools) with each additional child. Thus, younger children may benefit from this parental learning, biasing the estimates. Also, if parents favor one child over another, the family may move to a neighborhood with better schools and other such characteristics when the favored child starts attending school. If parents favor that child in other ways (hiring tutors, giving more homework help) that are unobserved, the effects of all of these factors will be attributed to the neighborhood conditions. Like Aaronson (1998) , the current article includes controls for birth order of children and, thus, explicitly controls for possible better parenting for subsequent children. However, other unobserved variables may still affect children differently and may be reflected in the neighborhoods where they live. In addition, the PSID does not contain enough information to distinguish between biological and nonbiological siblings in all cases. Thus, fixed-effect models cannot control for these differential and unobservable family factors. Accordingly, caution must be used in interpreting the estimates from the fixedeffect models.
The fixed-effect model takes the following form:
The constant and the permanent family factors drop out of the equation. Also in this equation, the term ( ), as well as the other sub-FIV Ϫ FIV ij .j tractions of .j, indicate that overall mean family values are subtracted from individual values for both independent and dependent variables. In the current model, the dependent variable is the log of the average family income-to-needs ratio when the child becomes an adult and is at least 25 years old. The family income-to-needs ratio is a measure of income relative to the poverty line that adjusts for family size. The value of this variable is averaged over all years when the individual is 25 years or older. This fixed-effect model is estimated by regressing the differences in sibling outcomes on the differences in their observed family, neighborhood, and other variables. Both OLS regression analysis and the fixed-effect models are used to examine the dependent variable: the log of family income-to-needs as an adult. 3 Ordinary least squares models are used as comparisons to the fixed-effect models to determine whether using OLS modeling produces large differences in the coefficient estimates for the neighborhood and other variables relative to the fixed-effect models. Bivariate and multi-variate models that control for a number of family and individual factors during childhood are used to determine whether the independent effects of family-varying variables affect the relationship between neighborhood variables and the dependent variable. A set of models also controls for a number of adult factors, such as marital status, area of residence, and family size. The multivariate fixed-effect models do not explicitly control for permanent parental variables, such as level of education for the head of household, race, and region of residence, because only variables that vary across siblings can have nonzero values. 4 
Data and Variables
The data stem from the PSID, a nationally representative data set that began with interviews of approximately 5,000 families in 1968. The heads of the original households have been interviewed every year since 1968, as have the heads of households containing members who were part of one of the original households (in 1968) and who have since left those households to join others or to start ones of their own. Among the original households, the poor and African Americans were oversampled. 5 This work uses sample waves through 2001. A secondary source of data is the PSID Geocode File, which allows for the linking of census data with PSID respondents. Census data are the source of information on the characteristics of PSID respondents' neighborhoods, operationally defined as their census tracts. 6 This file contains 1970, 1980, and 1990 census data on factors such as the poverty rate, the proportion of female-headed households, and the proportion of households receiving public assistance income, for the census tract in which each PSID respondent lived during each year of the survey.
Four separate samples are used to examine the effects of neighborhood and other variables at different stages of children's lives. Following Levy and Duncan (2000) , age categories are split into four groups. Here, the age categories used are 0 -4, 5-8, 9-13, and 14-18 years. 7 These categories correspond with rough estimates of early childhood, middle childhood, preadolescence, and adolescence . In order to be considered siblings, children were required to pass through the same stage of development during the sample period. 8 For example, if two children enter the sample at ages 9 and 14, they will only be treated as siblings in the 14-18-year-old category, assuming that they both pass through this adolescent period. Like Plotnick and Hoffman (1999) , the current study uses childhood information up to age 18. Unlike the categories of Levy and Duncan (2000) and Ginther and colleagues (2000) , each of these categories is used as a separate sample, instead of including variables that indicate conditions of the child during each of these periods within a single sample. While using separate samples for the different age categories provides less information on the effects of neighborhoods and other variables throughout childhood, this approach allows for larger sample sizes (and thus more precise measurement) in the older age categories than those approaches using a single sample. 9 To the degree that neighborhood conditions at different age categories are correlated with one another, standard errors are lower in these models compared with those that use a single model that examines neighborhood conditions over these different age categories. However, the shorter time frame for examining childhood conditions may mean less variation of these childhood conditions within families for families that do not move or whose neighborhood conditions change little over time. Also, for those in the older age categories, the models will determine stage-specific neighborhood effects that may include indirect neighborhood effects from previous periods because of the high correlation with neighborhood conditions in previous stages.
The analyzed samples consist of all PSID respondents who were born in any year between 1968 and 1976, were age 5 between 1968 and 1981, were age 9 between 1968 and 1985, and were age 14 between 1968 and 1990. The sample consists of 1,660 observations for the 0-4 age group, with 831 of these observations coming from families with at least one sibling in the sample. There are 2,683 observations and 1,723 siblings in the 5-8 age group. There are 3,818 total children and 2,795 siblings in the 9-13 age group. There are 4,949 observations and 3,961 observations with siblings in this sample in the 14-18 age group.
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These children are examined for either 4 or 5 years to identify individual, family, and neighborhood characteristics. The characteristics over these time periods are averaged. These children are also examined when they become adults and are at least 25 years old to determine their average family income relative to the poverty line and a number of other adult characteristics. These adult characteristics are averaged over the entire span of their adult lives.
Models essentially predict average adult family income-to-needs ratios by childhood neighborhood characteristics. To account for differences in the time span for earnings and for greater ability to gain experience in the workforce, there is a control for the maximum age of the individual. A quadratic age variable is also used. In subsequent models, there are controls for other adult variables, such as education level, area of residence, marital status, and family size.
A number of neighborhood variables are included in the analysis. Because of the high level of collinearity among them, only single neighborhood variables, or sets of neighborhood variables, are included in separate models.
11 These variables include the percentage in poverty, the percentage of households receiving public assistance income, the percentage of households headed by females, the percentage of households with income below $15,000 (in 2001 dollars), the percentage of households with income above $60,000 (in 2001 dollars), the percentage of households with income above the respondent's average family income, and the percentage of households with income at the same level as the respondent's average family income.
12 These types of neighborhood variables have been used by previous researchers to reflect the conditions of the neighborhood Ginther et al. 2000) .
To serve as summary indicators of neighborhood quality, two composite variables are created through principal components analysis. These are a neighborhood quality index and an index of the proportion of residents in the neighborhood with higher, lower, or the same levels of income as the respondent. Each of the variables takes into account information from the seven neighborhood variables. Details of the construction of the neighborhood quality index are shown in appendix table A1. High-quality neighborhoods have a high proportion of residents with high income, a low proportion of residents with low income, a low poverty rate, and primarily two-parent households.
Nonlinear neighborhood effects are examined through regressions that include splines for the first neighborhood index variable. Spline regressions fit a regression equation into a series of linear segments. Each segment may have a different slope (Galster et al. 2000; Marsh and Cormier 2001) . The significance levels for the spline variable coefficients indicate whether the slope for the particular segment is different from the previous segment. The somewhat arbitrary cutoff points are set at the top 10 percent of neighborhoods, the 11th-25th percentiles, the 26th-50th percentiles, the 51st-75th percentiles, the 76th-90th percentiles, and the 90th-100th percentiles. Splines are also tested using cutoffs at the top 25th percentile, the 26th-75th percentiles, and the 76th-100th percentiles. There is evidence for the epidemic theory if the poorest neighborhoods (i.e., 90th-100th percentiles or the 76th-100th percentiles, respectively) have the most detrimental effects on future income.
Multivariate models include controls for factors such as area of residence, marital status, and birth order. In the first set of multivariate models, only childhood variables are included. In a second set of multivariate regressions, variables from the respondents' adult years are included in order to control for a number of personal, educational, and economic factors that are likely to affect the family income-to-needs ratio. See appendix table A2 for a complete list of control variables and the models in which they are used.
Childhood neighborhood characteristics might influence adult income directly or might influence adult outcomes indirectly through a preliminary impact on such outcomes as education or work experience (i.e., bad neighborhood characteristics lead to fewer years of education, which leads to lower income). Some models exclude adult variables to estimate the overall effects-direct and indirect-of neighborhood characteristics on adult income. Others include adult variables to estimate only the direct effects.
The dependent variable is the natural log of the respondent's average family income-to-needs ratio at age 25 and beyond.
13 This is a comprehensive measure of economic status that is equally applicable to men and women. In contrast, wage rates, labor income, and hours of work can be difficult to model for women, who sometimes have inconsistent work patterns when rearing young children.
The number of adult years of data varies across respondents. For example, if a child entered the 0-4 age sample in 1975, there are at most only 1 or 2 years of adult data. For those who were age 14 in 1968 and, thus, turned age 25 in 1979, there are potentially 22 years of adult data, depending on how long the person stays in the sample.
Results Table 1 shows the within-family variation in the neighborhood and adult income variables for members of each of the age groups. The first column for each age group indicates the percentage of siblings that had within-family differences in each variable. The second column indicates the variables' mean differences and standard deviations for siblings. The third column indicates what percentage of the variance in the variable is accounted for by differences within the family.
Results show that the majority of families report some variation in their neighborhood variables but that the difference generally is not large. These differences tend to increase slightly with the age of the sample members. For example, the within-family difference in the percentage of families in poverty increases from 6.07 percent in the 0-4 age category to 6.98 percent in the 5-8 age category to 7.79 percent in the 9-13 age category and, finally, to 8.97 percent in the 14-18 age category.
Likewise, results suggest that only a small proportion of the total variance in any of the neighborhood conditions is explained by withinfamily differences. For example, in the 0-4 age group, only 5-13 percent of the total variance is explained by within-family differences. Results also show that within-family differences explain from 33-38 percent of the total variance in the log of the family income-to-needs ratio. Table 2 shows the results of bivariate models for both the OLS and fixedeffect models. The top section of table 2 shows that all of the neighborhood variables are related to the log of the family income-to-needs ratio, all in the expected direction. The estimated relations stay about the same throughout childhood, except for the relations involving the percentage of neighbors with higher income levels; that percentage increases over the childhood years. The nonlinear splines show negative relations for those living in the bottom 10 percent of neighborhoods in the 5-8 and 14-18 age groups, and in the top 76-90 percentile for the 14-18 age group.
Regression Results
The results involving fixed-effect models generally are similar to those of the OLS models in terms of direction. However, standard errors typically are at least twice the level. Further, the size of the relations is smaller in the bivariate fixed-effect models. In the fixed-effect, but not OLS, model, there is no relation between the percentage in poverty and the percentage of households with household income under $15,000 in the neighborhood for the first two age categories. One variable that shows a larger relation to adult outcomes is the percentage of residents in the neighborhood with higher levels of income in the 0-4 age category. Yet, the coefficient estimate changes from positive in the 0-4 age category to negative in the 5-8 and 9-13 age categories.
Results involving the neighborhood index variables indicate that living in more prosperous neighborhoods (neighborhood index 1) increases the family income-to-needs ratio in all but the 0-4 age category, although the coefficient estimates are smaller than in the OLS model. In general, fixed-effect estimates for neighborhood index 1 are about half that for the OLS model for all of the age groups. Table 3 , which reports the multivariate analyses that control for a host of individual, family, and other factors, shows fewer statistically significant coefficients for neighborhood variables in the OLS models. This is in line with previous research (e.g., Ginther et al. 2000) . However, the neighborhood coefficients in the fixed-effect models are now sometimes larger than in the OLS models. For example, the percentage of households with incomes below $15,000 in a neighborhood has a larger estimated effect for all the age categories (although the coefficients are not statistically significant for the first two age categories). The coefficient for the percentage of residents with higher incomes than the respondent's is especially large and positive in the 0-4 age category. It is statistically significant (at the .10 level) in the 9-13 age category, but negative. It is not statistically significant in the other age categories. These results suggest that living in neighborhoods with higher income residents has a positive effect on the income-to-needs ratio for the first 4 years of life and then has a negative effect later. Perhaps children cannot perceive their own disadvantage relative to that of neighbors until they reach a certain age. The estimated income-to-needs ratio advantage for parents of young children living among higher income neighbors may reflect the amount of parenting support they receive or the amount of parenting capital that is available in the neighborhood.
Multivariate Models
The table suggests that, in the fixed-effect models, the coefficient for the first neighborhood index variable is statistically significant for all age groups. In the 0-4 age category, a one-standard-deviation increase in neighborhood index 1 (indicating a higher economic status neighborhood) is modeled to increase the family income-to-needs ratio by approximately 18 percent. For the 9-13 age group, a one-standarddeviation increase in the first neighborhood index is modeled to lead to a 11 percent increase in the family income-to-needs ratio. A onestandard-deviation increase in the 14-18 age category is modeled to lead to a 9 percent increase in the family income-to-needs ratio (for means and standard deviations, see app. tables A3 and A4). While the relations are statistically significant over each of the models, the size of the effects decreases from the youngest group to the older age groups.
As shown in the spline regression results, there is some evidence for the epidemic theory in the fixed-effect models for the 9-13 and 14-18 age groups. For the bottom 10 percent category, the coefficient is negative and statistically significant at the .01 and .10 levels in the 0-4 and 14-18 age groups, respectively. In results not shown in the table, a three category spline model with cutoffs at the bottom and top 25th percentiles (0-25th percentiles, 25th-75th percentiles, and 75th-100th percentiles) shows that the coefficient for the segment living in the bottom 25th percentile is negative and statistically significant at the 5 percent level in both the 0-4 age group and the 14-18 age group.
Results in table 4, which reports models that add controls for adult characteristics, are similar to those in table 3. However, the coefficient estimates are again somewhat smaller. Similar to the results reported above, the coefficients for the first neighborhood index are larger in the fixed-effect than the OLS models in all of the age categories. They only are statistically significant in the last two age categories. While the coefficient estimates are less likely to be statistically significant in the fixed-effect models than in the OLS models, this is mainly because of the higher standard errors.
Given the linear and positive relationship between some of these neighborhood coefficients and adult income, results again provide some support for the neighborhood advantage theory. There is also some evidence supporting the epidemic theory. Table 4 shows that in the 0-4 age group, the spline coefficient for the bottom 10 percent on the first neighborhood index is statistically significant at the .01 level. This coefficient estimate is far larger than those in the OLS model. In results not shown in the table, spline models with cutoffs for the bottom 25 percent indicate negative and statistically significant coefficient estimates (at the .05 level for the 0-4 age group and at the .10 level for the 14-18 age group). Note.-OLS p ordinary least squares. All models control for the full set of control variables (see the last two cols. of app. table A2 for a full list of variables included in each of the models). Neighborhood index variables are determined through principal components analysis (see app. table 1). Generally, each coefficient and standard error in the table comes from a separate regression model. Neighborhood variables run in the same models include the two neighborhood index variables, income above respondent's income (%) and same income as respondent's (%), and the spline variables. 
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In models that only examine those children who lived in families with income at or below 150 percent of the poverty line (not shown in the tables), there is no evidence for the relative deprivation theory. Most of the coefficient estimates for the neighborhood variables are similar to those shown in tables 3 and 4.
Conclusions
This study has three main findings. First, OLS models that include extensive control variables do not substantially overstate the effects of neighborhood conditions. In fact, many fixed-effect models show neighborhood coefficients that are larger than in the OLS models. Second, neighborhoods have both linear and nonlinear relationships with adult economic well-being. Third, this study suggests that neighborhoods exert an effect, and sometimes a strong effect, on young children, an important new finding. In addition, support was found for the neighborhood advantage theory, which suggests that there is a positive, linear relationship between childhood and adolescent neighborhood advantage and adult economic well-being. There is also some support for the epidemic theory, especially for the youngest children, although there is no support for the relative deprivation theory.
Not surprisingly, the bivariate OLS models, which fail to take into account important family differences between children, are found to overestimate neighborhood effects. Once observed controls are introduced in multivariate OLS models, the estimated effects of neighborhoods decline and are similar to estimates from the multivariate fixedeffect models. In most cases, the difference between these models stems from the larger sample sizes and lower standard errors in the OLS models (as shown in tables 3 and 4). Aaronson (1998) similarly suggests that fixed-effect models do not differ greatly from OLS models and that fixed-effect models sometimes indicate larger neighborhood effects relative to OLS models.
More basically, even after controlling childhood and adult variables, neighborhood effects persist in this analysis. In the fixed-effect models without adult controls, relations are largest for the youngest age group (although standard errors are three times as large as in the OLS models). In testing the direct and indirect effects of neighborhood factors on adult family income-to-needs (table 3) , a one-standard-deviation increase in neighborhood advantage is estimated to increase adult income for the 0-4 age group by 18 percent. This figure is 10 percent for the 5-8 age group (not statistically significant), 11 percent for the 9-13 age group, and 9 percent for the 14-18 age group. The finding that even young children are affected by neighborhood conditions may suggest that neighborhoods influence young children through the experiences of their parents.
The second set of multivariate regressions, which examines only the direct effects of neighborhoods on adult income, suggests that a onestandard-deviation increase in neighborhood quality (neighborhood index 1) increases adult income by roughly 11 percent for the 9-13 age group and 7 percent for the 14-18 age group. If coefficient estimates for the 0-4 age group and the 5-8 age group were statistically significant, they would have fallen slightly above (for the 0-4 age group) or slightly below (for the 5-8 age group) these two estimates.
It may be the case, however, that neither the OLS nor the fixed-effect model adequately captures differences between individuals. For example, if the models do not control for differences between individuals that are correlated with neighborhood characteristics, coefficient estimates will be biased. The direction of this potential bias, however, is unclear.
Results from this study suggest that poverty might be reduced or, at least, income-to-needs ratios might be increased by improving the quality of disadvantaged neighborhoods. But that is a daunting task. To address this issue more realistically, further research should investigate the mechanisms by which neighborhoods affect even the youngest children, such that policies, programs, and families could focus on factors more tangible than neighborhood quality.
Appendix
Table A1
Principal Components Analysis (%) 
Table A2
Control Variables Used in Tables 3 and 4 Variable Started a household as a wife 1968-72, 1973-77, and 1978-82 are used in the 9-13 years age category; and all years in the 14-18 years age category (with entering the sample after 1987 used as the excluded category). SMSA p standard statistical metropolitan area; AFDC p Aid to Families with Dependent Children. the neighborhood index variables (see app. table A1) for the different age groups was .70, and the highest was .9 (for the neighborhood indices between ages 9 and 13 and ages 14 and 18). The relative deprivation theory is tested by examining only those whose family income-to-needs ratio was at or below 150 percent of the poverty line. 11. Two neighborhood index variables created by principal components, which are uncorrelated with one another, are included in the same regression model. A set of neighborhood variables is included in the spline regressions, and two neighborhood variables, one for the percentage of residents in the same income category as the respondent and the other for the percentage of residents with higher incomes relative to the respondent, are included in the same regression model. All other regression models include a single neighborhood variable.
12. Each variable is measured as the average value of the characteristic over the 4 or 5 years when the sample member was in the particular age group. Among those who moved away from their parents, however, only the years that they lived with their parents are used in this calculation.
13. Results were similar for a number of other dependent variables, such as adult income, the log of adult income, and adult family income-to-needs.
