Abstract. We study various discrepancies with arbitrary weights in the L 2 norm over domains whose dimension is proportional to d. We are mostly interested in large d.
Introduction
Various discrepancies have been extensively studied in number theory and numerical analysis, see, e.g., [2, 5, 7, 10, 11, 12, 16, 17, 18, 19, 25] , and theoretical computer science, see, e.g., [3, 4] and the references given there. In this paper, we study the so-called B-discrepancies in the L 2 -norm which measure how well the volumes of certain sets B(t) can be approximated knowing only which of the n pre-specified points t j belong to the set B(t). The sets B(t) ⊆ R d are parameterized by vectors t whose number of components depends on d; see [14] . For specific definitions of B(t) we obtain the most standard discrepancy anchored at zero, as well as the discrepancy anchored at α, the quadrant discrepancy anchored at α, and the unanchored discrepancy.
The main discrepancy problem is to find n points that minimize discrepancy for the d-dimensional case. There are many deep theoretical results pertaining to optimal bounds on how fast discrepancy tends to zero as n tends to infinity. These bounds are usually weak if n is not sufficiently large relative to d. For instance, a celebrated result due to Roth [16, 17] and Frolov [6] provides a sharp asymptotic bound of order n −1 [ln n] (d−1)/2 on the discrepancy anchored at zero. However, this bound is an increasing function of n for n ≤ e (d−1)/2 . We believe that for large values of d, the exponent of discrepancy provides more practical information on the behavior of minimal discrepancies. It is defined as follows. Letting n B (ε, d) be the smallest number of points for which the corresponding B-discrepancy does not exceed ε, we want to find the smallest number p B such that It is known that for all the discrepancies mentioned above, the exponent is at least 1. For the discrepancy anchored at zero, the exponent is at least 1.0669; see [9] . The previous upper bounds on the exponent of discrepancy anchored at 0 and unanchored discrepancy were derived in [24] and they were 1.47788 . . . and 1.28898 . . . , respectively. Hence, we provide a small improvement of these bounds here, although their exact values are still unknown.
We briefly comment on the proof technique. As in [24] , we use relations between discrepancy and multivariate integration in the worst case and average case settings, and approximation in the average case setting. More precisely, B-discrepancy for the d-dimensional case is related to multivariate integration in the worst case setting over a reproducing kernel Hilbert space
see [14] . Then we use the known fact that multivariate integration over H(K . The next step is to use a relation established in [23] between multivariate integration and approximation both in the average case setting when we are allowed to use only function values. In [24] , we use Smolyak's algorithms for estimating the average case errors for the approximation problem. Here, we use the optimal average case bounds for the approximation problem due to a recent result from [8] . The latter result states that the minimal average case errors of algorithms using function values are essentially the same as the minimal average case errors of algorithms using arbitrary linear functionals. It is known that when we can use arbitrary linear functionals, then the minimal average case errors depend on the truncated trace of the eigenvalues of the corresponding integral operators W d ; see (2.5) . For specific B-discrepancies mentioned before, it is relatively easy to compute the eigenvalues since the operator W d is given by a tensor product of univariate operators, and therefore the eigenvalues for the d-dimensional case are the product of the univariate eigenvalues. Using results from [13] , we know necessary and sufficient conditions for the truncated trace of the eigenvalues for the d-dimensional case to be independent of d. This finally leads to the bounds on the exponent of B-discrepancy. We stress that this proof is non-constructive; i.e., we prove the existence of n points with specific bounds on B-discrepancy without constructing them.
Basic definitions and main result
Following [14] , we briefly recall in this section the definition of B-discrepancy. We also state the main result on the exponent of B-discrepancies.
For d ∈ N and a function κ :
be a Lebesgue measurable set and ρ : D → R be a probability density function. Let B be a mapping from D into the set of measurable subsets of R d such that the measure of B(·), denoted here by vol(B(·)), is a measurable mapping and
For given points t 1 , . . . , t n ∈ D and numbers a 1 , . . . , a n ∈ R, let disc(x) be the error of approximating the volume of B(x) by a weighted sum
where 1 B(x) stands for the indicator function of the set B(x). By B-discrepancy of points {t j } n j=1 and coefficients {a j } n j=1 (or simply B-discrepancy for short) we mean the L 2 -norm of disc(·), i.e.,
We illustrate this by the following important example.
This corresponds to one of the most classical discrepancies, the L 2 -discrepancy anchored at 0. It has been considered in a number of books; see, e.g., [2, 5, 10, 12, 18, 19] and the references therein, especially for equal weights a j = 1/n for which
For arbitrary weights a j we have
By the n-th minimal B-discrepancy we mean the smallest B-discrepancy among all n-tuples of points and coefficients, i.e.,
The initial B-discrepancy is the B-discrepancy for n = 0, which reduces to
be the smallest number of points t j for which the B-discrepancy is at most ε. We say that the B-discrepancy is strongly tractable iff there exist numbers C and p such that
Then the exponent of the B-discrepancy, p B , is the smallest p for which (2.2) holds. That is, p B := inf {p : (2.2) holds with p} .
As shown in [14] , B-discrepancies are related to integration problems over reproducing kernel Hilbert spaces whose kernel K B d depends on the functions B and ρ. We will use this relation in the proof of the main result stated at the end of this section. Here we need to recall from [14] the following facts. Define
Clearly, K 
We need to assume that the function
). This and (2.3) make the integrals
The relation between B-discrepancy and integration will be explained in Section 4. The embedding operator
is continuous, and the operator
) is selfadjoint, semi-positive definite, and has a finite trace,
be the eigenpairs of W d with ordered eigenvalues,
The finite trace of W d means that
for some r ≥ 1. We are ready to state the main result of the current paper.
Theorem 2.2. Suppose there exist positive C d,0 and p such that
∞ j=n+1 λ d,j 1/2 ≤ C d,0 (n + 1) p for all n ≥ 0.
Then there exists a positive number C p dependent only on p such that
for all n ≥ 1. Moreover, if there exists τ ∈ (0, 1) such that
then B-discrepancy is strongly tractable with the exponent p B bounded by
The proof of this theorem is given in Section 4.
Tensor product kernels
We now specialize Theorem 2.2 to the case of tensor product kernels K 
for some reproducing kernel K B 1 . As we will illustrate below, (3.1) holds for a number of important B-discrepancies. For such kernels, the operators W d also have a tensor product form and, therefore, their eigenvalues λ d,j are products of the eigenvalues of the univariate operator W 1 ,
Such tensor products have been considered in a number of papers. The following result from [13, Thm.6.6 ] is especially useful here. Suppose that there exists τ * such that
Then (2.7) holds for any τ > τ * , which yields
We summarize this in the following proposition. Using this proposition, we now derive bounds on the tractability exponents for a number of B-discrepancies. For these B-discrepancies, multivariate integration is well defined and (2.4) holds. We begin with 
Note that (2x − 1)
−2τ is convex for x ≥ 1. For τ > 1/2, we clearly have
This truncation allows us to compute numerically f (τ ) with arbitrary precision. Using bisection, we checked that (3.2) holds for 2τ * ∈ (1.412742, 1.412746). That is, p B ≤ 1.41274...
Note that this gives a small improvement over the bound 1.4778... obtained in [24] .
Example 3.3 (Discrepancy anchored at α). As in the previous example, we have
For simplicity, we now assume that α j = α ∈ (0, 1) for all j. (Note that α = 0 corresponds to the previous example, and the case of α = 1 is equivalent to α = 0.) Then
o t h e r w i s e .
The eigenvalues of W 1 are obtained in the standard way by double differentiation of the equation
This leads to the equation −f (x) = λf (x) with the boundary conditions f (α) = f (0) = 0 for x ∈ [0, α], and f (α) = f (1) = 0 for x ∈ [α, 1]. In this way we obtain that the eigenvalues of W 1 are given by
We computed approximations to 2τ * in a similar way as in the previous example, and we obtained for α = 1/2 that 2τ * ∈ (1.3166258, 1.3166259). That is
Example 3.4 (Quadrant discrepancy anchored at α). As before
where [w j (x), z j (x)) equals [0, x) if x < α j , and [x, 1) otherwise. For simplicity we take α j = α and then
It can be verified that the operator W 1 has the same eigenvalues as in the case of discrepancy anchored at α. Hence, for α j = 1/2 we have 
Proof of Theorem 2.2
As already mentioned, the proof uses, in particular, the relation between Bdiscrepancies and the worst case errors for integration problems defined over the spaces
More precisely, for given {t j , a j } n j=1 , consider a linear algorithm
for approximating integrals D B f (x) dx. Its worst case error is defined by 
, where E µ B denotes the expectation with respect to the measure µ B . For more discussions on the average case setting, see, e.g., [15, 20] . It is well known that for any algorithm we have 
This is why it is enough to estimate the latter n-th minimal error. For that purpose, consider the problem of approximating functions f with the error measured in the L 2 -norm. We will refer to it as the L 2 -approximation problem. It is well known, see [22] , that in the average case setting we can consider only linear algorithms of the form 
The n-th minimal error defined above is important also for the integration problem since, as shown in [23] , it yields the following upper bound on the n-th minimal error for the integration problem,
Hence, to complete the proof we only need to know that the following inequality holds:
Such an inequality is proved in [8] , p. 490, which completes the proof of (2.6). The second part of the theorem follows from the following argument; see also [13 
