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Abstract—This paper analyzes the impact of non-
Gaussian multipath component (MPC) amplitude distri-
butions on the performance of Compressed Sensing (CS)
channel estimators for OFDM systems. The number of
dominant MPCs that any CS algorithm needs to estimate in
order to accurately represent the channel is characterized.
This number relates to a Compressibility Index (CI) of the
channel that depends on the fourth moment of the MPC
amplitude distribution. A connection between the Mean
Squared Error (MSE) of any CS estimation algorithm
and the MPC amplitude distribution fourth moment is
revealed that shows a smaller number of MPCs is needed
to well-estimate channels when these components have
large fourth moment amplitude gains. The analytical results
are validated via simulations for channels with lognormal
MPCs such as the NYU mmWave channel model. These
simulations show that when the MPC amplitude distri-
bution has a high fourth moment, the well known CS
algorithm of Orthogonal Matching Pursuit performs almost
identically to the Basis Pursuit De-Noising algorithm with
a much lower computational cost.
Index Terms—Multi-path fading, MMSE, sparse OFDM
channel estimation
I. INTRODUCTION
As demand for higher data rates continues to grow,
the wireless industry is looking to support it through
increased bandwidth transmissions. Extensive measure-
ments indicate that many wireless channels, especially
those in the mmWave band [2], [3], experience sparse
scattering in which only a few multipath reflections
reach the receiver with arrival delays spread over a rela-
tively long time interval. Orthogonal Frequency Division
Multiplexing (OFDM) systems separate this frequency-
selective channel into a series of frequency-flat sub-
carriers with scalar gains [4]–[6]. When the number
of multipath components (MPC) is significantly smaller
than the number of channel taps in the time domain or
subcarriers in the frequency domain, the OFDM channel
does not exhibit independent coefficients.
Wireless channel models that do not assume sparsity
typically assume a complex Gaussian distribution for
each channel sample. This is justified for digital systems
Part of this work appeared in IEEE ICC 2019 [1]. Felipe Gomez-
Cuba is with Dipartimento Di Ingegneria Dell’Informazione, Univer-
sity of Padova, Italy, Email: gomezcuba@dei.unipd.it. Andrea
Goldsmith is with the Electrical Engineering department, Stanford Uni-
versity, USA, Email: andreag@stanford.edu. This project has
received funding from the European Union’s Horizon 2020 research
and innovation programme under the Marie Skłodowska-Curie grant
agreement No 704837 and from NSF grants eccs-bsf1609695 and CCF-
1320628.
with moderate sample rates where several MPCs arrive
during the same sampling period, and the Central Limit
Theorem (CLT) is invoked over their sum [7]. Channel
estimation in OFDM systems without sparsity has been
extensively studied, for example in [4]–[6].
Compressive Sensing (CS) is a general framework for
the estimation of sparse vectors from linear measure-
ments [8]. CS has been extensively applied to sparse
channel estimation, under different notions of sparsity
in the channel model. In particular, some CS OFDM
channel estimation studies consider a channel to be
sparse when many of its discrete taps are zero and the
other taps are the sum of many MPCs of similar delay. In
this model the non-zero channel taps follow a Gaussian
distribution by the CLT, and hence their amplitude is
Rayleigh distributed [9]–[22]. In some massive MIMO
frequency-flat channel models, sparsity is defined with
respect to the angles of departure and arrival [23]–[31].
In frequency-selective mmWave systems with sparsity in
the number of MPCs (i.e. joint angle and delay sparsity),
CS estimators have been designed in the time domain
[32], [33], OFDM [34] and joint time-frequency domains
[35]. In general the CS frequency-selective mmWave
channel estimation literature has either assumed the
Gaussian MPC gain model with Rayleigh MPC ampli-
tudes [33], [34], or has not specified the MPC amplitude
distribution [32], [35]. In general, neither the frequency-
flat [24]–[30] nor the frequency-selective CS channel
estimation literature [9]–[22], [32]–[35] have discussed
the impact that different MPC amplitude distributions
might have on estimator performance.
In some wireless channel models and measurements
it has been shown that the gain distribution for MPCs
differs from the Gaussian assumed in [9]–[35]. For
instance in mmWave channels the sampling rate is higher
than sub-6GHz systems, and individual MPCs arrive
at different sampling intervals. A lognormal model for
amplitudes, rather than Rayleigh, is prescribed in the
mmWave NYU Wireless [2] and 3GPP New Radio [3]
channel models. The physical motivation to assume a
lognormal MPC amplitude distribution in other wireless
channels is provided in [36], [37].
The main contribution of our paper is analyzing
the impact of non-Gaussian MPC gain distributions on
different CS estimators. We show that the number of
dominant MPCs needed for CS estimators to accurately
estimate the channel decreases for MPC amplitude dis-
tributions with a high fourth moment, such as lognormal
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2MPC amplitudes. We also show that the OMP algorithm
performs well in channels with this characteristic. We
illustrate our analysis with numerical results for the NYU
mmWave MPC model [2], which has lognormal MPC
amplitudes.
Classic CS results are often non-Bayesian in the
sense of assuming a fixed estimated-vector structure.
For example in [8, Theorems 6,7] the error is bounded
if the vector is strictly sparse with a specific number
of non-zeros. Nevertheless, the relation between CS
estimator performance and random vector distributions
is not yet fully understood. Recently [38] established
that the “compressibility” of a random i.i.d. vector dis-
tribution under Gaussian observation matrices depends
on the second and fourth moments. Our analysis extends
the observations of [38] to the case of sparse wireless
channel CS estimation and studies how this problem is
influenced by the distribution of the MPC amplitudes.
Instead of considering the estimation of an i.i.d. vector
with a Gaussian sensing matrix as in [38], our observa-
tion matrix is the Discrete Fourier Transform (DFT) of
a sparse frequency-selective channel with arbitrary MPC
delays. In CS the term superresolution describes sensing
matrices that enable vector reconstruction surpassing the
Shannon-Nyquist sampling limits [8]. A low Mutual
Incoherence (MI) and the Restricted Isometry Property
(RIP) are defined in [8] as the sufficient conditions for
classic CS error analyses. Unfortunately the DFT matrix
with delay superresolution does not have these properties
[19]. This is a difference with both Gaussian matrices
[38] and with the pilot matrices in frequency-flat massive
MIMO CS channel estimation [24]–[31]. The first part
of our analysis is a characterization of the MSE of the
OMP algorithm without relying on low MI or the RIP
properties. The second part of our analysis establishes
the connection between the performance of any CS
algorithm and a “compressibility index” that is related
to the fourth-moment.
We study the OMP algorithm in depth for our general
channel model and show it outperforms a maximum-
likelihood (ML) non-sparse estimator. Other CS algo-
rithms such as Basis Pursuit De-Noising (BPDN) have
shown good performance for channel estimation in some
sparse channels, however OMP has been shown to out-
perform BPDN if the MPC amplitudes are a geometric
decaying sequence [39]. Based on this we show that for
high fourth moment MPC amplitude distributions OMP
performs at least as well as BPDN, with much lower
computational cost. Although we compare the perfor-
mance of OMP and BPDN for a given channel model,
the main goal of our paper is not to design the best CS
channel estimator for a given channel model, but rather
to provide a compressibility analysis applicable to any
CS channel estimation algorithm under different MPC
amplitude models. The interpretation of compressibility
in relation to the stop condition of greedy algorithms,
including OMP, was earlier pointed out in [38].
Our analysis indicates that the error of an OMP
estimator grows linearly with the number of iterations.
We define a decaying “residual” function ρ(d) that
measures the channel power that is not accounted for
when OMP retrieves d MPCs. The faster ρ(d) decays, the
fewer iterations OMP performs, and the lower the error.
We characterize the “compressibility” of an arbitrary
channel vector through an “oracle estimator” benchmark
proposed in [38], with residual ρ(d) ≤ ρ(d). This
oracle lower bound holds for any CS algorithms and is
not limited to OMP. Since the channel is not an i.i.d.
vector, we study the decay-speed of ρ(d) substituting
the fourth moment metric in [38] by the Compressibility
Index (CI) [40]. The CI metric is a measure of the
equality of elements in a set because it is inverse to
the empirical fourth moment. Our results show that
channel models with a high fourth moment in the MPC
amplitude are much more “compressible” in the sense
of having a lower CI (faster decay in ρ(d)) than the
Gaussian distributed MPC gain models in [9]–[35]. We
illustrate our results with numerical examples for the
lognormal-amplitude mmWave channels models in [2],
[3]. In particular we show that in a Non-Line-of-Sight
(NLOS) outdoor dense urban cellular mmWave link at
60 m distance based on the NYU mmWave MPC model
[2], the MSE of OMP OFDM channel estimation is 3
dB better than if the mmWave MPCs have Rayleigh
distributed amplitudes as in [33], [34]. We also show
that BPDN is only .86 dB better than OMP in terms of
MSE with a much higher computational complexity.
The remainder of this paper is structured as follows.
Sec. II describes the system model. Sec. III defines
two Maximum Likelihood (ML) estimator benchmarks.
Sec. IV describes the OMP channel estimator. Sec. V
contains the random vector compressibility analysis. Sec.
VI provides numerical results. Sec. VII shows that the
estimation differences affect the performance of OFDM
MMSE receivers. Sec. VIII concludes the paper.
A. Notation
Calligraphic letters denote sets. |A| denotes the cardi-
nality of set A. Bold uppercase letters denote matrices.
‖A‖n =
(∑
i,j |ai,j |n
) 1
n
is the `n Entrywise norm
of A. A = B · C is the element-wise product. AH
is the Hermitian and A† the Moore-Penrose pseudo-
inverse (AHA)−1AH . Bold lowercase letters denote
vectors with ‖a‖n, a = b · c, aH , and a† as in a
single-column matrix. When not specified, n = 2 so
‖a‖ = ‖a‖2 =
√
aHa is the vector length and ‖A‖ =√
trAHA the Frobenius norm. ∼ is the “distributed as”
sign. CN (µ, σ2) is the Gaussian and U(a, b) the uniform
distribution. We use the approximate inequality relation
a & b to denote that “a is either greater or approximately
equal to b”, that is, either a > b or (a < b and a ' b).
3II. SYSTEM MODEL
A. Multipath Time-Domain Channel Model
We consider a time-invariant discrete-time equivalent
channel (DEC) with Finite Impulse Response (FIR)
length M as in [32]–[35]. The channel is the sum of
L planar waves with fixed amplitudes {α`}L`=1, phases
{φ`}L`=1 and delays {τ`}L`=1. The discrete-time conver-
sion is modeled by a transmit pulse p(t) and the sampling
period T .
hM [n] =
L∑
`=1
α`e
jφ`p(nT − τ`), n ∈ [0,M − 1] (1)
The set of delays {τ`}L`=1 is ordered (τ` > τ`−1) and
aligned to zero (τ1 = 0). The maximum delay spread
is Ds = max τ` = τL. Typical choices of p(t) have a
peak at t = 0 and weak infinite tails, so M = dDs/T e
guarantees that all the MPCs are contained in the FIR
DEC.
We can rewrite (1) as a vector. To do so, we first define
a size-M time-domain channel vector
hM , (hM [0], hM [1], hM [2], . . . , hM [M − 1])T .
Second, we define the size-M pulse-delay vector
p(τ) , (p(−τ), p(T − τ), . . . , p((M − 1)T − τ))T
where we verified by simulation that for certain pulses
p(t) such as a sinc or Raised Cosine, ‖p(τ)‖2 ' 1 and,
if τ` − τ`−1 > T/2, then p(τ`)Hp(τ`−1) 1.
Third, we define the size-M × L pulse-delay ma-
trix P{τ`}L`=1 , (p(τ1),p(τ2), . . . ,p(τL)) where‖P{τ`}L`=1‖2 ' L. If L < M and τ` 6= τ`′ ∀` 6= `′
then P{τ`}L`=1 is full column rank.
Finally, we define the size-L MPC complex gain
vector
a ,
(
α1e
jφ1 , α2e
jφ2 , α3e
jφ3 , . . . , αLe
jφL
)T
.
Using these definitions, the sum in (1) can be written as
the following matrix-vector expression:
hM =
L∑
`=1
p(τ`)α`e
jφ` = P{τ`}L`=1a. (2)
We assume L ≤ M . The number of MPCs L and
the sets {α`}L`=1, {φ`}L`=1 and {τ`}L`=1 are generated
following explicit random distributions described below,
and we apply (2) to obtain the channel. Due to this, hM
has a probability density function that is too cumbersome
to write explicitly. If p(t) has a peak at t = 0 and weak
tails, the larger the fourth moment in the distribution
of {α`}L`=1, the more unevenly the energy is distributed
among the coefficients of hM .
We assume that the carrier frequency is fc > 10/T .
Compared to the wavelength λ the delays satisfy τ` −
τ`−1  1/fc = λ/c. Due to this the phases {φ`}L`=1 are
independent ∼ U(0, 2pi).
The MPC delays {τ`}L`=1 follow a Poisson Arrival
Process (PAP). In a Uniform PAP the inter-arrival gaps
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Figure 1. OFDM system with pilot subcarriers, a linear receiver with
imperfect CSI, and a sparse multipath channel.
Υi = τi − τi−1 follow a memoryless distribution. How-
ever, measurements shown that the MPC PAP in wireless
systems has memory [41]. Hence {τ`}L`=1 may also
follow the more general Non-Uniform PAP (NUPAP)
with MPCs grouped in “time clusters” [42].
Our main result studies differences in estimation
MSE for different arbitrary distributions of {α`}L`=1.
Most CS references assume some variant of α`ejφ` ∼
CN (0, 1/L) [9]–[35], hence α` would be Rayleigh. In
[2], [3], instead, {α`}L`=1 follow a normalized lognormal
distribution with a delay-dependent mean, where the
unnormalized amplitudes α` satisfy logα` = −τ`/Γ+ζ`.
Here Γ is the mean received power decay with delay
[42] and ζ` ∼ N (0, σ2α) is a shadowing distribution that
randomizes the amplitude [36]. The normalization α` =√
Precv∑L
`=1 α
2
`
α` where Precv is the total received power
is applied for consistency with macroscopic shadowing
and pathloss. Since the delay NUPAP features clustering,
this makes both the delays and the amplitudes dependent
across different MPCs. This is modeled in [2], [3] with
two normalized lognormals: one to divide Precv among
the clusters and one to divide each cluster power among
its MPCs.
A key difference between non-Gaussian and Gaussian
sparse channel models is that in the latter typically T 
τ`−τ`−1 when the `-th and (`−1)-th MPC belong to the
same cluster. As several MPCs arrive during the same
sampling intervals, the CLT is invoked to model the non-
zero coefficients of hM as Gaussian, avoiding the need
to explicitly model the set {α`}L`=1.
B. OFDM Channel Model and Pilot Scheme
We assume the OFDM system in Fig. 1. The number
of subcarriers (DFT size) is K ≥ M , the Cyclic Prefix
(CP) length is M , and the OFDM signal is sent through
the FIR DEC (1). At the receiver, the frequency-domain
received signal is the K-coefficient vector
y = D(x)hK + z, (3)
where z is Additive White Gaussian Noise (AWGN)
with variance σ2IK , x are the K IDFT inputs, D(x) is
the diagonal matrix containing the vector x in the main
diagonal, and hK is the size-K DFT of (2). Ignoring the
last K −M columns of the DFT matrix, we can write
this as
hK = FK,MhM (4)
where the rectangular matrix FK,M contains the first
M columns of the size-K normalized DFT matrix that
4satisfies FHK,MFK,M = IM but FK,MF
H
K,M is not an
identity matrix.
In practical scenarios the phases {φ`}L`=1 change
faster than { τ`T }L`=1 and {α`}L`=1. hK is assumed time-
invariant when {φ`}L`=1 does not change significantly
during a block of several OFDM frames. In the first
OFDM frame of each block, we assume a “comb” pilot
pattern [4] with N pilot subcarriers is used, where K ≥
N ≥ M . We denote the size-N vector of transmitted
pilots by xN (a subset of the coefficients of x where
pilots are transmitted). Assuming K/N ∈ N, we define
the vector of received coefficients in pilot subcarriers
during the first OFDM frame as
yN = D(xN )hN/K + zN .
Denoting by FN/K,M the submatrix that contains the
first M columns and the alternated N -out-of-K rows of
the DFT we define the frequency-domain channel vector
at the pilots as
hN/K , FN/K,MhM (5)
where FHN/K,MFN/K,M =
N
K IM . The full chan-
nel hK can be recovered by inverting (5) and sub-
stituting in (4) producing hK = FK,MhM =
FK,M (FN/K,M )
†hN/K = FK,MFHN/K,M
K
N hN/K .
Substituting (2) into (4) we can write two alternative
linear representations of hK as follows.
hK︸︷︷︸
frequency
= FK,M hM︸︷︷︸
discrete-time
= FK,MP{τ`}L`=1 a︸︷︷︸
MPCs
, (6)
Using these two linear representations, non-sparse and
sparse channel estimators can be written, respectively,
as we will describe in more detail in the next section.
III. LS/ML ESTIMATION BENCHMARKS
A. Conventional Discrete-time-domain LS/ML estima-
tion
A non-sparse ML estimator of hK is given in [6],
using hK = FK,MhM but not requiring that hM is
sparse. This non-Bayesian estimator is the best we can
do in non-sparse channels when the distribution of hM
is unknown or untractable, and we adopt it as the “non-
sparse benchmark”.
For M ≤ N ≤ K, the ML estimator of hK subject to
a linear constraint hK = FK,MhM is a Least Squares
(LS) estimator of hM multiplied by FK,M to reconstruct
hK [6]:
hˆML-MM = (D(xN )FN/K,M )
†yN , (7)
hˆML-MK = FK,M hˆ
ML-M
M , (8)
where the error can be expressed as
h˜ML-MK , hˆML-MK − hK = FK,M (D(xN )FN/K,M )†zN .
Since zN is AWGN the error is Gaussian, zero mean
(unbiased) and the MSE is the variance
ν2ML-M =
Ez
[‖FK,M (D(xN )FN/K,M )†zN‖2]
K
=
σ2M
N2
tr{(D(xN )HD(xN ))−1}
≥ M
N
σ2,
(9)
where we solve min
xN :‖xN‖2≤N
tr{(D(xN )HD(xN ))−1} to
get the minimum MSE pilots, which have unit-amplitude
coefficients |x[k]| = 1 ∀k [4]. Our simulations confirm
this result (Fig. 2(b)).
It is important to remark that although other non-
sparse OFDM estimation methods are possible, this ML
scheme is the “best non-sparse estimator” in our case.
In [4] a MMSE channel estimator is derived, but it
requires the assumption that hM is Gaussian distributed.
And in [5] direct LS estimation of hN is performed,
hˆN = D(xN )
−1yN , followed by a frequency-domain
interpolation of hK from hN . Although this LS estima-
tor reduces complexity, it is not the ML estimator and it
has NM times more error variance than our benchmark.
Some receivers need to know the covariance matrix
of the error. Since zN is Gaussian and M ≤ N ≤ K
the error vector h˜ML-KK is Gaussian and has a rank-M
covariance matrix
Σh˜K = ν
2
ML-MFK,MF
H
K,M . (10)
We observe that the coefficients of this matrix can be
written as
Σi,j
h˜K
= ν2ML-M
sin(2piM(i−j)K )
sin(2pi (i−j)K )
ej2pi
(M−1)(i−j)
K ). (11)
This expression stems from the time-domain interpo-
lation (8), which in frequency domain can be repre-
sented by the expression FK,MFHM,M that behaves as
a periodical-sinc interpolation filter.
B. Sparse MPC-domain LS/ML estimation
We define our second benchmark assuming the chan-
nel is sparse and {τ`}L`=1 is perfectly known to the
receiver (“genie-aided”). With minor changes to Sec.
III-A we can derive a LS estimator of the vector a
and use FK,MP{τ`}L`=1 to recover the frequency-domain
channel as
aˆML-{τ`}
L
`=1 = (D(xN )FN/K,MP{τ`}L`=1)
†yN (12)
hˆ
ML-{τ`}L`=1
K = FK,MP{τ`}L`=1 aˆ
ML-{τ`}L`=1 (13)
For AWGN zN the error is Gaussian, zero mean
(unbiased) and the MSE is the variance
ν2ML-{τ`}L`=1 ≥
L
N
σ2, (14)
where again the equality is achieved for |x[k]| = 1 ∀k.
Noting that L < M the genie-aided benchmark offers
5a gain versus the non-sparse benchmark of M/L. For
example choosing M = N for minimal pilot overhead
and the values L = 30 and M = 128 results in a gain
of 6 dB. We verified this result in numerical simulations
(Fig. 2(b)).
For the error convariance matrix we get
Σh˜K =
σ2
N
FK,MP{τ`}L`=1P
†
{τ`}L`=1
FHK,M , (15)
where we observe the DFT FK,M on both sides, which
as we argued can be interpreted as a M-to-K period-
ical sinc interpolation filter (11). However, in-between
FK,M and FHK,M we have the M × M rank-L ma-
trix P{τ`}L`=1P
†
{τ`}L`=1
instead of IM . This “inner” term
makes the error covariance matrix rank L instead of
M . And the zeros of (11) do not necessarily correspond
with zeros in (15). Furthermore, the covariance matrix
depends on {τ`}L`=1, so the error covariance matrix
varies for different realizations of the sparse channel.
IV. HYBRID CS/LS ESTIMATOR OF SPARSE MPCS
In this section we assume that the pilot sequence xN
has unit-amplitude symbols as in the previous section.
Without loss of generality we describe the estimator for
D(xN ) = IN where the results remain valid if we first
compute y′N = D(xN )
HyN for other pilot sequences.
In practice the delays {τ`}L`=1 are not known to the
receiver and it cannot use P{τ`}L`=1 to implement the
sparse LS estimator (12), (13). To design a practical
estimator, we assume the channel is sparse in the sense
that a linear relation hK = FK,MP{τ`}L`=1a exists but
its matrix is unknown, and we define a hybrid two-step
estimator as follows:
1) We use any CS method to estimate the delays of
the channel, denoted as Tˆ ' {τ`}L`=1.
2) We use MPC-domain LS estimation (12) based on
the matrix PTˆ instead of P{τ`}L`=1 .
We define two entities of interest for this procedure,
which remain valid for any CS method.
Definition 1. We define the residual associated with an
approximation of the delay set Tˆ as
ρ(Tˆ ) ,
‖((IK)− FK,MPTˆP†Tˆ FHK,M )hK‖2
K
=
‖(IM −PTˆP†Tˆ )hM‖2
K
.
(16)
Definition 2. We define the subspace associated with an
approximation of the delay set Tˆ as
S(FK,MPTˆ ) ,{
v ∈ CK : ‖(IK − FK,MPTˆP†Tˆ F
H
K,M )v‖2 = 0
}
.
(17)
For any algorithm adopted in the first step, the error
can be expressed as the projection of the noise over the
subspace S(FK,MPTˆ ) plus Kρ(Tˆ ). To show this, we
define the projection of hK on S(FK,MPTˆ ) as hS =
FK,MPTˆ (FK,MPTˆ )
†hK . Since hS ∈ S(FK,MPTˆ ),
there exists some vector b ∈ C|Tˆ | such that hS =
FK,MPTˆ b. Step 2 uses (12) to estimate b and hS ,
producing bˆ = (D(xN )FN/K,MPTˆ )
†yN and hˆS =
FK,MPTˆ bˆ. Since hS is a projection of hK , we adopt
hˆS as estimator of hK . We can write the error as h˜K =
hK−hˆS = (hK−hS)+(hS−hˆS) = hE+h˜S . Here, hE
is the error of the first step satisfying ‖hE‖2 = Kρ(Tˆ )
and h˜S = hS−hˆS = FK,MPTˆ (b−bˆ) is the error of the
second step. Definition 2 means that hE is orthogonal
to S(FK,MPTˆ ), and particularly to h˜S , and therefore
‖h˜K‖2 = Kρ(Tˆ ) + ‖FK,MPTˆ (b− bˆ)‖2.
A. Estimation of {τ`}L`=1 as a CS Problem
In the paragraphs above we described the first step
abstractly as “obtain some estimate of the delays Tˆ ”. In
this section we discuss how this task can be framed as a
CS problem. The delay dictionary set with size NT ≥M
is defined as TNT , {nDsNT : n ∈ [0, NT − 1]}. We wish
to find a subset Tˆ ⊂ TNT with Lˆ = |Tˆ | such that 1)
the subspaces S(FK,MP{τ`}L`=1) and S(FK,MPTˆ ) are
similar in the sense that ρ(Tˆ ) is small, and 2) the matrix
PTˆ is a submatrix formed by Lˆ of the columns of the
delay dictionary matrix PTNT , with LˆM , so that the
pseudoinverse of PTˆ exists and ‖h˜S‖2 ∝ LˆN is small.
Ideally, for this we would solve
min
Tˆ ⊂TNT
min
b
Ez
[
‖hE‖2 + ‖h˜S‖2
]
, (18)
where increasing |Tˆ | increases ‖h˜S‖2 and decreases
‖hE‖2. However, ‖hE‖2 cannot be evaluated without
knowing hM . Instead we consider an approximate error
minimization. First we define
hN/K = FN/K,MPTˆ b
= FN/K,MPTNT bNT
= ΦNTbNT
(19)
where b is a non-sparse size-Lˆ vector and bNT is the
sparse size-NT vector with the coefficients of b in the
appropriate places and zeros elsewhere. If we define the
matrix ΦNT = FN/K,MPTNT , then identifying the non-
zero coefficients of the sparse vector bNT is a classic
CS problem.
As an approximation to (18), we can use the `0
minimization
min ‖bˆNT ‖0 s.t. ‖yN −ΦNT bˆNT ‖22 ≤ ξ, (20)
so that |Tˆ | is minimized and ρ(Tˆ ) is controlled by ξ.
Intuitively, relaxing ξ allows more reduction of |Tˆ | but
increases ρ(Tˆ ). The value ξ = Nσ2 allows ‖yN −
ΦNT bˆNT ‖22 to be of similar power to a size-N noise
vector, and brings ρ(Tˆ ) below some notion of a noise
floor.
By definition when NT = M the delay dictionary
contains the sampling instants TM = {0, T, 2T . . . (M −
61)T} and is a complete dictionary without superresolu-
tion. On the other hand when NT > M , TNT is an over-
complete dictionary with superresolution. Unfortunately
in the general case the matrix ΦNT would not meet
sufficient conditions to guarantee that the representation
of hN/K as ΦNTbNT is unique [8]. Thus in CS OFDM
channel estimation we cannot have simultaneously super-
resolution and invoke [8, Theorems 6,7] to guarantee that
the indices of the large coefficients of bNT are recovered
correctly. Nonetheless, in channel estimation we do not
care if Tˆ contains false-positive errors as long as ‖h˜K‖2
is minimized.
By definition τ` can take any real non-negative value,
and therefore any finite dictionary (NT < ∞) would
incur some delay discretization error. It is common to
disregard this error in CS channel estimator designs [32],
[34], [35], but in this paper we consider the extension
to the continuous case, enabling an effectively infinite
dictionary NT = ∞. The continuous dictionary intro-
duces no discretization errors and, as far as the dictionary
design is concerned, it would be possible to recover a
and P{τ`}L1 exactly. Rather than the finite matrix product
ΦNTbNT , the continuous case considers the integral∫∞
0
φ∞(τ)b∞(τ)dτ = P{τ`}L`=1a where φ∞(τ) =
FN/K,Mp(τ) and b∞(τ) =
∑L
`=1 α`e
jφ`δ(τ − τ`) are
the equivalents of the discrete dictionary ΦNT and
the sparse vector bNT , respectively, and estimation is
performed over the function-space with bases {φ∞(τ) :
τ ∈ [0, Ds]} and where the integral is the distance.
B. OMP Heuristic to solve (20)
The `0 problem (20) has combinatorial complexity
in the number of columns of ΦNT . There are many
CS algorithms that can be roughly divided into two
branches to address this: substitution by an `1 problem
(BPDN, LASSO, Dantzig-Selector), and greedy approx-
imations of the combinatorial problem (OMP, CoSaMP)
(20) [8]. Results in [39] have established that BPDN
requires a weaker sufficient condition than OMP to
recover the sparse support correctly when the non-zero
coefficients have similar magnitude. On the other hand
OMP requires a weaker condition than BDPN when
the non-zero coefficient magnitudes display a geometric
decay. Wireless channels with a high fourth moment
MPC gain distribution typically generate a fast-decaying
collection of MPC amplitudes similar to this second
scenario. CoSaMP is faster than OMP because it selects
L elements per iteration, but this requires knowing L
beforehand, which is random and unknown in our model.
LASSO has a similar limitation as it needs to adopt an
upper bound of ‖hN/K‖1 as one of the optimization
constraints. For these reasons we select OMP for solving
the CS approximation problem (20).
In addition, the error analysis of OMP sheds light on
the theoretical connection between CS and the “com-
pressibility” analysis we give in Section V. OMP is
a greedy algorithm that, on each iteration, adds one
Algorithm 1 Orthogonal Matching Pursuit with Binary-
search Refinement (OMPBR)
1: Def. dictionary TNT = {nDsNT } ∀n ∈ {0 . . . NT − 1}
2: Generate N/K-FFTs φn = FN/K,Mp(τˆn)
3: Initialize estimate of sparse support set Tˆ0 = ∅
4: Initialize residual with data observation r0 = yN/K
5: while ‖ri‖2 > ξ and i < max num. iterations do
6: τ i = {arg max |φHn ri−1| ∀TNT \ Ti−1}
7: µ∗ = arg max
µ∈[−12 , 12 ]
|p(τ i + µDsNT )HFHN/K,Mri−1|
8: τˆi = τ i + µ
∗ Ds
NT
9: Update estimation of support Tˆi = Tˆi−1 ∪ {τˆi}
10: Update support matrix Φˆi = FN/K,MPTˆi
11: Update LS channel estimator hˆi = ΦˆiΦˆ
†
iyN/K
12: Update residual for next step ri = yN/K − hˆi,
13: end while
column to the matrix minimizing the LS projection of
yN . The interpretation of compressibility in relation
to the stop condition of greedy algorithms was ear-
lier pointed out in [38]. Interpreting OMP as a direct
heuristic for (18) instead of (20), each greedy iteration
follows the steepest decrease of ‖hE‖2 and increases
‖h˜S‖2, and OMP stops (ξ) when the next decrement of
‖hE‖2 is not worth its associated increase of ‖h˜S‖2.
Intuitively, the choice ξ = Nσ2 means that the residual
‖yN/K−ΦNT bˆNT ‖2 < ξ contains only noise and under-
the-noise-floor channel coefficients, and additional steps
do not lead to a further reduction of the MSE.
Our main contribution consists in analyzing CS es-
timators for non-Gaussian MPC gain distributions. To
analyze this result when there is no delay discretization
error we extend OMP to OMPBR which has a continuous
delay dictionary in Algorithm 1, while setting µ∗ = 0
in line 8 converts the algorithm to “classic” OMP. Lines
6-8 of Alg. 1 solve the subproblem
max
τ
|p(τ)HFHN/K,Mri−1|, (21)
which is non-concave in the interval [0, Ds]. Since typi-
cal pulses p(t) such as the Raised Cosine are symmetric
at t = 0 and concave in the interval −T/2, T/2,
we make the assumption that this problem is locally
concave and symmetric around a local maximum in
small regions we call delay bins. First a finite dictionary
is used to identify the best bin as in OMP, centered
at τ i with width ± 12 DsNT . Then the delay is refined as
τˆi = τ i + µ
∗ Ds
NT
where µ∗ comes from an assumed
locally concave and symmetric maximization. We use the
Binary-search Local Maximum Refinement described in
Alg. 2, rather than a gradient as [29], to guarantee that
OMPBR is robust in the sense that the result is contained
in the bin and never worse than the decision that OMP
would make. Lemma 1 shows Alg. 2 is optimal if the
target function satisfies the assumptions.
7Algorithm 2 Binary-search Local Maximum Refinement
1: Assume a function f(µ), and initial interval
[µmin, µmax], and desired relative resolution δµ
2: Initialize µ0 = µmin, µ1 = µmax
3: while |µ1 − µ0| > 2δµ do
4: if f(µ0) < f(µ1) then
5: µ0 =
µ0+µ1
2
6: else
7: µ1 =
µ0+µ1
2
8: end if
9: end while
10: µˆ = µ0+µ12
Lemma 1. For any function f(µ) and interval
[µmin, µmax] such that
1) f(µ) has a single local maximum in the interval,
located at µ∗ , arg max
µ∈[µmin,µmax]
f(µ),
2) f(µ) is strictly increasing for µ ≤ µ∗ and decreas-
ing for µ ≥ µ∗
3) f(µ) is symmetric with regard to µ∗, that is f(µ∗+
∆µ) = f(µ∗ −∆µ) ∀∆µ ∈ [0, µmax−µmin2 ]
Algorithm 2 finds a solution µˆ such that |µˆ− µ∗| < δµ.
Proof. Due to the symmetry of the strictly increasing
function f(µ), if f(µ0) < f(µ1) then |µ∗ − µ0| >
|µ∗ − µ1|. Therefore µ∗ is contained in the interval
[µ0+µ12 , µ1]. The converse holds if f(µ0) > f(µ1). The
algorithm halves the interval [µ0, µ1] in each iteration,
and the interval is guaranteed to contain µ∗. The stop
condition guarantees |µˆ− µ∗| < |µ0 − µ1|/2 < δµ.
For OMP, line 6 of Alg 1 performs O(NTM) products
and the delay dictionary has resolution Ds/NT , whereas
for OMPBR, lines 6-8 perform O((NT+2 log(1/δµ))M)
products where δµ < 1 adjusts the desired resolution
δµDs/NT . Thus, if we desire to improve the delay
resolution, the computational cost increase is linear for
OMP and logarithmic for OMPBR.
In summary we distinguish three cases of delay dic-
tionary sizes we consider:
• NT = M and µ∗ = 0: in this case the dictionary is
finite and without superresolution as in [14], [17],
[19], [32]. For this scenario if the columns of ΦM
are orthogonal, for example if p(t) is a Nyquist
pulse, then the greedy OMP solves the `0 problem
(20) exactly.
• Finite NT > M and µ∗ = 0: this case produces a
finite overcomplete dictionary with superresolution
as in [19], [35]. In this scenario, OMP is an heuristic
of (20), so its error is lower bounded by the `0
optimum for the same NT > M . Even if we
cannot invoke [8, Theorems 6,7], when NT /M is
an integer, TM ⊂ TNT . And since OMP is a greedy
algorithm, using a dictionary size NT , such that
NT /M ∈ N, achieves lower or equal MSE to that
of OMP with size M , which is also the `0 optimum
with NT = M . However, increasing NT results in
a linear growth of computational complexity.
• Finite NT ≥ M with µ∗ as in Alg. 1: this case is
OMPBR. For very small δµ, OMPBR has an effec-
tively continuous dictionary with effectively infinite
size, while complexity only grows with log(δ−1µ ).
In addition, in each iteration of OMPBR the greedy
decision is never worse than in OMP using the same
NT .
C. OMP Error Analysis
We assume OMP stops after Lˆ iterations and returns
PTˆ ∈ CM×Lˆ. Both PTˆLˆ and Lˆ are random variables that
depend on zN . The MPC phase distribution is U(0, 2pi),
and even if the error for a fixed hM is not unbiased, the
average of the error over the distribution of the channel
is zero-mean. For compactness, we denote the residual
ρ(Lˆ) = ρ(TˆLˆ). The MSE is
ν2OMP =
Ez
[
‖h˜S‖2 + ‖hE‖2
]
K
=
Ez
[
‖PTˆLˆ(bˆ− b)‖
2
]
K
+ Ez
[
ρ(Lˆ)
] (22)
which follows from FHK,MFK,M = IM and the defini-
tions of ρ(Lˆ), h˜S and hE .
The following results are proven in Appendices A and
B and characterize the MSE of OMP:
1) In OMP, the first MSE term approaches
E[Lˆ]
N σ
2
when σ2 is small,
lim
σ2→0
Ez
[
‖PTˆLˆ(bˆ− b)‖
2
]
K
−
E
[
Lˆ
]
N
σ2 = 0.
2) When p(t) is a Nyquist pulse and NT = M , in
OMP the first MSE term satisfies
Ez
[
‖PTˆLˆ(bˆ− b)‖
2
]
K
≥
E
[
Lˆ
]
N
σ2.
3) If we choose ξ = Nσ2 the first and the second error
terms are approximately equal.
Ez
[
‖h˜S‖2
]
K
=
Ez
[
‖PTˆLˆ(bˆ− b)‖
2
]
K
' Ez
[
ρ(Lˆ)
]
Putting everything together we get that the MSE can
be approximated as
ν2OMP '
2Ez
[
‖h˜S‖2
]
N
'
2Ez
[
ρ(Lˆ)
]
N
σ21−−−→
2Ez
[
Lˆ
]
N
σ2.
(23)
where the asymptotic result is a tight lower bound if
M = NT and p(t) is a Nyquist pulse.
8Our simulations verify that Lˆ grows with SNR and
that ν2OMP converges to
2Ez[Lˆ]
N σ
2 as the SNR increases
(Figs. 2(a), 2(b)). We also conjecture that this is a lower
bound in the general case. Two arguments support this
conjecture: First, if we let σ2 → ∞ then yN ' zN
and OMP becomes a greedy algorithm that selects the
noise dimensions in decreasing order of power, picking
up above-average noise power. Second, the simulation
results displayed such behavior.
The analysis shows that when OMP stops, the number
of recovered MPCs Lˆ is determined by the meeting point
between a term that decays as ρ(Lˆ) and a term that
grows linearly with Lˆσ2. We can interpret ρ(d) as a
random non-increasing function of d with a decay that
depends on the inequality between the coefficients of
hM . If we characterize ρ(d) in relation to the distribution
of hM , we can use the stop condition result in reverse
to deduce Ez
[
Lˆ
]
from hM and assess how the MSE
varies with different MPC amplitude distributions. In the
next section we propose a “compressibility index” of hM
related to a lower bound of ρ(d) that holds for any CS
algorithm.
D. Covariance Matrix
The covariance matrix of the estimator is also given
by a two-term expression. For compact notation, we
define the complementary matrix ΥTˆ = (IM −
PTˆP
†
Tˆ )P{τ`}L`=1 , which satisfies hE = hK − hS =
FK,MΥTˆ a; and define the noise projection zb = bˆ −
b = P†Tˆ
K
NF
H
N/K,MzN . Using this, the error covariance
matrix of any two-step estimator may be denoted as
follows
Σh˜ =
FK,MEz
[
PTˆ (zbz
H
b )P
H
Tˆ + ΥTˆ (aa
H)ΥHTˆ
]
FHK,M .
(24)
Again, we observe the DFT matrix FK,M in both sides,
that is interpreted as a M to K periodic sinc interpolation
filter (11). The terms in-between depend on the pulse-
delay matrix similarly to (15). The main difference is that
in the case of CS estimation the “inner” matrix contains
two terms and neither is associated with a Gaussian
distribution due to the dependency of Tˆ with zN . In
addition ΥTˆ a cannot be evaluated without knowing
P{τ`}L`=1 and a. This means that in practical receivers
that need the covariance of the channel estimation error,
the use of CS estimators instead of conventional estima-
tors raises the need to design approximations of Σh˜.
V. COMPRESSIBILITY ANALYSIS
Since the coefficients of hM in (2) are not i.i.d. and
we do not consider a Gaussian sensing matrix, the results
relating compressibility and the fourth-moment in [38]
do not apply directly. We define the Compressibility
Index (CI) of an arbitrary channel vector hM as follows:
CI(hM ) =
(
∑M−1
n=0 |hM [n]|2)2
M(
∑M−1
n=0 |hM [n]|4)
. (25)
Which is based on Jain’s fairness index for schedulers
[40] and has the following properties:
• If exactly L ∈ {1 . . .M} elements of hM are non-
zero and equal, the CI is L/M
• The inverse of the CI can be rewritten as a normal-
ized estimator of the fourth moment of a sequence.
So if v is a size-M i.i.d. vector following a zero-
mean distribution f(v[n]), then
lim
M→∞
1
CI(v)
= lim
M→∞
(
1
M
∑M
n=1 |v[n]|4
)
(
1
M
∑M
n=1 |v[n]|2
)2
=
Ev
[|v[n]|4]
Ev [|v[n]|2]2
= κ(v[n])
(26)
where κ is the kurtosis of the distribution f(v[n]).
Therefore for large i.i.d. vectors, the CI becomes the
normalized fourth moment, and is consistent with
the metric used in [38].
• For channels modeled as a sum of planar waves
as in (1) the CI of hM = P{τ`}L`=1a is strongly
related to the CI of the set {α`}L`=1. In particular,
if the delays {τ`}L`=1 are exact multiples of T and
p(t) is a Nyquist pulse, then CI(hM ) = LM CI(a).
• The CI is invariant to scale, so for any scalar λ ∈ C
we get CI(λhM ) = CI(hM ). This means that we
can disregard the normalization of the set {α`}L`=1
specified by [2], [3] and CI(hM ) depends on the
fourth moment of the lognormal distribution that
generates {α`}L`=1.
The CI is interpreted in the sense that a vector with
score CI(hM ) has the same score as a size-M vector
with exactly MCI(hM ) non-zero coefficients of equal
power. For example, a Gaussian i.i.d. vector with κ = 2,
when M is very large, has the same CI as a strictly-
sparse vector with M/2 non-zero equal elements; and
a Bernoulli-Lognormal i.i.d. vector with L/M non-zero
coefficients, when κ = e4σ
2
for σ2 = log(10)/4, has
a CI equal to a strictly sparse vector containing exactly
L/10 coefficients of equal magnitude.
First, we consider an “oracle” CS benchmark. For a
given delay dictionary ΦNT the “oracle” reveals in d
iterations the set of d columns of ΦNT that minimizes
‖hN/K − ΦNT bˆNT ‖22. By definition this “oracle” has
minimal residual among any CS algorithm that estimates
Tˆ using the same dictionary, that is the oracle residual
satisfies ρ(d) ≤ ρ(Tˆ ) for d = |Tˆ |.
Second, we focus on the case where NT = M and
p(t) is a Nyquist pulse to show the connection between
CI(hM ) and ρ(d). We define the sorted sequence of
9magnitudes of hM as
mi =
{
max({|hM [n]|2}M−1n=0 ) i = 1
max({|hM [n]|2}M−1n=0 \
⋃i−1
j=1{mj}) i > 1
where m1 is the power of the largest coefficient, m2 the
second, and so on. Since
∑L
`=1 α
2
` = 1 and ‖p(τ)‖2 =
1, we get ‖hM‖2 = 1 and 1−
∑d−1
i=1 mi =
∑M
i=dmi. In
d iterations the oracle recovers {mi}di=1 perfectly, and
the residual is the recursive function
ρ(d) , 1
K
(
1−
d∑
i=1
mi
)
= ρ(d− 1)
(
1− md∑M
i=dmi
)
.
(27)
Finally, we relate ρ(d) to the CI. We first define a set
containing the residual channel coefficient powers after
the d strongest are perfectly recovered, denoted by
Rd , {mj}Mj=d+1 = {|hM [n]|2}M−1n=0 \ {mj}dj=1.
The CI of this set evaluates to
CI(Rd) =
(
∑M
i=d+1mi)
2
(M − d)∑Mi=d+1m2i .
By definition the CI satisfies the following inequalities
1
(M − d)√CI(Rd) ≤ md+1∑Mi=d+1mi ≤ 1√(M − d)CI(Rd) .
(28)
Introducing the right hand side of (28) into (27) we get
ρ(d) ≥ ρ(d) ≥
d−1∏
i=0
(
1− 1√
(M − i)CI(Ri)
)
. (29)
So we see that, if the CI(Ri)’s are high, ρ(d) cannot
decay fast. The left hand side of (28) can be used to
write a converse (if CI(Ri)’s are low ρ(d) must decay
fast). We plot the empirical values of (29) in Fig. 3(a)
averaged over hM , where we see that it is a lower bound
of ρ(d).
This bound depends on CI(Ri) for 0 ≤ i ≤ d − 1,
while we want a bound depending on CI(hM ) =
CI(R0). We introduce the following assumption: When
dM−d we assume that removing the largest element
increases the CI by at least M−d+1M−d , i.e.
CI(Rd) & M − d+ 1
M − d CI(Rd−1) (30)
This assumption was tested numerically and seems to
hold in an overwhelming majority of the realizations of
the the NYU mmWave MPC model [2], as shown in Fig.
3(b). Recursively replacing CI(Rd) with CI(Rd−1) until
CI(hM ) = CI(R0) we can write the following
ρ(d) &
(
1− 1√
MCI(hM )
)d
. (31)
This approximation shows how CI(hM ) influences
“compressibility”: the lower the compressibility index
CI(hM ), the faster the geometric decay of (an approx-
imation of) ρ(d). This suggests that if (30) was a strict
equality instead of an approximation we would see OMP
outperform BPDN as established in [39]. We represented
(31) in Fig. 3(a), where we see that it approximates
(29) and lower bounds ρ(d). Fig. 5 compares OMP and
BPDN, where the MSE difference was less than 1.5 dB,
but OMP does not fully dominate as in [39], since (31)
is an approximation.
As we said CI(hM ) is connected to {α`}L`=1 and if
p(t) is Nyquist and the delays are exact multiples of T
then CI(hM ) = LM CI({α`}L`=1). Since we can ignore
normalization (31) becomes
ρ(d) &
1− 1√
LCI({α`}L`=1)
d . (32)
We represented the simulation values of (32) in Fig. 3(a).
We see that even for the actual NYU mmWave MPC
model the approximation CI(hM ) ' LM CI({α`}L`=1)
approximates (31) closely.
Finally, if the marginal distributions of α` and τ` for
different ` are identical and L is large,1− 1√
LCI({α`}L`=1)
d ≈ (1−√κ(α)
L
)d
, (33)
where κ(α) is the kurtosis of the marginal distribution
f(α) = Eτ` [f(α`|τ`)]. Our simulations show that the
cumulative density function (CDF) of CI(hM ) changes
for different distributions of {α`}L`=1, and probability
concentrates in lower values of CI(hM ) when {α`}L`=1
are lognormal distributed or depend on {τ`}L`=1 as in the
NYU mmWave MPC model (Fig. 4).
In conclusion, when the MPC amplitude distribution
kurtosis increases, the CI of the channel is smaller,
ρ(d) decays faster, the ratio Lˆ/L is lower and hM is
more “compressible” in the sense that CS algorithms
can estimate hM by retrieving lower number of dominant
MPCs. This at the same time reduces the MSE. The ratio
Lˆ/L characterizes a form of statistical sparsity due to
the fourth moment of the distribution that is distinct from
the physical sparsity characterized by the ratio L/M and
motivated by the fact that there are fewer MPCs than
channel taps. We represented EhM [ρ(d)] in Fig. 3(a)
for the NYU mmWave MPC model [2], Rayleigh MPC
amplitudes, and an i.i.d. Gaussian non-sparse channel,
where indeed in the NYU mmWave MPC model [2] the
ρ(d) decays much faster, making the necessary number
of iterations EhM
[
Lˆ
]
much lower.
A limitation of the “oracle estimator” analysis is that
it lower bounds the residual of practical CS schemes,
ρ(d) ≤ ρ(d). Therefore, there is no use in further
developing the left hand side of (28), and in fact steps
(30) and (31) do not apply to the upper bound case. Thus,
we only proved the claim in one direction, i.e. a large
fourth moment in the distribution of α` is necessary for
statistical sparsity (small Lˆ/L), but we have not shown
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if a high κ(α) is sufficient for small Lˆ/L. However,
we conjecture that this holds due to the following
observations: CI(Rd) also can bound ρ(d) from above
using the left hand side of (28), the compressibility of
generalized-Gaussian distributed i.i.d. vectors improves
as the fourth moment increases [38, Fig. 6], and we have
always observed statistical sparsity for high κ(α) in our
simulations.
We note that other metrics of “channel compress-
ibility” could have been adopted instead of the fourth-
moment based CI. We adopt this metric because the
fourth moment has arisen as a prominent metric to
measure compressibility or more general unevenness in
statistics in other analyses that are similar to ours. This
includes works on compressed sensing, time-varying fad-
ing channel statistics, and non-coherent channel capacity
[38], [43], [44] (see Appendix C).
VI. NUMERIC VALIDATION
We simulate an OFDM system with T = 2.5 ns as
in [2] and p(t) = sinc(t/T ). This makes the bandwidth
B = 400MHz. We choose the CP length M = 128, for
a realistic maximum delay spread Ds = TM = 320
ns [2], and use N = M = 128 pilots. We demonstrate
our analysis for 103 realizations of the NYU mmWave
MPC model [2] for a 60 m non-line-of-sight link with
fc = 28 GHz. Simulation results for the 3GPP model
[3] were similar. For a transmitted power in the range 1
to 10 W at this distance the median SNR ranges from
−4 to 6 dB. Since λ ' 1 cm, we choose the DFT size
K = 512, so the frame duration is KT = 1.28 µs and
the phases vary very little over ten frames for speeds up
to 100 m/s.
A. OMP Error Analysis Validation
First we look at Lˆ. In Fig 2(a) we represent Ez,hM
[
Lˆ
]
vs SNR for three estimators: no-superresolution OMP
(NT = M ), conventional superresolution OMP (NT =
4M ), and our OMP Binary-search Refinement proposal
(NT = M and δµ = 10−2, equivalent to OMP with
NT = 100M ). The NYU mmWave MPC model [2]
generates L as a random number that does not depend on
SNR, and in the simulation the average was EL [L] = 32,
represented by a red line in Fig 2(a). The bars show
the number of MPCs retrieved by OMP. At SNR= 0
dB no-superresolution OMP estimates about 8 MPCs,
whereas both algorithms with superresolution obtain 5.
At high SNR orthogonal OMP overshoots to 35 due to
its insufficient delay resolution, whereas the dictionaries
with superresolution estimate about 20 dominant MPCs.
While obtaining a very similar result, OMP was 4×
slower with NT = 4M whereas the run time of OMPBR
was almost identical to OMP with NT = M . For
practical SNR values, a number of MPCs of the NYU
mmWave MPC model are too weak to be recovered by
OMP, and Lˆ < L.
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Figure 2. Numerical validation of OMP estimator error analysis.
We represent the MSE (ν2) in Fig. 2(b). The CS
estimation error averaged over hM is unbiased and
‖hM‖2 =
∑L
`=1α
2
` = 1, so the Normalized MSE
(NMSE), the MSE, and the variance are equal. The
purple line corresponds to non-sparse LS-ML estimator
benchmark defined in Sec. III-A. Its numerical result
coincides with our theoretical prediction (9), represented
by star-shaped purple bullets in the figure. We represent
with a red line the genie-aided LS-ML sparse estimator
benchmark defined in Sec. III-B, where we see again the
error coincides with our theoretical prediction (14) (red
star bullets). Since EhM [L] = 32 and N = M = 128,
the sparse benchmark has a gain of approximately 6
dB. Next, we have the OMP algorithm with NT = M ,
NT = 4M , and OMPBR. The error variance analysis in
Sec. IV predicts the error converges to
Ez,hM [2Lˆ]
N σ
2 in
the high-SNR regime. We represent the empirical error
with solid green, cyan and blue lines, and we represent
with squared, circular and diamond bullets of the same
colors the theoretical lower bound of the error evaluated
taking the empirical values of Ez,hM
[
Lˆ
]
previously
displayed in Fig 2(a). We confirm that the theoretical
results approximate the empirical error from below and
become tighter as the SNR increases. The CS estimators
outperform the non-sparse estimator benchmark but fail
to match the genie-aided sparse estimator benchmark.
At low SNRs OMP displays a lower Ez,hM
[
Lˆ
]
and
achieves a greater advantage over the non-sparse bench-
mark.
As a reference, we also represented in Fig. 2(b) the
lower bound to the residual function 2ρ(d) as defined in
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Sec. V for several values of d. Our error analysis showed
that OMP stops for a value of Lˆ where approximately
Ez,hM
[
ρ(Lˆ)
]
' LˆN σ2. We verify that as the SNR
increases the MSE of the OMP estimators decreases
slower than σ2. As the OMP MSE decreases it crosses
the horizontal lines corresponding to ρ(d) for increasing
values of d, consistently with the observation that OMP
retrieves more MPCs at high SNR in Fig. 2(a).
B. Stopping point of OMP vs CI(hM )
We display the decaying function ρ(d), related to
channel “compressibility”, and the approximations we
derived using the Compressibility Index of hM in Fig.
3(a). We depict the empirical average of the function
EhM [ρ(d)] versus d for the NYU mmWave MPC model
using a solid red line. We also depict the lower bounds
(29) and (31) using purple and blue lines, respec-
tively. The green line represents a Bernoulli-Lognormal
simplified-mmWave MPC model, where CI(hM ) is ex-
actly LM CI({α`}L`=1). We verify the EhM [ρ(d)] decays
fast for the the NYU mmWave MPC model and is lower
bounded by our approximations. Comparatively, the
dash-dotted and dashed black lines represent EhM [ρ(d)]
for Rayleigh-distributed {α`}L`=1 and for non-sparse
Gaussian vectors, showing that for these low-kurtosis
distributions ρ(d) decays much more slowly. A reference
black dotted line representing d/N in Fig. 3(a) illustrates
the interpretation of ξ in OMP. For each different MPC
model, the points where ρ(d) meets this increasing line
indicate approximately the number of dominant MPCs,
which is much higher for low-kurtosis channels.
In the derivation of (31) we relied on the assumption
that for a set Rd containing M −d elements, when d
M − d, if the largest element of the set is removed the
CI increases by a factor M−d+1M−d with high probability.
We depict the histogram of the normalized CI variation
at different values of d in Fig. 3(b) to show that this
assumption is reasonable in the channels considered in
our simulation (the ratios are approximately equal to 1
or less with high probability).
C. Compressibility Index of random channels hM
We defined the CI(hM ) of an arbitrary vector hM
as our compressibility metric. We study the effect on
the CI for random vector distributions where hM is
generated using four different models. We represent the
compressibility for different channels in Fig. 4(a).
In all four cases we generate the delays as in the
NYU mmWave MPC model [2], using (2) with the
same P{τ`}L`=1 , and we adopt four different models
for {α`}L`=1. First, we followed the NYU mmWave
MPC model [2], i.e. lognormal distributions where the
mean depends on the delay. Second, we introduce a
lognormal model without an exponential delay decay,
i.e. log(α`) = ζ`, where ζ` is a normal with zero
mean. Next, we replace the lognormal with an Rayleigh
5 10 15 20 25 30 35 4010
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(a) Relation between EhM [ρ(d)] for a mmWave channel, a Rayleigh
channel, and the bounds obtained in Sec. V.
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Figure 3. Numerical validation of channel vector compressibility
analysis.
distribution to study the influence of the fourth moment
of the distribution. In the third case α`’s are generated as
a Rayleigh distribution with adjusted delay-decay mean
e−τ`/Γ, and in the fourth case α` are generated as a
Rayleigh with unit mean independent of τ`.
In Fig. 4(a) we represent the c.d.f. of ML CI(hM ). We
see that, as expected by the kurtosis of the Rayleigh dis-
tribution (κ = 2), the adjusted CI satisfied ML CI(hM ) >
.5 for the 85% percentile, in other words, comparable
to a strictly sparse vector with L/2 equal-power coeffi-
cients. In comparison, both the introduction of delay-
decaying means and the replacement of the Rayleigh
distribution with a lognormal improved the “compress-
ibility” of hM , reducing the 85%-percentile adjusted
CI to about .2. That is, comparable to a strictly sparse
vector with L/5 equal-power coefficients. Finally, in the
measurement-based NYU mmWave MPC model, both
the lognormal and exponential delay decay are adopted,
and the 85%-percentile of ML CI(hM ) is approximately
.1, comparable to a strictly-sparse vector with L/10
equal non-zero coefficients.
Based on these CI observations, the MSE of any
CS algorithm in the NYU mmWave MPC model will
be much lower than with Gaussian MPCs (Rayleigh
amplitudes). This is verified in Fig. 4(b). For SNR= 0
dB the MSE is 3 dB lower in the NYU mmWave MPC
model than in a channel with Rayleigh distributed MPC
amplitudes, while the intermediate models are 1.25 dB
and 2 dB below the Rayleigh, respectively. This 3 dB
difference is numerically consistent with the quantitative
12
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Figure 4. Compressibility comparison for different channel models.
prediction of our analysis, which shows that the MSE
grows linearly with Lˆ, and that, as we saw in Fig. 3(a),
the value of d such that E [ρ(d)] = dN σ
2 with σ2 = 1 is
twice as high when α` is Rayleigh distributed compared
to the NYU mmWave MPC model.
D. Greedy vs `1 approaches
In Fig. 5 we represent the MSE for NYU mmWave
vs Rayleigh {α`}L`=1, where we compare OMP, OMPBR
and BPDN. BPDN solves min ‖bˆNT ‖1 s.t. ‖yN −
ΦNT bˆNT ‖22 ≤ ξ replacing the `0 norm by the `1 norm
in (20). MATLAB’s interior-point algorithm takes 104
times more time than OMPBR in our simulation. BPDN
can be adopted as “direct” solution or combined with
LS, taking the indices of the “direct” solution above
a threshold as a delay estimator Tˆ`1 , and performing
LS with matrix PTˆ`1 . OMPBR is only 0.86 dB worse
than BPDN for lognormal MPC amplitudes. This grows
to 1.46 dB for the Rayleigh case. The advantage of
BPDN over OMP diminishes when ρ(d) decays faster.
The impact on MSE of different channel models with
the same algorithm was 3 dB for both OMP and BPDN,
which is greater than the MSE differences between OMP
and BPDN for the same MPC amplitude model that we
have observed.
VII. EFFECTS ON A MMSE OFDM RECEIVER
In this section we show how changes in the channel
estimator affect the performance of an MMSE receiver.
We assume the receiver uses an estimation of the channel
-4 6
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Figure 5. Numerical comparison of OMPBR and `1 BPDN vs OMP
with NT = 4M in different channel models.
modeled with an additive error hˆK = hK + h˜K , where
h˜K is independent of the realizations of x and z in
data subcarriers. The receiver knowns the statistics of the
error Ez,hK
[
h˜K
]
= 0 (unbiased) and Ez,hK
[
h˜K h˜
H
K
]
=
Σh˜K . This holds both our LS benchmarks and for our
hybrid estimator. The term “perfect channel estimation”
refers to the special case h˜K = 0 and hˆK = hK .
We assume the receiver applies the MMSE linear
equalizer to y, defined as follows
B∗ = arg min
B
Ex,z,h˜
[‖By − x‖2] (34)
Denoting the statistics of x and z by Ex [x] = 0,
Ex
[
xxH
]
= Σx and Ez
[
zzH
]
= σ2IK and using the
assumption that x, z, h˜ are independent, we derive this
equalizer in Appendix D:
B∗ = (Σx · hˆK hˆHK +Σx ·Σh˜K +σ2IK)−1ΣxD(hˆK)H .
(35)
Examining (35) we can deduce two qualitative influ-
ences of the channel estimator. First, the term Σx ·Σh˜K
features the covariance of the error. We have shown
the three estimation models present different covariance
matrices (10), (15), and (24). This means that the ability
of the MMSE equalizer (35) to exploit correlations in the
channel estimation error varies for the three estimation
models. Second, x follows an i.i.d. distribution, we get
Σx = I and Σx · Σh˜K = ν2I. As a result, the non-
diagonal terms in (10), (15), and (24) cease to affect
(35) when the inputs are i.i.d. If we wanted to exploit
channel estimation error correlations, we would require
non-independent inputs such as, for example, frequency
domain coding.
We leave the design of such input coding strategies
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for future work. In this section, we present quantita-
tive numerical performance results assuming x contains
i.i.d. symbols and (35) depends on ν2, but not on the
non-diagonal coefficients of Σh˜. For i.i.d. inputs B
∗y
simplifies to a collection of independent scalar symbol-
by-symbol channels at each subcarrier k written as
bkyk =
1
|hˆk|2 + ν2 + σ2
[
|hˆk|2xk − hˆHk h˜kxk + hˆHk zk
]
(36)
and we need only to design the detector of xk based
on bkyk. Since the goal of this section is only to show
that our channel estimation results have an effect on
receiver performance, we leave the design of optimal
detectors under imperfect channel estimation for future
work. Instead, we demonstrate the performance when
the receiver applies the optimal decision for the perfect
channel estimation case, which are the constellation
demodulators built in MATLAB.
The Bit Error Rate (BER) vs SNR for QPSK and
16QAM inputs in the OFDM system with the equalizer
(36) is represented in Fig 6. We represent the Rayleigh
channel BER for reference as a dashed black line.
Results for this channel show the BER decays as SNR−1
[7]. We represent the BER on a NYU mmWave MPC
model with perfect channel state information as a solid
black line, noting that the BER curve displays a similar
shape about 1dB lower.
The magenta curve represents the BER with the non-
sparse ML estimator benchmark, which is 3 dB worse
than the perfect CSI. This is consistent with the fact that
for N = M we have ν2LS−M = σ
2 in (9). We adopted a
decisor that treats estimation error as noise, and hence it
behaves as if the “effective noise power” was ν2LS−M +
σ2 = 2σ2. We represent in red the BER with the genie-
aided ML sparse estimator benchmark. A gain of 2.1 dB
versus the non-sparse ML estimator (7), (8) and a gap
of .9 dB versus perfect channel knowledge is achieved,
which is consistent with (14) and an “effective noise
power” (1 + L/N)σ2 with L/N = 28/128.
We consider again OMP with NT = M , NT = 4M
and OMPBR. At low SNR the three OMP variants
achieve an almost identical BER than the genie-aided
sparse benchmark, and a gain of 2 dB with regard to the
non-sparse estimator benchmark. This is because at low
SNR Lˆ < L/2 and the error with OMP is comparable
to the genie aided benchmark. At high SNR the gain
of OMPBR drops down to 1.4 dB. This is consistent
with the interpretation of ν2 + σ2 as “effective noise
power”, which for Lˆ = L = 28 predicts a gap between
OMPBR and the sparse genie-aided benchmark of at
least 10 log10
(
1+2 28128
1+ 28128
)
= .71 dB. Moreover, OMP with
NT = M performs even worse due to the limitations of
its dictionary.
VIII. CONCLUSIONS AND FUTURE WORK
We have analyzed the impact of non-Gaussian MPC
amplitude distributions in CS sparse channel estimation.
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Figure 6. BER with Np = 128 pilots.
We have shown that in sparse channels where the MPC
amplitude distribution has a high fourth moment, the
channel power concentrates in a subset of dominant
MPCs, which are the only MPCs that any CS algorithm
must retrieve. We have also shown that the estimation
error of OMP is proportional to the number of retrieved
MPCs (iterations). Therefore in non-Gaussian MPC am-
plitude models with high fourth moment OMP achieves
a lower error and performs much better, equaling the
performance of BPDN. Our compressibility analysis ex-
tends an existing study of the compressibility of random
i.i.d. vectors. We used the Compressibility Index to score
the compressibility of arbitrary channel vectors. Our
analysis characterizes an “oracle” lower bound that holds
for any CS algorithm and is not particular to OMP. The
analysis shows that the higher the fourth moment of the
MPC amplitude distribution, the lower the CI of the
channel, the fewer dominant MPCs there are, and the
lower the MSE of CS estimation is.
Among others, this affects mmWave channel models
with lognormal MPC amplitudes. These models present
“statistical sparsity” in the sense that the set of MPCs
has low CI. This makes mmWave channel CS estimation
MSE lower than in more popular Gaussian MPC mod-
els. Improvement of channel estimation MSE directly
translates into the performance of a receiver. For ease
of exposition, we presented our analysis for a single
antenna system model where only delay-domain sparse
channel estimation is considered. However, our results
can be extended to hybrid analog-digital MIMO OFDM
mmWave channel estimation as in [32]–[35].
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‖rLˆ‖2 = Nρ(Lˆ) + ‖zN‖2 −
N
K
‖h˜S‖2
+ 2<{hHM [(IM −PTˆP†Tˆ )
HFHN/K,M (I− FN/K,MPTˆ (FN/K,MPTˆ )†)]zN}
(42)
APPENDIX A
We define z˘ =
√
K
NF
H
N/K,MzN , where if zN
is AWGN, then z˘ is also AWGN with covariance
σ2IM . Since PTˆ (bˆ − b) = PTˆ (FN/KPTˆ )†yN −
PTˆ (FN/KPTˆ )
†hN = PTˆP
†
Tˆ
√
K
N z˘, we can write
Ez
[
‖h˜S‖2
]
K
=
Ez
[
‖PTˆ (bˆ− b)‖2
]
K
=
Ez˘
[
z˘HPTˆ (P
H
Tˆ PTˆ )
−1PHTˆ z˘
]
N
=
Ez˘
[
tr{PHTˆ z˘z˘HPTˆ (PHTˆ PTˆ )−1}
]
N
.
(37)
Here PTˆ depends on z˘. If PTˆ was independent of
z˘, we would be able to write a closed form expression
as we had for P{τ`}L`=1 in (14). However, in OMP PTˆ
depends on z˘ via yN/K . Still, we can note that in the
limit as σ2 approaches zero the dependency vanishes,
and thus
Ez
[
‖h˜S‖2
]
K
σ21−−−→ tr{P
H
Tˆ Ez˘
[
z˘z˘H
]
PTˆ (P
H
Tˆ PTˆ )
−1}
N
=
Ez
[
Lˆ
]
σ2
N
.
(38)
We convert this asymptotic result into a lower bound
for the case of OMP with an orthogonal dictionary,
assuming that NT = M and that p(t) is a Nyquist
pulse. This leads to PNT = IM and the matrix PTˆ
is a subset of the columns of the identity. We denote
a diagonal “selection mask” matrix D(Tˆ ) = PTˆPHTˆ
which satisfies Dn,n = 1 if nT ∈ Tˆ . Using this
matrix and (FN/K,MPTˆ )
† = P†Tˆ
K
NF
H
N/K,M , the OMP
estimator takes the form of a diagonal selection mask
multiplied by a pre-calculated vector. Conveniently, this
pre-calculated term is identical to (7).
bˆNT = PTˆ
K
N
P†Tˆ F
H
N/K,MyN = D(Tˆ )hˆML−MM . (39)
Using this notation we can write the first error term
as a function of D(Tˆ ) as ‖h˜S‖2K = ‖D(Tˆ )z˘‖
2
N . Exam-
ining (39) and Alg. 1 we note that the n-th step of
the greedy OMP algorithm adds to Tˆ the n-th largest
elements of the vector hˆML−MM . Thus the probability
of the event Dn,n = 1 corresponds to the probability
that hˆML−MM (n) is one of the Lˆ largest elements of
the vector hˆML−MM . Since z˘ is AWGN, the variable
hˆML−MM = hM + z˘ is a Gaussian centered at hM . From
this we deduce that the covariance of Dn,n and |z˘n|2 is
non-negative. Therefore
Ez
[
‖D(TˆLˆ)z˘‖2
]
N
=
∑M
n=1 Ez
[
Dn,n|z˘n|2
]
N
a≥
∑M
n=1 Ez [Dn,n]Ez
[|z˘n|2]
N
=
Ez
[
Lˆ
]
N
σ2
(40)
where (a) follows from the non-negative covariance and
would be an equality if Dn,n was independent of z˘n.
This shows that indeed
Ez[Lˆ]
N σ
2 is a lower bound on
Ez
[
‖h˜S‖2
K
]
for NT = M and p(t) a Nyquist pulse. This
lower bound is tight for σ2 → 0 as Dn,n is independent
of z˘n.
APPENDIX B
OMP stops at the first iteration i that satisfies the stop
condition ‖ri‖2 ≤ ξ where the residual ri is defined by
lines 5 and 12 of Alg 1. Using KNF
H
N/K,MFN/K,M =
IM and yN = FN/K,MhM + zN , the residual rLˆ ,
(IN −FN/K,MPTˆP†Tˆ
K
NF
H
N/K,M )yN can be written as
rLˆ = FN/K,M (IM −PTˆP†Tˆ )hM
+ (I− FN/K,MPTˆ (FN/K,MPTˆ )†)zN .
(41)
Taking the magnitude, we apply the definition
of ρ(Lˆ). Since FHN/K,MFN/K,M =
N
K IM ,
‖FN/K,MPTˆ (FN/K,MPTˆ )†zN‖2 = NK ‖h˜S‖2 and
since there is an orthogonal projection we have ‖zN‖2 =
‖(I − FN/K,MPTˆ (FN/K,MPTˆ )†)zN‖2 + NK ‖h˜S‖2, so
we can write (42) where we can ignore the last term
because the average of zN is zero.
We observe that in each i-th iteration OMP reduces the
residual ‖ri‖2 so that Lˆ is the index of the first iteration
where the stop condition is met. Thus, if we make the
assumption that ‖ri‖2 decreases smoothly in the sense
that ‖ri‖2 − ‖ri−1‖2 is small, this means that we can
approximate the stop condition as an equality at i = Lˆ,
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BMMSE = min
B
Ex,h˜,z
[
(BD(hˆ)x + BD(h˜)x + Bz− x)H(BD(hˆ)x + BD(h˜)x + Bz− x)
]
(45)
min
B
tr
{
(Σx · hˆhˆH)BHB−ΣxD(hˆ)HBH + (Σx ·Σh˜K )BHB + σ2BHB−BD(hˆ)Σx + Σx
}
. (47)
and we get ‖rLˆ‖2 ' ξ. Choosing ξ = Nσ2 we have
Ez
[
ρ(Lˆ)
]
'
Nσ2 − Ez
[‖zN‖2]+ NKEz [‖h˜S‖2]
N
− Ez
[
2<{hHM [. . . ]zN}
]
N
= Ez
[
‖h˜S‖2
]
/K
(43)
APPENDIX C
In this appendix we discuss other works that have also
reported connections between the fourth moment and
compressibility or sequence unevenness. This motivates
using our fourth-moment based CI metric as our measure
of channel compressibility.
In [38] an exact calculation of ρ(d) is provided for
large i.i.d. vectors. In essence, Appendix A of [38] shows
that if v is a size-M i.i.d. vector where each coefficient
of magnitude |vm|2 has a CDF F|v|2(y), by the CLT we
have
lim
M→∞
ρ(d) = 1−
∫ δ
0
yF|v|2(y)dy
E [|v|2] (44)
where δ = F−1|v|2(1 − dM ). This expression depends on
F|v|2(y), and ρ(d) will decay fast if the variance of
F|v|2(y) is large. If E [v] = 0 this is related to the fourth
moment of v by Var[|v|
2]
E[|v|2]2 = κ(v)− 1.
In narrowband wide-sense stationary uncorrelated
scattering time-varying fading channels, the Amount of
Fading (AF) is a measure of channel variability [43]. If
we denote the channel gain by h(t), with E [h(t)] = 0
and an i.i.d. distribution f(h(t)) for each t, the AF is
AF = Var[|h(t)|
2]
E[|h(t)|2]2 . Thus AF = κ(h(t)) − 1, and again
we observe a relation to the fourth moment.
Finally, [44] studied non-coherent wideband fading
channel capacity. The expression [44, Eq. (9)] is a “max-
imum bandwidth threshold” above which capacity de-
grades due to channel uncertainty. This threshold grows
with the channel kurtosis, suggesting that heavy-tailed
channel distributions are associated with less capacity
degradation due to channel uncertainty.
APPENDIX D
We use D(x)h = D(h)x and start by replacing y
into (34) and expanding the product, producing (45).
The first product in (45) is
Ex,h˜,z
[
xHD(hˆ)HBHBD(hˆ)x
]
. Using the trace
rotation we get
Ex,h˜,z
[
tr{D(hˆ)xxHD(hˆ)HBHB}
]
a
= tr{Ex,h˜,z
[
(xxH · hˆhˆH)BHB
]
}
b
= tr{(Σx · hˆhˆH)BHB},
(46)
where (a) stems from D(hˆ)x = hˆ · x, and (x · hˆ)(x ·
hˆ)H = xxH · hˆhˆH and (b) from the independency of
x, z, and h˜. Assuming h˜, z and x are zero-mean, and
E
[
xxH
]
= Σx, E
[
zzH
]
= σ2I, and E
[
h˜h˜H
]
= Σh˜,
we apply the same steps to all 16 cross-products in (45)
producing (47).
Defining M1 = (Σx · hˆhˆH) + (Σx · Σh˜) + σ2I
and M2 = D(hˆ)Σx, we must solve
min
B
tr
{
M1B
HB−BM2 − (BM2)H + Σx
}
. This
problem is well known in the perfect-CSI case, with
solution BMMSE = M−11 M
H
2 . Substituting M1 and
M2 concludes the proof of (35).
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