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a b s t r a c t
Among the six classes of classical orthogonal polynomials, three of them are infinite,
namely Jacobi, Hermite and Laguerre and the remaining three are finite and characterized
by Masjed Jamei (2002) [5]. In this work, we consider derivatives of one such finite class
of orthogonal polynomials that are orthogonal with respect to the weight function which
is related to the probability density function of the F distribution. For this derivative class,
besides orthogonality we find various other related properties such as the normal form
and the self adjoint form. The corresponding Gaussian quadrature formulae are also given.
Examples are provided to support the advantages of considering this derivative class of the
finite class of orthogonal polynomials.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let us consider the second order differential equation
σ(x)y′′n(x)+ τ(x)y′n(x)− λnyn(x) = 0 (1.1)
where σ(x) = ax2+ bx+ c and τ(x) = dx+ e are polynomials independent of n and λn = n(n− 1)a+ nd is the eigenvalue
parameter depending on n = 0, 1, 2, . . . [1]. Here the parameters a, b, c , d and e are real. If we write (1.1) in the self-adjoint
form, then we eventually get the general weight function as
W (x) = exp
∫
dx+ e
ax2 + bx+ c dx

(1.2)
which in statistics is known as the Pearson distribution family [2]. Since the parameters d and e in (1.2) depend on the three
parameters a, b and c that are independent, we exactly have six solutions for (1.1) which are called Classical Orthogonal
Polynomial sets (COPS for short) and they can be further characterized as finite COPS and infinite COPS. Three members
of the infinite COPS are well-known, namely Jacobi, Laguerre and Hermite orthogonal polynomials [3,4]. The other three
members which are finite COPS are less well-known [5]. Table 1 gives the details of these six COPS.
Note that for the Infinite COPS, the weight functions of Jacobi polynomials are related to the probability density function
of the Beta distribution, Laguerre polynomials are related to the probability density function of the Gamma distribution and
the Hermite polynomials are related to the probability density function of the Standard Normal distribution [2]. Similarly for
the finite COPS, theweight functions of Type I polynomials are related to theprobability density function of the F distribution,
Type II polynomials are related to the probability density function of the t distribution and for the type III polynomials the
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Table 1
Table of all the six classical orthogonal polynomials.
COPS Properties: classification, weight function and orthogonality interval
Polynomial σ(x) τ (x) Weight function Interval
Jacobi 1− x2 −(α+β+2)x+(β−α) (1−x)α(1+x)β α, β > −1; [−1, 1]
Infinite Laguerre x α + 1− x xαe−x; α > −1 [0,∞)
Hermite 1 −2x e−x2 (−∞,∞)
Type I x2 + x (2− p)x+ (1+ q) xq(1+ x)−(p+q) [0,∞)
Finite Type II x2 + 1 (3− 2p)x (1+ x2)−(p−1/2) (−∞,∞)
Type III x2 (2− p)x+ 1 x−pe−1/x [0,∞)
weight functions are related to the probability density function of the Inverse Gamma distribution [2]. We further note
that, even though we call the last three polynomial sets finite, due to the fact that they are finitely orthogonal for every
n ∈ Z+, their orthogonality intervals are quite infinite and changing the linear variable does not change the main interval
of orthogonality [5].
Among various other interesting results of the class of orthogonal polynomials, it is worth noting that the sequence of
derivatives of orthogonal polynomials on the unit circle constitute a sequence of orthogonal polynomials on the unit circle
if and only if the Toeplitz matrix for the moments is diagonal [6]. This result motivates us to study the derivative classes of
finite COPS.
For the three infinite classes of orthogonal polynomials, it was shown by Hahn [7] that if the corresponding derivatives
also form a set of orthogonal polynomials, then the original classes consist of Jacobi, Hermite and Laguerre polynomials.
Krall [8] gave a new proof of the same result by finding the conditions on the weight functions assuming that both {φn(x)}
and {φ′n(x)} are sets of orthogonal polynomials. In this work, we are interested in considering the results for the derivative
of the finite classes of polynomials of Type I whose weight function of the orthogonality behaviour is the probability density
function of the F distribution [5]. In two other papers, communicated separately, results for the other two classes related to
t distribution and Gamma distribution are discussed.
In Section 2, we find properties such as orthogonality of the polynomials in the derivative class of the members of Type
I COPS. We also find the self-adjoint form, the normal form and the hypergeometric representation for the corresponding
differential equation. In Section 3, we find that under the Dirichlet conditions the function f (x) is approximatable in terms
of finite sums of the derivative class of the Type I COPS, so that one can consider any arbitrary precision degree n = N
for the foresaid approximation. In Section 4, the definite integral using Gaussian quadrature theory and polynomial weight
functions are introduced. In Section 5, interpolation formulas are derived and numerical examples are given to support the
advantages of this derivative class.
2. Orthogonality and its consequences
Let σ(x) = x2 + x, τ(x) = (2− p)x+ (1+ q) in (1.1) to get the following differential equation
x(1+ x)y′′n(x)+ ((2− p)x+ (1+ q))y′n(x)− n(n+ 1− p)yn(x) = 0. (2.1)
Now on differentiating (2.1) with respect to x and observing that the resulting differential equation is also in hypergeometric
form, on setting zn(x) = y′n(x), we get
x(1+ x)z ′′n (x)+ ((4− p)x+ (2+ q))z ′n(x)− (n− 1)(n+ 2− p)zn(x) = 0. (2.2)
By applying the Frobenius method, an explicit polynomial solution of (2.2) can be obtained as follows
Z (p,q)n−1 (x) = (−1)n−1(n− 1)!
n−1
k=0

p− (n+ 2)
k

q+ n
n− k− 1

(−x)k. (2.3)
In the following lemma, we show that these polynomials are finitely orthogonal with respect to the weight function
W1(x, p, q) := x1+q(1+ x)1−p−q in the interval [0,∞).
Lemma 2.1. The finite set {Z (p>2N+1,q>−2)n−1 (x)}n=Nn=1 = {Z (p,q)n−1 }n=N<(p−1)/2n=1 is an orthogonal set with respect to the weight function
W1(x, p, q) = x1+q(1+ x)1−p−q in the interval [0,∞).
Proof. If we consider the self-adjoint form given in (2.2), then we have
[x2+q(1+ x)2−q−pz ′n(x)]′ = (n− 1)(n+ 2− p)x1+q(1+ x)1−q−pzn(x), and (2.4)
[x2+q(1+ x)2−q−pz ′m(x)]′ = (m− 1)(m+ 2− p)x1+q(1+ x)1−q−pzm(x). (2.5)
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Then multiplying (2.4) by zm(x) and (2.5) by zn(x) and subtracting each other we get[
x2+q
(1+ x)p+q−2 (zmz
′
n − znz ′m)
]′
= (λn − λm) x
1+q
(1+ x)p+q−1 zn(x)zm(x). (2.6)
Now integrating with respect to x over the interval [0,∞), we get[
x2+q
(1+ x)p+q−2 (zmz
′
n − znz ′m)
]∞
0
= (λn − λm)
∫ ∞
0
x1+q
(1+ x)p+q−1 zn(x)zm(x)dx (2.7)
where λn = (n− 1)(n+ 2− p) and take zn = Z (p,q)n−1 .
Now since max deg{z ′n(x)zm(x)− z ′m(x)zn(x)} = m+ n− 3, then if q > −2, p > 2N + 1, N = max{m, n}, the left side of
(2.7) tends to zero and hence we have∫ ∞
0
x1+q
(1+ x)p+q−1 Z
(p,q)
n−1 (x)Z
(p,q)
m−1 (x)dx = 0⇐⇒

m ≠ n, p > 2N + 1, q > −2
N = max{m, n}.  (2.8)
We exhibit Lemma 2.1 with an example by taking particular values.
Example 2.1. The set {Z (202,0)n−1 (x)}n=100n=1 is a finite orthogonal polynomials set with respect to the weight function
W1(x, 202, 0) = x(1+ x)−201 in the interval [0,∞) and satisfies the following relation,∫ ∞
0
x(1+ x)−201Z (202,0)n−1 (x)Z (202,0)m−1 (x) = 0⇐⇒ m ≠ n, m, n ≤ 100. (2.9)
The Rodrigues’ representation for orthogonal polynomials is
Cn
W (x)
dn
dxn
(σ n(x)W (x)),
where W (x) is the weight function and Cn is a constant value. Now, if we set W (x, p, q) = { x1+q(1+x)p+q−1 }, Cn = (−1)n−1 and
σ(x) = x(1 + x) are supposed, then the Rodrigues’ formula for the derivative class of Type I finite COPS is given by the
representation
Z (p,q)n−1 (x) = (−1)n−1
(1+ x)p+q−1
x1+q
dn−1
dxn−1
[xn+q(1+ x)n−p−q]. (2.10)
As an example, if we take n = 1, 2, 3, . . . then (2.10) yields
Z (p,q)0 (x) = 1 (for n = 1),
Z (p,q)1 (x) = (p− 4)x− (2+ q) (for n = 2), (2.11)
Z (p,q)2 (x) = (p− 6)(p− 5)x2 + 2x(5− p)(3+ q)+ (3+ q)(2+ q) (for n = 3),
and so on. Note that in (2.10) we have the index as n− 1, which could have been replaced by n. But we would like to retain
the index as n− 1 to ascertain that we are dealing with the derivative class.
One of the advantages of the relation (2.10) is calculating the norm square value of the polynomials, so that if (2.10) is
replaced in the norm square value of the polynomials, Z (p,q)n−1 (x) as in the following lemma.
Lemma 2.2. The norm square value of the polynomials Z (p,q)n−1 (x) is given by∫ ∞
0
x1+q
(1+ x)p+q−1 [Z
(p,q)
n−1 (x)]2dx =
(n− 1)!(n+ q)!(p− n− 2)!
(p+ q− n− 1)!(p− 2n− 1) . (2.12)
Proof. If (2.10) is replaced in the norm square value, then∫ ∞
0
x1+q
(1+ x)p+q−1 [Z
(p,q)
n−1 (x)]2dx = (−1)n−1
∫ ∞
0
Z (p,q)n−1 (x)
dn−1
dxn−1
[xn+q(1+ x)n−p−q]dx. (2.13)
Then, integration by parts yields,
(−1)n−1
∫ ∞
0
Z (p,q)n−1 (x)
dn−1
dxn−1
[xn+q(1+ x)n−p−q]dx = (p− n− 2)!(n− 1)!
(p− 2n− 1)!
∫ ∞
0
xn+q(1+ x)n−p−qdx. (2.14)
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But, it is not difficult to verify that∫ ∞
0
xn+q(1+ x)n−p−qdx = (p− 2n− 2)!(n+ q)!
(p+ q− n− 1)! .
Hence, we have∫ ∞
0
x1+q
(1+ x)p+q−1 [Z
(p,q)
n−1 (x)]2dx =
(n− 1)!(n+ q)!(p− n− 2)!
(p+ q− n− 1)!(p− 2n− 1)
which is (2.12) and the proof is complete. 
Note 2.1. The relation (2.12) shows that the condition p > 2N+1 is necessary for orthogonality of the polynomials Z (p,q)n−1 (x).
Now using (2.12) and Lemma 2.2, we can propound the orthogonality relation of the polynomials of the derivative class
of Type I COPS as follows: For n,m = 1, 2, 3, . . . ,N ,∫ ∞
0
x1+q
(1+ x)p+q−1 Z
(p,q)
n−1 (x)Z
(p,q)
m−1 (x)dx =

(n− 1)!(n+ q)!(p− n− 2)!
(p+ q− n− 1)!(p− 2n− 1)

δn,m, (2.15)
where N < p−12 , q > −2 and δnm is the Kronecker delta function.
Remark 2.1. Since the orthogonality interval of the polynomials is [0,∞), we may consider the translated polynomials
Z (p,q)n−1 ((u/v)x); u, v > 0 in the interval [0,∞) which are orthogonal with respect to weight function W1(x, p, q, u, v) =
x1+q(v + ux)1−p−q and satisfy the following differential equation
x(v + ux)z ′′n (x)+ ((4− p)ux+ (2+ q)v)z ′n(x)− (n− 1)(n+ 2− p)uzn(x) = 0. (2.16)
Example 2.2. For instance, the finite set {Z (23,0)n−1 ((2/3)x)}10n=1 satisfies the following orthogonality relation, wherem, n ≤ 10∫ ∞
0
x
(2x+ 3)22 Z
(23,0)
n−1 (2/3x)Z
(23,0)
m−1 (2/3x)dx =

n!(n− 1)!
3208(11− n)(22− n)

δn,m. (2.17)
Consider the two functions
Kn−1(x) = x 1+q2 (1+ x) 1−(p+q)2 Z (p,q)n−1 (x) and
Ln−1(x) = x 2+q2 (1+ x) 2−(p+q)2 Z (p,q)n−1 (x).
After replacing these functions in (2.2), the self-adjoint and the normal form of the differential equation (2.2) will be
immediate and we write this as
Corollary 2.1. The self-adjoint form and the normal form of the polynomials of the derivative class of Type I finite COPS satisfying
the differential equation (2.2) are given, respectively, by
1+ 2q+ q2 + (4(2+ λn − p)− 2(−2+ p)q)x+ (8+ 4λn − 6p+ p2)x2
4x(1+ x) Kn−1(x)− (x(1+ x)K
′
n−1(x))
′ = 0 and
2q+ q2 + (4λn − 4(p− 2)− 2(p− 2)q)x+ (4λn + (p− 4)(p− 2)2)x2
4x(1+ x) Ln−1(x)− x(1+ x)L
′′
n−1(x) = 0.
The following recurrence relations for the polynomials using the explicit formula (2.3) are also immediate.
Corollary 2.2. For q > −2, p > 2n+ 1, n = 2, 3, . . ., we have
Z (p,q)n (x) =

(p− 2n− 1)(p− 2n− 2)
(p− n− 2) x−
(p− 2n− 1)(2n(n+ 1− p)+ q(2− p))
(p− 2n)(p− n− 2)

Z (p,q)n−1 (x)
−

(n− 1)(n+ q)(p+ q− n)(p− 2n− 2)
(p− 2n)(p− n− 2)

Z (p,q)n−2 (x), (2.18)
and
Z (p,q)n−1 (x) = ((p− 4)x− (2+ q))Z (p−2,q+1)n−1 (x)− x(x+ 1)(n− 1)(p− n− 4)Z (p−4,q+2)n−2 (x). (2.19)
Corollary 2.3. The generating function for the polynomials Z (p,q)n−1 (x) is given by
∞−
n=0
Z (p,q)n (x)
(t)n
n! =
4(2)−p(1− t +((1+ t)2 + 4xt))p+q−1
((1+ t)2 + 4xt)(1+ t +((1+ t)2 + 4xt))q+1 . (2.20)
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Proof. Using the relation between Z (p,q)n−1 (x) and
P (p,q)n (x) =
(−1)n
n! Z
(−p−q+2,p−1)
n

x− 1
2

and the generating functions of Jacobi Polynomials [3], we have
2α+β
(1− 2zw + w2)(1− w +(1− 2zw + w2))α(1+ w +(1− 2zw + w2))β
=
∞−
n=0
P (α,β)n (z)w
n =
∞−
n=0
Z (−α−β+1,α−1)n

z − 1
2

(−w)n
n! .
Substituting (z − 1)/2 = x,−w = t , α − 1 = q,−α − β + 1 = p in the above relation yields (2.20). 
Now comparing (2.2) with the hypergeometric differential equation [3,4], we can easily write these polynomials in terms
of hypergeometric functions as,
Z (p,q)n−1 (x) = (−1)n−1(n− 1)!

q+ n
n− 1

2
F1(−(n− 1), n+ 2− p; q+ 2 | −x). (2.21)
And since the Jacobi polynomials are definable in terms of the Gaussian hypergeometric functions as
P (p,q)n (x) =

p+ n
n

2
F1

−n, n+ p+ q+ 1; p+ 1; 1− x
2

(2.22)
the following relation between Z (p,q)n−1 (x) and Jacobi polynomials P
(p,q)
n (x) can be obtained easily as
Z (p,q)n (x) = (−1)nn!P (q+1,−p−q+1)n (2x+ 1)⇐⇒ P (p,q)n (x) =
(−1)n
n! Z
(−p−q+2,p−1)
n

x− 1
2

. (2.23)
Also the following relation holds between the Jacobi polynomials and hypergeometric functions [9],
P (α,β)n (x) =
(n+ α)!
n!α!

x+ 1
2
n
2F1

−n,−n− β, α + 1; x− 1
x+ 1

. (2.24)
By using (2.23), one can get another relationship between Z (p,q)n−1 (x) and Jacobi polynomials as follows,
Z (p,q)n (x) = (−1)nn!(1+ x)n−1P (q+1,p−2n−3)n

1− x
1+ x

⇐⇒ P (p,q)n (x) =
(−1)n(1+ x)n
n!2n Z
(q+2n+3,p−1)
n

1− x
1+ x

. (2.25)
Again, using these Eqs. (2.23) and (2.24), we can derive the hypergeometric representation for the polynomials Z (p,q)n−1 (x)
Z (p,q)n−1 (x) = (−1)n−1(n− 1)!

n+ q
n− 1

2
F1

−(n− 1), p+ q− n, q+ 2; x
x+ 1

.
The relation (2.25) is useful for the explicit calculation of some definite integrals such that having the Norm square value of
Jacobi polynomials [10],∫ 1
−1
(1− x)α(1+ x)β(P (α,β)n )2dx =
2α+β+1Γ (n+ α + 1)Γ (n+ β + 1)
n!(2n+ α + β + 1)Γ (n+ α + β + 1) (2.26)
and using (2.25) into (2.26), we have∫ ∞
0
xq+1
(1+ x)p+q [Z
(p,q)
n−1 (x)]2dx =
Γ (n+ 1)Γ (q+ n+ 2)Γ (p− n− 3)
(p+ q− 1)Γ (p+ q− n− 1) .
3. Approximating a function in terms of the polynomials Z (p,q)n−1
The polynomials Z (p,q)n−1 (x) are efficient tools to use in the theory of approximation of functions, provided those functions
satisfy the Dirichlet conditions. Let us consider an example to clarify the purpose. Let p > 7 in the orthogonal polynomials
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Z (p,q)n−1 (x). The arbitrary function f (x) can be approximated by
f (x) =
N−
n=1
Bn−1Z (p,q)n−1 (x), N <
p− 1
2
x ∈ [0,∞) (3.1)
in which
Bn−1 = (p− 2n− 1)(p+ q− n− 1)!
(n− 1)!(p− n− 2)!(q+ n)!
∫ ∞
0
x1+q
(1+ x)p+q−1 Z
(p,q)
n−1 (x)f (x)dx, (3.2)
n = 1, 2, 3, . . ..
For example, consider f (x) = P (α,β)N (x), where P (α,β)N (x) is the Jacobi polynomial. Then using the Rodrigues formula of
Z (p,q)n−1 (x) one can obtain
Bn−1 = (p− 2n− 1)(p+ q− n− 1)!
(n− 1)!(p− n− 2)!(q+ n)!
∫ ∞
0
P (α,β)N (x)
dn−1
dxn−1
[xn+q(1+ x)n−p−q]dx, (3.3)
which implies,
Bn−1 = (−1)
N(1+ β)N(p− 2n− 1)(p+ q− n− 1)!
N!(n− 1)!(p− n− 2)!(q+ n)!
∞−
k=0
(−N)k(1+ N + α + β)k
2k(1+ β)kk!
× k!
(k− n+ 1)!
∫ ∞
0
xn+q(1+ x)k+1−p−qdx,
and a simple computation yields
Bn−1 = (−1)
N(1+ β)N(p− 2n− 1)(p+ q− n− 1)!
N!(n− 1)!(p− n− 2)Γ (p+ q− 1)Γ (2− n) 4
F3
[
1,−N, 1+ α + β + N, 2− p− q
2− n, 3+ n− p, 1+ β
 12
]
.
The finite set {Z (p,q)n−1 (x)}n=4n=1, is a basis space for all polynomials of degree at most three, i.e. if f (x) = a3x3+a2x2+a1x+a0
is assumed, then the approximation (3.1) will be exact.
Further, if we take f (x) = xm−1 and using (3.2), then we get
Bn−1 = (p− 2n− 1)(p+ q− n− 1)!
(n− 1)!(p− n− 2)!(q+ n)!
∫ ∞
0
(−1)n−1xm−1 d
n−1
dxn−1
[xn+q(1+ x)n−p−q]dx,∫ ∞
0
(−1)n−1xm−1 d
n−1
dxn−1
[xn+q(1+ x)n−p−q]dx = (m− 1)!
(m− n)!
∫ ∞
0
xm+q(1+ x)n−p−qdx
= (m− 1)!(m+ q)!(p−m− n− 2)!
(m− n)!(p+ q− n− 1)! .
Finally, we get
Bn−1 = (m+ q)(p− 2n− 1)(p−m− n− 2)!
(n+ q)!(p− n− 2)!

m− 1
n− 1

xm−1 =
N−
n=1
(m+ q)(p− 2n− 1)(p−m− n− 2)!
(n+ q)!(p− n− 2)!

m− 1
n− 1

Z (p,q)n−1 (x), N <
p− 1
2
.
4. Application of the polynomials Z (p,q)n−1 in estimating definite integrals using Gauss integration theory
The Gauss quadrature formula is given by∫ b
a
f (x)dA(x) =
n−
j=1
Ajf (xj)+
m−
k=1
vkf (zk)+ Rn,m[f ], (4.1)
where the weights [Aj]nj=1, [vk]mk=1 and nodes [xj]nj=1 are unknowns and the nodes [zk]mk=1 are predetermined. A is also
a positive measure on [a, b]. For the predetermined [zk]mk=1, which are usually taken as the zeros of the orthonormal
polynomials p∗n(x), the values [vk]mk=1 can be found [10, p. 97] such that∫ b
a
w(x)p(z)dz =
n−
k=1
vkp(zk),
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where w(x) is the weight function of p∗n(x) and p(x) is any polynomial of degree less than or equal to 2n − 1. Note that
these orthonormal polynomials p∗n(x) can be obtained from the corresponding class of orthogonal polynomials pn(x) by
p∗i (x) = pi(x)⟨pi(x),pi(x)⟩ 12
. Thus in (4.1), Rn,m[f ] = 0 implies f (x) is exact for any polynomial of degree less than or equal to
2n + m − 1. This formula (4.1) is known as the Gauss–Kronrod formula. Extensive study has been made to find these
unknowns. For details regarding this formula, we refer to [11, p. 165] and references therein (see also [12,10,13]). Particular
cases of this formula are of special interest. These include Gauss–Lobatto and Gauss–Radau quadrature formulae. Study of
these quadrature formulae involving orthogonal polynomials is available in [14–17].
The residue Rn,m[f ] is determined [18] by
Rn,m[f ] = f
(2n+m)(η)
(2n+m)!
∫ b
a
m∏
k=1
(x− zk)

n∏
j=1
(x− xj)
2
dA(x), a < η < b. (4.2)
It can be shown that, for any linear combination of the sequence {1, x, . . . , x2n+m−1}, Rn,m[f ] = 0, if and only if xj,
j = 1, 2, . . . , n are the roots of orthogonal polynomials of degree n with respect to the weight function w(x) and zk,
k = 1, 2, . . . ,m belong to [a, b], [19]. It is also proved that for deriving Aj (knowing that xj are known and m = 0) it is
not required to solve the following linear system of order n× n,
n−
j=1
Ajxkj =
∫ b
a
xkdA(x), k = 0, 1, 2, . . . , 2n− 1. (4.3)
One can use the following relation directly
Aj = 1n−1∑
i=1
p∗2i (xj)
, j = 0, 1, 2, . . . , n, (4.4)
where p∗i (x) are orthonormal polynomials of pi(x), i.e. p
∗
i (x) = pi(x)⟨pi(x),pi(x)⟩ 12
and ⟨pi(x), pi(x)⟩ =
 b
a (pi(x))
2dA(x). In [10, p.119]
(see also [20, p. 3]), it is shown that p∗i (x) satisfies the three-term recurrence relation
xp∗n−1(x) = αnp∗n(x)+ βnp∗n−1(x)+ αn−1p∗n−2(x). (4.5)
For the derivative finite COP polynomials under consideration
xZ∗(p,q)n−2 (x) = αnZ∗(p,q)n−1 (x)+ βnZ∗(p,q)n−2 (x)+ αn−1Z∗(p,q)n−3 (x)
where αn = kn−1kn , βn =
sn−1
kn−1 − snkn and αn−1 =
kn−2
kn−1 and Z
∗(p,q)
n−1 (x) are orthonormal polynomials of Z
(p,q)
n−1 (x). i.e.
Z∗(p,q)n−1 (x) =
[
(p+ q− n− 1)!(p− 2n− 1)
(n− 1)!(n+ q)!(p− n− 2)!
]1/2
× (−1)n−1(n− 1)!
n−1
k=0

p− (n+ 2)
k

q+ n
n− k− 1

(−x)k.
kn =

(p+ q− n− 1)!(p− 2n− 1)
(n− 1)!(n+ q)!(p− n− 2)!
 1
2 (p− n− 2)!
(p− 2n− 1)!
sn =

(p+ q− n− 1)!(p− 2n− 1)
(n− 1)!(n+ q)!(p− n− 2)!
 1
2 (n− 1)(n+ q)(p− n− 2)!
(p− 2n)!
where kn is the coefficient of xn−1 and sn is the coefficient of xn−2.
αn = 1
(p− 2n)
[
(n− 1)(n+ q)(p+ q− n)(p− n− 1)
(p− 2n+ 1)(p− 2n− 1)
] 1
2
βn =
[
(n− 2)(q+ n− 1)
(p− 2n+ 1) −
(n− 1)(q+ n)
(p− 2n)
]
.
Now, according to the results of Section 1 and the fact that the polynomials Z (p,q)n−1 (x) are finitely orthogonal with respect
to the weight functionW (x, p, q) = x1+q
(1+x)p+q−1 on [0,∞),∫ ∞
0
xq+1
(1+ x)p+q−1 f (x)dx =
n−
j=1
Aif (xj)+ Rn[f ], (4.6)
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where xj are the roots of orthogonal polynomials Z
(p,q)
n−1 (x) and Aj are calculated by
Aj = 1n−1∑
i=1
(Z∗(p,q)i−1 (xj))2
, j = 0, 1, 2, . . . , n. (4.7)
Moreover, we have
Rn[f ] = f
(2n)(η)
(2n)!
∫ ∞
0
x1+q
(1+ x)p+q−1
n∏
j=1
(x− xj)2dx, 0 < η <∞. (4.8)
In general
Rn[f ] = f
2n(η)
2n!
∫ ∞
0
x1+q
(1+ x)p+q−1 (Z
(p,q)
n−1 (x))
2dx, 0 ≤ η <∞.
5. Numerical examples on the Gaussian quadrature formulae
By using the above results, we propose an application of polynomials Z (p,q)n−1 (x) in the numerical integration theory by
some examples. Then the analytical n-point formula is given by∫ ∞
0
x1+q
(1+ x)p+q−1 f (x)dx
∼=
n−
i=1
Aif (xi) (5.1)
for p > 2n+ 1.
Example 5.1. Now, for the 2-point formula, according to the explained theory, provided that p > 7, (3.2) where n = 3must
be exact for the basis f (xj) = xj; j = 0, 1, 2, 3 if and only if x1, x2 are two roots of Z (p,q)2 (x). So taking p = 152 and q = 0, we
get ∫ ∞
0
x
(1+ x)13/2 f (x)dx
∼= A1f (0.4508066615)+ A2f (3.549193338). (5.2)
By replacing the roots of Z (15/2,0)2 (x) in Lagrange interpolation as the interpolating points, the following 2-point
approximation holds,∫ ∞
0
x
(1+ x)13/2 f (x)dx
∼= 0.03883108871f (0.4508066615)+ 0.001572951678f (3.549193338)+ R2[f ] (5.3)
where
R2[f ] = 0.88888f (4)(η), 0 ≤ η <∞,
which is exact for any arbitrary polynomial of degree at most three.
Example 5.2. We discussed a 2-point integration formula in relation (5.2), now we want to propose a 3-point integration
formula. For this purpose according to (2.15), a 3-point integration formula is possible when p > 9, so we suppose that
p = 192 and q = 0. Then∫ ∞
0
x
(1+ x) 172
f (x)dx = (0.01774485358)f (0.2352321049)+ (0.002764806091)f (1.180638621)
+ (0.3160835371× 10−5)f (6.584129275)+ R3[f ] (5.4)
where
R3[f ] = f
(6)(η)
6!
∫ ∞
0
x
(1+ x)17/2 (Z
(19/2,0)
n−1 (x))
2dx,
= 0.242424× 10−2f (6)(η), 0 ≤ η <∞,
and x1 = 0.2352321049, x2 = 1.180638621, x3 = 6.584129275 are the roots of the polynomial Z (
19
2 ,0)
3 (x) = − 1058 x3 −
105x2 − 126x+ 24. We can find out A1, A2, A3 by the formula
Aj = 12∑
i=1
(Z∗(19/2,0)i−1 (xj))2
, j = 1, 2, 3,
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Table 2
2-point interpolation formula for Type I COP class.
f (x) Approximate value (2-point) Exact value Error
1
(1+x) 0.062893212275 0.06442719310 0.153398× 10−2
1/

(1+ 2x2) 0.0756308814 0.07370018214 0.19307× 10−2
(4+ x2)3/2 0.8342842303 0.8405312061 0.624698× 10−2
Table 3
2-point interpolation formula for derivative COP class of (2.3).
f (x) Approximate value (2-point) Exact value Error
1
(1+x) 0.02711093619 0.02797202797 0.86109178× 10−3
1/

(1+ 2x2) 0.03305022192 0.03246914840 0.58107352× 10−3
(4+ x2)3/2 0.4409747293 0.4451217014 0.41469721× 10−2
Table 4
3-point interpolation formula for Type I COP class.
f (x) Approximate value (3-point) Exact value Error
1
(1+x) 0.04103398608 0.04112985989 0.9587381× 10−4
1/

(1+ 2x2) 0.04676798578 0.04646813153 0.29985425× 10−3
(4+ x2)3/2 0.4299148404 0.4300070138 0.921734× 10−4
Table 5
3-point interpolation formula for derivative COP class of (2.3).
f (x) Approximate value (3-point) Exact value Error
1
(1+x) 0.01563390765 0.01568627451 0.5236686× 10−4
1/

(1+ 2x2) 0.01825853435 0.01807760034 0.18093401× 10−3
(4+ x2)3/2 0.1805799523 0.1806488107 0.688584× 10−4
where
Z∗(19/2,0)i−1 (x) =
Z (19/2,0)i−1 (x)
⟨Z (19/2,0)i−1 (x), Z (19/2,0)i−1 (x)⟩
1
2
.
Example 5.3. To find a 4-point integration formula, we have the condition p > 11. In this case, we can take p = 232 and
q = 0. Then∫ ∞
0
x
(1+ x)21/2 f (x)dx = (0.009385148660)f (0.1463174863)+ (0.002962100937)f (0.6249215638)
+ (0.3664954227× 10−4)f (2.129978868)
+ (1.794575668× 10−9)f (10.43211541)+ R4[f ], (5.5)
where
R4[f ] = f
8(η)
8!
∫ ∞
0
x
(1+ x)21/2 (Z
(23/2,0)
n−1 (x))
2dx,
= 0.21978× 10−3f 8(η), 0 ≤ η <∞.
This quadrature integration formula is exact for the basic functions f (x) = xj; j = 0, 1, 2, . . . , 7. The nodes are the roots of
Z (23/2,0)4 (x) =
945
16
x4 − 1575
2
x3 + 1890x2 − 1080x+ 120.
We compare the numerical results for various n-point interpolation formulae given between the finite COP class
described by Stoer and Bulirsch [18] and the derivative finite COP class (2.3). The tabulated results are given in Tables 2–7.
6. Conclusion
In this work, the derivative class of the Type I class of finite COPS are considered. Various properties including the
recurrence relation, orthogonality property and hypergeometric representations are obtained. Results for the numerical
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Table 6
4-point interpolation formula for Type I COP class.
f (x) Approximate value (4-point) Exact value Error
1
(1+x) 0.0291276586 0.02913365075 0.599215× 10−5
1/

(1+ 2x2) 0.03247361958 0.03248426210 0.106425× 10−4
(4+ x2)3/2 0.2823955510 0.2823951910 0.3000000×10−6
Table 7
4-point interpolation formula for derivative COP class.
f (x) Approximate value (4-point) Exact value Error
1
(1+x) 0.01002184452 0.01002506266 0.321814× 10−5
1/

(1+ 2x2) 0.01142153308 0.01142079763 0.7354× 10−6
(4+ x2)3/2 0.1038515809 0.1038515079 0.730× 10−7
quadrature and interpolation formulae are obtained. For these formulae numerical exampleswere considered and compared
with the interpolation formula for the original Type I finite COP class. These comparison tables provide the observation
that for higher n-point formula, we get better accuracy of the interpolation formula. These results for the derivative class,
compared with the results obtained for the original Type I COPS, are better. For details, we refer to [21].
Acknowledgement
The authors wish to thank the referees for their useful suggestions towards the improvement of the paper and in
particular to Section 4. The research work of the first author is supported by CSIR, New Delhi.
References
[1] W.A. Al-Salam, Characterization theorems for orthogonal polynomials, Orthogonal Polynomials, Columbus, OH, 1989, Kluwer Acad. Publ., Dordrecht,
pp. 1–24.
[2] J.K. Ord, Families of Frequency Distributions, Hafner Publishing Co., New York, 1972.
[3] A.F. Nikiforov, V.B. Uvarov, Special Functions of Mathematical Physics, Birkhäuser, Basel, 1988.
[4] E.D. Rainville, Special Functions, Macmillan, New York, 1960.
[5] M.Masjed Jamei, Three finite classes of hypergeometric orthogonal polynomials and their application in functions approximation, Integral Transforms
Spec. Funct. 13 (2) (2002) 169–191.
[6] F. Marcellán, P. Maroni, Orthogonal polynomials on the unit circle and their derivatives, Constr. Approx. 7 (3) (1991) 341–348.
[7] W. Hahn, Über die Jacobischen Polynome und zwei verwandte Polynomklassen, Math. Z. 39 (1) (1935) 634–638.
[8] H.L. Krall, On derivatives of orthogonal polynomials, Bull. Amer. Math. Soc. 42 (6) (1936) 423–428.
[9] G.E. Andrews, R. Askey, R. Roy, Special Functions, Cambridge Univ. Press, Cambridge, 1999.
[10] P.J. Davis, P. Rabinowitz, Methods of Numerical Integration, Second edition, Academic Press, Orlando, FL, 1984.
[11] W. Gautschi, Orthogonal Polynomials: Computation and Approximation, in: Numerical Mathematics and Scientific Computation, Oxford Univ. Press,
New York, 2004.
[12] D.P. Laurie, Calculation of Gauss–Kronrod quadrature rules, Math. Comp. 66 (219) (1997) 1133–1145.
[13] W. Gautschi, Construction of Gauss–Christoffel quadrature formulas, Math. Comp. 22 (1968) 251–270.
[14] M.R. Eslahchi, M. Masjed-Jamei, E. Babolian, On numerical improvement of Gauss–Lobatto quadrature rules, Appl. Math. Comput. 164 (3) (2005)
707–717.
[15] M.Masjed-Jamei,M.R. Eslahchi,M. Dehghan, On numerical improvement of Gauss–Radau quadrature rules, Appl.Math. Comput. 168 (1) (2005) 51–64.
[16] W. Gautschi, Orthogonal polynomials — constructive theory and applications, J. Comput. Appl. Math. 12/13 (1985) 61–76.
[17] G.H. Golub, J.H. Welsch, Calculation of Gauss quadrature rules, Math. Comp. 23 (1969) 221–230.
[18] J. Stoer, R. Bulirsch, Introduction to Numerical Analysis, Second edition, Springer, New York, 1993, Translated from the German by R. Bartels,
W. Gautschi and C. Witzgall.
[19] V.I. Krylov, Approximate Calculation of Integrals, Macmillan, New York, 1962, Translated by Arthur H. Stroud.
[20] M. Dehghan, M. Masjed-Jamei, M.R. Eslahchi, On numerical improvement of closed Newton–Cotes quadrature rules, Appl. Math. Comput. 165 (2)
(2005) 251–260.
[21] Pradeep Malik, A. Swaminathan, Weighted quadrature rules for certain orthogonal class of functions related to the class of Jacobi polynomials on
[0,∞), in: Proceedings of International Conference on CAMIST, 2010, pp. 232–239.
