In this paper, we describe an animation framework for TinyOS programs to enhance the comprehension of their runtime behavior. The framework enables application developers to specify, in an XML configuration file, the runtime elements to be captured within a given system, and the manner in which those elements should be displayed. The presented visualization is an animated playback sequence of the events that occurred during application execution. We describe the design and implementation of the framework and present an analysis of the runtime overhead it introduces.
INTRODUCTION
Wireless sensor networks are composed of tiny computing devices that sample and process data from onboard sensors and communicate the results to peers. These networks promise unprecedented visibility into the physical world, with applications ranging from environmental monitoring [2] to saving lives [1] . These applications present a unique set of requirements, and the hardware platforms that host them present a unique set of constraints. Specifically, the applications involve a high degree of distribution and reactivity, while the hardware platforms afford orders of magnitude less capacity than standard desktop machines. The TinyOS [11] platform addresses these challenges. It provides a programming model and supporting libraries that enable the construction of lightweight applications that accommodate a high degree of concurrency.
Despite its benefits, TinyOS is well-known for the design and debugging obstacles it presents. Beyond the stanPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. SAC ' dard challenges inherent to distributed computing, developers must contend with a programming model based on asynchronous, split-phase operations. As a result, application logic is distributed across event handlers, which are distributed across compilation units; developers are tasked with managing the control state that governs the behavior of these handlers. This design choice is motivated by efficiency. However, the efficiency benefits come at a significant expense -program understandability.
To mitigate this problem, we present a visualization framework to aid in the understanding of TinyOS program behavior. The framework supports customizable animations that clarify the runtime interactions among application components and the impact of those interactions on program state. The framework relies on an XML-based visualization language to specify the program elements of interest and the display properties used to render them. For a given application, the corresponding visualization document drives the behavior of an instrumentation engine that injects logging probes at appropriate execution points to collect a runtime trace. The trace data is extracted from the embedded host and replayed through a visualization front-end that mimics the appearance of a media player. We describe the design and implementation of the framework in the context of a running system example and present an analysis of its runtime overhead in instrumented applications.
RELATED WORK
In the domain of desktop software, program visualization has a long history of exploration. Indeed, even when focusing exclusively on runtime behavior, the relevant literature is extensive (e.g., [3, 6, 10, 12, 13, [16] [17] [18] ).
Lange and Nakamura [12] describe a visualization tool for C ++ programs that leverages static and dynamic information. The tool provides mechanisms for collecting runtime trace data from an application and presenting fine-grained views of its behavior. In particular, their tool displays the interactions between classes and objects to aid in understanding application structure and behavior. Their architecture is similar to ours; it comprises an instrumentation system, a trace recorder, and a rendering front-end. Further, their tool provides analysis services that collect structural information about an instrumented program, including its constituent inheritance and containment relationships.
Malloy and Power [13] describe a tool for visualizing the behavior of C ++ programs. Their Selector enables static selection of the classes and methods to be visualized at runtime. The tool then presents an overview of the program in the form of a class diagram and shows call graphs to aid in comprehending class relations and method interactions. Selected classes and methods are instrumented with profiling code. A Profiler interacts with the instrumented system at runtime to provide dynamic information about program interactions via sequence and communication diagrams.
Gracioli and Fischmeister [9] propose a tracing mechanism to aid in understanding interrupt behavior in embedded systems. When an interrupt occurs, a frequency-based selector function selects elements of the execution context, consisting of I/O registers, control registers, thread control blocks, etc., and a hashkey is computed. Next, the return address is extracted and a reduction function is used to condense its bit representation. The hashkey and the reduced return address comprise a fingerprint stored in a database. To replay the application, a simulator computes a fingerprint after every application instruction and checks the database to determine if an interrupt occurred at that instruction. The motivation for this work is similar to ours. However, the accuracy of the system is based on the selector and reduction functions and can therefore ignore some control flow paths. Our work provides a visual view of the complete runtime behavior of an application, not just when an interrupt occurs.
Dalton et al. [4, 5] present a toolkit for visualizing the local and distributed behavior of TinyOS applications. The tool uses nAIT [6] to insert probes and instrument the input application. The probes record runtime execution information. Trace data collected is used to generate call graphs and sequence diagrams. In contrast to our previous work work, the visual abstractions presented here are fundamentally different; our tool provides a higher-level abstraction that supports audience-specific configurability. Further, our tool provides an animated play-back mechanism for events occurring during execution and their effect on program state, as opposed to sequence diagrams and call graphs.
Finally, McCartney et al. [14] and Sallai et al. [19] describe TinyOS development environments that support syntax highlighting, code navigation, code completion, etc., to aid developers in understanding the static structure of TinyOS applications. These environments do not, however, provide insight into the runtime behavior of programs.
TINYOS AND NESC
Before proceeding to the design of the visualization framework, it is useful to review the TinyOS programming model. In TinyOS, applications are written in nesC [8] , a componentbased variant of C. Applications are structured as a collection of modules, which bear similarity to object-oriented classes. Modules encapsulate private state and behavior and communicate through well-defined interfaces. Modules and interfaces may be parameterized to support generic types, similar to the linguistic features provided by Java and C ++ .
Each interface defines a set of commands and events. To understand the difference between the two, consider an interface I that declares a command c() and an event e(). Command c() may be invoked on a module that provides I, whereas event e() may be invoked on a module that uses I. Hence, commands impose implementation requirements on providers of the declaring interface, while events impose implementation requirements on users of the declaring interface. (In this sense, interfaces in nesC are similar to those in C#.) The idiomatic expression of a split-phase operation involves the declaration of a command used to initiate the operation and an event used to signal its completion.
Module implementations in nesC are fully decoupled; one never references another by name. Instead, each module declares the interfaces it provides to other components, and the interfaces it uses to implement its behavior. To construct a complete application, each module that uses a given interface must be bound to a module that provides that interface. This binding is expressed in a nesC configuration comprising statements that match interface users to interface providers. Figure 1 shows an overview of the framework architecture. The central component is the Analyzer (3), which accepts the top-level configuration of a nesC application, along with an XML specification identifying the program elements to be visualized. The Analyzer uses nAIT(2) [6] to insert probes within the identified operation set. These probes capture function invocations, returns, and changes in program state. Most of the probes record string data (e.g. function names, variable names). Recording explicit strings would, however, be impractical. To address this problem, the Analyzer uses the Basestation Dictionary pattern [20] to map strings corresponding to program elements to numeric constants. This map is later used in reassembling a recorded trace for visualization. Each probe registers these numeric constants using a call to the Logging Service(1), a buffered logger built over LogStorageC (included as part of TinyOS). The Analyzer then regenerates the instrumented source base, which is then compiled and executed on the target platform.
FRAMEWORK DESIGN
After the desired execution period, the Extractor (5) installs an application on the device to retrieve the trace data and relay it to a base station via a serial port. (The Logging Service and the Extractor were adapted for use from [5] and were modified to suit the needs of this tool. In principle, any efficient logging service could be used.) The Extractor then reassembles the logged trace data by mapping the numeric constants back to their corresponding strings. The Animator (4) uses the reconstructed trace to show an animated view of the events that occurred during execution. The visual abstraction used in the animation and the components of the framework are described below.
Our work targets mote-class embedded devices. Each device comprises sensors, a general-purpose microcontroller, non-volatile storage, a wireless transceiver, and a power supply. Our work is applicable to any TinyOS-supported device. We selected the Tmote Sky platform [15] for testing. This device includes an 8Mhz MCU with 48K of ROM and 10K of RAM, 1M of EEPROM storage, and a 2.4Ghz radio.
XML Specification
Each XML specification identifies the elements to be visualized and the associated display properties. Listing 1 shows a typical specification. (Closing tags are elided for 1 <rootComponent name="module_name" bgColor="white"> 2 <topModuleRendering> Listing 1: XML Specification the sake of brevity.) The root of the specification, rootComponent, specifies the top-level module of the application to be visualized, ultimately rendered as a rectangular box at the center of the animation screen (line 1). The tag specifies the module name and the color in which it will be shown. The topModuleRendering element (lines 2-18) specifies how the state and behavioral aspects are to be displayed. The state element (lines 3-5) specifies iconImages containing nesC code fragments. The fragments return an image identifier (line 4) corresponding to an image on the base station used to represent the module's runtime state. Image names are replaced with numeric constants by the Analyzer and stored in a map. These fragments are later inserted into the application code as part of the instrumentation process. When trace data is reassembled at the base station, the Extractor maps the numeric constants to their corresponding names. The Animator later displays the images to indicate a state change.
The watchWindow element (lines 6-9) is used to capture additional state information. The element specifies one or more stateComponents; each specifies a name and a code block. The code block returns a value based on the current program state; the value is displayed during visualization. As an example, for a program variable busy, the user can choose to display 1 when busy is true, or 0 otherwise. This information is shown in the form of a watch table.
The functions element (lines 10-18) specifies how the toplevel module's local functions are rendered. A function element (lines 11-18), displayed as a label in the box representing the top-level module, specifies the function name and the label's background color. The behavior element specifies invocation and return blocks that define the images shown during function invocation and return, respectively. These images are shown moving from the label corresponding to the calling function, across the screen, to the target function, and back upon return. Different images can be shown for a function invocation (or return) to reflect the program state. In the listing, for example, the path to image 2 is returned when a function returns -1 (lines [13] [14] [15] .
The usedInterfaceRendering element (lines 19-23) specifies how interfaces used by the top-level module are visualized. These interfaces are shown as rectangular boxes of the specified color, rendered in a circle centered at the box 1 <rootComponent name="RadioSenseToLedsC" bgColor="gray"> 2 <topModuleRendering> 
Analyzer
The Analyzer is responsible for instrumenting user-selected program elements in an application with probes that record trace data. To understand its operation, consider the XML specification shown in Listing 2 for the RadioSenseToLedsC application included with TinyOS. The application broadcasts a sensor value, sampled periodically, via the radio. Nodes that receive a data packet display the last three bits of the reading by toggling three onboard LEDs. The XML specification identifies program elements of interest. These include function invocations, returns, and program state information. Based on the value of the variable locked, different images will be displayed to represent the lock status (lines 4-7). Similarly, an open book image will be used to represent the invocation of Read.readDone(), and a closed book image will be used for returns (lines 29-34). The remainder of the specification has the obvious meaning. AMSend.send(), AMSend.sendDone(), Read.readDone(), RadioControl.startDone(), and MilliTimer.startPeriodic() will be visualized. A path to this specification is passed as argument to the Analyzer, which provides a user interface to upload the application's top-level configuration (i.e., RadioSenseToLedsAppC.nc). The nesC Analysis and Instrumentation Toolkit (nAIT) [6] is a Java tool suite for parsing, analyzing, instrumenting, and generating nesC source code. The Analyzer uses nAIT to perform an application parse, instantiate generic components, and return an in-memory representation of the source base as an abstract syntax tree. The following sections describe the instrumentation process for capturing program behavior and state changes.
Behavior
The Analyzer begins by locating the specified functions in the application source and instrumenting them with probes to capture invocations and returns. These probes record the name of the invoked function and associated image. Return statements are handled analogously. (Recall that these names are mapped to numeric constants for efficiency.) The probes use the Logging Service to record their data.
In this context, a target-based instrumentation strategy is not sufficient as it does not enable the instrumentation site to acquire information about the calling context. Consider, for example, the TimerMilliC component. TinyOS applications often use multiple instances of this component, suitably renamed. In such an application, if this component is instrumented to capture incoming calls, all startPeriodic() calls recorded will be indistinguishable. Accordingly, we supplement target site instrumentation with call site instrumentation. Instrumentation performed at the call site stores the calling instance name within a global variable. This value is then recorded by the probe at the target site. Note that if call site instrumentation were used by itself to capture the relevant data, the implementation would be inefficient. In general, there are multiple call sites for a given target site. Adding code that records trace data at every call site would mean inserting more probes than necessary.
Listing 3 shows the procedure for instrumenting call and target sites using Timer.startPeriodic() as an example. In line 3, the global variable is set before the timer is started on instance MilliTimer. (The nesC language does not support global variables. Instead, global variables are introduced as components using a variation on the Singleton pattern identified by the Gang of Four [7] .) Lines 6-13 show the instrumentation at the target site. When startPeriodic() is invoked, registerInvocation() is called. registerInvocation() accepts two parameters; the first is the global variable corresponding to the target instance, and the second is a numeric constant associated with the image to be displayed when this function is invoked (lines 7-9). Lines 10-12 register the function return.
State
State elements material to the code fragments specified within the iconImage tags are monitored for changes as part 
Trace Capture
During execution, events are recorded to external flash. The Logging Service, adapted from [5] , provides commands to log invocation, return, state, and watch window events. The implementation uses a dual-buffering strategy. A buffer is written to flash storage when it is full, while another buffer Figure 2 shows a subsequence of an example recorded trace. The letters i, r, s, and w denote function invocation, function return, state change, and watch window records, respectively. All entries are 4 bytes long. Each record stores its type, the numeric constant associated with the name of the function or variable identified in the XML, and another numeric constant mapped to the display image name of the corresponding function or variable. This image is shown as part of the animation. Since a watch window does not display an image, a watch window record stores the type, name assigned to the watch component, and the associated display value. After the application executes for a desired amount of time, records written to flash are retrieved by the Extractor, also adapted from [5] . The extracted data is reassembled; the result contains the names of functions invoked during execution, their corresponding invocation and return image names, the names of variables modified during execution, and the associated display images. The reassembled trace also contains the names and corresponding display values required by the watch window. This information is used to provide a playback of the recorded run.
Note that the storage structure can be generated dynamically to reduce the number of bits required to store the elements of interest. For example, if two functions are selected for visualization, only two bits are required to record the names of those functions. We plan to integrate this capability in our future work. For a function invocation, the animation renders the invocation image moving across the screen from the caller to the called function. The return is shown by another image that returns back to the caller. A function is highlighted in yellow when it is called; all active calls on the call stack remain highlighted. This provides insight into the call sequence of functions, which is otherwise difficult to understand.
Animator
In figure 3 , the Read.readDone() event has been signaled by the System, which then calls AMSend.send(). The invocation image of Read.readDone() moves across the screen from the System to the function. The Animator highlights the function to indicate that it has been called. Next, the invocation image corresponding to AMSend.send(), an open envelope, moves across the screen from Read.readDone() until it reaches AMSend.send(), which is then highlighted. 
Figure 6: ROM Overhead
The variable locked is set to true if the function AMSend.send() returns success. This is shown by an image change in the state panel of the top-level module. In figure 4 , after a message broadcast, the System signals the AMSend.sendDone() event. The function is highlighted to show its invocation. The figure shows the animated return image, a closed envelope, while the function call returns to the System. The animation continues until all recorded events are rendered.
A user may choose to focus on a small set of state components and function behaviors to support a specific reasoning task. The user might then choose to focus on a more detailed set of state components and behaviors to provide fine-grained understanding. In fact, this suggests a common usage model: First, a user may use the tool to support highlevel understanding. In successive runs, the XML specification might be refined to provide progressively more detail until the desired level of understanding is achieved.
PERFORMANCE ANALYSIS
We now analyze the tool's performance, focusing on the memory overhead introduced by the instrumentation process, the number of program events that may be logged to flash storage, and the capture rate of program events. Applications from the standard distribution of TinyOS are used as test cases. We follow the experimental process used by Dalton et al. [4] . Table 1 and Figures 5 and 6 summarize memory usage under four scenarios. In Table 1 , column 1 shows the usage of the base application without any source modifications. To analyze the overhead introduced by our logging service, which includes LogStorageC, in column 2 we present RAM and ROM usage for LogStrorageC by itself. For each application, a single entry is logged to flash to ensure that the compiler does not remove the logging component as part of its dead code elimination phase. Since the implementations of the applications remain the same, the results presented in both these columns are close to those presented by Dalton et al. [4] . However, since the underlying structure used to record events is different, there is a slight variation in memory usage for EEPROM logging. Column 3 shows memory usage when the application uses the Logging Service of the Figure 7 shows the ROM and RAM overhead for each additional call to the Logging Service. The Blink application is instrumented multiple times with an increasing number of calls to the Logging Service. In the first case, only the event corresponding to the invocation of Boot.booted() is logged; in the second, its invocation and return events are logged. The invocation of a second function (Timer1.fired()) is also logged in the third case, and so on. A complete instrumentation of the application requires eighteen calls to the Logging Service. It is important to note that the incremental overhead shown in the figure also includes overhead introduced by call site instrumentation for all instances of the interfaces used by the application. On average, each additional probe requires 29 bytes of ROM. There is no associated RAM expense. The record size for each of the logged events is 4 bytes. The average does not vary significantly for other applications in the test suite.
Though our tool inserts probes to record state and watch window changes, the associated cost to insert a probe is no different from that required to capture function invocations or returns. This is because the record structure used is the same. In other words, in the minimal instrumentation scenario, instead of capturing the invocation of Boot.booted(), if the instrumentation process were modified to capture one change of a variable, the memory usage would remain as shown in column 3 of Table 1 .
Increased instrumentation density and/or instrumentation of high frequency events enhances visualization fidelity. Each Table 2 : Capture Rate record logged to flash storage requires 4 bytes; 60 entries are written at a time. Table 2 shows the amount of time required to record each buffer to flash. Column 2 represents the total number of buffers that are written to flash before log storage is full. It can be seen that the minimum time taken to record a full buffer is close to the average, with a standard deviation of 0.074 seconds. If all available space is used, approximately 4,368 buffers can be filled and written, totaling 262,080 events. This is sufficient in most cases to develop a good understanding of an application.
CONCLUSION
Wireless sensor networks enable a rich class of applications. Our work is based on the observation that these applications are not only inherently difficult to build, but the programming model used to build them introduces a high degree of non-determinism and impedes the comprehension of their runtime behavior.
To assist users in understanding the runtime behavior of their applications, we described a framework for visualizing TinyOS programs. An XML configuration file is used to identify program elements in an application. nesC code fragments contained in the XML specification return image names that correspond to display icons associated with function invocations, returns, and program state changes. Both the specification and the source code are analyzed, and the source is instrumented with probes that register numeric constants corresponding to the names of program elements and display images. Recorded trace data is later extracted and reassembled to show an animated playback sequence of events occurring at runtime, providing deep insight into program behavior. The components of the framework were discussed and a performance analysis was presented.
We plan to extend the framework to support the visualization of distributed behavior to help in linking and comprehending causally-related events between various nodes in a network. This will require introducing additional information in the radio message structure that will help in corelating message transmission and reception events.
