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Abstract—Electric vehicle (EV) charging can negatively impact
electric distribution networks by exceeding equipment thermal
ratings and causing voltages to drop below standard ranges.
In this paper, we develop a decentralized EV charging control
scheme to achieve “valley-filling” (i.e., flattening demand profile
during overnight charging), meanwhile meeting heterogeneous
individual charging requirements and satisfying distribution
network constraints. The formulated problem is an optimization
problem with a non-separable objective function and strongly
coupled inequality constraints. We propose a novel shrunken-
primal-dual subgradient (SPDS) algorithm to support the de-
centralized control scheme, derive conditions guaranteeing its
convergence, and verify its efficacy and convergence with a
representative distribution network model.
Index Terms—EV charging, distribution network, voltage drop,
valley-filling, decentralized control, shrunken-primal-dual sub-
gradient.
I. INTRODUCTION
C
OMBUSTION of fossil-based fuel is one of the main
contributors to the greenhouse gas (GHG) emissions in
most countries. For example, in the US, the most recent data
(2014) shows that 26.5% of total GHG emissions comes from
the transportation sector [1]. Electric vehicles (EVs) have
been proved to be effective in increasing energy conversion
efficiency and reducing GHG emissions by relieving the usage
of fossil-based fuel [2]–[4]. From 2013 to 2015, the market
share of EVs presented a significant growth in most countries
[5], [6]. Provided they are charged with low-emissions power
sources, the increasing number of EVs will no-doubt benefit
the global environment.
Beyond GHG reduction, there are extensive studies on
actively utilizing EVs for grid-level benefits. In [7], [8], the
authors envisioned the potential of EV charging control for
the provision of grid services. Some studies have focused
on modeling and control problems of EVs for valley-filling
[9]–[13], load balancing [14], and frequency regulation [15]–
[19], to name a few. In the presence of renewable energy,
authors in [20]–[22] discussed the potential of EV charging
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control for facilitating the integration of wind power and
solar power. Jointly controlling EVs, solar energy, and energy
storage systems to achieve valley-filling, peaking shaving, and
energy neutral design was studied in [23]–[25].
Distribution network considerations can be extremely im-
portant in this context, and the aforementioned papers neglect
network physics and constraints. For example, if the charging
process of a large population of EVs is not properly controlled,
it would negatively affect the power system, such as the
elevated existing demand peak and newly created demand peak
[9]. Lopes et al. [26] elaborated on the challenges of EV
integration into the traditional mid- or low-voltage distribution
network, including severe nodal voltage drop, transformer
overloading, network congestion, and increased power loss.
In [27], through analyzing simulation results in different
application scenarios, the authors verified that uncontrolled
charging or controlled charging without considering network
constraints would negatively affect the distribution network.
Other literature reviewing the impacts includes [28], [29].
Researchers have begun to develop methods to reduce the
impact of EV charging on distribution networks. In [30], the
authors developed a voltage droop charging control to maintain
the nodal voltage level. Quiro´s-Torto´s et al. [31] studied a
centralized algorithm, currently being trialed in the UK, to
mitigate voltage drop and transformer overloading in the low-
voltage distribution network. In [32], the authors developed a
centralized model predictive control (MPC) scheme to main-
tain the voltage profile while satisfying charging requirements.
Although the above-mentioned results can help alleviate the
impacts, they were designed for meeting the network con-
straints only. We are aware of only a limited number of
papers that address the problem of distribution network-aware
provision of grid services. Richardson et al. [33] optimized the
EV charging profiles to minimize the total power consumption.
Luo and Chan [34] studied a real-time control design based
on the voltage profile leveling to minimize power losses.
Among all types of grid services, a number of papers
focus on filling the overnight load “valley”, where the non-EV
electricity is at its lowest [35], [36]. By filling the valley, on
the one hand, EVs could be charged during the night without
causing any inconvenience; on the other hand, the daily oper-
ations of power plants and associated cost could be reduced
[37]. In our paper, we aim to develop a framework for the
provision of valley-filling while satisfying both local charging
needs and distribution network constraints. This framework
enjoys the security and privacy features, the guaranteed service
performance, low communication requirements, and can be
2readily extended to facilitate other grid services, such as power
trajectory tracking.
The core of establishing such a framework lies in the control
scheme design. Most literature addressing charging control
problems under network constraints utilized the centralized
control scheme [29], [31]–[34], [38], [39]. Though centralized
schemes are easy to realize in algorithm design, they do not
scale well in a computational sense. In contrast, decentralized
control distributes the heavy computing load to individual
agents. Each agent only needs to solve its own problem of
small size without communicating with others. It’s worth
mentioning that, when implementing the charging control in
the real world, two competing sets of standards are defining the
ways EVs can communicate in the grid: ISO/IEC 15118 [40],
a protocol developed mainly in Europe, includes a full billing
system that communicates through the electric vehicle supply
equipment (EVSE) to the EV; while in the US, SAE 2847 [41]
was developed to integrate EVs into the SEP 2.0 protocol [42].
Although both of these standards have different approaches to
communication and control, a decentralized control scheme
will reduce communication requirements and allow for more
efficient computation. Additionally, both of these standards
require the EV state-of-charge (SOC) information retained
locally, which can only be achieved by a decentralized scheme.
Hence, our objective in this paper is to design a decentralized
optimal controller that (1) can be embedded into charging
points/EVs, (2) does not share local SOC information with the
utility or other EVs, and (3) does not require a communication
network between EVs.
General decentralized/distributed optimization algorithms
have been considered widely in the literature [43]–[49],
however none of them can solve the valley-filling problem
considered here: On the one hand, the valley-filling objective
function is a coupled and non-separable one; on the other hand,
nodal voltages strongly couple the individual charging power
via an inequality constraint. Only a small number of papers
have addressed the distributed/decentralized realization of this
problem. Chang et al. [50] proposed a consensus-based primal-
dual perturbation algorithm for a distributed consensus prob-
lem. Koshal et al. [51] developed a regularized primal-dual
subgradient (RPDS) algorithm via regularizing both primal
and dual variables in the Lagrangian. This RPDS guarantees
convergency, however introduces relative errors to the optimal
solution. Authors in [52] proposed an Alternating Direction
Method of Multipliers (ADMM)-based decentralized control
scheme to tackle the same problem. This design is funda-
mentally applicable as it enjoys privacy and security features,
guarantees convergence, and poses the minimal computational
requirements to EV controllers. However, the required two-
layer communication network complicates the communica-
tion and poses computing burdens to all buses. In addition,
ADMM-based decentralized control schemes always face the
problem of a large number of iterations. Motivated by the
above facts, we solve this decentralized charging control prob-
lem by proposing a novel shrunken-primal-dual subgradient
(SPDS) algorithm, which eliminates unnecessary convergence
errors, reduces the number of iterations, and alleviates the
communication loads. The SPDS-based decentralized control
scheme also enjoys privacy and security features, as well
as guaranteed convergence. Additionally, the decentralized
control scheme we develop allows chargers to solve their
own control problem meaning that (1) device-level constraints,
such as charging characteristics that preserve battery state of
health, can be met and (2) only a small amount of information
needs to be transmitted to a central operator, which protects
customers’ privacy.
The ultimate goal of this paper is to develop a decentralized
EV charging framework that can achieve valley-filling under
local EV and distribution network constraints. This framework
is built upon a proposed novel decentralized optimization
algorithm – SPDS. The contribution of this paper is three-
fold.
• First, we develop a network-aware EV charging control
framework. Specifically, while controlling EVs to achieve
valley-filling, heterogeneous charging needs are satisfied
and all nodal voltage magnitudes are regulated within
the service range. Though we focus on valley-filling and
voltage drop, the proposed framework can be flexibly
extended to other grid services and include additional
network constraints.
• Second, the proposed control framework only requires
a single-layer communication network and requires no
additional computing hardware at buses. In addition, cus-
tomers’ privacy can be guaranteed as their SOC informa-
tion will not be transmitted through the communication
network.
• Third, we develop a new approach to decentralize the
EV charging problem that does not require a regular-
ized Lagrangian. To achieve this, we propose an SPDS
algorithm that can either be implemented at charging
points or utilized by a central operator to perform parallel
computing. Execution of SPDS only requires simple
Euclidean projections.
The rest of this paper is structured as follows. In Section
II, both of the EV charging model and the distribution net-
work model are constructed to introduce local constraints and
network constraints, respectively. Section III first presents the
centralized controller, followed by the decentralized control
scheme and the SPDS algorithm. Convergency analyses are
also provided in Section III. Simulations and result analyses
are given in Section IV. Section V concludes this paper and
envisions the future work.
II. EV CHARGING AND DISTRIBUTION NETWORK
A. EV charging model
The dynamics of the state-of-charge (SOC) of the ith EV
can be represented by a first-order discrete-time system as
SOCi(T + 1) = SOCi(T ) + ηi∆t
P¯i
E¯i
ui(T ), (1)
where T denotes a general discrete time index, ηi is the
charging efficiency, ∆t is the sampling time interval, P¯i is
the maximum charging power, and E¯i is the battery capacity
of the ith EV. In addition, the charging rate ui(T ) is the control
signal which continuously varies in [0, 1].
3Let SOCi,ini and SOCi,des denote the initial SOC and the
desired SOC before leaving of the ith EV, respectively. Then
the total battery energy required by the ith EV is
Ei,r = E¯i(SOCi,des − SOCi,ini). (2)
At time T , let the system state xi(T ) denote the energy
remaining to be charged to the ith EV in order to achieve
the total required energy Ei,r . The charging dynamics can be
written as
xi(T + 1) = xi(T ) +Biui(T ), (3)
where Bi = −ηi∆tP¯i. Suppose the ith EV is plugged in
at time ki, then in order to ensure the driver’s charging
requirement can be met, the state should satisfy
xi(ki +Ki) = 0, (4)
where ki + Ki denotes the designated charging deadline of
the ith EV. Let k and k + K denote the valley-filling start
and end time, respectively. In this paper, we assume that
all individually designated charging windows [ki, ki + Ki]
cover the common charging window [k, k + K]. Under this
assumption, our control algorithm identifies solutions that
deliver all needed energy to vehicles within the common
charging deadline, so that there is no need for them to charge
outside the common window. The initial SOCs, charging
efficiencies, battery capacities, and maximum charging powers
are heterogeneous. Let n denote the number of EVs, then an
augmented system can be represented as
x(T + 1) = x(T ) +
n∑
i=1
Bi,cui(T ), (5)
where
x(T ) = [x1(T ) x2(T ) · · · xn(T )]T ∈ Rn,
u(T ) = [u1(T ) u2(T ) · · · un(T )]T ∈ Rn,
(6)
and Bi,c ∈ Rn is the ith column of the matrix B =
⊕n
i=1 Bi.⊕
and ⊕ denote matrix direct sums hereinafter.
Augmenting system (5) along the valley-filling period
[k, k +K], we have
X (k) = [x(k + 1|k)T x(k + 2|k)T · · · x(k +K|k)T]T
=Mx(k) +
n∑
i=1
BiUi(k) ∈ RnK ,
(7)
where
M = [In In · · · In]T ∈ RnK×n
Bi =


Bi,c
Bi,c Bi,c
...
...
. . .
Bi,c Bi,c · · · Bi,c

 ∈ RnK×K ,
and
Ui(k) =


ui(k|k)
ui(k + 1|k)
...
ui(k +K − 1|k)

 ∈ RK .
Herein, x(k + κ|k), κ = 1, · · · ,K , is the predicted system
state at time k + κ based on the known knowledge of the
system at time k and all control signals priori to time k + κ;
u(k+ κ− 1|k), κ = 1, · · · ,K , is the predicted control signal
at time k+κ−1 based on the known knowledge of the system
at time k and all predicted system states priori to time k+ κ.
In order to satisfy all drivers’ charging requirements by the
end of valley-filling, we need to guarantee the Kth element
of X (k) satisfying
XK(k) = x(k) +
n∑
i=1
Bi,lUi(k) = 0, (8)
where
Bi,l = [Bi,c Bi,c · · · Bi,c] ∈ Rn×K .
Eq. (8) will serve as the local constraints for the controller
design.
B. Distribution network model
In this paper, we consider a radial distribution network,
which is a structure commonly adopted in the power sys-
tem literature and applications. As mentioned in Section I,
with appropriate assumptions, DistFlow model [53] can be
linearized to a linear LinDistFlow model, characterizing a
linear relationship between bus power or EV charging power
and nodal voltages. In this section, we first describe the
LinDistFlow model, then fit it into the valley-filling problem.
Fig. 1 shows the single-phase IEEE-13 Node Test Feeder,
in which we discard the transformer between Node 4 and
Node 5, discard the switch between Node 6 and Node 7, and
assume no capacitor banks. This radial network will be used
throughout this paper. Let H = {ı|ı = 1, . . . , h} denote the
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Fig. 1. A radial distribution network connected with EVs.
set of nodes of this distribution feeder and let E denote the
set of all downstream line segments. Node 0 is the feeder
head, decoupling interactions in the downstream distribution
system from the rest of the grid and maintaining its own nodal
voltage magnitude |V0|. To have a clear view of nodal voltage
impacts and how controlling EV charging can help alleviate
the impacts, we do not consider any possible distributed energy
resources, reactive power supplies, or voltage regulations.
At time T , let |Vı(T )| denote the voltage magnitude at Node
ı; let pı(T ) and qı(T ) denote the real and reactive power
4consumption at Node ı; and with a slight abuse of notations,
let rı and xı denote the resistance and reactance of the line
segment (ı, ). According to [32], [53], [54], by omitting the
line loss in DistFlow equations, the LinDistFlow model of this
distribution network can be written as
V (T ) = V 0 − 2Rp(T )− 2Xq(T ), (9)
where
V (T ) =


|V1(T )|2
|V2(T )|2
...
|Vh(T )|2

 ∈ Rh,V 0 =


|V0|2
|V0|2
...
|V0|2

 ∈ Rh,
p(T ) =


p1(T )
p2(T )
...
ph(T )

 ∈ Rh, q(T ) =


q1(T )
q2(T )
...
qh(T )

 ∈ Rh,
and
R ∈ Rh×h, Rı =
∑
(ıˆ,ˆ)∈Eı∩E
rıˆˆ,
X ∈ Rh×h, Xı =
∑
(ıˆ,ˆ)∈Eı∩E
xıˆˆ,
where Eı and E are the sets containing downstream line
segments connecting Node 0 and Node ı and connecting Node
0 and Node , respectively [32], [54].
At each node, the power consumption consists of the
baseline load (non-EV load) and adjustable load. In this paper,
we only consider EV as the adjustable load. Hence, we have
pı(T ) = pı,b(T ) + pı,EV (T ),
qı(T ) = qı,b(T ) + qı,EV (T ),
(10)
where pı,b(T ) and qı,b(T ) denote the real and reactive baseline
power at node ı, respectively, and pı,EV and qı,EV denote the
real and reactive EV charging power at node ı, respectively.
Since −2Rp(T )− 2Xq(T ) is linear, letting V b(T ) denote
the squared voltage drop caused by the baseline load, we have
V (T ) = V 0 − V b(T )− 2RpEV (T )− 2XqEV (T ), (11)
where pEV (T ) =
[
p1,EV (T )
T p2,EV (T )
T · · · ph,EV (T )T
]T
and qEV (T ) =
[
q1,EV (T )
T q2,EV (T )
T · · · qh,EV (T )T
]T
.
We further assume EVs only consume real power, resulting
in qı,EV (T ) = 0, ∀ ı ∈ H. Thus, (11) is rewritten as
V (T ) = V 0 − V b(T )− 2RpEV (T ). (12)
Suppose nı EVs are connected at node ı, we have
pı,EV (T ) =
nı∑
ıˆ=1
P¯ı,ıˆuı,ıˆ(T ), ı = 1, . . . , h, (13)
where uı,ıˆ(T ) denotes the charging rate of the EV connected
at charger ıˆ of node ı, and P¯ı,ıˆ is the associated maximum
charging power. It’s worth noting that
∑h
ı=1 nı = n.
By following ascending orders of ı and ıˆ, we replace the
subscripts of uı,ıˆ(T ) and P¯ı,ıˆ by i = 1, . . . , n. Consequently,
we have (12) written as
V (T ) = V 0 − V b(T )− 2RGP¯u(T ), (14)
where
G =
h⊕
ı=1
Gı ∈ Rh×n, (15a)
P¯ =
n⊕
i=1
P¯i ∈ Rn×n, (15b)
and Gı = 1
T
nı
is the charging power aggregation vector.
LetD ∈ Rh×n denote−2RGP¯ , yd(T ) denote V 0−V b(T ),
and y(T ) denote V (T ), we have
y(T ) = yd(T ) +Du(T ), (16)
where y(T ) = [y1(T ) · · · yh(T )]T ∈ Rh, yd(T ) =
[yd1(T ) · · · ydh(T )]T ∈ Rh, and u(T ) is defined in (6). Thus,
at time T , we state the system dynamics as
x(T + 1) = Ax(T ) +Bu(T ), (17a)
y(T ) = yd(T ) +Du(T ). (17b)
Augmenting the system output y(T ) along the valley-filling
period [k, k +K], we have
Yk = Ydk +Dd


u(k|k)
u(k + 1|k)
...
u(k +K − 1|k)

 ∈ RhK , (18)
where
Yk =


y(k|k)
y(k + 1|k)
...
y(k +K − 1|k)

 ,Ydk =


yd(k|k)
yd(k + 1|k)
...
yd(k +K − 1|k)

 ,
Dd = D ⊕D ⊕ · · · ⊕D︸ ︷︷ ︸
K
∈ RhK×nK .
Consequently, it can be obtained that
Yk = Ydk +


∑n
i=1Diui(k|k)∑n
i=1Diui(k + 1|k)
...∑n
i=1Diui(k +K − 1|k)


= Ydk +
n∑
i=1
DiUi(k),
(19)
where
Di = Di ⊕Di ⊕ · · · ⊕Di︸ ︷︷ ︸
K
∈ RhK×K ,
D = [D1 D2 · · · Dn] .
III. CONTROLLER DESIGN
In the valley-filling problem considered in this paper, the
controller is obligated to 1) steer the aggregated EV charging
power to fill the overnight valley, 2) guarantee all EVs being
charged to their desired SOCs, and 3) maintain the nodal
voltage profiles within the service range. In the rest of this
5section, we first introduce the centralized control problem,
then propose a decentralized scheme together with a novel
decentralized optimization algorithm.
A. Centralized controller
Let Pb ∈ RK denote the aggregated value of distributed
uncontrollable loads at all nodes during the whole control
period. This Pb is treated as the baseline load, written as
Pb =


Pb(k)
Pb(k + 1)
...
Pb(k +K − 1)

 ∈ RK . (20)
It is assumed that the non-adjustable loads can be well esti-
mated. Designs considering estimation errors will be addressed
in our future work. In the rest of this paper, without the loss
of generality, we drop the time stamp k for simplicity.
The process of valley-filling is the process of minimizing
the variance of the aggregated total load at the feeder, i.e.,
flattening the total load profile [9]. This implies that the control
objective function can be written as
F(U) = 1
2
∥∥∥∥∥Pb +
n∑
i=1
fi(Ui)
∥∥∥∥∥
2
2
+
ρ
2
‖U‖22
=
1
2
∥∥∥Pb + P˜U∥∥∥2
2
+
ρ
2
‖U‖22 ,
(21)
where U = [UT1 UT2 · · · UTn ]T, fi(Ui) = P¯iUi, and P˜ ∈
R
K×nK is defined as
P˜ =

P¯1 ⊕ P¯1 ⊕ · · · ⊕ P¯1︸ ︷︷ ︸
K
· · · P¯n ⊕ P¯n ⊕ · · · ⊕ P¯n︸ ︷︷ ︸
K

 .
Note that, the term ρ2 ‖U‖22 in (21) is a proxy of battery
degradation cost which can be alternatively represented by a
second order polynomial of the charging rates [55]. In other
words, given a fixed energy requirement, charging profiles
should be as smooth as possible to reduce battery degradation
cost.
In this optimal EV charging control problem, there are two
types of constraints: local constraints and network constraints.
For the ith EV, its charging rate should satisfy
Ui ∈ Ui, (22)
where
Ui := {Ui|0 ≤ Ui ≤ 1, xi(k) + Bi,lUi = 0} .
Note that the set Ui is convex and it guarantees that, during the
controlled charging period, the ith EV will reach the desired
SOC by varying its charging power in [0, P¯i].
The cooperative network constraints consider nodal volt-
age profiles. In order to maintain the power quality, nodal
voltage magnitude should be kept within the service range
[ν|V0|, ν|V0|]. Since no DER, reactive power supply, or voltage
regulation is considered, only a lower bound as follows is
necessary for bus voltage magnitudes.
Yk = Ydk +
n∑
i=1
DiUi
≥ ν2V 0.
(23)
Herein, we assume that with the baseline load bus voltage
magnitudes are within [ν|V0|, ν|V0|] and that voltages will be
less than or equal to the baseline during EV charging. This
allows us to only consider lower voltage constraints in EV
charging decisions. Let Yb denote ν2V 0−Ydk, the cooperative
network constraint can be represented as
Yb −
n∑
i=1
DiUi ≤ 0. (24)
To summarize, the optimal control sequences for all con-
nected EVs providing valley-filling can be obtained by solving
min
U
F(U)
s.t. Ui ∈ Ui, ∀ i = 1, 2, . . . , n,
Yb −
n∑
i=1
DiUi ≤ 0.
(25)
in a centralized fashion.
B. Decentralized control scheme
It can be clearly observed from (21) that, individual Ui’s
in the objective function F(U) are coupled and non-separable
by the 2-norm and the constraints in (25) contain a linearly
coupled inequality constraint. This can be understood as that
all EVs cooperate to achieve valley-filling, at the meantime
their charging powers are jointly constrained by the nodal
voltages. Distributing the computational load to individual EV
chargers and realizing a decentralized control scheme for this
problem is challenging.
Let
F (U) = G (U) + ρ
2
‖U‖22 . (26)
Then, the Lagrange dual problem of (25) is
max
λ∈RhK
+
{
min
U∈U
L(U , λ)
}
, (27)
where U = U1×U2×· · ·×Un, λ ∈ RhK+ is the dual variable
associated with the inequality constraint Yb−
∑n
i=1DiUi ≤ 0,
and L : RnK × RhK → R1 is the Lagrangian given by
L(U , λ) = G(U) + ρ
2
‖U‖22 + λT
(
Yb −
n∑
i=1
DiUi
)
= G(U) + ρ
2
‖U‖22 + λTd(U).
(28)
Before touching the decentralized algorithm, we first intro-
duce a useful theorem.
Theorem 1: Saddle-Point Theorem [56]: The point
(U∗, λ∗) ∈ U × RhK+ is a primal-dual solution of problems
(25) and (27) if and only if there holds
L(U∗, λ) ≤ L(U∗, λ∗) ≤ L(U , λ∗), ∀ (U , λ) ∈ U×RhK+ . 
6Theorem 1 indicates that, given that the LagrangianL(U , λ)
is a convex-concave function defined on U×RhK+ , the solutions
to the saddle-point problem (27) solve the original problem
(25). Further, the optimal solution (U∗, λ∗) to (27) can be
obtained by solving a system of projection equations [51]
U∗ = ΠU (U∗ −∇UL(U∗, λ∗)) , (29a)
λ∗ = Π
RhK
+
(λ∗ +∇λL(U∗, λ∗)) , (29b)
where ΠX(x) is the projection function projecting x into the
convex set X. Thus, U∗ is an optimal solution of (25) if and
only if it is a solution to the system (29) for some λ∗ ∈ RhK+ .
The classic primal-dual subgradient (PDS) algorithm [57]
is a good candidate for solving (29) in a centralized way and
it suggests the ℓth iteration of updating be performed as
U (ℓ+1) = ΠU
(
U (ℓ) − αℓ∇UL(U (ℓ), λ(ℓ))
)
, (30a)
λ(ℓ+1) = ΠRhK
+
(
λ(ℓ) + βℓ∇λL(U (ℓ), λ(ℓ))
)
, (30b)
where αℓ > 0 and βℓ > 0 are the iteration step sizes for the
primal and dual variables, respectively.
To consider the problem in a decentralized manner, let U−i
denote the collection of all Uj , j 6= i. Assume the problem
(25) satisfies the Slater condition, i.e.,
∃ U¯ ∈ U, such that Yb −
n∑
i=1
DiU¯i ≤ 0, (31)
where U¯ is the Slater point, the strong duality holds. Define
the variational inequality as: Given a subset K ⊆ Rn and a
mapping P : K 7→ Rn, the variational inequality, denoted by
VI(K,P), is to find x ∈ K such that
(y − x)TP(x) ≥ 0, ∀ y ∈ K. (32)
Then, from the first-order optimality conditions and the de-
composable structure of U, it can be seen that (U∗, λ∗) ∈ U×
R
hK
+ is a solution to (25) if and only if U∗i solves the parame-
terized variational inequality VI
(
Ui,∇UiL(Ui;U∗−i, λ∗)
)
, i =
1, . . . , n, and λ∗ solves VI
(
R
hK
+ ,−∇λL(U∗, λ)
)
. In addition,
(U∗, λ∗) solves VI (Ui,∇UiL(Ui;U∗−i, λ∗)), i = 1, . . . , n, and
VI
(
R
hK
+ ,−∇λL(U∗, λ)
)
if and only if each U∗i is a zero
of the parameterized natural map Fnat
Ui
(Ui;U∗−i, λ∗) = 0,
i = 1, . . . , n, and λ∗ is a zero of the parameterized natural
map Fnat
RhK
+
(λ;U∗) = 0 [51], [58], where the parametrized
natural maps are defined as
Fnat
Ui
(Ui;U∗−i, λ∗) , Ui −ΠUi (Ui −∇UiL (Ui;U∗−i, λ∗)) ,
Fnat
RhK
+
(λ;U∗) , λ−ΠRhK
+
(λ+∇λL (U∗, λ)) .
Based on the parametrized natural maps, Koshal et al. [51]
developed a strategy to decentralize the problem via a RPDS
algorithm. The regularization terms in the Lagrangian ensure
convergence, however they also introduce errors relative to
the optimal solution of the original problem. In this paper we
explore an alternative approach – which we call a shrunken-
primal-dual subgradient (SPDS) algorithm – to circumvent the
need for a regularization term in the Lagrangian while still
solving the problem in a decentralized manner. The SPDS
works as follows: At the ℓth iteration, primal and dual variables
update by following
U (ℓ+1)i = ΠUi
(
1
τU
ΠUi
(
τUU (ℓ)i − α(i,ℓ)∇UiL(U (ℓ), λ(ℓ))
))
,
(33a)
λ(ℓ+1) = ΠD
(
1
τλ
ΠD
(
τλλ
(ℓ) + βℓ∇λL(U (ℓ), λ(ℓ))
))
,
(33b)
where
D := {λ|λ ≥ 0, ‖λ‖2 ≤ dλ} , (34)
and 0 < τU , τλ < 1.
The proposed SPDS features a two-tier projection in which
primal and dual variables are shrunken and then expanded.
Take (33a) for example, at tier-1 projection, solution from the
previous iteration U (ℓ)i is shrunken by τU , moved towards the
descent direction of the Lagrangian, and then projected into
Ui. Because the shrinkage brings a certain level of conser-
vativeness, result from tier-1 projection is first expanded by
1/τU and then projected back into Ui at the tier-2 projection.
The shrinkage-expansion and the two-tier projection in (33)
guarantee the convergency without any regularization. In the
proposed SPDS,
dλ ,
F(U¯)− l˜
γ
+ σ, (35)
where U¯ is a Slater point of (25), σ > 0, γ =
minj=1,...,hK
{−dj(U¯)}, and
l˜ = min
Ui∈Ui,i=1,...,n
L(Ui, . . . ,Un, λ˜), ∀λ˜ ∈ RhK+ , (36)
where dj(U) is the jth entry of d(U). It is shown in [50], [59],
[60] that, under Slater condition, the primal solution U∗i exists
and therefore strong duality holds. Further, the dual optimal
set D is not empty and bounded by dλ. In the rest of this
paper, we assume that the bound dλ can be obtained a priori.
The proposed SPDS algorithm is summarized in Algorithm
1. The merit of this algorithm is that no communication
Algorithm 1 SPDS Algorithm
1: Iteration number ℓ = 0; EVs initialize U (0)i ; Operator
initializes λ(0); Tolerance τǫ; Initial error ǫ = 10
9;
Maximum iteration ℓmax;
2: procedure
3: while ǫ > τǫ and ℓ ≤ ℓmax do
4: Each EV charger transmits its own U (ℓ)i to the
operator.
5: Operator computes the Lagrangian gradient and
broadcasts it together with λ(ℓ) to all chargers.
6: All connected chargers perform (33a).
7: The operator performs (33b).
8: ǫ =
∥∥U (ℓ+1) − U (ℓ)∥∥
2
.
9: ℓ = ℓ+ 1.
10: end while
11: end procedure
network is needed between the chargers and all chargers can
perform the computing in a parallel fashion.
7Remark 1: In Algorithm 1, individual EV chargers only
need to transmit their calculated control sequences to the
operator for updating the dual variable. Hence, drivers’ pri-
vate information, especially the SOC, can be well protected,
complying with both ISO/IEC 15118 and SAE 2847. 
C. SPDS Convergency analysis
In this paper, we will only be discussing the constant step
size, i.e., αi,ℓ = α and βℓ = β. Adaptive step sizes will be
studied in our future work. Having constant step sizes, the
updates of primal and dual variables in SPDS are represented
as
U (ℓ+1)i = ΠUi
(
1
τU
ΠUi
(
τUU (ℓ)i − α∇UiL(U (ℓ), λ(ℓ))
))
,
(37a)
λ(ℓ+1) = ΠD
(
1
τλ
ΠD
(
τλλ
(ℓ) + β∇λL(U (ℓ), λ(ℓ))
))
.
(37b)
We then present the following convergency theorem.
Theorem 2: Let {ζ(ℓ)}, where ζ(ℓ) =
[
U (ℓ)T λ(ℓ)T
]T
, be a
sequence generated by (37). Then we have∥∥∥ζ(ℓ+1) − ζ∗∥∥∥
2
≤ √̺
∥∥∥ζ(ℓ) − ζ∗∥∥∥
2
, ∀ ℓ ≥ 0, (38)
where
̺ = max
{
αˆ
α
,
βˆ
β
}
+ δmax{αˆ, βˆ}L2Φ − 2cmin{αˆ, βˆ}+ |τˆ |φ.
Herein, αˆ = α/τ2U , βˆ = β/τ
2
λ , τˆ = αˆ− βˆ, and
δ =
{
α if αˆ > βˆ,
β if αˆ < βˆ.
In addition,
φ =max
{
L2d, 1− (1 − sgn(τˆ ))
1 − τλ
β
−(1 + sgn(τˆ ))
(
ρ+
1− τU
α
)}
.
(39)
LΦ is the Lipschitz constant for the mapping
Φ(ζ) =
[ ∇UL(U , λ) + 1−τUα U
−∇λL(U , λ) + 1−τλβ λ
]
=
[
Φ1(ζ)
Φ2(ζ)
]
, (40)
and c is the strongly monotone constant of the mapping Φ(ζ).
Furthermore, if the tuple (α, β) satisfies
max
{
1
τ2
U
,
1
τ2λ
}
+ δmax
{
αˆ, βˆ
}
L2Φ − 1 < 2cmax
{
αˆ, βˆ
}
,
(41)
̺ is guaranteed within (0, 1), indicating that the sequence
{ζ(ℓ)} converges as ℓ→∞. 
Proof of Theorem 2: Please see the APPENDIX.
Remark 2: Both the tuples (α, β) and (τU , τλ) affect the
SPDS convergence and its speed. Given a tuple (τU , τλ), the
tuple (α, β) can either be theoretically chosen by satisfying
(41) or be empirically tuned up from small values to guarantee
and accelerate the convergence. Shrinking parameters τU and
τλ should be selected by following the principles below.
Firstly, the fundamental principle is τU , τλ ∈ (0, 1). If this
is violated, e.g., τλ = 1, the strongly monotone constant c as
defined in (53) becomes 0, immediately violating the sufficient
convergence condition (41) and resulting in an impossible
selection of tuple (α, β). Secondly, τU and τλ should not be too
close to 1. Otherwise, value of the strongly monotone constant
c gets close to 0, which can also lead to the violation of (41).
Thirdly, small τU and τλ can always guarantee the conver-
gence. However, the convergence speed in terms of the value
of 1/̺ is monotonically decreasing as ω = max
{
1
τ2
U
, 1
τ2
λ
}
increases. Thus, we always want to choose τU and τλ as large
as possible to accelerate the convergence. Hence, τU and τλ
should be chosen close to 1 but not too close. In the later
simulations, both (α, β) and (τU , τλ) are empirically chosen
and tuned. We are currently investigating on an analytical
approach of selecting (τU , τλ) and will present it in our future
work. 
IV. SIMULATION RESULTS
Fig. 1 depicts the residential distribution network used in
our simulations. Note that, Node 1 and Node 6 have no
EV connected, and each of the other nodes is connected
with 70 houses equipped with level-2 chargers (maximum 6.6
kW). Battery capacities are uniformly distributed in [18, 20]
kWh. Initial and designated SOCs are uniformly distributed
in [0.3, 0.5] and [0.7, 0.9], respectively. Primal and dual step
sizes are empirically tuned to α(i,ℓ) = α = 2.8 × 10−10
and βℓ = β = 1.8, respectively; dλ is selected as dγ =
5 × 105; shrinking parameters are empirically chosen as
τU = τλ = 0.974. Maximum iteration number ℓmax = 25;
tolerance τǫ = 1×10−4. The above parameters were carefully
chosen to accelerate the convergence upon complying with
the convergence conditions. Note that the parameters should
be tuned if a different network model is given. Initial values
of U (0)i (k) and λ(0) are both set to all-zero vectors. We set
the voltage lower bound to ν = 0.954, which is a bit higher
than the ANSI C84.1 service standard, to accommodate the
discarded line losses in LinDistFlow model. The baseline load
data is collected from Southern California Edison [61] and
scaled to fit the simulations. The valley-filling service period
is from 19:00 to 8:00 next day. All simulations are conducted
in MATLAB+cvx on a MacBook Pro with 2.8 GHz Intel Core
i7 and 16 GB memory.
A. Centralized control
By applying the control signals obtained from solving
(25) in the centralized way, we can find the comparisons
between the aggregated total load and baseline load in Fig.
2. Specifically, all EV chargers are commanded to be idle
before 22:00; EVs start charging at 22:00 to fill the valley.
It can be observed that the aggregated total load profile is not
strictly flat after EVs start charging; however its value decays
smoothly to a flat one during 22:00–22:30. This transition is
a result of the nodal voltage constraints and local charging
constraints. Though the profile is not strictly flat, it is the
optimal performance. To have a better understanding of this,
we show the nodal voltage magnitudes of the baseline load
and total loads in Fig. 3, in which solid lines, diamond-marked
819:00 21:00 23:00 1:00 3:00 5:00 7:00
Hour
1500
2000
2500
3000
3500
4000
P
ow
er
(k
W
)
Base load
Total load
22:00 22:15 22:30
2900
2950
3000
3050
Fig. 2. Baseline load and total load under centralized control.
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Fig. 3. Nodal voltage magnitudes, computing via the LinDistFlow equations,
of baseline load (solid lines), total load under centralized control (diamond-
marked lines), and uncontrolled total load (dashed lines).
lines, and dashed lines represent the nodal voltage magnitudes
of baseline loads, controlled total loads, and uncontrolled total
loads, respectively (voltages are computed via the LinDistFlow
equations; we compare results to DistFlow calculations in
Section IV-C). Following observations can be made:
• In the controlled case, the voltage magnitude of Node 11
is in line with the 0.954 p.u. during 23:15–5:15.
• In the controlled case, voltage magnitudes of Nodes 8
and 10 are slightly above 0.954 p.u. during 1:15–4:00.
• Without an appropriate control, nodal voltages will drop
far below the lower bound.
The above observations reveal that, in the controlled case,
there is no room for the total load to increase after 23:15,
otherwise, the nodal voltage magnitudes cannot be maintained.
In addition, since the optimization objective is to minimize the
variance of the total load profile, considering the integral of
the difference between the total and baseline loads should be
a constant and the fact that the total load profile before 22:00
is higher than the flat value, the optimal profile must have the
transition from high to flat as early and as smooth as possible.
Charging profiles of all EVs under the centralized control
are shown in Fig. 4. Each slice vertical to the EV index axis
Fig. 4. Charging profiles of all EVs under centralized control.
represents the charging profile of a specific EV during the
service period. The 700 EVs are indexed with an ascending
order of the node index. It is clear that the charging profiles
of EVs are not similar. Classify those EVs into four groups,
i.e., Group 1 (Nodes 2 to 5), Group 2 (Nodes 7, 8, and 12),
Group 3 (Nodes 9 and 10), and Group 4 (Node 11), according
to their geographic locations and downstream line segment
impedance, we can notice that charging profiles of EVs in
the same group are similar. Geographically, EVs in Group
1 are closer to the feeder head than other EVs, indicating
that the network nodal voltages are less sensitive to their
charging powers. At around 3:00 when the power need from
the EVs for valley-filling reaches the maximum, only EVs
having less voltage sensitivities can be pushed to high charging
rates. Similarly, since EVs in Group 4 are the furthest to the
feeder head and the downstream line impedance are the largest,
the network nodal voltages are much more sensitive to their
charging powers. Thus, it is optimal to keep the charging rates
of EVs in Group 4 as low as possible to compensate for large
voltage drops caused by high power needs. EVs in Groups 2
and 3 are in between, thus their charging profiles are rational
to be parabola-like or trapezoid-like with lower peak values.
It’s worth mentioning that all EVs are charged to the des-
ignated SOCs under the centralized control. Figures showing
the SOC evolutions are omitted here due to the space limit.
B. Decentralized control
Fig. 5 shows the baseline load together with the total
load under the decentralized control in 25 iterations. Though
25 iterations are performed, the total load converges to an
acceptable profile at the 15th iteration. The normed error
between total loads at the 15th and 25th iterations is 0.05%.
Slight adjustments after the 15th iteration are to bind and
unbind voltage constraints, further improving the valley-filling
performance.
Nodal voltage magnitudes of the baseline load, total loads
at the 1st iteration and the 25th iteration are shown in Fig.
6. At the 1st iteration (dashed lines), we can clearly observe
a large voltage drop below the 0.954 p.u. threshold. This
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Fig. 5. Baseline load and total loads in 25 iterations under decentralized
control.
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Fig. 6. Nodal voltage magnitudes of baseline load (solid lines) and total
loads at the 1st iteration (dashed lines) and the 25th iteration (diamond-marked
lines). Each line represents one node.
is because at this early iteration number, voltage constraints
have yet to be fully addressed and all EVs have parabola-like
charging profiles. The voltage converging process is much like
a damped oscillation and the voltage profiles finally converge
to ones satisfying the constraints.
Charging profiles of all EVs at the 25th iteration are shown
in Fig. 7. This profile essentially coincides with the one
obtained from the centralized controller, but not exactly the
same. Errors between them (centralized minus decentralized)
are shown in Fig. 8. In most cases, errors are of small
magnitudes; large errors (up to 0.05) mainly exist on EVs in
Group 4 which are the deciding factors of voltage constraints.
It is worth mentioning that, without the stopping criteria, the
algorithm can continue adjusting charging rates to converge to
the optimal solution.
As aforementioned in Section I, one of the design objectives
of the SPDS is to eliminate the regularization error introduced
by the dual regularization term in RPDS [51]. To verify the
error-free feature of SPDS, we conducted simulations using
RPDS to contrast. Fig. 9 shows the objective gaps at different
Fig. 7. Charging profiles of all EVs at the 25th iteration under the
decentralized control.
Fig. 8. The difference between the charging profiles obtained from centralized
and decentralized controls..
iterations generated by SPDS and RPDS. Primal and dual step
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Fig. 9. Objective value gaps between SPDS and RPDS.
sizes of RPDS were chosen the same as those of SPDS; the
coefficient of the dual regularization term in RPDS was chosen
as 0.1 to guarantee convergence. It can be readily observed
from Fig. 9 that SPDS has relatively faster convergence speed
and no objective gap exists once converged. In contrast, RPDS
10
converges slightly slower with a certain objective gap, which
is caused by the dual regularization term in the Lagrangian.
Convergence of primal variables can also be revealed from
Fig. 9.
The evolution of the dual variable λ in 100 iterations is
shown in Fig. 10. During this process, voltage constraints are
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Fig. 10. Convergency of the dual variable λ.
being bound and unbound to reach the optimal valley-filling
performance. At the final stage, all λ values that are above 0
correspond to Node 11, indicating only the voltage constraints
at Node 11 are binding. It is known that the sensitivity of all
nodal voltage magnitudes to the charging power at node  can
be reflected by the th column of the matrix R and is directly
determined by the downstream line impedance. Since Node 11
possesses the largest downstream impedance and its voltage is
also largely affected by the power at Node 10, the voltage
constraint on Node 11 is more likely to be binding.
It’s worth mentioning that all EVs are charged to the desig-
nated SOCs under the decentralized control. Figures showing
the SOC evolutions are omitted here due to the space limit.
C. Network model discrepancies
Since line losses are discarded in the LinDistFlow model,
actual voltage magnitudes that are calculated from the Dis-
tFlow model must be lower than those calculated from the
LinDistFlow model. Fig. 11 contrasts the voltage differences
between LinDistFlow and DistFlow by applying the same
decentralized control sequences, where solid and dashed lines
represent nodal voltages of LinDistFlow and DistFlow models,
respectively. It can be observed that, before charging starts at
22:00, voltage discrepancy is as low as 0.001 p.u., while during
the charging peak time, the discrepancy is enlarged to about
0.004 p.u.. When nodal voltage magnitudes in LinDistFlow are
constrained above 0.954 p.u., lowest magnitudes in DistFlow
drop to about 0.95 p.u., which satisfies the ANSI C84.1
standard for service voltage. This suggests that, though the
voltage drop serves as constraints in the controller design,
considering practical applications, we ought to keep the nodal
voltage as close to the ideal value as possible or at least reserve
a buffer zone to accommodate line losses.
Remark 3: In the above simulations, elapsed time of
chargers performing one iteration is about 0.25 second. Hence,
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Fig. 11. Nodal voltage magnitudes calculated from LinDistFlow model (solid
lines) and DistFlow model (dashed lines) by adding EV charging loads.
the control sequences are obtained in 6.5 seconds with 25 itera-
tions. Meanwhile, the centralized algorithm takes 334 seconds.
Total computing time and time complexity of the centralized
algorithm increases as the number of EVs increases; while
due to the scalability, time complexities of (33a) and (33b)
are independent of EV population size. Specifically, (33a) is
a Euclidean projection onto the intersection of a hyperplane
and a hyperbox; (33b) is a Euclidean projection onto the ℓ2-
norm ball. These two projections can be solved by a variety
of algorithms, among which the most straightforward ap-
proach is via quadratic programming. Considering the valley-
filling period (7:00 pm - 8:00 am) with 15-min resolution,
the complexity of solving a general quadratic programming
implementation of (33a), vector size K = 52, is low. Problem
size of (33b) increases with the dimension of the distribution
network, thus the complexity might become an issue when a
large distribution network is considered. However, solving a
projection onto a ℓ2-norm ball can be of low complexity if
appropriate algorithms are adopted. For example, the Efficient
Euclidean Projection in [62] can solve (33b) with the com-
plexity as low as O(hK), where h = 12 and K = 52 in our
simulations. Furthermore, runtime issues caused by extremely
long control horizon can be resolved by following a model
predictive control fashion; runtime issues caused by extremely
large feeder size can be resolved by splitting the entire feeder
into several parts. 
Remark 4: Though the initial intention is to embed the
algorithm into charging points, the proposed decentralized
algorithm can also be realized in a centralized controller via
parallel computing. 
Remark 5: To ensure the robustness of Algorithm 1, a
waiting time can be set by the central operator. Any U (ℓ)i
not received within the waiting time will be treated as packet
loss and then be replaced by the value in its last iteration.
Preliminary simulation results show that this packet loss does
not impact the algorithm convergency. Rigorous proofs will
be provided in the future work. 
V. CONCLUDING REMARKS
This paper developed a decentralized EV charging control
framework for the provision of valley-filling in the context
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of residential distribution network. We formulated the control
problem as an optimization problem consisting of a non-
separable objective function subject to local constraints and
strongly coupled linear inequality network constraints. A novel
SPDS algorithm was proposed to solve the formulated problem
in a decentralized way. The SPDS ensures convergency of
primal and dual variables without regularizing the Lagrangian;
the decentralized control scheme allows all chargers update
their computations in a parallel fashion and no communication
network is needed among chargers. We verified the proposed
SPDS algorithm and the decentralized charging control scheme
with simulation results.
The proposed SPDS-based decentralized control scheme is
not necessarily limited to solely controlling EVs for valley-
filling, instead, it is also compatible with DERs and reactive
power supplies, and is readily applicable for other grid-level
services, e.g., minimization of energy cost. Extending the
developed control framework by considering more energy
sources and for other grid-level services will be the first
step of our future work. Secondly, other constraints such as
the transformer overloading could be added to this approach.
Unlike the nodal voltages, transformer overloading constraints
would be locally coupled ones. This will be discussed in our
future work. In addition, we would like to extend the results
in this work to a stochastic MPC fashion which can handle
the stochastic process of EVs’ arrivals and departures. We also
intend to study a nonlinear decentralized control scheme based
on the DistFlow equations. Finally, the information required to
execute either the centralized or decentralized control scheme
includes an accurate network model and knowledge of in-
jections and extractions of real and reactive power at every
point in the network. In practice this information will always
be imprecise, and real time control strategies to make up for
these errors will be necessary; in the future we will explore
the interaction between real-time controllers (e.g., [63], [64])
and the scheduling algorithm developed in this paper.
APPENDIX
PROOF OF THEOREM 2
Let ζ∗ =
[
U∗T λ∗T
]T
denote the optimizer. By using the
decomposable structure of U and the non-expansive property
of ΠX(x), we have∥∥∥U (ℓ+1) − U∗∥∥∥2
2
≤
∥∥∥∥ 1τU ΠU
(
τUU (ℓ) − α∇UL(U (ℓ), λ(ℓ))
)
− 1
τU
ΠU (τUU∗ − α∇UL(U∗, λ∗))
∥∥∥2
2
≤ 1
τ2
U
∥∥∥τUU (ℓ) − α∇UL(U (ℓ), λ(ℓ))− τUU∗i + α∇UL(U∗, λ∗)∥∥∥2
2
=
1
τ2
U
∥∥∥U (ℓ) − U∗∥∥∥2
2
+
α2
τ2
U
∥∥∥Φ1(ζ(ℓ))− Φ1(ζ∗)∥∥∥2
2
− 2 α
τ2
U
(
Φ1(ζ
(ℓ))− Φ1(ζ∗)
)T
(U (ℓ) − U∗).
(42)
Similarly, we have∥∥∥λ(ℓ+1) − λ∗∥∥∥2
2
≤
∥∥∥∥ 1τλΠD
(
τλλ
(ℓ) + β∇λL(U (ℓ), λ(ℓ))
)
− 1
τλ
ΠD (τλλ
∗ + β∇λL(U∗, λ∗))
∥∥∥2
2
≤ 1
τ2λ
∥∥∥τλλ(ℓ) + β∇λL(U (ℓ), λ(ℓ))− τλλ∗ − β∇λL(U∗, λ∗)∥∥∥2
2
=
1
τ2λ
∥∥∥λ(ℓ) − λ∗∥∥∥2
2
+
β2
τ2λ
∥∥∥Φ2(ζ(ℓ))− Φ2(ζ∗)∥∥∥2
2
− 2 β
τ2λ
(
Φ2(ζ
(ℓ))− Φ2(ζ∗)
)T
(λ(ℓ) − λ∗).
(43)
Summing (42) and (43), we can readily have∥∥∥ζ(ℓ+1) − ζ∗∥∥∥2
2
≤ 1
τ2
U
∥∥∥U (ℓ) − U∗∥∥∥2
2
+
1
τ2λ
∥∥∥λ(ℓ) − λ∗∥∥∥2
2
+
α2
τ2
U
∥∥∥Φ1(ζ(ℓ))− Φ1(ζ∗)∥∥∥2
2
+
β2
τ2λ
∥∥∥Φ2(ζ(ℓ))− Φ2(ζ∗)∥∥∥2
2
− 2 α
τ2
U
(
Φ1(ζ
(ℓ))− Φ1(ζ∗)
)T
(U (ℓ) − U∗)
− 2 β
τ2λ
(
Φ2(ζ
(ℓ))− Φ2(ζ∗)
)T
(λ(ℓ) − λ∗)
≤max
{
1
τ2
U
,
1
τ2λ
}∥∥∥ζ(ℓ) − ζ∗∥∥∥2
2
+max
{
α2
τ2
U
,
β2
τ2λ
}∥∥∥Φ(ζ(ℓ))− Φ(ζ∗)∥∥∥2
2
− 2 α
τ2
U
(
Φ1(ζ
(ℓ))− Φ1(ζ∗)
)T
(U (ℓ) − U∗)
− 2 β
τ2λ
(
Φ2(ζ
(ℓ))− Φ2(ζ∗)
)T
(λ(ℓ) − λ∗).
(44)
The proof will be completed by studying two cases, i.e.,
α/τ2U > β/τ
2
λ and α/τ
2
U < β/τ
2
λ .
Case 1: α/τ2U > β/τ
2
λ
To proceed, subtracting and adding
2
β
τ2λ
(
Φ1(ζ
(ℓ))− Φ1(ζ∗)
)T
(U (ℓ) − U∗) (45)
to the right hand side of (44) yields∥∥∥ζ(ℓ+1) − ζ∗∥∥∥2
2
≤max
{
1
τ2
U
,
1
τ2λ
}∥∥∥ζ(ℓ) − ζ∗∥∥∥2
2
+
α2
τ2
U
∥∥∥Φ(ζ(ℓ))− Φ(ζ∗)∥∥∥2
2
− 2 β
τ2λ
(
Φ(ζ(ℓ))− Φ(ζ∗)
)T
(ζ(ℓ) − ζ∗)
− 2
(
α
τ2
U
− β
τ2λ
)(
Φ1(ζ
(ℓ))− Φ1(ζ∗)
)T
(U (ℓ) − U∗).
(46)
We first deal with the third term on the right hand side. Let
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d(U), defined in (28), be partitioned by
d(U) = [d1(U) d2(U) · · · dhK(U)]T ∈ RhK , (47)
where
dj(U) = Yb,j −DTd,jU , j = 1, . . . , h,
and Dd,j is the jth row of the matrix Dd. It can be readily
obtained that(
Φ(ζ(ℓ))− Φ(ζ∗)
)T
(ζ(ℓ) − ζ∗)
=
(
∇UG(U (ℓ))−∇UG(U∗)
)T
(U (ℓ) − U∗)
+
(
ρ+
1− τU
α
)∥∥∥U (ℓ) − U∗∥∥∥2
2
+
hK∑
j=1
(
λ
(ℓ)
j ∇Udj(U (ℓ))− λ∗j∇Udj(U∗)
)T
(U (ℓ) − U∗)
− (d(U (ℓ))− d(U∗))T(λ(ℓ) − λ∗) + 1− τλ
β
∥∥∥λ(ℓ) − λ∗∥∥∥2
2
.
(48)
Since the function G(U) is convex, it yields(
∇UG(U (ℓ))−∇UG(U∗)
)T
(U (ℓ) − U∗) ≥ 0. (49)
Consequently, we have(
Φ(ζ(ℓ))− Φ(ζ∗)
)T
(ζ(ℓ) − ζ∗)
≥
(
ρ+
1− τU
α
)∥∥∥U (ℓ) − U∗∥∥∥2
2
+
1− τλ
β
∥∥∥λ(ℓ) − λ∗∥∥∥2
2
+
hK∑
j=1
(
λ
(ℓ)
j ∇Udj(U (ℓ))− λ∗j∇Udj(U∗)
)T
(U (ℓ) − U∗)
− (d(U (ℓ))− d(U∗))T(λ(ℓ) − λ∗)
=
(
ρ+
1− τU
α
)∥∥∥U (ℓ) − U∗∥∥∥2
2
+
1− τλ
β
∥∥∥λ(ℓ) − λ∗∥∥∥2
2
+
hK∑
j=1
λ
(ℓ)
j
(
dj(U∗)− dj(U (ℓ))−∇Udj(U (ℓ))T(U∗ − U (ℓ)
)
+
hK∑
j=1
λ∗j
(
dj(U (ℓ))− dj(U∗)−∇Udj(U∗)T(U (ℓ) − U∗
)
.
(50)
Since dj(U), j = 1, . . . , h is convex, it holds
dj(U) − dj(V)−∇dj(V)T(U − V) ≥ 0. (51)
Hence, the last two terms on the right hand side of (50) are
both positive, implying that(
Φ(ζ(ℓ))− Φ(ζ∗)
)T
(ζ(ℓ) − ζ∗)
≥
(
ρ+
1− τU
α
)∥∥∥U (ℓ) − U∗∥∥∥2
2
+
1− τλ
β
∥∥∥λ(ℓ) − λ∗∥∥∥2
2
≥min
{
ρ+
1− τU
α
,
1− τλ
β
}∥∥∥ζ(ℓ) − ζ∗∥∥∥2
2
=c
∥∥∥ζ(ℓ) − ζ∗∥∥∥2
2
.
(52)
Without the loss of generality, ζ(ℓ) and ζ∗ can be replaced by
arbitrary ζ1, ζ2 ∈ U× D, indicating that the mapping Φ(ζ) is
strongly monotone with the constant
c = min{ρ+ 1− τU
α
,
1− τλ
β
}. (53)
To evaluate the second term on the right hand side of (46),
we have∥∥∥Φ(ζ(ℓ))− Φ(ζ∗)∥∥∥
2
=
∥∥∥∥
[
Φ1(ζ
ℓ)− Φ1(ζ∗)
Φ2(ζ
ℓ)− Φ2(ζ∗)
]∥∥∥∥
2
≤
∥∥∥∇UG(U (ℓ))−∇UG(U∗)∥∥∥
2
+
∥∥∥∇U (λ(ℓ)Td(U (ℓ)))−∇U (λ∗Td(U∗))∥∥∥
2
+
(
ρ+
1− τU
α
)∥∥∥U (ℓ) − U∗∥∥∥
2
+
∥∥∥d(U (ℓ))− d(U∗)∥∥∥
2
+
1− τλ
β
∥∥∥λ(ℓ) − λ∗∥∥∥
2
.
(54)
The first term on the right hand side of (54) gives∥∥∥∇UG(U (ℓ))−∇UG(U∗)∥∥∥
2
=
∥∥∥P˜TP˜ (U (ℓ) − U∗)∥∥∥
2
≤L∇G
∥∥∥U (ℓ) − U∗∥∥∥
2
,
(55)
where P˜ is defined in (21) and L∇G = nKmaxi=1,...,h{P¯ 2i }.
Arbitrarily choosing U1 and U2 to replace U (ℓ) and U∗, we end
up with the Lipschitz continuity of∇UG(U) with the Lipschitz
constant L∇G .
The next step follows the mean-value theorem of vector-
valued functions as follows.
Theorem 3: Mean-Value Theorem [65]: Let S ⊆ Rn and
the mapping f : S 7→ Rm is differentiable at each point of S.
Let x and y be two points in S such that all points between
x and y are in S. Then for every vector a ∈ Rm, there is a
point z between x and y such that
aT(f(x)− f(y)) = aT(∇f(z)(f(x) − f(y))). (56)
Further, if a is a unit vector such that ‖a‖2 = 1, then it holds
that
‖f(x)− f(y)‖2 ≤ ‖∇f(z)(f(x) − f(y))‖2
≤ Lf ‖f(x)− f(y)‖2 ,
(57)
where
m∑
j=1
‖∇fj(z)‖2 ≤ Lf . (58)

Applying Theorem 3 to the mapping d(U) : RnK 7→ RhK
yields ∥∥∥d(U (ℓ))− d(U∗)∥∥∥
2
≤ Ld
∥∥∥U (ℓ) − U∗∥∥∥
2
, (59)
where
∑hK
j=1 ‖∇Udj(U)‖2 ≤ Ld. Since ∇Udj(U) = DTd,j , we
have
‖∇Udj(U)‖2 ≤ max
j=1,...,hK
∥∥DTd,j∥∥2 , (60)
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and
hK∑
j=1
‖∇Udj(U)‖2 ≤ hK maxj=1,...,hK
∥∥DTd,j∥∥2 = Ld. (61)
Further we can readily have
hK∑
j=1
‖∇Udj(U)‖22 ≤

hK∑
j=1
‖∇Udj(U)‖2

2 ≤ L2d. (62)
This indicates that the mapping d(U) : RnK 7→ RhK is
Lipschitz with the constant Ld.
Consequently, (54) becomes∥∥∥Φ(ζ(ℓ))− Φ(ζ∗)∥∥∥
2
≤
(
ρ+
1− τU
α
+ L∇G + Ld
)∥∥∥U (ℓ) − U∗∥∥∥
2
+
1− τλ
β
∥∥∥λ(ℓ) − λ∗∥∥∥
2
+
∥∥∥∇U (λ(ℓ)Td(U (ℓ)))−∇U (λ∗Td(U∗))∥∥∥
2
=LU
∥∥∥U (ℓ) − U∗∥∥∥
2
+
1− τλ
β
∥∥∥λ(ℓ) − λ∗∥∥∥
2
+
∥∥∥∥∥∥
hK∑
j=1
(λ(ℓ) − λ∗)DTd,j
∥∥∥∥∥∥
2
≤LU
∥∥∥U (ℓ) − U∗∥∥∥
2
+
1− τλ
β
∥∥∥λ(ℓ) − λ∗∥∥∥
2
+
hK∑
j=1
∣∣∣λ(ℓ) − λ∗∣∣∣ ∥∥DTd,j∥∥2
≤LU
∥∥∥U (ℓ) − U∗∥∥∥
2
+
1− τλ
β
∥∥∥λ(ℓ) − λ∗∥∥∥
2
+ Ld
∥∥∥λ(ℓ) − λ∗∥∥∥
2
=LU
∥∥∥U (ℓ) − U∗∥∥∥
2
+ Lλ
∥∥∥λ(ℓ) − λ∗∥∥∥
2
≤LΦ
∥∥∥ζ(ℓ) − ζ∗∥∥∥
2
,
(63)
where
LΦ = ‖[LU , Lλ]‖2 , (64)
and
LU = ρ+
1− τU
α
+ L∇G + Ld,
Lλ =
1− τλ
β
+ Ld.
(65)
Next, dropping the coefficient, the last term on the right
hand side of (46) becomes(
Φ1(ζ
(ℓ))− Φ1(ζ∗)
)T
(U (ℓ) − U∗)
=
(
∇UL(U (ℓ), λ(ℓ))−∇UL(U∗, λ(ℓ))
)T (
U (ℓ) − U∗
)
+
(
∇UL(U∗, λ(ℓ))−∇UL(U∗, λ∗)
)T (
U (ℓ) − U∗
)
+
1− τU
α
∥∥∥U (ℓ) − U∗∥∥∥2
2
.
(66)
The first term on the right hand side of (66) indicates that(
∇UL(U (ℓ), λ(ℓ))−∇UL(U∗, λ(ℓ))
)T (
U (ℓ) − U∗
)
=
(
∇UG(U (ℓ))−∇UG(U∗)
)T
(U (ℓ) − U∗) + ρ
∥∥∥U (ℓ) − U∗∥∥∥2
2
≥ρ
∥∥∥U (ℓ) − U∗∥∥∥2
2
.
(67)
The equation in (67) comes from the fact that
∇U
(
λ(ℓ)d(U (ℓ))
)
= ∇U
(
λ(ℓ)d(U∗)
)
. (68)
The second term on the right hand side of (66) indicates
that(
∇UL(U∗, λ(ℓ))−∇UL(U∗, λ∗)
)T (
U (ℓ) − U∗
)
=
(
∇U
(
λ(ℓ)
T
d(U∗)
)
−∇U
(
λ∗Td(U∗)
))T (
U (ℓ) − U∗
)
=

hK∑
j=1
(
λ
(ℓ)
j − λ∗j
)T
∇Udj(U∗)

T (U (ℓ) − U∗)
≥− 1
2


∥∥∥∥∥∥
hK∑
j=1
(
λ
(ℓ)
j − λ∗j
)
DTd,j
∥∥∥∥∥∥
2
2
+
∥∥∥U (ℓ) − U∗∥∥∥2
2


≥− 1
2



hK∑
j=1
∥∥∥(λ(ℓ)j − λ∗j)DTd,j∥∥∥
2

2 + ∥∥∥U (ℓ) − U∗∥∥∥2
2


=− 1
2



hK∑
j=1
∥∥∥λ(ℓ)j − λ∗j∥∥∥
2
∥∥DTd,j∥∥2

2 + ∥∥∥U (ℓ) − U∗∥∥∥2
2


=− 1
2




∥∥∥λ(ℓ)1 − λ∗1∥∥∥
2∥∥∥λ(ℓ)2 − λ∗2∥∥∥
2
...∥∥∥λ(ℓ)hK − λ∗hK∥∥∥
2


T 

∥∥∥DTd,1∥∥∥
2∥∥∥DTd,2∥∥∥
2
...∥∥∥DTd,h∥∥∥
2




2
− 1
2
∥∥∥U (ℓ) − U∗∥∥∥2
2
≥− 1
2


∥∥∥λ(ℓ) − λ∗∥∥∥
2
∥∥∥∥∥∥∥∥∥∥∥∥


∥∥∥DTd,1∥∥∥
2∥∥∥DTd,2∥∥∥
2
...∥∥∥DTd,h∥∥∥
2


∥∥∥∥∥∥∥∥∥∥∥∥
2


2
− 1
2
∥∥∥U (ℓ) − U∗∥∥∥2
2
=− 1
2

hK∑
j=1
∥∥DTd,j∥∥22 ∥∥∥λ(ℓ) − λ∗∥∥∥22 +
∥∥∥U (ℓ) − U∗∥∥∥2
2


≥− 1
2
(
L2d
∥∥∥λ(ℓ) − λ∗∥∥∥2
2
+
∥∥∥U (ℓ) − U∗∥∥∥2
2
)
.
(69)
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Substituting (52), (63), (67), and (69) into (46), we have∥∥∥ζ(ℓ+1) − ζ∗∥∥∥2
2
≤
(
max
{
1
τ2
U
,
1
τ2λ
}
+
α2
τ2
U
L2Φ − 2c
β
τ2λ
+
(
α
τ2
U
− β
τ2λ
)
max
{
L2d, 1− 2
(
ρ+
1− τU
α
)})
×
∥∥∥ζ(ℓ) − ζ∗∥∥∥2
2
=̺
∥∥∥ζ(ℓ) − ζ∗∥∥∥2
2
.
(70)
This coincides with (38).
Case 2: α/τ2U < β/τ
2
λ
Inequality (44) can be rewritten as∥∥∥ζ(ℓ+1) − ζ∗∥∥∥2
2
≤max
{
1
τ2
U
,
1
τ2λ
}∥∥∥ζ(ℓ) − ζ∗∥∥∥2
2
+
β2
τ2λ
∥∥∥Φ(ζ(ℓ))− Φ(ζ∗)∥∥∥2
2
− 2 α
τ2
U
(
Φ(ζ(ℓ))− Φ(ζ∗)
)T
(ζ(ℓ) − ζ∗)
+ 2(
α
τ2
U
− β
τ2λ
)
(
Φ2(ζ
(ℓ))− Φ2(ζ∗)
)T
(λ(ℓ) − λ∗)
≤
(
max
{
1
τ2
U
,
1
τ2λ
}
+
β2
τ2λ
L2Φ − 2c
α
τ2
U
)∥∥∥ζ(ℓ) − ζ∗∥∥∥2
2
+ 2(
β
τ2λ
− α
τ2
U
)
(
∇λL(U (ℓ), λ(ℓ))−∇λL(U∗, λ∗)
)T
×
(
λ(ℓ) − λ∗
)
+ 2(
α
τ2
U
− β
τ2λ
)
1 − τλ
β
∥∥∥λ(ℓ) − λ∗∥∥∥2
2
.
(71)
If we can further prove that the second term on the right hand
side of (71) is smaller or equal to l
∥∥ζ(ℓ) − ζ∗∥∥2
2
, where l ≥
0, then the proof is complete. By applying Cauchy-Schwarz
inequality, we have(
∇λL(U (ℓ), λ(ℓ))−∇λL(U∗, λ∗)
)T (
λ(ℓ) − λ∗
)
≤
∣∣∣∣(∇λL(U (ℓ), λ(ℓ))−∇λL(U∗, λ∗))T (λ(ℓ) − λ∗)
∣∣∣∣
≤
∥∥∥∇λL(U (ℓ), λ(ℓ))−∇λL(U∗, λ∗)∥∥∥
2
∥∥∥λ(ℓ) − λ∗∥∥∥
2
≤1
2
∥∥∥∇λL(U (ℓ), λ(ℓ))−∇λL(U∗, λ∗)∥∥∥2
2
+
1
2
∥∥∥λ(ℓ) − λ∗∥∥∥2
2
=
1
2
∥∥∥d(U (ℓ))− d(U∗)∥∥∥2
2
+
1
2
∥∥∥λ(ℓ) − λ∗∥∥∥2
2
.
(72)
By applying Theorem 3 and the boundness on ∇d(U) to
(72), we have(
∇λL(U (ℓ), λ(ℓ))−∇λL(U∗, λ∗)
)T (
λ(ℓ) − λ∗
)
≤1
2
L2d
∥∥∥U (ℓ) − U∗∥∥∥2
2
+
1
2
∥∥∥λ(ℓ) − λ∗∥∥∥2
2
.
(73)
Substituting (73) into (71), we can readily have∥∥∥ζ(ℓ+1) − ζ∗∥∥∥2
2
≤
(
max
{
1
τ2
U
,
1
τ2λ
}
+
β2
τ2λ
L2Φ − 2c
α
τ2
U
+
(
β
τ2λ
− α
τ2
U
)
max
{
L2d, 1− 2
1− τλ
β
})
×
∥∥∥ζ(ℓ) − ζ∗∥∥∥2
2
=̺
∥∥∥ζ(ℓ) − ζ∗∥∥∥2
2
.
(74)
This coincides with (38).
Further, we prove ∃ α > 0, β > 0 such that 0 < ̺ < 1. Let
ψ denote max{αˆ, βˆ}, let min{αˆ, βˆ} = µmax{αˆ, βˆ}, where
0 < µ < 1, and let ω denote max
{
1/τ2U , 1/τ
2
λ
}
. Then the
expression of ̺ becomes
̺ = ω + δψL2Φ − 2cµψ + (1 − µ)ψφ. (75)
In order to make the sequence {ζ(ℓ)} converge, we need to
have 0 < ̺ < 1, implying that
ω + δψL2Φ − 2cµψ + (1− µ)ψφ < 1, (76a)
ω + δψL2Φ − 2cµψ + (1− µ)ψφ > 0. (76b)
Solving (76a) for µ gives
µ ∈
(
(ω − 1) + δψL2Φ + φψ
2cψ + φψ
,∞
)
∩ (0, 1). (77)
To have a feasible solution in (0, 1), we need to have
ω + δψL2Φ − 1 < 2cψ. (78)
Solving (76b) for µ gives
µ ∈
(
−∞, ω + δψL
2
Φ + φψ
2cψ + φψ
)
∩ (0, 1), (79)
whose solution always exists given that (78) holds. Thus, we
can always find a tuple (α, β) having
µ ∈
(
(ω − 1) + δψL2Φ + φψ
2cψ + φψ
,min
{
ω + δψL2Φ + φψ
2cψ + φψ
, 1
})
,
(80)
indicating that 0 < ̺ < 1. Then the sequence of {ζ(ℓ)}
converges. This completes the proof. 
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