The study of facility location problems is directly related to organizational problems of society, such as the location of schools, health centres, etc. In its general form, the problem of p-medians and maximum coverage is NP-Hard, and heuristic methods are used to resolve it. The Differential Evolution algorithms are powerful evolutionary optimization algorithms, originally proposed for problems in continuous spaces. Recently, it has been proposed that adjustments can be made to the mechanism of differential mutation for its application to combinational problems. This paper presents a new hybrid algorithm, using Differential Evolution Algorithms and Tabu Search, to address problems of p-medians and maximum coverage. For the Differential Evolution algorithm certain adaptations are presented, some unpublished, in order to solve the problems in a discrete search space. Computational tests were performed with instances from the litera- ture, and the results suggest that the proposed technique is promising and appropriate for the resolution of the problems addressed.
Introduction
Difficulties can be encountered when optimization problems labelled NP-hard are approached with exact methods, especially in cases of large dimensions, since the computational time required to obtain the global optimum value grows exponentially as the input data increases. Metaheuristics are procedures to find a positive solution, possibly optimal, consisting of the application at each step of a subordinate heuristic, which should be modelled for each specific problem. According to Chaves [2] , the main feature of metaheuristics is their ability to escape from great locations giving a certain flexibility to the restrictions of the objective function. Among the heuristic methods are evolutionary algorithms, which were developed with inspiration from the biological process of evolution. In recent decades, new members of this family have emerged, for example, differential evolution algorithms. The algorithms of Differential Evolution (DE) are powerful evolutionary optimization algorithms, originally proposed in the 1990s for the optimization of systems with continuous variables. Recently, adaptations have been proposed to the differential mutation mechanism for combinatorial optimization problems. There are many proposals in the literature with the aim of improving the efficiency of metaheuristics, looking to add local search engines or make combinations with other resolution techniques. These approaches are commonly called hybridization and there is no major rule that determines how these combinations or additions are made. The objective of this paper is to present a new hybrid algorithm, using the Differential Evolution and Tabu Search algorithms, to address problems of pmedian and maximum coverage. Moreover, adaptations to Differential Evolution algorithms are presented, so that this may resolve the problem in a discrete search space. This article is organized as follows: Section 2 examines the problem of locating facilities where the mathematical formulation is presented for the problems of pmedian and maximum coverage; Section 3 elaborates on the classic DE algorithm in continuous domain and presents some proposals to adapt the ED for combinatorial problems found in the literature; the Tabu Search metaheuristic is discussed in Section 4, and Section 5 cites works which used hybridization method based on the ED algorithm. The hybrid algorithm proposed in this work is presented in Section 6, and finally the results of computational tests and the final conclusion are given in Section 7.
Hybrid algorithm

2 Facility location problems
Optimization algorithms that address problems of locating facilities, look at the problem of identifying the best locations, in a specific area, for the service facilities. Facility location models are often discussed in the literature as they allow scientific methods application to real problems. According Minieka [14] , the location problems are divided into two basic types: the centre location problems, which seek to minimize the longest distance to be travelled, and the medians location problems (p-median). The p-median problem is discussed in detail in the following section.
P-median problem
The p-median problem (PMP) is a classical combinatorial optimization question that aims to determine the best location for p facilities (medians) in a region, minimizing the sum of all the distances from each demand point to its nearest facility. Methods that address the PMP have been presented in the literature and may cite the study by Freitas et al. [6] , which used the results of the spectral theory in the construction of a hybrid algorithm based on the method of Teitz & Bart. The study of PMP is highly significant as it refers directly to problems of life within society, such as determining the location of sampling sites and data transmission in the Brazilian electoral process [4] , station installations for public health care of dengue epidemics in the city of Salvador -Brazil [12] . According to Christofides [5] , the p-median problem can be formulated as a binary integer linear programming as follows:
Where:
is a symmetric matrix of weighted distances; . Constraints (Eq. 2) and (Eq. 4) dictate that each vertex j is allocated to only one vertex i, which should be a median. The constraint (Eq. 3) determines the number of p medians to be located, and the constraint (Eq. 5) corresponds to the conditions of completeness.
Maximum Coverage Problem
The Maximum Coverage problem (MCP) is a variant of the p-median, whose goal is to find a limited number of facilities to cover the maximum number of demand points, but not necessarily all. This dilemma typically occurs in locating radars and telecommunications facilities, such as antennas, transmission towers etc. A variant of the maximum coverage problem, known as the Coverage of Sets Problem, is the case where it is desired to meet all the demand and minimize the number of necessary facilities. It should be emphasized that meeting the demand means that the maximum departure R is kept between demand and supply. The MCP was introduced by Church and Revelle [3] , and the mathematical formulation of the PMC is: (6) Subject to:
become a facility, and x j = 0 if not; y i = 1 if the vertex i  I is served by a facility, and y i = 0 if not; a i indicates the demand on vertex i  I; p is the number of facilities to be activated.
The objective function (Eq. 6) maximizes the demand attended to; constraint (Eq. 7) states that a customer will be attended if there is at least one facility located within the coverage distance. The constraint (Eq. 8) limits the number of located facilities to exactly p, and restrictions (Eq. 9) and (Eq. 10) define the decision variables of the binary type.
The following are the algorithms of Differential Evolution and Tabu Search, used in this research.
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3 Differential Evolution Algorithm
Price and Storn [16] developed the Differential Evolution (DE) algorithm with the intention of solving the problem of Chebychev polynomial fit. Initially, a population group
of individuals (vectors) is randomly generated and should cover the entire search space. In the absence of any knowledge of the search space, a uniform distribution is used for the initial population. In an operation defined as mutation, the DE algorithm generates new parameter vectors, called donor vectors, by adding the weighted difference between two vectors to a third individual, as in the following operation:
Where V d is the donor vector, F is a weight scale applied to the vector difference, V best is the population vector with the best fitness, and V i , V j and V k represent random and mutually distinct individuals, chosen from the population. After the transfer is made, another vector is chosen randomly and is called the target vector (V target ), whose components are mixed with the components of the donor vector, resulting in the vector called experimental. This process is known as crossover. In the basic version of the DE algorithm, one binomial crossover with crossover probability
is presented according to the following rule: The selection between target and trial vectors is performed in a greedy manner, that is, if the value of the objective function applied to the trial vector is higher than that applied to the target vector, the trial vector replaces the target vector in the next generation, otherwise the target vector is maintained in the next generation. The mutation operation applied in the DE is simple, however the way it is defined makes it impractical for problems of discrete optimization. Below are some papers that propose changes in mutation operation of the DE in order to insert the operating algorithm in the discrete domain.
Differential Evolution for discrete optimization
Note that each new discrete combinatorial optimization problem to be solved using the algorithm of Discrete Differential Evolution (DDE), generates new proposals for improvements to the DE method. The proposals generally refer to adaptations in genetic operators, particularly in the mutation operator, in order to generate feasible solutions and greater speed of convergence for the optimal solution. Below are some papers that propose changes in mutation operation for DE in order to insert the operating algorithm in the discrete domain.
A metaheuristic approach for the Differential Evolution is proposed by Prado et al. [15] for discrete optimization, defining the difference between two candidate solutions as a list of moves in the search space, and thus preserving the search engine in discrete domains. The method was applied to the traveling salesman problem and the problem of N-Queens. Tasgetiren et al. [19] also presented an adaptation of the DDE algorithm for the traveling salesman problem. In this article, we propose a new way of applying the mutation operator in the Discrete Differential Evolution metaheuristic, which provides an approach to the problems within the discrete space. This metaheuristic is then combined with Tabu Search algorithm as presented below.
Tabu Search
A Tabu Search (TS) was originally developed by Glover [7] as a proposed solution to integer programming problems. Since then, the author published a series of papers containing several applications of the concept. Experience has shown the effectiveness of TS in solving various problems of different nature [8] and it can currently be affirmed that this is a highly consolidated technique. In general terms, the TS algorithm is an adaptive procedure of a local search, endowed with a memory structure, which accepts worsening moves (when there is no scope for improvement) to escape from optimal locations [10, 17] . Being a local search procedure is based on the notion of neighbourhood. At each iteration, the current solution s changes to another which is its neighbour in the search space, that is, to a solution s' which differs from s by a modification. Starting from an initial solution s 0 TS algorithm explores, at each iteration, a subset S of vertices neighbouring the current solution s. The member s' of S with best value in this region according to the fitness function f becomes the new current solution, even if s' is worse than s, that is, f(s') > f(s) for a minimization problem. Memory usage is an essential feature of Tabu Search. While most search processes essentially save the value of f(s*) of the best solution s* obtained so far, the TS archives information in a kind of itinerary of the last visited solutions. Such information is used to drive the movement of one solution into another to be selected in the search space. The function of memory is to restrict the choice of certain vertex, prohibiting movements to some neighbouring solutions [9] . The prohibition of these movements is intended to prevent the return to a previously visited solution. The non-veto of certain movements may cause the algorithm to cycle. An artifice created in order not to "authorize" the occurrence of these movements is the Tabu_List, consisting of a list containing the solutions visited during the last |K| iterations sequenced as FIFO (First In First Out). The main control parameters of the method are the size of Tabu_List, the cardinality of the subset S of neighbour solutions tested at each iteration and the maximum number of iterations without improvement in the objective function.
The Tabu Search algorithm was used after obtaining an initial solution generated by a constructive procedure, by Subramanian et al. [18] , to a problem of allocation of classes to rooms in an educational institution which was very efficient, generating high quality solutions when compared with manual solution.
Hybridization
With the development of generic optimizers for combinatorial problems, there is an increasing trend of using hybrid methods in the search for solutions to optimization problems as reported in Jourdan et al. [11] . Hybrid methods use a combination of different methods in order to enhance the best features of each and to obtain better quality solutions to the problems addressed. Regarding jobs involving hybridization with evolutionary algorithms, Almeida et al. [1] can be referenced, who proposed a hybrid algorithm using the Cultural Algorithm and Genetic Algorithm, to support better alternatives in the development of an oil field. Below follows a proposal for a hybrid algorithm, based on metaheuristics of Differential Evolution and Tabu Search, which addresses some combinatorial optimization problems.
Hybrid Algorithm Proposed
Adjustments to the DE algorithm presented in the literature for combinatorial optimization basically do not address problems of facility location. A new generic version and the mutation operator of the DE algorithm for solving combinatorial problems is proposed. This DE algorithm, adjusted and combined with the Tabu Search algorithm, is used to thin the search space contributing to a more rapid convergence and accurate, together forming the hybrid algorithm proposed, called this work DEDHp. Next, in Table 1 (below), we present the components and variables defined in the proposed algorithm.
Below are the steps of DEDHp algorithm:
Step1: Assign values for G máx , N p , N, PC, TB and K parameters; Step2: Having generated the initial population, define the V target and choose the V best ; Step3: The following in no particular order:
 Two vectors V 1 e V 2 of the population, so that V 1 , V 2 , V target and V best are distinct from one another;  N medians of V best , which take part in the mutation operation, forming a non-empty subset A;  A component of the vector V 1 and of vector V 2 whose Cartesian coordinates are respectively (X n1, Y n1 ) and (X m2 , Y m2 ).
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Step4: obtain the Cartesian coordinates (X,Y) belonging to a point P of the continuous space as follows:
Step5: Determine the vertex P 0 of the dilemma closest to the point P so that:
 The number of times P 0 has been chosen, in previous iterations for the mutation, is less than or equal to TB;  The movement between P 0 and the selected median a i of subset A  Tabu_List, where i  {1, 2, ... , N};  P 0  V best ; Step6: Substitute median a i , chosen from the subset A, by vertex P 0 . END. Vector that is better fitted to the current iteration.
N
Positive integer that indicates the number of medians V best that will undergo the mutation.
V target
Target vector referring to the population G = {V 1 , V 2 , ..., V Np }.
V d
Donor vector generated in the operation of the algorithm mutation.
TB
The integer value representing the maximum number of times the vertex will participate in the motions of mutation. Tabu_List List storing the last K movements performed between two vertices. K Represents the size of Tabu_List.
The donor vector (V d ) is obtained after the medians N, belonging to the subset A, undergo a mutation. It is emphasized that after the movement between the median a i and the vertex P 0 takes place, as described in Step6, it is inserted in Tabu_List and will leave it after |K| iterations. In the mutation operator, operations between vectors coded as integers, do not usually generate viable solutions to be multiplied, for example, a vector by a scalar F or λ between 0 and 1. The proposal to use the Cartesian coordinates of the vertices of this operator aims to generate new vertices in the continuous space,
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which are located in the search space. Step5 of the proposed algorithm returns to the discrete space by identifying the vertex of the closest problem to that generated in continuous space, thus presenting viable solutions. Figure 1 shows a two-dimensional example illustrating the vectors involved in generating a donor vector component (V donor ).
Figure 1 -The process of generating a component of the V donor
After the mutation operation the binomial crossing is concluded, as previously described (see Section 3), between the V donor and V target , with a probability of intersection PC  [0,1], resulting in the experimental vector (V exp ), and applies to the greedy selection between V exp and V target , as described in the continuous Differential Evolution algorithm, obtaining a new population. Below are the results obtained using the algorithm DEDHp with the adaptations displayed for some combinatorial optimization problems. These results were compared with instances in the literature and those randomly generated.
Results and Further Considerations
The algorithms discussed have been programmed in Visual Basic, version 2010, and a Sony computer with Intel Core i5 processor with 640GB HD, 6GB RAM and operating system Windows 7 was used for computational analysis. The goal was to evaluate the performance of the algorithm presented in this article, in relation to the quality of solutions and computational time required to
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obtain the optimal solution algorithm. We carried out ten (10) simulations for each test problem, using the maximum number of iterations as an end criterion. Two groups of cases were used for the tests conducted in p-median problems. The first group presents twelve (12) cases, containing 324 and 818 vertices, whose results were compared with those obtained by Lorena et al. [13] , referred to here as Lorena and available at [20] , where the author integrates some GIS (Geographical Information Systems) with the implementation of a recent approach to heuristic Lagrangean/surrogate that has proven effective in several classes of Combinatorial Optimization problems. Given the difficulty of finding instances in the literature that provide the Cartesian coordinates of the vertices, the second group, containing thirty (30) instances and available at [21] , was randomly generated with the minimum of 100 and maximum of 600 vertices. We compared the results of this group with the optimal solutions obtained by Lingo 13.0 software. For tests conducted on problems of maximum coverage, we used 22 (twenty-two) instances, available at [20], containing 324, 500 and 708 vertices, whose results of the proposed hybrid algorithm were also compared with the optimal solutions obtained by Lingo 13.0 software.
The caption of the symbols used in Tables 2, 3 and 4 is described below:
 n_p: number of vertices of the problem_number of medians (facilities);  S Optimal : optimal solution obtained through Lingo 13.0;  Coverage: percentage of demand attended by p facilities;  S Lorena : best solution presented by Lorena;  S Best and S Worst : respectively best and worst solutions, located by the proposed algorithm, within the 10 simulations carried out in each instance;  Dp: percentage deviation addressed by the presented methods which were determined as follows: D p = 100 (S Reference  S Optimal ) / S Optimal . Where S Reference equals to S Lorena for the methods presented by Lorena, and the S Best for the method proposed in this paper.  Time: computational time in seconds of the methods applied. Table 2 (below) shows the results obtained by the cases tested for the p-median problem, the first group.
Analyzing the information in Table 2 , it was found that the DEDHp algorithm presented approximately 83.33% of the instances better or equal to the solutions presented by Lorena. The algorithm of the computation time increased as the input data increased. In 50% of cases, lower computational time was obtained than those in the literature discussed. The results between methods according to the number of vertices are shown below. In five (5) cases where n = 324, the DEDHp algorithm got 80% better or equal solutions compared with those presented by Lorena, except in the problem where p = 50. Of these cases, the computational times were better 60% of the time, indicating the greatest difference of 32 seconds improvement as compared to method presented in the literature, in the problem where p = 108, but for this problem the algorithm proposed in this article showed the biggest advantage of improved solution, which was 4.2 %. In seven (7) instances, where n = 818, the DEDHp algorithm obtained approximately 85.71% better or equal solutions than those presented by Lorena, with the exception of the problem where p = 100. The computational times were better in 42.86 % of these cases. The major difference between the computational time was 348 seconds for the method of Lorena, the problem where p = 272, but this DEDHp algorithm showed the highest gain in improving the solution was 2.1%. Analysing the information in Table 3 , it was found that the DEDHp algorithm presented optimal solutions in approximately 56.67% of cases. In 100% of cases, the computational time obtained was smaller than that obtained by Lingo 13.0 software. The instance where n = 600 and p = 10, showed the greatest difference between the computational times for the DEDHp algorithm, which was 1351 seconds.
As for the 10 (ten) cases where n = {100, 200}, the DEDHp algorithm obtained 90% of optimal solutions, presenting a deviation of 0.29% only in the case where n = 200 and p = 40. Regarding the computational time, the longest recorded in this group was where n = 200 and p = 67, equivalent to approximately 39.13% of the time as given by the software Lingo 13.0 to achieve the optimal solution. For 10 (ten) cases where n = {300, 400}, the DEDHp algorithm obtained 40% optimal solutions, presenting a deviation of approximately 0.62%, and the biggest deviation is the case where n = 300 and p = 60 equivalent to 1.60%. Regarding the computational time, the longest time registered in this group was in the case where n = 200 and p = 67 equivalent to approximately 39.13% of the time as given by the software Lingo 13.0 to achieve the optimal solution. For 10 (ten) cases where n = {500, 600} the DEDHp algorithm obtained 40% optimal solutions, presenting a deviation of approximately 0.96%, and the biggest deviation is the case where n = 500 and p = 100 equivalent to 2.23%. Regarding the computational time, the longest time registered in this group was in the case where n = 600 e p = 200 equivalent to approximately 26.57% of the time as given by the software Lingo 13.0 to achieve the optimal solution. In Table 4 below, the results are resented which were obtained by DEDHp, for maximum coverage problems, as compared to the optimal solutions recorded. In eight (8) cases where n = 500, the DEDHp algorithm had an average percentage deviation approximately equal to 0.90. The largest deviation equal to 1.57% was recorded in the instance where p = 80, and for p = 167 the algorithm had the lowest percentage deviation approximately equal to 0.01. The average computing time was 61 seconds, which equals to approximately 8.23% of the average computational times presented by Lingo 13.0 software for the optimal solution. In eight (8) cases where n = 708, the DEDHp algorithm had an average percentage deviation approximately equal to 1.26. The largest deviation equal to 1.73% was recorded in the instance where p = 90, and for p = 236 the algorithm reached the optimal solution. The average computational time was 203 seconds, which equates to approximately 12.04% of the average computational times presented by the software Lingo 13.0.
Conclusions
This paper presented a new hybrid heuristic approach based on Differential Evolution Algorithms and Tabu Search for the p-median problems and maximum coverage. A proposal is also submitted for adapting the operator of differential mutation of the Differential Evolution algorithm, originally developed for problems where the solution space is continuous. For the p-median problems, tests were conducted in two groups of 42 (forty two) cases, whose solutions used for comparison were obtained by a method which uses the integration of the GIS ArcView Lagrangian/surrogate heuristics as described by Lorena et al. [13] and by 13.0 Lingo software, used for obtaining optimal solutions. For the group of Lorena cases, designed to test p-median problems, the DEDHp algorithm obtained, in most of the tested instances, better solutions as compared to those presented by Lorena et al. [13] , and the computational time required to achieve the best results was lower for about half of the tested cases. For the group of randomly generated cases, designed to test p-median problems, it can be observed that the values of the DEDHp percentage deviations are small, with an average value of approximately 0.53% at its maximum, equal to 2. 23% in the case where n = 500 and p = 100, demonstrating the effectiveness of the algorithm for the instances tackled.
For maximum coverage problems, tests were performed with 22 (twenty-two) cases, whose optimal solutions used for comparison were obtained by software Lingo 13.0. It was found that the average percentage values for the tested instances is below 1%, showing that the DEDHp approaches are competitive for solving this problem in reasonable computational times. Facility location problems generally require that the algorithm is used during project planning. Thus, it is preferable that the algorithm presents a higher computational cost since it provides improvement in the quality of the solution.
As an example, we can mention planning the location of a school unit, where a decrease of the distance travelled is a daily benefit to users of this unit. Thus, the DEDHp algorithm is more relevant than the method employed by Lorena. When compared with the optimal solutions, the DEDHp algorithm proved to be robust, presenting low percentage deviations within a computational time, which on average accounted for less than 11% of the those submitted by Lingo 13.0 software. It was also found that the proposed method shows better computational results for problems where the tested number of vertices is larger. Future research is intend to include the investigation of the performance of the DEDHp algorithm for other combinatorial problems, such as routing problems, transportation, Knapsack problem and so on.
