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Abstract
As devices that produce audio become more commonplace and increasingly portable,
situations in which two competing audio programmes are present occur more regularly. In order
to support the design of systems intended to mitigate the effects of interfering audio (including
sound field control, noise cancellation or source separation systems), it is desirable to model the
perceived distraction in such situations. Distraction ratings were collected for a range of
audio-on-audio interference situations including various target and interferer programmes at
three interferer levels, with and without road noise. Time-frequency target-to-interferer ratio
(TIR) maps of the stimuli were created using a simple auditory model. A number of feature sets
were extracted from the TIR maps, including combinations of mean, standard deviation,
minimum and maximum TIR taken across the duration of the programme item. In order to
predict distraction ratings from the features, linear regression models were produced. The
models were evaluated for goodness-of-fit (RMSE) and generalizability (using a K-fold
cross-validation procedure). The best model performed well, with almost all predictions falling
within the 95% confidence intervals of the perceptual data. A validation data set was used to
test the model, suggesting areas for future improvement.
INTRODUCTION
It is increasingly common to hear two audio programmes playing simultaneously in
domestic, automotive, public, or professional environments. Such situations may be engendered
by the increasingly portable nature of products capable of producing audio; examples include a
phone conversation in the presence of a car radio, or a laptop and television playing different
audio programmes at the same time. Alternatively, audio-on-audio interference situations may
occur as a result of two target audio programmes intended for different listeners in the same or
closely related acoustic spaces, for example, two rooms in a nightclub with different audio
streams. A number of sound field control methods have been developed with the aim of
simultaneous replay of multiple audio programmes with no interference (Druyvesteyn and
Garas, 1997; Choi and Kim, 2002; Elliott and Jones, 2006; Jones and Elliott, 2008).
In contrast to the substantial body of research into the perceptual effects of environmental
or traffic noise, there has been little research into the perceptual effect of an audio-on-audio
interference situation further than consideration of the acceptable level of an audio interferer
(Druyvesteyn et al., 1994; Francombe et al., 2012). One similar research area is the evaluation
of blind source separation algorithms; Emiya et al. (2011) developed a rating paradigm
including a scale for assessment of ‘suppression of other sources’.
In order to optimise the experience of a listener in an audio-on-audio interference situation,
it is desirable to model some facet of the listener experience. Perceptual models can be
developed based on empirical data collected in listening tests. Prospective physical parameters
are extracted from audio stimuli and weighted in an attempt to predict the empirical listening
test data (Rumsey et al., 2008). A perceptual model would be beneficial for optimising systems
in which an interfering audio programme may be present, such as sound field control, noise
reduction, or source separation systems.
The experiments described below were performed as a preliminary step towards creating
such a model. An experiment was performed to collect distraction scores for various
combinations of target and interferer programmes. The stimuli were recorded and
time-frequency target-to-interferer ratio (TIR) maps created using auditory model
representations of the signals. Linear regression was used to map the perceptual scores to
simple statistical features extracted from the TIR maps. In Section 2, the perceptual data
collection is described; Section 3 contains details of the auditory modelling and feature
extraction; and in Section 4 the models are evaluated and the best model selected. A validation
experiment was performed in order to ensure that the models are generalizable. Details of the
validation experiment are presented in Section 5. Conclusions and suggestions for further work
are presented in Section 6.
PERCEPTUAL DATA COLLECTION
A multiple stimulus test was used to collect ratings of ‘distraction’1 for a set of ecologically
valid stimuli featuring a target programme in the presence of an audio interferer.
Stimuli
A set of stimuli were selected to give a wide coverage of ecologically valid audio and speech
programmes2. Four factors were varied in a full-factorial design with 54 combinations: target
1The ‘distraction’ scale was selected following an elicitation experiment. Distraction was described as “how much
the alternate audio pulls your attention or distracts you from the target audio”. The scale end-points were “not at all
distracting” to “overpowering”.
2The stimuli were the same as those used by Francombe et al. (2012).
programme (3 levels: sports commentary, vocal pop music, and instrumental classical music);
interferer programme (3 levels: male radio speech, vocal pop music, and instrumental classical
music); interferer level (3 levels: threshold of audibility + 6 dB, 0 dB ref. target, and midway
between these levels); and road noise (2 levels: no road noise and 30 mph road noise at 60 dBA).
The stimuli were 55 seconds long. The level of the target audio was set at approximately 70 dB
LAeq(20s), and the threshold of audibility of the interferer for each combination determined in a
pilot experiment using a similar methodology to that described in Francombe et al. (2012). The
target was replayed from a single loudspeaker on-axis with the interferer at 90 degrees; 6
decorrelated versions of a mono road noise recording were created using Pulkki’s (2007) method,
and replayed from 6 loudspeakers arranged in a regular hexagon.
Methodology
The test was preceded by a familiarisation stage in which subjects were presented with a
range of the stimuli (including all combinations of target programme, interferer programme,
and road noise at the low and high interferer levels) and asked to listen to the stimuli bearing in
mind the attribute ‘distraction’, considering how they would rate the stimuli using the full range
of the scale. Following the familiarisation stage, a multiple stimulus paradigm was used to
collect ratings. A reference stimulus (just the target audio, with road noise where appropriate)
was provided on each page, alongside 10 test stimuli including one hidden reference. Subjects
were instructed that the hidden reference should be scored at 0 (“not at all distracting”). The
remaining 9 stimuli on each page consisted of the possible combinations of interferer level and
interferer programme (the target programme and road noise level were held constant on each
page). The pages were presented in a random order and each page was presented twice, giving a
total of 12 test pages. Before commencing the test, subjects completed a practice page selected at
random.
The listening tests were performed by 7 experienced listeners (undergraduate students in
Music and Sound Recording at the University of Surrey, all of whom had undergone a technical
ear training module) and 7 inexperienced listeners (with varying amounts of musical and/or
music production experience and training but no formal technical listening experience).
Results Summary
The listeners were shown to be able to correctly identify the hidden reference, therefore the
reference conditions were removed from the results in all further analysis. There was found to
be a pronounced effect of interferer level on perceived distraction; target and interferer
programme also showed small effects, with no apparent effect of the presence of road noise.
Based on the effect of interferer level on distraction scores, simple features related to
target-to-interferer ratio (TIR) were selected as the focus of the modelling described below.
AUDITORY MODELLING AND FEATURE EXTRACTION
In order to extract features related to TIR, it was necessary to create perceptually valid
time-frequency representations of the target and interferer signals. In this section, the auditory
modelling process is described, and the features extracted from the TIR maps detailed.
Auditory Model
Separate monophonic recordings were made of the target and interferer audio programmes
for each combination using an omnidirectional microphone at the listening position. The
recording was calibrated so that a 1 kHz sine wave at 100 dB SPL was equal to 0 dB FS. A
slightly modified version of the Computational Auditory Signal-Processing and Perception
(CASP) auditory pre-processor (Jepsen et al., 2008) was used to produce internal
representations of the audio programmes. The input to the model was the first s seconds of each
file where s was varied over 4 levels: 2, 5, 10, and 20 seconds. The auditory model included the
following stages: a middle-ear transformation to produce a representation of stapes vibration; a
dual resonance non-linear (DRNL) filterbank (Lopez-Poveda and Meddis, 2001) to represent the
activity of the basilar membrane in 31 equivalent rectangular band-spaced frequency bands
(centre frequencies from 87 to 7819 Hz); envelope extraction to represent hair-cell transduction,
performed by half-wave rectifying and low-pass filtering the DRNL output; squaring expansion
to produce a representation of intensity; an adaptation stage performed by 5 cascaded
non-linear feedback loops; and a modulation filterbank, producing output in 12 bands of
modulation frequency in which only energy relating to input signals at particular modulation
frequencies is considered. The output of the model was an n×mb matrix for each modulation
filterbank band (MFB), where n is the number of samples in the input file and mb is the number
of frequency bands in the bth MFB3. TIR maps were created by taking a decibel ratio of the
target and interferer auditory models:
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where T and I were the auditory model values for the target and interferer signals respectively.
The auditory model output was truncated to minimum values of 1 in order to avoid errors
caused when dividing by zero or complex numbers produced when taking logarithms of negative
numbers. The resulting TIR maps were n×mb matrices for each MFB and stimulus.
Feature Extraction
In order to produce a manageable set of features for performing linear regression, basic
statistics were taken over all of the samples in the auditory model output. The six ‘basic
features’ were: mean TIR; standard deviation of TIR; minimum TIR; maximum TIR; skewness
of TIR; and kurtosis of TIR. Each ‘basic feature’ constituted mb frequency bands. In order to
take into consideration the distribution of TIR over frequency, further statistics were taken
across frequency bands. These ‘extended basic features’ included: standard deviation of mean
TIR; skewness of mean TIR; and kurtosis of mean TIR.
Reduction of Modulation Filter Banks
In order to determine the number of MFBs to use, simple regression models were created
using just the mean TIR averaged across all frequency bands, for every possible combination of
1 to 12 bands (a total of 4095 models for each file length). Variance inflation factors (VIFs) were
used to determine multicollinearity between features; multicollinearity occurs when features
are exactly or approximately linearly related to each other and can be damaging when fitting a
regression model (Weisberg, 1985, pp. 196-203). All models with 6 or more bands had VIFs over
10 suggesting intolerably high multicollinearity (Myers, 1990, p. 369). Models with 2 to 5 bands
showed increasing multicollinearity; consequently, simple models with only 1 MFB were used in
order to avoid multicollinearity between MFBs and simplify the modelling process. The
interaction between bands may be investigated in future research.
3The number of frequency bands was not constant across MFBs as the high MFBs were not present in the low
frequency bands.
Feature Sets
Simple feature sets were created by taking every possible combination of the means of the
basic features across frequency bands in addition to the extended basic features (standard
deviation, skewness, and kurtosis of the ‘mean TIR’ basic feature across frequency bands).
Every possible combination of 1 to 9 features produced a total of 511 models for each file length
and MFB. In addition, a number of large feature sets were compiled comprising all frequency
bands of each basic feature. These models were disregarded due to high VIFs. In order to
include higher resolution frequency information without producing multicollinear features or
over-fitting the model, principal component analysis (PCA) was performed to produce the
following feature sets: PCA reduction (over mb frequency bands) of each of the 6 basic features
(6 possibilities); PCA reduction of each of the 6 basic features in addition to the mean of 1
extended basic feature (54 possibilities); PCA reduction of each of the 6 basic features in
addition to the mean of 2 extended basic features (216 possibilities); separate PCA reduction of 2
basic features (15 possibilities); and an overall PCA reduction of all basic features (1 possibility).
In all cases, components with eigenvalues >= 1 were retained (Kaiser, 1960).
REGRESSION MODELLING
Linear regression was used to relate the feature sets described in the previous section (803
sets for each file length (4) and MFB (12), a total of 38 544 models) to the perceptual distraction
scores collected in the rating experiment. In this section, the evaluation of the models and the
selection of the best model are detailed.
Evaluation Metrics
A number of evaluation metrics were calculated for each model. VIFs were used to assess
multicollinearity. Goodness of fit was evaluated using root-mean-square error (RMSE) and
epsilon-insensitive RMSE (RMSE*)4 . To estimate the generalizability of the models, a k-fold
cross-validation procedure was used (Esbensen et al., 2002, p. 165), splitting the data into 6
folds; RMSEδ, calculated as mean k-fold RMSE − RMSE, was used as a measure of the ability of
the model to generalise. As k-fold RMSE is dependent on data points that are randomly
selected, the mean value was taken over 200 iterations, and leave-one-out cross-validation was
also performed to support the reuslts. Linearity of predictions was observed using Pearson’s
correlation coefficient, R.
Selection of the Optimal Model
The optimal model was selected based on a trade-off between goodness-of-fit and
generalizability. As a first estimate, this was established by plotting RMSE against RMSEδ for
all models (Figure 1) and taking the optimal model as the point falling at the approximate
‘knee-point’ on a hypothetical curve showing the trade-off between RMSE and RMSEδ; this
point is labelled (a) on Figure 1. The optimal model feature set was the PCA reduction of all
basic features (15 components) for MFB 1, 2 second files.
In order to determine the MFBs, file lengths, and features that produced the best models,
cutoff points were introduced at RMSE < 8.5 and RMSEδ < 5, suggesting 11 models that
performed well. 9 of the 11 were based upon MFB 1 with the remaining 2 based on MFB 2,
suggesting that the lower modulation frequencies are more relevant to distraction prediction. Of
4RMSE is based on the difference between the predictions and observations; RMSE* is based on the difference
between the predictions and the nearest edge of the 95% confidence intervals (CIs) about the observations, therefore
taking subjective uncertainty into account. If a prediction falls within the 95% CI, the difference is set to 0.
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FIGURE 1: RMSE against RMSEδ for every model. Point (a) shows the model selected for further evaluation.
the 11 selected models, the 4 with lowest RMSE values used the shortest input file length (2
seconds), suggesting that for the statistical features used, short segments of audio provide
relevant information for prediction of distraction. This indicates that some combination of short-
and long-term temporal windowing may be beneficial for accurate prediction. It is apparent that
information across the frequency range is important for prediction; 5 of the 11 models used the
PCA reduction of all basic features. The remaining models used either two PCA reductions
(mean TIR and one other basic feature) or the PCA reduction of max. TIR in addition to the
mean TIR over frequency and the skewness of mean TIR over frequency.
Performance of the Optimal Model
The optimal model showed a good fit to the data: RMSE was 6.01 (this equates to units on
the distraction scale, which was specified from 0 to 100), with RMSE* 1.39. The model showed
good linearity (R = 0.97). Figure 2 shows model predictions plotted against observations; the
predictions predominatly fall within the error bars around the observed data, giving rise to a
low RMSE*. The worst prediction was for the sports commentary target with high-level classical
interferer and road noise. This item had the lowest perceptual score for a high-level interferer
and was overpredicted by the model, suggesting that there is contextual information that is not
accounted for in the model.
Regression with principal components has a number of benefits (Esbensen et al., 2002, pp.
128-130): the components are orthogonal and therefore multicollinearity is avoided, and noise in
the data set can be removed by omitting components with small eigenvalues from the model.
However, it can be difficult to interpret the components and therefore to ascertain clear
correlates for the predicted measure. This is certainly the case with the current model in which
186 variables load onto 15 components. A heat map was used to give an approximation of factor
loadings: it is apparent that the first component is related to mean, standard deviation, and
max. TIR, and the second component to min. and skewness of TIR. Beyond the first two
components, there is no clear pattern of particular features loading onto certain components.
VALIDATION EXPERIMENT
It is important that a model is able to predict perceptual scores for stimuli other than those
on which it was trained. Cross-validation can be used to estimate the ability of a model to
generalise to new data, but this is not as reliable as testing the model on independently collected
data. To test the model described above, a validation experiment was performed.
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FIGURE 2: Performance of the optimal model. Dark solid line (left figure) shows the line of best fit between predictions
and observations. Horizontal error bars show 95% confidence intervals around the subjective data, determined using
the t-distribution. Gray dashed lines show y= x, i.e. predicted distraction is equal to observed distraction.
Experiment Design
The methodology used to collect subjective ratings for validation was the same as for the
training data set collection described in Section 2. The multiple stimulus test was performed by
7 experienced listeners. A new set of stimuli was created; stimuli were selected to be different
from those that the model was trained on in order to highlight any areas of weakness in the
features used. The stimuli used to train the model were selected to be reasonably consistent in
terms of loudness, therefore target and interferer stimuli with pronounced level fluctuation,
transient content, and contrasting tempi were selected (targets: slow instrumental jazz and
up-tempo electronica; interferers: fast classical music and sports commentary). The low
interferer level was set at the mean level (across all stimuli) from the previous experiment, with
medium and high levels determined as above. A band-stop filtered version of each interferer
programme (with 30 dB attenuation between 250 and 3500 Hz) was also included. In addition to
the new stimuli, 3 stimuli from the training set (with low, medium, and high distraction ratings)
were included.
Evaluation of Model on Validation Data
Figure 3a shows a plot of predictions against observations for the validation data set. The
model fit is relatively poor (RMSE 19.90). Figure 3a shows predictions against observations with
the items differentiated by interferer level and filtering. The point labelled (a) shows the
prediction for one of the stimuli duplicated from the training set. The difference in prediction
between this point and the same stimulus in the training data set is relatively high (5.6) given
that the recording (and therefore the extracted features) should be very similar. Observation of
the auditory model output for the two recordings shows very small differences in mean TIR, st.
dev. TIR, and max. TIR, with more pronounced differences at certain frequency bands for min.
TIR, skewness of TIR, and kurtosis of TIR. This suggests that features with less averaging over
time can magnify small errors in the stimulus recording process, with error propagation in the
PCA and regression leading to flawed predictions. It is also apparent that a number of the
points with the worst predictions featured the band-stop filtered interferers, which the model
always overpredicted. The band-stop filtering tended to affect prediction error more for the low
interferer level and particularly for the sports commentary interferer programme. Figure 3b
shows the model fit for the validation data with the 2 items falling into this category removed.
The model fit and linearity are improved, although the RMSE (15.47) is still considerably higher
than for the training set. The points labelled (b) and (c) in Figure 3a differed only in interferer
filtering and had similar perceptual scores (27 and 32 respectively) but a 35 point difference in
prediction. This highlights a weakness in the way that the model handles frequency
information; the weight given to each frequency band is determined by the content of the
training set and this does not translate well to new stimuli with a marked difference in
frequency content. Frequency bands could potentially be handled in a more intelligent manner,
such as selection of active or important bands.
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FIGURE 3: Performance of the optimal model on validation data. (A) shows the model fit with all points included,
differentiated by interferer level and filter shape. (B) shows the model fit after removal of band-stop filtered sports
commentary interferers at the low interferer level.
CONCLUSIONS
In order to develop a preliminary model of distraction caused by an interfering audio
programme, subjective distraction scores were collected for a range of stimuli. Simple statistical
features were extracted from an auditory model representation of the stimuli. The optimal
model was found to be a PCA reduction of 6 basic statistical features for MFB 1 and a 2 second
input file. This model performed well on the training set, with low RMSE (especially when
accounting for subjective uncertainty) and good linearity. A validation data set was collected in
order to test the model, revealing a number of weaknesses. Features with less averaging over
time appeared to unduly magnify the effect of small differences between stimulus recordings.
The model tended to overpredict distraction for band-stop filtered interferers, especially at low
levels and for the sports commentary interferer; there was a notable improvement in model fit
when these cases were removed. This indicated a need for better handling of frequency
information. Using PCA-based features allowed a large raw feature set to be considered whilst
minimising redundancy and collinearity, but made it difficult to determine the features that had
a beneficial or detrimental effect on model performance. Further work will focus on refinement
of the model including: determination of the optimal feature set including the relationships
between frequency bands and MFBs; research into time windowing and/or combination of short-
and long-term averaging; and training on a wide range of stimuli including stimuli tailored to
suit specific application areas.
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