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An analysis of the network defined by the potential energy minima of multi-atomic systems and their connec-
tivity via reaction pathways that go through transition states allows to understand important characteristics
like thermodynamic, dynamic and structural properties. Unfortunately computing the transition states and
reaction pathways in addition to the significant energetically low-lying local minima is a computationally
demanding task. We here introduce a computationally efficient method that is based on a combination of
the minima hopping global optimization method and the insight that uphill barriers tend to increase with
increasing structural distances of the educt and product states. This method allows to replace the exact
connectivity information and transition state energies with alternative and approximate concepts. Without
adding any significant additional cost to the minima hopping global optimization approach, this method
allows to generate an approximate network of the minima, their connectivity and a rough measure for the
energy needed for their interconversion. This can be used to obtain a first qualitative idea on important
physical and chemical properties by means of a disconnectivity graph analysis. Besides the physical insight
obtained by such an analysis, the gained knowledge can be used to make a decision if it is worthwhile or not to
invest computational resources for an exact computation of the transition states and the reaction pathways.
Furthermore it is demonstrated that the here presented method can be used for finding physically reasonable
interconversion pathways that are promising input pathways for methods like transition path sampling or
discrete path sampling.
I. INTRODUCTION
Thermodynamic and kinetic properties of multi-atomic
systems are encoded in the topology of their poten-
tial energy surfaces (PES). For example, the folding of
a protein into its native state seems to be impossible
based on the sheer abundance of conformational possibil-
ities (Levinthal’s paradox).1 However, a steep funnel-like
shape of the PES results in driving forces that rapidly
lead the system towards its stable configuration, inde-
pendent of its initial denatured structure.2 In contrast,
multi-funnel PES can explain why a certain system might
be observed in a metastable state. Glass formation can
be identified with trapping in some disordered state.3 Ac-
curately assessing the shape of a PES usually requires not
only the computation of local minima, but also the net-
work of possible transitions and the corresponding energy
barriers.
There exist various methods such as transition path
sampling (TPS),4–10 discrete path sampling (DPS),11,12
stochastic surface walking based reaction sampling
(SSW-RS),13 the activation relaxation technique nou-
veau (ARTn),14–17 temperature accelerated dynamics
(TAD),18,19 or the minima hopping guided path sam-
pling (MHGPS) approach,20–22 that allow the rigorous
sampling of reactive processes. Some of these methods
can be even used at sophisticated levels of theory, like, for
example, at the density functional (DFT) level. Never-
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theless, these methods are computationally very demand-
ing, typically even more costly than the already challeng-
ing global optimization14–17,20,23–32 problem. Therefore,
computationally lightweight methods that allow to ob-
tain at least a qualitative impression of a PES are of high
interest. To this end we recently introduced distance-
energy (DE) plots that allow to distinguish glassy from
non-glassy systems.33 In a DE plot the (atomization) en-
ergies per atom of metastable configurations are mea-
sured relatively to the global minimum and they are plot-
ted versus their configurational distance to the global
minimum. Structural fingerprints, which are based on
the overlap matrix of Gaussian type orbitals, can be used
for measuring the configurational distances.33,34 Even on
demanding levels of theory like DFT, it is computation-
ally feasible to produce DE plots, because only the ge-
ometries and energies of a few hundred energetically low-
lying local minima, including the global minimum, are
needed.
In contrast to the disconnectivity graphs of Becker
and Karplus,3,35 DE plots contain different and com-
plementary information. DE plots focus on the rela-
tion of metastable configurations to the global minimum
and display the density of the structures both with re-
spect to energies and with respect to configurational dis-
tances. This allows the deduction of a measure for the
driving force towards the global minimum. However, DE
plots give no relation between two arbitrary minima and,
therefore, cannot display topological information beyond
the driving force towards the global minimum. This is a
consequence of the very modest requirements of DE plots:
only the energies and geometries of the global minimum
2and a few hundred energetically low-lying local minima
are needed. There is no need for transition state en-
ergies or the information, which minima are connected
with each other by only one intermediate transition state.
However, in this contribution it is demonstrated that,
based only on the data obtained during conventional MH
runs, an approximation to this connectivity information
is available. Furthermore, it is discussed that an empiri-
cal guess for the transition state energies can be obtained,
which is based solely on fingerprint distances of local min-
ima. The combination of the approximate connectivity
information and the guess for the transition state energies
allows to generate a new type of disconnectivity graph
that shows a remarkable resemblance to disconnectivity
graphs which are based on exact transition state energies
and exact connectivity information. The post-processing
of the MH data for the generation of DE plots, for the
extraction of the approximate connectivity information
and for the computation of the transition state energy
guess can conveniently be performed on a single core of a
standard personal computer within a negligible amount
of wall-clock time. Therefore, DE plots and the method
presented in this contribution give a useful and compu-
tationally very affordable overview of the characteristics
of a PES. They can serve as a valuable aid for making a
decision whether investing the computer time that is re-
quired for building a rigorous network of transitions and
their corresponding barrier energies is worthwhile and ex-
pedient with respect to a certain research goal, or not.
Furthermore, they provide a qualitative idea on the ki-
netics and thermodynamics of a system. Moreover, the
method presented below is demonstrated to be a promis-
ing tool for isolating physically reasonable intermediate
metastable structures of complicated reactions, which,
for example, might be used for generating initial path-
ways that are needed in methods like TPS or its discrete
variant, DPS.
II. CORRELATING TRANSITION STATE ENERGIES
WITH STRUCTURAL DIFFERENCES
Often the energies of two structurally similar minima
of a PES are very close to each other, whereas the en-
ergy differences between structurally very different min-
ima can be large. Nevertheless, it is clear that struc-
turally very different minima can have very similar ener-
gies, as well. In other words, it is expected that for small
structural differences the probability to find large energy
differences is small, whereas for large structural differ-
ences, both, small and large energy differences between
two adjacent minima are likely. Indeed, this expecta-
tion is supported by the data shown in Fig. 1. For the
neutral silicon cluster consisting of 20 atoms, this figure
shows the density of the distribution of energy differences
of minima pairs plotted versus the corresponding permu-
tationally optimized RMSD distance.34 All minima pairs
used for this plot are separated by only one intermediate
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FIG. 1: Density plot of the energy differences of pairs
of minima versus their RMSD distance for the Si20
system. The shown data sets consists of roughly 2900
minima pairs. Each pair of minima is connected by only
one intermediate transition state. The structures,
energies and the connectivity of the stationary points
were determined at the DFT level of theory (PBE
exchange correlation functional) by using the MHGPS
method coupled to the BigDFT code.21,22,36–38 The
shown density was obtained from the corresponding
scattered data by means of a Gaussian kernel density
estimate as implemented in Python’s scipy library. The
red bold line shows the same data, but averaged within
25 bins along the RMSD axis. Only bins that contain at
least 5% of the number of data points of the bin with
the most data points are shown.
transition state. It is seen from this plot, that for small
RMSD values the density of the data points vanishes for
large energy differences, whereas for larger RMSD values,
there is a significant density, both for small and large
energy differences. Because the variance in the energy
differences is larger for increasing RMSD values, also the
average values of the energy differences rises, as is shown
by the binned average of the energy differences (red line).
Except for degenerate rearrangements, the barrier en-
ergy of every transition state can be measured with re-
spect to the lower or the higher energy minimum to which
the transition state is connected to. In contrast to the
distribution of the energy differences of neighboring min-
ima in an energy difference versus RMSD plot, it can
be expected that there is a stronger correlation in a plot
of the uphill (larger) barriers versus the RMSD. Intu-
itively, this partially should result from a combination
of the fact that the absolute values of the energy dif-
ferences of two neighboring minima are a lower bound
for the uphill barriers and the assumption that the av-
erage downhill barrier energy should rise if the distance
between the minima increases. Therefore, the probabil-
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FIG. 2: Parabola model for the transition state energy. For increasing structural differences of both minima the
transition state energy is rising. Here this is illustrated by shifting the minimum of the solid blue parabola from a to
a′. The sifted parabola is visualized by a blue dashed line.
ity to find small uphill barriers between structurally very
different minima should be expected to be small.
In order to analyze this idea more rigorously, a sim-
ple parabola model of the PES, as illustrated in Fig. 2,
is used. In fact, similar parabola models can be used
for the explanation of the Bell-Evans-Polanyi principle
(a linear model is sufficient, though), the Marcus equa-
tion, Hammond’s postulate and the relationship of low-
curvature directions with low barrier energies.39–45 In
such a parabola model, the transition state is given by
the intercept (ξ, E(ξ)) of both parabolas. From Fig. 2 it
is evident that the barrier energies should rise with in-
creasing structural distances between the minima. Here
both parabolas are assumed to have the same curvature k
(“force constant”), and their minimum values are shifted
by an amount of ǫ. The structural distance of both min-
ima is denoted as a. Consequently, the transition state ξ
and its corresponding uphill barrier Eu = E(ξ) is given
by
ξ =
a
2
+
ǫ
2ak
, (1)
Eu = k
(a
2
+
ǫ
2ak
)2
. (2)
For each pair of minima, this model is applied to the
data of Fig. 1 and the result is visualized in Fig. 3a (k =
0.08Ha/A˚2). In contrast to the energy differences of the
minima in Fig. 1, this model predicts a clear correlation
between the structural difference (RMSD) of two directly
neighboring minima and the energy of the corresponding
uphill barrier.
It remains to be verified if the energies of real (com-
puted) uphill barriers between structurally very differ-
ent minima also tend to be larger than the energies
of the uphill barriers between structurally similar min-
ima. If there is a breakdown in this hypothesis, it is
expected that no correlation of the type shown in Fig. 3
is seen. For this verification, transition states and their
directly connected minima were computed for Si20 and
Au−26 at the DFT level of theory as implemented in the
BigDFT36–38 code and for (NaCl)32 and (NaCl)29 using
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FIG. 3: Same as Fig. 1 but for model uphill barrier
energies instead of energy differences of minima. Shown
is the distribution of uphill barriers plotted versus the
configurational distance of directly neighboring minima,
as obtained by the model of Eq. 2. Here, the same pairs
of minima are used that already were used for Fig. 1.
the Born-Mayer-Huggins-Tosi-Fumi46–50 (BMHTF) force
field. For Si20 the PBE
51 functional was used, whereas
for Au−26 the LDA
52,53 functional was used and in case
of the BMHTF force field the parameters of Ref. 54 were
chosen. Furthermore, transition states and the directly
connected neighbors were computed for the Lennard-
Jones55,56 clusters of sizes 19, 38 and 55. Except for
Au−26, the geometries and energies of the minima, as well
as their connectivity, were established using the MHGPS
method as implemented in the BigDFT suite. In the
case of Au−26 the data was taken from a previous study
and it is referred to this study for a description of its
computation.57 The density plots of the uphill barrier
energies versus the RMSD are given in Fig. 4. As can
be seen from this figure, there is indeed a good cor-
4relation between the structural difference (RMSD) and
the uphill barrier. Though the permutationally op-
timized RMSD is a very natural measure for structural
differences, it is very time consuming to compute, which
often makes it impracticable to use. For example, the
computation of the roughly 58,000 RMSDs for the LJ55
plot in Fig. 4 took about 14 hours (wall clock time), de-
spite using 150 cores in parallel. Of course, actual wall
clock times depend very strongly on the underlying com-
puter hardware. Nevertheless, this example illustrates
that computing large numbers of RMSDs can be prob-
lematic in practice. Therefore, the plots of Fig. 4 have
been repeated using s- and p-orbital fingerprint distances
instead of RMSDs and are shown in Fig. 5. Again, a cor-
relation between the structural difference measured by
the s- and p-orbital fingerprint distance and the uphill
barrier energy can be observed. Using s- and p-orbital
based fingerprint distances as a measure for structural
differences, the LJ55 plot in Fig. 5 took on the order of
minutes on a single core, which is a striking advantage
over the RMSD and makes it much more useful in prac-
tice. Plots from fingerprint distances using only s-type
orbitals have a very similar appearance and are given in
the supplementary material.
Finally, a short comment seems to be appropriate on
why it is almost exclusively focused on the uphill bar-
riers. After all, as can be seen from Eq. 2, the same
dependence of the downhill barriers on the structural dis-
tance as for the uphill barriers is predicted, except for a
constant energy shift that is given by the energy differ-
ence of both minima. This, however, does not imply that
necessarily a similar correlation as for the uphill barriers
must be observed for the downhill barriers. The reason
is, that even though two minima might be far apart from
each other, the downhill barrier can be vanishingly small
if, in return, the energy difference between the two min-
ima is comparatively large. Indeed, plotting the downhill
barrier versus the structural difference results in a distri-
bution that looks very similar to the distribution of the
energy differences of the minima.
III. GENERATING ROUGH OVERVIEWS OF
POTENTIAL ENERGY SURFACES
In this section, an empirical method suitable to gener-
ate trajectory-based connectivity databases is presented.
This method is based on post-processing data obtained
from one or several MH runs. Once MH runs are done,
the computational cost of this method is independent of
the underlying level of theory that was used for the MH
runs. On a single core of a standard office computer, this
method allows the generation of trajectory-based connec-
tivity databases within a negligible amount of wall clock
time, even if the trajectory-based connectivity database
shall describe PESs that are defined by computationally
demanding methods, like for example DFT. To introduce
this novel method, first the term “trajectory-based con-
nectivity database” is defined. A trajectory-based con-
nectivity database is understood to contain three types
of information. First, it contains all local minima visited
during a certain number of MH runs. Second, it contains
the information which minima were visited consecutively
by the MH walkers and finally, also a qualitative measure
for the energy needed to interconvert the consecutively
visited minima is part of a trajectory-based connectivity
database. Furthermore, a pair of minima visited consec-
utively by the MH walker will be denoted as “hopping
pair”.
In contrast to such a trajectory-based connectiv-
ity database, the stationary point database defined by
Wales3,11,12 contain minima, transition states and the in-
formation to which minima the transition states are con-
nected by minimum energy or energy minimized path-
ways. Thus, a trajectory-based connectivity database
can be seen as an approximation to a stationary point
database. The connectivity information is approximated
by the information which minima were visited consecu-
tively by the MH walker. This is a reasonable approx-
imation, because the MH walkers explore the PES by
means of short MD trajectories that, at most times, have
relatively moderate initial kinetic energies. As a conse-
quence, the geometries of hopping pair members typically
are very similar to each other, a circumstance that is also
used in the MHGPS scheme.21 Quantitative evidence for
the validity of this connectivity approximation is given
in Fig. 6. In this figure, the probability distribution of
the number of intermediate transition states needed by
the MHGPS method to connect pairs of consecutively
accepted minima is given. These numbers constitute an
upper bound to the minimum number of intermediate
transition states located in between two consecutively ac-
cepted minima. It can be seen from this figure that the
majority of consecutively accepted minima can be con-
nected with each other by no more than two intermediate
transition states.
What remains to be discussed is, how an educated
guess for the energy, which is needed to interconvert the
minima of a hopping pair, can be obtained. Before de-
scribing the actual method for obtaining such a guess, a
different approach is discussed. From a theoretical point
of view, it would be very satisfying if Eq. 2 could be used
to obtain a guess for the transition state energy. Indeed,
using a suitable value for the force constant k, it turned
out to be possible to generate disconnectivity graphs of
similar quality as those based on the method that is pre-
sented below. However, for us, it was only possible to
choose good values for k, if the correct appearance of
the disconnectivity graph was known. Unfortunately, a
procedure that is able to reliably determine the force con-
stant and that is able to give disconnectivity graphs of
similar quality as those based on the method outlined
below has yet to be found. In fact, using inappropriate
values for k can produce completely misleading discon-
nectivity graphs. In contrast to this, in all tested cases,
the approach discussed below produced qualitatively very
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Au−26: DFT barriers
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(NaCl)29: force field barriers
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FIG. 4: Gaussian kernel density estimates of the uphill barrier energies versus the (permutationally and chirally
optimized) RMSD distance of minima pairs that are separated by only one intermediate transition state. If two
minima are connected by more than one intermediate transition state, only the transition state with the lowest
energy was included in the data sets used for these plots. The plot for Au−26 was obtained from only 259 transition
states. It, therefore, is possible to show every single data point for Au−26, which allows to demonstrate the soundness
of the Gaussian kernel density estimate. The plot for Si20 was generated from roughly 3,000 transition states and
the plots for the systems described by force fields were obtained from roughly 50,000 to 70,000 transition states.
reasonable disconnectivity graphs.
The remainder of this section focuses on describing the
empirical method that, was able to produce an educated
qualitative guess for the transition state energies. In this
approach the energy difference of the two minima of a
hopping pair is compared to the average energy difference
of minima of hopping pairs that are separated by a similar
structural fingerprint distance. If the energy difference is
larger than the average value at this fingerprint distance,
the uphill barrier of a hopping pair is estimated as the
absolute value of the energy difference of the two hopping
pair members. Otherwise, the uphill barrier is estimated
as the average absolute value of the energy differences
at this fingerprint distance. In practice, this is done by
plotting the absolute values of the energy differences of
the minima of each hopping pair versus their fingerprint
distance and computing binned averages of this data. A
continuous function describing this binned average is ob-
tained by means of a fitting procedure. Of course, this
approach does not give a quantitative estimate of the en-
ergy of each single barrier, but it is intended to reproduce
the energy scale and roughly the average trend in uphill
barrier energies that was discussed in the previous sec-
tion. More explicitly, assuming the minima energies of a
hopping pair to be E1 and E2 with E1 ≤ E2, the abso-
lute energy Et needed to interconvert the two minima is
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FIG. 4 (Continued.)
estimated as
Et := max (E1 + Eu(a), E2) , (3)
where the max-function returns the larger of its two ar-
guments and the uphill barrier energy Eu is a function of
the fingerprint distance a (see Fig. 2). Eu is defined as
Eu(a) := α exp(−β|a+ γ|
δ), (4)
where the parameters α, β, γ and δ are obtained by a fit
to the binned averages of the energy differences of the
minima of hopping pairs. The fitting function given in
Eq. 4 is a heuristic and pragmatic choice that turned
out to work well in all tested cases. The fitting itself is
performed with the help of the nonlinear least-squares
Marquardt-Lavenders algorithm as implemented in the
gnuplot code.58–60 Of course, other fitting methods can
be used, because Eu is only required to provide a con-
tinuous function of the qualitative trends for the uphill
barrier energies. A plot exemplifying such a fit is given
in Fig. 7 for the case of (NaCl)32.
It turned out that by using Eq. 3 for obtaining transi-
tion state energy guesses, it is possible to produce discon-
nectivity graphs that reflect reasonably well the charac-
teristics of a PES. Before presenting these disconnectivity
graphs, it is appropriate to discuss the reasonable perfor-
mance of Eq. 3. To see this, first it is realized that Eq. 3
splits up the hopping pairs into two sets.
In the first set, the uphill barrier of a hopping pair is
guessed by means of Eq. 4. In Fig. 5, the fitting function
Eq. 4 is plotted on top of the uphill barrier distributions
of Si20, (NaCl)29, (NaCl)23, LJ19, LJ38 and LJ55. From
these plots it is evident that the binned average of the
absolute values of the energy differences of hopping pair
minima is a reasonable guess for the uphill barrier energy.
Eq. 4 prevents the assignment of low transition state en-
ergies to hopping pairs with structurally very different
minima and, therefore, is in agreement with the results
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FIG. 5: Same as Fig. 4, but using s- and p-orbital fingerprint distances instead of the permutationally optimized
RMSD. Plots from fingerprint distances using only s-type orbitals have a very similar appearance and are given in
the supplementary material. The red lines are graphs of Eq. 4 and are discussed in Sec. III.
of Sec. II. This agreement is essential for an acceptable re-
production of the characteristics of a PES. Otherwise, as
will be seen from the disconnectivity graphs that are pre-
sented below, superbasins are likely to be merged, which
can result into a completely misleading appearance of a
PES. Furthermore it can be seen from Fig. 5 that the
uphill barrier energy which is assigned to a hopping pair
corresponds in most cases to a not completely unlikely
uphill barrier energy at a given structural distance. As
was demonstrated by Fig. 6, the minima of many hopping
pairs are separated by only one intermediate transition
state and it is clear that the trend of increasing uphill
barrier energies with increasing structural distances that
was described in Sec. II can be applied to these hopping
pairs. However, there is no strict guarantee for the min-
ima of a hopping pair to be in a close neighborhood to
each other. Despite this fact, it is still the trend that
was described in Sec. II that is used to obtain a guess
for the barrier energies of those hopping pairs. At a first
glance, this might be surprising since two structurally
very different minima, which only can be interconverted
into each other by crossing many intermediate transition
states, might very well be separated by a low overall bar-
rier. For example, this can be the case if the pairwise
structural distances of all intermediate minima are small.
Using a measure for the transition state energies that is
based on the correlation discussed in Sec. II, a high bar-
rier energy will be assigned to the direct transition be-
tween such minima. However, this is not a disadvantage,
but rather a desirable effect. Typically, the analysis of a
trajectory-based connectivity database will focus on low
energy pathways. In such an analysis, the direct inter-
conversion of those far apart minima is disfavored due
to the high energy that is assigned to their direct inter-
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FIG. 5 (Continued.)
conversion. In contrast, low barrier energies are properly
assigned to the pathway that leads over the large number
of pairwise structurally similar minima, which allows for
its identification.
In the second set, the uphill barriers of hopping pairs
are approximated by the energy of the energetically
higher minimum. For transitions with downhill barri-
ers that are small compared to the uphill barrier, this is
a sufficient approximation. However, if the energy differ-
ence between two minima is small and their structural
difference large, this approximation is not only quanti-
tatively, but also qualitatively very inaccurate. Fortu-
nately, Eq. 4 rigorously prevents the latter hopping pairs
from being included into this second set. This second set
only contains hopping pairs with above-average energy
differences with respect to a given structural distance.
Therefore, for those hopping pairs for which a significant
underestimation of the transition state energy endangers
a reasonable reproduction of the overall PES character-
istics in a disconnectivity graph, the uphill barriers are
not estimated by the energy difference of the involved
minima.
Fig. 8 displays disconnectivity graphs for Si20,
(NaCl)29, (NaCl)32, LJ19, LJ38 and LJ55. As above, the
PES of Si20 was computed at the DFT level of theory
as implemented in the BigDFT code (PBE exchange cor-
relation functional). For the sodium chloride clusters,
again the BMHTF force field was used. No disconnectiv-
ity graphs are presented for Au−26 because only the local
minima, but not the complete minima hopping history,
were archived from the previous work.57 The panel la-
bels of Fig. 8 follow the scheme (x.n), where “x” is one
of a, b, c, d, e or f and represents the system (a=Si20,
b=(NaCl)29, c=(NaCl)32, d=LJ19, e=LJ38 and f=LJ55)
and n runs from one to three. Disconnectivity graphs
in the panels (x.1) and (x.2) (the left and middle col-
umn of Fig. 8) are based on trajectory-based connectivity
databases, where for the (x.1) panels the barrier energies
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FIG. 7: Fit of Eu as defined in Eq. 4 to the binned averages of the energy differences of (NaCl)32 hopping pairs, as
modeled by the BMHTF force field, versus their structural difference measured by the overlap matrix fingerprint
distance using s- and p-type orbitals. 25 bins were used for grouping the roughly 28.000 data points. Of those 25
bins, only those that contain at least 5% of the data points of the bin with the most data points are shown and were
used for the fit. The values of the fitting parameters are α = 0.2449 Ha, β = 0.0128, γ = 0.0445 and δ = −2.0159.
were set to the energy of the higher minimum and for
the (x.2) panels the barrier energies were approximated
by Eq. 3 and the above described fitting procedure. The
(x.2) disconnectivity graphs will also be denoted as “fin-
gerprint disconnectivity graphs”. For the center column
of Fig. 8, fingerprint distances based on s- and p-orbitals
were used. Disconnectivity graphs in the rightmost col-
umn of Fig. 8 (panels (x.3)) are based on stationary point
databases that were generated by means of the MHGPS
approach.21 These standard disconnectivity graphs are
considered as the reference for the present purpose. For
each system, all three disconnectivity graphs show the
same number of minima, however, not necessarily the
identical minima. This is, because the stationary point
databases are usually much more detailed, because they
were thoroughly sampled by the MHGPS approach in or-
der to generate exact reference disconnectivity graphs. In
Tab. I rough sizes of the underlying databases are given.
Even if only using the connectivity as provided by
the trajectory-based connectivity database, but eliminat-
ing all barriers, the double-funnel landscape of Si20 is
clearly visible (Fig. 8a.1), nevertheless, the appearance
of the disconnectivity graph is improved by using the
fitting procedure for approximating transition state en-
ergies (Fig. 8a.2). Though, for Si20, the most important
feature of the system is already visible in the (a.1) panel,
the same is not true for the remaining systems. Except
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FIG. 8: Disconnectivity graphs for Si20 (panels (a.n)), (NaCl)29 (panels (b.n)), (NaCl)32 (panels (c.n)), LJ19
(panels (d.n)), LJ38 (panels (e.n)) and LJ55 (panels (f.n)). The graphs in panels (x.1) and (x.2) are based on
trajectory-based connectivity databases. For the (x.1) panels, the barriers were eliminated, whereas the
approximations to the barrier energies described in Sec. III were used for the (x.2) panels. Reference graphs based
on stationary point databases that were sampled by the MHGPS approach are shown in the rightmost column
(panels (x.3)). The energy scale is in Hartree (Si20, (NaCl)29, (NaCl)32) and in Lennard-Jones units (LJ19, LJ38,
LJ55).
for Si20, completely eliminating the barriers results in
disconnectivity graphs that correspond to extreme struc-
ture seekers and the true topology of the PESs is not
visible in the (x.1) panels. In contrast to this, the finger-
print disconnectivity graphs in the (x.2) panels exhibit a
remarkable resemblance to the standard disconnectivity
graphs shown in the (x.3) panels of Fig. 8.
The fingerprint disconnectivity graphs based on s- and
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FIG. 8 (Continued.)
p-orbital fingerprints are slightly more similar to the
standard disconnectivity graphs than those based only
on s-orbitals and shown in the supplementary material.
Nevertheless, also the fingerprint disconnectivity graphs
based on the s-only fingerprints provide a striking resem-
blance to the standard disconnectivity graphs, in par-
ticular if taken into account that generating fingerprint
based disconnectivity graphs is a quasi-free lunch post-
processing of MH data.
Besides for generating disconnectivity graphs and qual-
itatively judging the kinetics and thermodynamics of
PESs, trajectory-based connectivity databases can also
be used to extract well aligned sequences of minima.
These well aligned sequences of minima can be hoped
to lie on a low-energy pathway between two given states.
Such minima sequences are of great importance, because
they provide promising starting points for generating ini-
tial pathways that are needed for methods like TPS or
12
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FIG. 9: Two energy minimized pathways connecting the two lowest minima of Si20 (DFT, PBE). The pathway in
panel (a) was obtained by extracting a sequence of minima from the trajectory-based connectivity database and
using this sequence of minima as input for the connectivity finder module of the MHGPS21 code. Panel (b) shows a
pathway that was extracted from a stationary point database sampled by entirely unbiased MHGPS runs. The
shown pathways are SQNM22 trajectories obtained by relaxations from the transition states after stepping away a
small distance in both directions of the negative eigenmode. The transition states in the MHGPS runs were tightly
converged by means of the SQNS22 method. The red arrows indicate the highest energy transition states along the
pathways. In both pathways, the highest energy transition states are identical.
TABLE I: Rough sizes of the databases used for Fig. 8.
database type system na mb
TBCDc Si20 7,000 5,000
(NaCl)29 82,000 71,000
(NaCl)32 28,000 25,000
LJ19 1,800 1,100
LJ38 87,000 64,000
LJ55 35,000 33,000
SPDd Si20 3,400 2,000
(NaCl)29 200,000 171,000
(NaCl)32 68,000 61,000
LJ19 65,000 14,000
LJ38 68,000 45,000
LJ55 59,000 49,000
a Number of minima.
b Number of hopping pairs in case of trajectory-based
connectivity databases or number of transition states in case of
stationary point databases.
c trajectory-based connectivity database
d stationary point database
its discrete variant, DPS.4–12 For non-trivial reactions in-
volving large structural changes such a generation of ini-
tial pathways is in itself a very difficult task and no gener-
ally applicable solution seems to exist, so far.61 Isolating
a suitable sequence of minima from a trajectory-based
connectivity database can be done by applying a modified
Dijkstra’s algorithm which in a first round searches for a
path that minimizes the maximum barrier at any of its
transitions and in a second round minimizes with respect
to the number of intermediate transitions.21 Of course,
the thus isolated pathways are not necessarily complete
in the sense that it might not be possible to connect the
two minima of a hopping pair by only one single interme-
diate transition state. However, the isolated sequence of
minima represents minima that were visited in consecu-
tive order by an MH walker. Therefore, they are suitable
for getting connected by the connectivity finder module
of the MHGPS code (instead of the usual sequence of
accepted MH configurations).
For the Si20 system a sequence of minima between the
putative global minimum and the putative second lowest
minimum was extracted from the trajectory-based con-
nectivity database. For this sequence of minima, all in-
termediate transition states and further emerging inter-
mediate minima were determined by means of the con-
nectivity finder module of the MHGPS code as imple-
mented in the BigDFT suite. A pathway given by the
trajectories of the SQNM energy minimizer22 is shown in
Fig. 9a. This pathway consists of 27 intermediate transi-
tion states. Fig. 9b shows a lowest barrier pathway that
was extracted from the stationary point database which
was sampled by means of unbiased MHGPS runs and
already used for the standard disconnectivity graphs in
Fig. 8a.3. The pathway in Fig. 9b consists of 20 inter-
mediate transition states. Remarkably, both paths ex-
hibit the same highest energy transition state which is
highlighted by the red arrows in Fig. 9. Still, the path
extracted from the stationary point database (Fig. 9b)
is shorter than the path in Fig. 9a, both in terms of the
integrated path length and in terms of the number of
13
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FIG. 10: Energy minimized pathways connecting the two lowest minima of LJ38. The pathway in panel (a) was
obtained by extracting a sequence of minima from the complete trajectory-based connectivity database. Panels (b),
(c) and (d) show pathways that were obtained by successively removing the highest energy transition along the
lowest-barrier pathway from the trajectory-based connectivity database. Using the sequences of the extracted
minima as input for the MHGPS21 method, complete pathways were reconstructed. The SQNS22 and SQNM22
methods were used for converging to transition states and relaxing to the connected minima.
intermediate transition states.
Of course, there is no guarantee that extracting a se-
quence of minima from a trajectory-based connectivity
database and connecting these minima by searching in-
termediate transition states will result in a pathway that
has the same highest barrier as the pathway with the
lowest highest barrier that is contained in a thoroughly
sampled stationary point database. However, computer
experiments performed for the LJ38 cluster indicate that
physically reasonable pathways can be extracted from
trajectory-based connectivity databases. Using the mod-
ified Dijkstra’s algorithm, a sequence of minima was ex-
tracted from the complete trajectory-based connectivity
database for LJ38. By successively removing the highest
energy transition along the lowest barrier pathway from
the trajectory-based connectivity database, this process
was repeated four more times. In this way, five differ-
ent sequences of minima were obtained. Again, for each
sequence, missing intermediate minima and transition
states were added by means of the connectivity finder
module of the MHGPS code. This procedure resulted in
four pathways with non-identical highest barriers, which
are shown in Fig. 10. The dashed line at an energy of
−169.708 LJ units indicates the highest barrier along the
lowest-known barrier pathway.62,63 Considering the fact
that, for instance, in the case of argon 1 LJ energy unit
corresponds to roughly 10 meV,64–66 one sees that the
highest barriers along the pathways in Fig. 10 are not
much higher than this lowest-known barrier.
IV. CONCLUSION
Based on Lennard-Jones, Silicon, Sodium-Chloride
and Gold clusters, it was found that uphill barrier ener-
gies of transition states between directly connected min-
ima tend to increase with increasing structural differences
of the two minima. Based on this insight it also turned
out that post-processing MH data at a negligible com-
putational cost allows to obtain qualitative topological
14
information on PESs that is stored in so called trajectory-
based connectivity database. These trajectory-based
connectivity database can be used for generating finger-
print disconnectivity graphs that allow to obtain a qual-
itative idea on thermodynamic and kinetic properties of
a system of interest. Besides allowing to asses system
properties without the need of a computational expensive
explicit sampling of transition states and the assessment
of the PES’s connectivity based on minimum energy or
energy minimized pathways, this method also serves as a
valuable tool that can help to decide if a certain multi-
atomic system may exhibit desired properties before in-
vesting significant resources for assessing theses proper-
ties more rigorously. Furthermore it was demonstrated
that it is possible to extract from a trajectory-based con-
nectivity database well aligned sequences of minima that
can be used to generate initial pathways that are needed
for methods like TPS or DPS.
SUPPLEMENTARY MATERIAL
See the supplementary material for the Gaussian ker-
nel density estimates of the uphill barrier energies versus
the s-orbital fingerprint distances and the fingerprint dis-
connectivity graphs based on s-orbitals, only.
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FIG. S1: Same as Fig. ?? but using only s-orbital based fingerprint distances.
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LJ19: force field barriers
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LJ38: force field barriers
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LJ55: force field barriers
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FIG. S1 (Continued.)
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FIG. S2: Same as Fig. ?? but using s-overlap fingerprints for the disconnectivity graphs
in the center column.
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FIG. S2 (Continued.)
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