Abstract. We characterize the best geometric conic approximation to regular plane curve and verify its uniqueness. Our characterization for the best geometric conic approximation can be applied to degree reduction, offset curve approximation or convolution curve approximation which are very frequently occurred in CAGD(Computer Aided Geometric Design). We also present the numerical results for these applications.
Introduction
To approximate a given plane curve by a polynomial or by a rational curve is one of the most frequently occurring problems in CAGD. This problem arises from any process converting the curves, such as the intersection curves of two surfaces, polynomials of high degree, offset curves or convolution curves, etc., into an actual CAD system. Furthermore, all conversion problems which cannot be solved exactly invoke such an approximation problem.
Thus many efforts and proposals for dealing with these kinds of problems have been made in the recent twenty years or so. Most publications focus on certain aspects, e.g., conversion problems [3, 18, 20] , computing offsets [2, 12, 14, 15] or high accurate geometric approximations [1, 9, 16, 24] . Also, Eisele [11] characterized the locally best geometric approximation to a given regular plane curve c(s) by a polynomial curve b(t) with arbitrary degree d and with all possible contact order k at both end points of two curves c(s) and b(t).
The conic spline which is also called quadratic rational B-spline is one of the most widely used curves in industry, e.g., to design the bodies of aircraft, to design outlines of fonts [2, 21, 22] or to express circular arcs [19] in CAD systems. In this paper we characterize the best geometric conic spline approximation to regular plane curve, which means that the (L ∞ −sense) best approximation to regular plane curve by the conic curve with all possible contact order at both end points of two curves is characterized. We also prove that the best approximate conic is unique . Furthermore, We apply our characterization for the best geometric conic approximation to the degree reduction of cubic rational Bézier curve into quadratic one, to the conic offset curve approximation, and to the conic convolution curve approximation.
In Section 2, we explain the geometric properties for conic spline curves. In Section 3, we introduce a class of admissible curves, for which an error function and a normal distance to the plane curve c(s) are defined, and also characterize the best geometric conic approximation to the regular plane curve. In Section 4, we present numerical examples of three types for the geometric conic approximations: degree reduction, offset curve approximation and convolution curve approximation. In Section 5, to verify our characterization for the best geometric conic approximation, we modify the nonlinear Chebyshev approximation theory and apply it to the family of error functions of conic approximations. In Section 6, we summarize our works.
Geometric properties for conic curves
In this section we introduce the geometric properties of conic curves whose composite is called by conic spline. Let b(t), 0 ≤ t ≤ 1, be the plane conic curve expressed by the standard quadratic rational Bézier form
with (not collinear) control points b i ∈ R 2 , weights w > 0 associated with B 2 1 (t), where B 2 i (t), i = 0, 1, 2, are the Bernstein polynomials of degree n = 2 defined by
Thus any conic curve has degree of freedom seven, b 0 , b 1 , b 2 and w. It is well known [13] that the tangent lines of b(t) at t = 0 and 1 have
is plotted by dash-lines and the associated conic curves b(t) having the weights w = 1/3, 1 or 3, respectively, are plotted by connected lines. the same directions of the lines b 0 b 1 and b 1 b 2 , respectively, as shown in Figure 1 . Also, the weight w is called by fullness factor, because the more w is large, the more the conic curve b(t) is close to the control polygon [b 0 b 1 b 2 ], as shown in Figure 1 .
Let the conic curves b(t) and p(t) have the control polygons [b 0 b 1 b 2 ] and [p 0 p 1 p 2 ] with weights w and w , respectively. The following propositions are well known in projective geometry [13, 19] . Proposition 2.3. Let h(w, t) be the function defined as in Equation (2) . Then h is a homeomorphism from (0, ∞) × (0, 1) onto Ω.
Characterization for the best geometric conic approximation
In this section we present the characterization for the best geometric conic approximation to the given regular plane curves. To high accurate approximate plane curves by polynomial or rational curves [1, 4, 6, 9, 10, 11, 16, 24] , the parametrization-independent concept for contact of two curves at a common end point, also known as geometric continuity, is crucial in GHI (Geometric Herimte Interpolation).
Definition 3.1. ( [11, 17] ). Let b(t) and c(t) be C k regular parametric plane curves form I into R 2 , k be a nonnegative integer and t 0 = 0 or 1. Two curves b(t) and c(t) have contact of order k at t 0 if there are C k reparametrizations τ 1 and τ 2 such that τ i (t 0 ) = t 0 (i = 1, 2),
If b(t) has contact of order k to the curve c(s) at both end points,
to the curve c(s). In this paper the domains of curves are assumed to be I, which is possible using translation and scaling of the given domains. In this paper we characterize the best G k approximation to the given plane curve c(s) from all conic curves b(t) for k = 0 or 1. To find the approximate curve b(t), using the normal vector field, we define a certain class of admissible curves with respect to the curve c(s) for which the normal distance to c(s) can be defined as follows. 
Since φ b (s) is surjective, 
The following theorem is our main result, which is proved in Section 5. 
Remark. If a conic b(t) is in B, then we have
where d H (c, b) is the Hausdorff distance between two curves c and b
and the difference of two curves measured by the sense of human eyes is equal to their Hausdorff distance [8] .
Application and numerical examples
In this section we present some applications of our characterization for the best geometric conic approximation. The applications consist of three examples which are most typical curve approximation problems in CAGD.
The first example is degree reduction of the cubic rational Bézier curve into the quadratic one. Any plane cubic rational Bézier curve c(s), 0 ≤ s ≤ 1, are defined by three cubic polynomials x(s), y(s) and w(s) such that c(s) = (x(s)/w(s), y(s)/w(s)), 0 ≤ s ≤ 1, and it can be represented in Bézier form
, where b i ∈ R 2 and w i > 0, 0 ≤ i ≤ 3, are control points and weights of the cubic rational Bézier curve c(s), and B 3 i (s), 0 ≤ t ≤ 1, are the cubic Bernstein polynomials defined in Equation (1) . As shown in Figure 3 , the cubic rational Bézier curve c(s), 0 ≤ s ≤ 1, has the control points (0, 0), (1.7,0.2), (3.2, −0.1) and (2.4, −0.9), and weights 1, 1, 1.3 and 1 in order. The degree reduction makes an error in general. Thus using our characterization theorem, we obtain the best G 1 conic approximation curve b(t) to the cubic rational curve c(s). Then the conic curve b(t) has the control points (0,0), (3.74,0.44) and (2.4, −0.9) in order, and the weight w = 0.7475. The Hausdorff distance between the two curves b(t) and c(s) is 3.14 × 10 −2 which is the minimal distance from all G 1 conic curves to c(s). The signed error function ρ b (s) alternates twice as shown in Figure 3 . As the same method, we present another geometric conic spline approximation of the cubic rational spline which is the piece-wise cubic rational Bézier curves. As shown in Figure 4 (a), the font r is constructed by cubic rational spline, and its height is 540 units. Ahn [4] presented the optimal G 1 conic approximation with respect to the distance in a fixed direction and presented the maximum error bound 3.89 units. In this paper we can obtain the real best G 1 conic spline approximation using our characterization theorem as shown in Figure 4 (b) and obtain the maximum error bound 1.70 units. The second example is geometric conic offset approximation . ( [12] or [15] .) For the offset distance d ∈ R, its offset curvec d : I → R 2 of the conic curve c(s) is defined bȳ
where n(s) is the normal vector of c at c(s) with outward direction of the conic curve. Using our characterization theorem, we find the best G 1 conic approximation b(t), 0 ≤ t ≤ 1, to the offset curvec d (s), 0 ≤ s ≤ 1.
As an example, we consider a quarter of ellipse with a 2 : 1 axes ratio in the first quadrant as shown in Figure 5 The last example is geometric conic approximation of convolution curve of any two conic curves. The convolution curve c 1 * c 2 of two plane curves c 1 (t) and c 2 (s) is defined [5] by (c 1 * c 2 )(t) = c 1 (t) + c 2 (s(t)), where the vector-valued derivative c 1 (t) is parallel to c 2 (s(t)) and c 1 (t) · 
Let c 1 (t) be the ellipse which is an example of a shape of cross section of pen as shown in Figure 6 (a). The font D is produced by moving the center of ellipse along the curve c 2 (s) in Figure 6 (b), which consists of two conic and three straight lines. The Minkowski sum obtained by sweeping the curve c 1 (t) along the curve c 2 (s) is plotted roughly in Figure 6 (c). As shown in Figure 6(d) , the boundary of the Minkowski sum is the outlines for the font D and it consists of two parts: the convolution curves c 1 * c 2 and subsets of ellipse. Finally, we approximate the convolution curves in Figure 6(d) by the best G 1 conic approximation as shown in Figure 6 (e).
Proof of the main theorem
In this section we prove the main theorem (Theorem 3.4) using the alternation theorem of Rice [23] . The following definitions modified by Eisele [11] from the nonlinear approximation theory [7] are needed to prove the main theorem. Let D be any nonempty subset of R n and F be any continuous mapping from D × I into R. 
is not identically zero, there is at most one best approximation to f .
0) = 0 for every s ∈ I and the statement is obvious. Thus we may assume that F (a, ·) − f is not constant. Now the proofs of Theorem 3.9 and 3.10 in [7] carry over. Since F (a, ·) − f ∞ has not its maximum at both 0 and 1, the assertion follows. 
We define the mappings Φ :
Note that Φ and E are continuous. ( [9] ) We prove the following theorem using the inverse function theorem in Appendix. 
Comments
In this paper we characterized the best G k conic approximation b(t), 0 ≤ t ≤ 1, to the regular plane curve c(s), 0 ≤ s ≤ 1, where c and b have contact order k = 0 or 1 at both end points, and proved that the best approximate conic is unique. We applied our characterization to the degree reduction of cubic rational Bézier curve into quadratic one, conic offset curve approximation and conic convolution curve approximation, and presented the numerical results.
Appendix
Proof of Theorem 5.5. Let there be given α 0 ∈ A k , ε > 0, and 3 − 2k values s j ∈ (0, 1) with 0 < s 1 < · · · < s 3−2k < 1. By Definition 5.1 and Equation (3), we have to find δ > 0 such that the equations E(α,
By the definition of E, we have to solve the 3 − 2k equations (note that E and Φ are not explicitly known):
where α ∈ A k and t j ∈ (0, 1), j = 1, · · · , 3 − 2k are unknown.
Since E is continuous, and the set {(α 0 , s) ∈ R 4 : α 0 is fixed in A k and s ∈ I} is compact in R 4 , there exists δ * > 0 (depending only on ε and α 0 ) such that
For simplicity of calculation, without loss of generality, we may assume that b 0 is origin, b 1 = (x 1 , y 1 ), y 1 = 0, and b 2 is the point (1, 0), using affine map in R 2 -plane. Then if k = 0, (x 1 , y 1 ) and w is undetermined, and if k = 1, w is undetermined.
First, let k = 0. Using
where N (t) := B 2 0 (t) + wB 2 1 (t) + B 2 2 (t) = (1 − t) 2 + 2wt(1 − t) + t 2 , we have the following system G (w, x 1 , y 1 , t 1 , t 2 , t 3 
where G : R 6 → R 6 , which is equivalent to Equation (4). If
We show that the Jacobian determinant of G at x 0 = (w, x 1 , y 1 , t 1 , t 2 , t 3 ) can be factorized as follows. det (DG(x 0 )) = 8y
Using simple calculations, we have
where Γ is the 6×6 matrix 
Note that det Γ = det Γ 1 · det Γ 3 and det Γ 3 = K 2 (t 1 )K 2 (t 2 )K 2 (t 3 ). Thus
where
By a simple calculation of determinant of 3×3 matrix, we obtain (10) det Γ 1 = −8w 2 y 1 (t 1 − t 2 )(t 2 − t 3 )(t 3 − t 1 ).
Therefore, Equation (7) follows from Equations (8)- (10).
Since s i = s j for i = j, and y 1 = 0, the Jacobian determinant det (DG(x 0 )) in Equation (7) is nonzero. By the implicit (or inverse) function theorem there exist sufficiently small neighborhoods U of x 0 and V of G(x 0 ) such that G : U → V is one to one and onto, and such that if x ∈ U , then x − x 0 < δ * . Thus we can find a sufficiently small δ > 0 such that if |η j − E(α 0 , s j )| < δ for j = 1, 2, 3, then y := (u 1 , u 2 , u 3 , v 1 , v 2 , v 3 ) ∈ V , where u j , v j are obtained from Equation (4), by using the estimate
