A depth profiling technique using photocarrier radiometry (PCR) is demonstrated and used for the reconstruction of continuously varying electronic transport properties (carrier lifetime and electronic diffusivity) in the interim region between the ion residence layer and the bulk crystalline layer in H þ implanted semiconductor wafers with high implantation energies ($MeV). This defect-rich region, which is normally assumed to be part of the homogeneous "substrate" in all existing two-and three-layer models, was sliced into many virtual thin layers along the depth direction so that the continuously and monotonically variable electronic properties across its thickness can be considered uniform within each virtual layer. The depth profile reconstruction of both carrier life time and diffusivity in H þ implanted wafers with several implantation doses (3 Â 10 14 , 3 Â 10 15 , and 3 Â 10 16 cm À2 ) and different implantation energies (from 0.75 to 2.0 MeV) is presented. This all-optical PCR method provides a fast non-destructive way of characterizing sub-surface process-induced electronic defect profiles in devices under fabrication at any intermediate stage before final metallization and possibly lead to process correction and optimization well before electrical testing and defect diagnosis becomes possible. V C 2014 AIP Publishing LLC. [http://dx
I. INTRODUCTION
Accurate control and evaluation of the electronic properties of ion implanted semiconductors have been an important issue in the electronics industry. [1] [2] [3] During the ion implantation process, semiconductors are electronically compromised due to the interaction of implanted ions and the crystalline structure, which forms an inhomogeneous structure with depth-varying subsurface electronic properties. To investigate the properties of the ion-implanted samples, photothermal radiometry (PTR) has been used to characterize the electronic behavior via infrared thermal photon emission which is related to non-radiative de-excitation processes. [4] [5] [6] On the other hand, frequency-domain photocarrier radiometry (PCR) is a dynamic modulated photoluminescence technique directly related to radiative de-excitation processes. It was found to be a sensitive method for characterization and subsurface defect imaging of semiconductor materials. 7 There have been several theoretical and experimental studies for the PCR response of ion-implanted inhomogeneous semiconductors. [8] [9] [10] [11] Li et al. 10 developed a three-layer theoretical model to characterize low-energy (up to $100 keV) ionimplanted semiconductors in which a uniform surface layer ($100-nm thick), a uniform ion-implanted layer ($100-nm below the surface layer), and a uniform intact substrate layer are assumed. When the implantation energy increases (e.g., to MeV level), the implanted ions traverse increasingly deeper surface layers and reside at a considerable depth ($tens of lm), spread over a narrow region ($2-3 lm) adjacent to the crystalline substrate. Based on the physics of deep ion implantation, Wang et al. 11 developed a two-layer theoretical PCR model in which the thin ion residence layer is considered to be an interface that separates the surface layer and the assumed uniform substrate. While those models can well explain the PCR signal dependence on ion implantation dose, all reports so far have considered the ionimplanted sample as two or three "effective" layers in which the ion traversed region, the eventual ion residence region and the substrate were assumed to be "uniform." In reality, in two-and three-layer models the region beneath the ion residence layer, i.e., the "substrate" is inhomogeneous within a certain distance, e.g., tens of lm, from the ion accumulation depth due to diffusion of excess ions and implant-iongenerated defect densities emanating from that depth. From this point of view, all "effective" PCR models are relatively inaccurate although they can qualitatively explain phenomena observed in ion-implanted samples. To reconstruct the depth profile of the ion implanted samples, Salnick and Mandelis 5 and Othonos et al. 6 developed an inverse-problem algorithm using Hamiltonian plasma-harmonic oscillator theory to characterize the depth profile of low-energy implanted ($tens of KeV) silicon with the PTR technique. Due to the complicated algorithm involved in the PTR approach which requires the measurement of a large number of both thermal and optoelectronic parameters of semiconductors, it may be difficult to ascertain the uniqueness of the inverse problem reconstruction. In this paper, we propose and demonstrate a PCR forward fitting method which involves only a few optoelectronic parameters and is thus more suitable for high-fidelity inverse-problem reconstructions of transport properties in ion-implanted semiconductors, specifically of high-energy ion implantation in the MeV regime. The depth profiles of both lifetimes and carrier diffusivities are reconstructed based on a new theoreticalcomputational method and the effectiveness of the method is validated through the experimental data of different H þ implanted wafers.
II. THEORETICAL MODEL
High-energy implanted ions traverse the surface layer of a semiconductor down to a depth of tens of micrometers (in contrast to $tens of nm at low implantation energies) and reside in a narrow region to form an "effective" interface which is further followed by an electronically inhomogeneous layer beneath the ion residence layer due to ion diffusion and/or defect-compromised lattice integrity. The electronic properties of the diffused inhomogeneous layer vary monotonically with depth up to tens of micrometers thick, depending on the implantation energy and eventually saturate to the intact substrate. Fig. 1(a) shows the configuration of a high-energy ion-implanted wafer. The ion traversed region (on the order of tens of lm) at the top of the implanted wafer that is actually "defect saturated", is assumed to be uniform. The ion residence region ($2-3 lm wide) is assumed to be an equivalent interface at L ¼ L 1 . Below the interface, the layer is inhomogeneous within a depth of tens of lm. Fig. 1(b) schematically shows the behavior of the major electronic transport properties (carrier lifetime and carrier diffusivity) varying with depth in the case of high-energy ion implanted wafers. The properties remain constant in the ion-traversed layer because of the statistical uniformity of the saturated defects. In the diffused inhomogeneous layer, the electrical transport properties (D and s) increase monotonically as the damage degree decreases along the depth until their values saturate in the intact substrate. There is a physical interface between the traversed and the inhomogeneous layer within which discontinuous electronic properties between the two regions occur. To calculate the contributions to the overall PCR signal from different layers of the structure including the traversed layer and the inhomogeneous layer, the inhomogeneous layer is sliced into many virtual sub-layers along the depth direction so that each sub-layer can be considered uniform. The final PCR signal is then obtained as a superposition of contributions from the traversed layer and each virtual sub-layer.
In Fig. 1(a) , the thickness of each virtual layer slice is denoted by L j (j ¼ 1,2,…M), in which L 1 is the ion traversed layer, L M is the intact substrate, and L 2 to L M-1 are the actual inhomogeneous layers. L e is the depth of the inhomogeneous region separating the ion traversed region and the intact substrate, which can be expressed by L e ¼ P MÀ1 j¼2 L j .The exciting laser beam is assumed to be of finite size with a Gaussian profile, expðÀr 2 =w 2 Þ, where w is the radius of the laser beam spot size.
The optically injected three-dimensional carrier densities N j ðr; z; xÞ (j ¼ 1; 2; :::M stands for each elementary virtual layer) can be calculated from the carrier transport equations:
Here D j is the carrier diffusivity for each layer. The complex plasma-wave vector r j is defined as:
where s j is the carrier lifetime of each layer. G j is the source term given by the following expressions: For the first (uppermost surface) ion-traversed layer, j ¼ 1,
For other layers, 2 j M, G j r; z;
Here a j is the absorption coefficient of each layer. P and hv are the power and the photon energy of the incident radiation, respectively, and g is the optical-to-electronic conversion quantum efficiency. R n is the reflectivity at each subsurface, of which only the reflectivity at the equivalent interface (R 1 ) has a real value while those at other virtual sliced layers are all equal to zero. The boundary conditions for the carrier density wave at the front and the rear surface of the wafer are:
s 1 and s M are the effective recombination velocities at the front and rear surface of the wafer, respectively. The boundary conditions for the carrier wave at other interfaces
Here s j is the effective recombination velocity at each interface, in which only the recombination velocity (s 2 ) at L ¼ L 1 (equivalent interface) is nonzero while recombination velocities at all other virtual interfaces (s 3 -s M ) are equal to zero. The Hankel transform method was used to solve the equation after taking into account the cylindrical symmetry of the boundary-value problem. By taking the Hankel transforms of the carrier transport equation, Eq. (1), we obtain:
where k is the Hankel variable and b j is defined as:
The numerator at the right side of Eq. (5),
n¼1 L n Þ, stands for the Hankel transform of the source term G j in Eq. (1):
The Hankel transforms of the boundary conditions Eqs. (4a)-(4d), can be expressed as follows:
The free-carrier densities in Hankel space can be solved from Eq. (5):
A recursion relation of coefficientsÃ j andB j in Eq. (8) for adjacent layers can be derived from the boundary conditions:
The detailed analytical expressions for the coefficients t j mn and c j m (m, n ¼ 1, 2) in the transform matrix are as follows:
The relationship between an arbitrary virtual layer and the first layer can be deduced using the above recursion relation Eq. (9): 
The relations for the last layer (intact substrate layer) and the first layer (traversed layer) can be written as: 
Taking into the account, the collection efficiency of the detector, the final PCR signal to be detected is thus obtained by taking the inverse Hankel transform of Eq. (12) and integrating the corresponding results over the effective aperture of the detector which is assumed to be a disk with radius a:
Equation (13) represents the PCR signal detected by the IR detector.
III. NUMERICAL SIMULATION
In the theoretical model, the electronic transport properties of each layer must be determined in advance to calculate the final signal. As mentioned above, the electronic transport properties are expected to increase or decrease monotonically in the inhomogeneous region before reaching their saturation value in the intact substrate. Therefore, two formulas were introduced to describe the depth profiles for the carrier lifetime (s) and carrier diffusivity (D) (Ref. 13) in this region, which feature arbitrary monotonic trends, either increase or decrease, of a property before it reaches a saturation state:
K 0 and K 1 represent the initial and saturation values of the carrier lifetime (s) and carrier diffusivity (D) in the inhomogeneous region, respectively. L e is the thickness of the inhomogeneous layer; q represents the inhomogeneous electronic transport property gradient. These four parameters together determine the shape of the profile of K. Usually, K 1 , i.e., the saturated value of the carrier life time or carrier diffusivity of the intact substrate is assumed to be known. The remaining three parameters, i.e., q, K 0 and L e are set as the fitting parameters. Once these parameters, K 0 , K 1 , L e , and q are determined, the electronic transport properties at each layer can be obtained according to the depth profile along z in Eq. (14) . In principle, increasing the number of virtual slice layers for the inhomogeneous region (L e ) will decrease the thickness of each layer and increase the calculation accuracy, however, this is offset by the computational complexity and time. To determine a suitable number of sliced layers, an auxiliary simulation was performed. In the simulation, 30 points of the PCR signal vs. modulation frequency were calculated. Since the ion traversed layer should be tens of micrometers thick in the case of high-energy implantation, the thickness of the ion traversed layer (L 1 ) was assumed to be 10 lm and the optical absorption coefficient of this region was assumed to be 1.2 Â 10 5 m
À1
. The electronic transport properties of the ion traversed layer and the intact substrate were fixed at 0.4 ls and 0.6 cm 2 /s, and 10 ls and 20 cm 2 /s, respectively. The front surface carrier recombination velocities (s 1 ), and those at the equivalent physical interface (s 2 ) and the rear surface (s Mþ1 ) were assumed to be 150, 500, and 0.028 m/s, respectively. The thickness of the inhomogeneous layer (L e ) was assumed to be 100 lm. Fig. 2 shows the amplitude and the phase of the PCR signal varying with frequency in the case of 3, 5, 10, 30, and 50 virtual layers. From the figure, it can be seen that when the number of the sliced layers are 30 or more, the amplitude and phase signals almost reach saturation and do not change significantly. Therefore, it is found that the number of the sliced layers for the inhomogeneous region (L e ) can be fixed at $30 to obtain a good balance between accuracy and computational complexity, including time to full computation. Compared with earlier two-and three-layer models, the crucial improvement in the model in this paper is accounting for an inhomogeneous layer below the ion-residence region. To investigate the effect of this layer on the signal, five different thicknesses (L e ) of this inhomogeneous region were assumed: 10, 20, 30, 40, and 50 lm. The carrier recombination velocities of the front surface (s 1 ), and the equivalent physical interface velocity (s 2 ) were assumed to be 80 and 250 m/s, respectively. L 1 was assumed to be 5 lm and the optical absorption coefficient of this region was assumed to be 5 Â 10 5 m
. The electronic transport properties of the ion traversed layer and of the intact substrate were fixed at 0.2 ls and 0.5 cm 2 /s, and 10 ls and 20 cm 2 /s, respectively. The simulation results are shown in Fig. 3 . It is seen that the amplitude and the phase of the PCR signal vary sensitively with the thickness of the inhomogeneous sub-surface region. In the foregoing two simulations, the initial values of the electronic transport properties in the inhomogeneous region are fixed at 2 ls and 5 cm 2 /s, respectively. In addition to the thickness of this inhomogeneous layer (L e ), note that the initial values of the electronic properties of this region (s 0 and D 0 ) are also important parameters. To thoroughly investigate the effect of the added inhomogeneous region on the final result, the effect of the initial electronic transport properties of this region should also be considered independently. Three groups of the initial electronic properties of the inhomogeneous layer were assumed: 8 ls, 10 cm . The carrier recombination velocities at the front surface (s 1 ), and at the equivalent physical interface (s 2 ), were assumed to be 100 and 250 m/s, respectively. The simulation results for these three cases are illustrated in Fig. 4 . From the figure, we can see that the effect of the initial electronic properties of the inhomogeneous on the final PCR signal was significant. In all simulations the incident Gaussian laser beam spotsize was assumed to be 800 lm and the effective aperture of the NIR detector was assumed to be 850 lm. The optical absorption coefficients in all other layers were assumed to be 6.6 Â 10 4 m
. Those simulations confirmed that the assumed inhomogeneous region below the ion residence layer has a pronounced effect on PCR signal, unlike the homogeneity assumption made in prior two-and three-layer models. Therefore, taking this effect into account in our theoretical model is necessary and justified.
IV. EXPERIMENTAL, RESULTS, AND DISCUSSION
In the experiment, eleven n-Si semiconductor wafers with the same thickness (505 lm) were divided into three sets
À2
, and 3 Â 10 16 cm
, respectively, and for each set they were implanted at different energies varying from 0.75 to 2.00 MeV. The depth of the region traversed by ions (L 1 ) can be obtained with the SRIM technique.
14 Fig. 5 shows a typical experimental ion distribution configuration along the depth coordinate with 1.25 MeV implantation energy. The depth values at the central peak are 10.9, 16.6, 23.2, 30.8, and 48.8 lm for wafers with implantation energies of 0.75, 1.00, 1.25, 1.50, and 2.00 MeV, respectively. These values were used as known parameters in the numerical fitting and in the depth profile reconstruction of the two transport parameters for wafers with different implantation energies. The detailed experimental setup has been described elsewhere. 10, 11 The laser was operated at 830 nm wavelength and the laser power was 34 mW. The beam size (w) was measured to be approximately 800 lm. The near-IR emission from the sample was collected and focused through a pair of reflective objectives onto an InGaAs detector, preamplifier, and optical cut-on filter assembly. The effective radius of the detector was estimated to be 850 lm and the spectral response range of the detector was 0.8-1.8 lm. The PCR frequency scan was performed from 0.5 to 100 kHz with a total of 31 logarithmically spaced points.
The saturation values of the transport properties (s 1 and D 1 ) were determined through several non-implanted wafers from the same batch as the three sets of implanted wafers used in the experiment, and the mean values of these parameters were found to be approximately 17.0 ls and 17.5 cm 2 /s, respectively. These values served as the transport properties of the intact substrate for all the experimental ion-implanted wafers in the fitting procedure. The optical absorption coefficient of 6.6 Â 10 4 m À1 for crystalline silicon wafer at 830 nm (Ref. 15) was used for the region L 2 -L M and this value remains the same for all the experimental wafers. In the fitting process, a parameter C, which represents the ratio of the theoretical value and the voltage output of the experimental system, was determined using a reference semiconductor sample. Then this value was fixed for the other investigated samples. As a result, the relative PCR amplitudes among all the samples reflect meaningful changes in electronic properties of the wafers after implantation. The determination of the parameter C also helps to enhance the accuracy and uniqueness of the fits to data from a series of samples with relative transport property changes. In our measurements, the value of C was found to be 79.05 MKS units. In addition to the front-surface recombination velocity (s 1 ), the equivalent interface recombination velocity (s 2 ), the optical absorption coefficient (a 1 ), the carrier lifetime and diffusivity of the traversed layer (s 1 and D 1 ), s 0 , D 0 , q and L e in Eq. (14) were set as the fitting parameters. In the multiparameter fitting process, the following variance between the theory and the experiment was minimized:
where i ¼ 1, 2 represent the amplitude and the phase, respectively. N is the total number of data points (31 points in this case). P i,e (f j ) is the experimental PCR amplitude and phase and P i,fit (f j ) is the fitted PCR amplitude and phase calculated with the multi-layer model. The fitting error is defined as the square root of variance in percent (%). In the fitting process, initial values of the fitted parameters, which are given according to the empirical values, were used in a forward calculation to measure the electronic properties of each layer (s j and D j ) using Eq. (14) . Then the overall PCR signal was obtained through Eq. (13) . The variance between the theoretical value and the experimental PCR signal data using Eq. (15) was then calculated and minimized by repeatedly adjusting the values of the fitted parameters. The effects of different parameters of ion implanted semiconductors on the photocarrier radiometry (PCR) signal have been investigated previously, 10, 11, 16 which show that the effects of different parameters (e.g., lifetime, diffusivity, and surface recombination velocity) on the PCR signal can be well deconvoluted from each other in the physically meaningful range of these parameters. Results also showed 16 that other mathematically possible solutions of the fitted parameters are far beyond the meaningful range of semiconductors physics.
The amplitude and phase behavior of the PCR signal as a function of frequency and the corresponding best-fitted theoretical curves for the three sets of ion-implanted semiconductor wafers are shown in Fig. 6 . Very good agreement between the best-fitted curves and the experimental data was obtained with fitting error less than 10%. It can be seen that for each set with the same implantation dose, the amplitude and the phase lag of the PCR signal decreases with implantation energy. The thicker implantation layers at higher energy increase electronic defect densities which impede radiative recombination, enhancing the nonradiative recombination pathway, instead. The phase of each set also shows the same trend as the amplitude, i.e., a decrease with increasing implantation energy. This is due to the deeper damaged layer resulting in diminished participation in the overall PCR signal of free-carrier wave radiative recombination in the intact substrate and a concomitant shift of the mean carrier-wave density centroid 12 toward the surface.
FIG. 5. Typical ion distribution of H
þ implanted silicon at 1.25 MeV implantation energy. Fig. 7 shows the results of the reconstructed depth profiles of the two electronic transport properties in the inhomogeneous region. This is done by substituting the best-fitted values of electronic transport properties, s 0 and D 0 , L e and the gradient q into Eq. (14), which generates the profiles of the electronic transport properties in the inhomogeneous region. We can see that the thickness of the inhomogeneous region increases with increasing implantation energy for each set of wafers with the same implantation dose, as expected. The detailed best-fitted results for each PCR-probed wafer are listed in Table I . We can see that the initial value in the depth profiles of the carrier lifetime (s 0 ) vary within the range of 1 to 3 ls, while the value of the carrier diffusivity (D 0 ) lies between 5 and 7 cm 2 /s, thereby showing their insensitivity to the increased implantation energy. This is because the depth profile begins just below the ion residence layer, which features similar types and densities of defects caused by the interaction of the implanted ions and the crystalline structure together with the ion-traversed layer. The front-surface recombination velocity s 1 is also insensitive to the increased implantation energy, especially at the higher implantation energies, as expected. When compared with s 1 , the interface recombination velocity s 2 decreases considerably with increased implantation energy. This can be qualitatively understood by the fact that higher energies result in increasingly more remote locations for the actual damaged region, which leads to increased crystalline integrity and decreased interface recombination velocity s 2 . The carrier lifetime and diffusivity in the ion-traversed layer (s 1 and D 1 ) fluctuate in a narrow range for different implantation doses and energies since the crystalline structure in this region reaches to a "saturated" state of defects.
V. CONCLUSIONS
We have introduced a PCR depth profiling technique for the reconstruction of continuously variable carrier lifetimes and electronic diffusivities in H þ implanted semiconductor wafers with high implantation energy ($MeV). We developed a multi-layer theory and a recursion relation among the virtual layers constituting the inhomogeneous layer. The overall theoretical PCR signal was fitted to the experimental amplitude and phase, and depth profiles of both carrier lifetime and diffusivity for three implantation doses were obtained. This inverse method provides a fast nondestructive means for characterizing the sub-surface process-induced electronic defects in devices under any and all stages of fabrication well before electrical testing can be done following end-point metallization. The theoretical model is also suitable for characterizing any implanted semiconductors that contain arbitrary depth profiles of inhomogeneous electronic properties.
