Named Data Networking (NDN) is a promising network architecture being considered as a possible replacement for the current IP-based Internet infrastructure. However, NDN is subject to congestion when the number of data packets that reach one or various routers in a certain period of time is so high than its queue gets overflowed. To address this problem many congestion control protocols have been proposed in literature which, however, they are highly sensitive to their control parameters as well as unable to predict congestion traffic well enough in advance. This paper develops an Adaptive Congestion Control Protocol in NDN (ACCPndn) by learning capacities in two phases to control congestion traffics before they start impacting the network performance. In the first phase -adaptive trainingwe propose a Time-Lagged Feedforward Network (TLFN) optimized by hybridization of particle swarm optimization and genetic algorithm to predict the source of congestion together with the amount of congestion. In the second phase -fuzzy avoidance-we employ a non-linear fuzzy logic-based control system to make a proactive decision based on the outcomes of first phase in each router per interface to control and/or prevent packet drop well enough in advance. Extensive simulations and results show that ACCPndn sufficiently satisfies the applied performance metrics and outperforms two previous proposals such as NACK and HoBHIS in terms of the minimal packet drop and highutilization (retrying alternative paths) in bottleneck links to mitigate congestion traffics.
Introduction
Information-Centric Networking (ICN) [1, 2, 3] has been proposed as a solution for a viable and vital replacement for the current IP-based Internet due to the fundamental limitations of the Internet in supporting today's content-oriented services [4, 5, 6, 7] . Named Data Networking (NDN) [8] is a prominent example and ongoing research effort of ICN design. The main goal of NDN is to support the dissemination of named content rather than the current host-centric (end-to-end) delivery of content to a named host. In NDN, a consumer asks for a Content (Data) by sending an Interest request using name prefix (content identifier) instead of today's IP prefix (content location). An Interest packet is routed towards the location of the content's origin where it has been published. Any router (intermediate node) on the way checks its cache for matching copies of the requested content. The requested content is returned by any node that holds a copy of the content in its cache. On the way back, all the intermediate nodes store a copy of the content in their caches to satisfy subsequent users interested in that content (i.e., in-network caching). Congestion takes place in NDN routers when the number of arrival data packets is higher than the queue's capacity which causes an overflow in the routers' buffer [9, 10, 11] . When this happens a high data packet loss and increase in the endto-end delay occur affecting negatively on the performance, stability and robustness of the network [12, 13] . This leads to under-utilization of the available resources and degradation of throughput and quality of service [14, 15] . This difficulty has recently motivated researchers to explore ways of congestion control in NDN. Some of the relevant contributions are [9, 10, 16, 17, 18, 19, 20] . The main weak points of the proposed methods are: a too high sensitivity to their control parameters as well as the inability to predict congestion traffic well enough in advance. This will often bring unfair bandwidth sharing, network instability, packet loss, additional delay and so on [21, 22] . The first goal of any method against congestion can be the early detection (ideally long before the problematic traffic builds up) of its existence. If the congestion problem can be recognized in advance, changing network parameters can possibly prevent such costly network breakdowns. Network traffic prediction plays an important role in guaranteeing quality of service in computer networks [23] . The prediction of network traffic parameters is feasible due to a strong correlation between chronologically ordered values [21] . Their predictability is mainly determined by their statistical characteristics including self-similarity, multiscalarity, long-range dependence (LRD) and a highly non-linear nature [24] . Prediction algorithms can be embedded into network communications to improve the global performance of the network by anomaly detection, proactive congestion detection (or avoidance), and allow a better quality of service by a balanced utilization of the resources [23, 25, 26] . Contributions from the areas of operational research, statistics and computer science have lead to forecasting methods. In particular, the field of Time Series Forecasting (TSF) deals with the prediction of a chronologically ordered values [27, 28] . The goal of TSF is to model a complex system as a black-box in order to predict the systems behavior based on the historical data [21, 29] . In this paper, we develop ACCPndn (Adaptive Congestion Control Protocol in Named Data Networking) which is a new congestion control protocol with learning capacities. The ACCPndn focuses on two phases for congestion control before building up in NDN. The first phase -adaptive training-learns from the past breakdowns to how to detect the problem beforehand. This phase allows to identify the source of the congestion together with the amount of congestion. This phase uses Time-Lagged Feedforward Neural Network (TLFN) approach. The TLFN adopts a multilayer perceptron ANN (Artificial Neural Network) and time series forecasting (TSF) [30, 31] . The major advantages of neural networks in time series forecasting are their flexible nonlinear modeling capability that there is no need to specify a particular model form and high data error tolerance [32, 33] . A Back-Propagation is a most popular NN algorithm (BPNN) to determine and adjust network parameters, weights and biases. Despite the advantages of BPNN, it has some drawbacks that the most important one being their poor trainability. It might fall to local minima and cause overfitting and failure of the network training [34, 35] . There is a recent trend to train BPNN with bio-inspired optimization algorithms for different applications [36, 37, 38] . In this paper, in order to improve the performance of BPNN, a new combined algorithm namely Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) is presented to optimize the weights and the biases of network, and to prevent trapping in local minima. The results show that our proposed combination of PSO/GA with TLFN (TLFN+PSO-GA) performs better than the GA/PSO, PSO and GA in terms of the applied performance criteria. When the source(s) and the amount of congestion are identified, they are sent to the second phase for congestion control before building up. The second phase -fuzzy avoidance-performs a fuzzy decision-making approach to proactively respond to network congestion rather than simply wait for a congested queue to overflow and the tail drop all subsequently arriving data packets. The application of fuzzy decision-making techniques to the problem of congestion control is suitable due to the difficulties in obtaining a precise mathematical (or a formal analytical) model, while some intuitive understanding of congestion control is available [39, 40] . Its use allows to regulate effectively the incoming Interest packets in each routers' interface. The main objective of the proposed protocol is to enable a stable equilibrium and satisfy some basic requirements which are characterized by the utilization of multiple paths and few packet drops. The second objective is to present a scalable and fast convergence properties with respect to varying bandwidths, traffic patterns, and number of users at different times utilizing the network. The evaluation through simulations shows that ACCPndn can quickly and effectively respond against congestion problems in a timely manner and performs successfully even in the large networks as compared to two recent congestion control mechanisms namely NACK [20] and HoBHIS [9] in terms of the applied performance metrics. The rest of the paper is organized as follows. Section 2 describes the background materials of NDN. Section 3 gives an overview of the time series forecasting approach. Sections 4 and 5 describe the PSO and the GA, respectively. In Section 6, multilayer perceptron neural network is described in detail. Section 7 provides a overview of fuzzy set theory. The proposed method (ACCPndn) is completely presented in Section 8. Section 9 presents the evaluation setup. The results of simulation is also presented in Section 10. Finally, Section 12 draws conclusions.
Named Data Networking (NDN)
NDN communication protocol is receiver-driven and data-centric. All communication in NDN is performed using two distinct types of packets: Interest and Data. Both types of packets carry a name, which uniquely identifies a piece of data that can be carried in one data packet [41, 42] . Data names in NDN are hierarchically structured, e.g., eight fragment of a youtube video would be named /youtube/videos/A45tR7Kg5/8. In addition to the data name, each Interest packet also carries a random nonce generated by the consumer. A router checks both the name and nonce of each received Interest packet. If a newly arrived Interest packet carrying the same name as a previously received Interest packet from a different consumer, or a previously forwarded Interest looped back, the router drops the Interest packet. Therefore Interest packets cannot loop. Each NDN router maintains three major data structures [43, 44] 
Time series analysis
A time series is a sequence of data points or time ordered observations (y 1 , y 2 , ..., y t ) in which each period recorded at a specific time t. A time series forecasting is the use of a model to predict future values based on previously observed values [29, 46] . For time series feature extraction, a trace (set of events) should be converted into time series with the regular time intervals. This will be used as an input for the purpose of prediction. The time series would be described by the following formula [47] :
Where, f is a Time Series Forecasting (TSF) method, τ is specified time delay and n is some integer values. The TSF methods have found applications in very wide area including finance, business, computer science, medicine, physics, chemistry and many interdisciplinary fields. Most time series modeling methods provide only a reasonable, but limited accuracy and suffer from the assumptions of stationarity and linearity [48] .
To improve TSF with nonlinear characteristics, several researchers have successfully employed artificial neural networks [49, 50] .
Particle Swarm Optimization (PSO)
The PSO was firstly introduced by Kennedy and Eberhart in 1995 [51] . It was inspired by the social behavior of a bird flock or fish school. It is a computational method that tries to optimize a problem iteratively by improving a candidate solution with regard to a given measure of quality as utility (cost) function. PSO optimizes a problem by having a population (called a swarm) of candidate solutions (called particles) and moving these particles around in the search space according to simple mathematical formula over the particle's position and velocity. The movements of the particles are guided by their own best known position (called local best) as well as the entire swarm's best known position (called global best) [52] . The structure of the velocity and the position updates is shown in Fig. 1 . In the first movement, particle moves slightly toward the front in the previous direction with the same speed. Afterward, it moves slightly toward the previous local best. Finally, it moves slightly toward the global best [44, 53] . At each iteration, the velocity and the position of each particle are defined according to Eqs. (2) and (3), respectively: 
Where i is the number of the particles in the swarm, V(t) is the particle's velocity at time t, X(t) is the particle's position at time t, P i is the personal best of the ith particle, G is the global best of the entire swarm, ω is the inertia weight (a larger ω performs more efficient global search and smaller one performs more effective local search), c 1 (cognitive parameter) and c 2 (social parameter) are constants which control the search space between the local best position and the global best position (generally c 1 = c 2 = 2 [54] ). Parameters ϕ 1 and ϕ 2 are random numbers uniformly distributed within [0 1]. Eberhart and Shi [55] present a formula to properly balance between exploration (global search) and exploitation (local search) over ω:
Where ω max , ω min , T and t denote the maximum inertia weight, the minimum inertia weight, the total and the current number of iterations, respectively. According to Eq. 4, the inertia weight is uniformly varying from its maximum value to the minimum one.
Genetic Algorithm (GA)
Genetic Algorithm (GA) is a search heuristic and stochastic optimization technique based on biological evolution theory and genetic principles developed by Holland on 1975. GA adopts a group of simulated encoded chromosomes and calculates the fitness function of these chromosomes. GA applies three kinds of genetic operators: selection, crossover and mutation to produce next generation. This evolution process continues until the stopping criteria are met. The selection operator chooses chromosomes from a population for later breeding (recombination or crossover). The crossover operator combines (mates) two chromosomes (parents) to produce a new chromosome (offspring). The idea behind crossover is that the new chromosomes might be better than both of the parents if it takes the best characteristics from each of the parents. The mutation operator alters one or more gene values in a chromosome from its initial state. This can result in entirely new gene values being added to the gene pool. With these new gene values, the genetic algorithm might be able to arrive at better solution than was previously possible. Mutation helps the genetic algorithm to avoid being trapped in a local optimal. GA is appropriate for largesized and nonlinear space problems which solution is unpredictable [56] . One of the main advantages of the use of GA is that it is less likely to fall into a certain local minimum or maximum [57, 58] .
MLP Neural Network
In the last years, various neural network models have been developed for different applications including signal processing, pattern recognition, system modeling and so on [59] . The multi-layer perceptron (MLP) with back-propagation learning is the most popular and commonly used neural network structure due to its simplicity, effectiveness and excellent performance in many applications that require to learn complex patterns [60, 61] . Multi Layer perceptron (MLP) is a feedforward neural network with one or more hidden layers between input and output layer. Feed-forward means that data flows are in the forward direction, from input to output layer. MLP can solve problems which are not linearly separable [62] . A graphical representation of a MLP is shown in Fig. 2 . In the training phase of the MLP, the training set is presented at the input layer and the parameters of the network (weights and biases) are dynamically adjusted using gradient-descent based delta-learning rule (back-propagation learning) to achieve the desired output [63, 64] . The training process of MLP neural network is defined as follows:
Step 1: Network initialization. The connection weights and bias of the network are initialized randomly, setting up the network learning rate η, the error threshold ε, and the maximum iterations T .
Step 2: Data preprocessing. Data samples are usually partitioned into three sets: training, validation and test. The training sets are used for training (to adjust the weights and biases) the network; the validation sets are the part that assesses or validates the predictive ability of the model during the training to minimize overfitting; the test sets are used for independent assessment of the model's predictive ability (generalization performance) after training.
Step 3: Training network. input the training sets into MLP, compute network predicted output values, and calculate the error E between output and the target value. The error function is defined as follows:
Where,ŷ
Where, φ k is an activation function for neuron k in hidden layer, h(i) is the output value for neuron (node) i in the hidden layer, W ik is weight connection between neuron i in hidden layer and neuron k in output layer, l and m are the number of neurons for output layer and the hidden layer, respectively. h(i) is calculated by:
Where, φ i is an activation function for neuron i in hidden layer, W ji is the weight connection between neuron i and input j, X is input value, and b i is the bias connection of neuron i in hidden layer.
Step 4: Updating the weights and biases. update network weights and biases according to the prediction error E, making the predictive value of the network as close to actual values through a Back-propagation algorithm.
Step 5: Judgment of whether the end condition is met. If E <= ε, network training is stopped and go to step 7.
Step 6: Judgment of whether an overfitting has occurred. If accuracy of the validation error has not been satisfied network training is stopped and go to step 7; otherwise, return to step 3 to continue training.
Step 7: Judgment of generalization performance. Run test data set by trained network for generalization performance measurement.
Step 8: Further usage. if the prediction error of the network is acceptable, use the network for further usage; otherwise, go to the Step 1 and train the network again until an ideal network with desire accuracy is found.
Fuzzy Set
In classical set theory, an element either belongs or not to a set of elements. Therefore, the membership evaluation is boolean. A more flexible approach would be fuzzy set theory, where elements belong to sets with certain degree of membership that takes its value in the interval [0 1]. This makes fuzzy set theory suitable for complex models where some things are not either entirely true nor entirely false and where the problems are somehow ambiguous or it is needed to manage subjective judgments or opinions [65] . In our scenario, it could be used to decide things like "Is the PIT entry rate average or very high?". Therefore, fuzzy set theory can be successfully employed when most of the decision making attributes are qualitative in nature, with the possibility of subjective assessment [66] . In fuzzy set theory, a linguistic variable is a variable whose values are words or sentences in natural or artificial language [67] . A fuzzy rule is defined as a conditional statement in the form:
IF x is A T HEN y is B
Where x and y are linguistic variables; A and B are linguistic values determined by fuzzy sets on the universe of discourse X and Y, respectively. These rules are then mathematically represented by a membership function.
The membership provides a measure of the degree of presence for every element in the set [68] . A fuzzy system often consists of four main parts: fuzzification, rules, inference engine, and defuzzification [43] . In the fuzzification step, a crisp set of input data is converted to a fuzzy set using fuzzy linguistic terms and membership functions. In step 2, a list of fuzzy statements are constructed to create what is called "rule base". That rule base will be used to process the fuzzy data by a computational unit, which will output again fuzzy sets. In the defuzzification step, that fuzzy output is mapped to a crisp (non-fuzzy) output using the membership functions. 
The proposed method: ACCPndn
In this section, we introduce our proposal, ACCPndn: a two phase framework for congestion control. The first phase being adaptive training and the second one fuzzy avoidance. This proposal aims to avoid congestion before it builds up. A diagram of the two phases of the ACCPndn is shown in Fig. 3 .
Phase 1: Adaptive Training
For TLFN modeling, we try to forecast the rate at which entries are added to the PIT table in NDN routers (In the rest of the paper we use the term PIT entries rate interchangeably). Since all exchange in NDN is Interest/Data (one Interest packet will be replied back with one data packet), the rate of new PIT entries (the expected amount of returned data) could be a good indicator of a future congestion in the router's buffer. With the prediction of new PIT entries rate in the next time interval, the arrival rate of data packets at that are susceptible to create congestion can be forecast in a timely manner. In this phase, routers learn what are the kind of many low and high frequent traffic patterns which cause an overflow in the routers' buffers and create congestion.
We adopt the nodes connectivity of the NDN routers for defining the number of neural network layers, the connectivity of layers and the number of neurons in TLFN. Fig. 4 shows the logic of the proposed neural network connectivity. The neural network used consists of m × n input nodes, two hidden layers and one output layer containing n node. The m denotes the number of features in the input layer and n denotes the number of the contributing routers. The input features correspond to the PIT entries rates for a set of consecutive time intervals. For the connectivity between input layer and first hidden layer, the neural network reflects the connectivity of the data network by only allowing links between neurons representing adjacent nodes. For instance in Fig. 4a , n would be six because only six nodes are actually contributing traffic. Hence, the connection between node 1 in the input layer and node 4 in the first hidden layer derived from their connectivity in the data communication network. We only allow connectivity between nodes neighbors from input neurons (nodes) to represented neurons (nodes) in the hidden layer. On the other hand, according to the definition of the NDN data communication, when a node's cache cannot satisfy Interest packets, the node forwards Interest packets toward the origin's content through intermediate nodes. mean the first, fourth and fifth routers will be faced with the new PIT entries with the probability of 50%, 30% and 90% in the next time interval, respectively. During the training and analysis, our assumption is that the all network elements (routers and links) are switched on and the network topology is constant. We plan to investigate an approach as switching off network elements while still guaranteeing the least packet drop and maximum link utilization during congestion in the future work. The constructed TLFN is trained offline in order to create a pattern by learning the PIT entries rate in contributing routers in the next time interval. Afterward, we create a control agent containing this trained neural network to being placed in the simulation environment. A higher level view of our architecture is a network with a control agent existing somewhere on a node in the network. This controller should easily gather required input information (historical PIT entries rate) from contributing routers in a predefined time interval. When the controller predicts the rate of PIT entries in contributing routers, it sends the prediction rate to the corresponding routers. Then, each router per interface performs a fuzzy decision making to control or prevent the probable packet drop in a timely manner (see section 8.2). For TLFN modeling, we propose a new technique, an hybrid of particle swarm optimization and genetic algorithm during the TLFN training. The TLFN+PSO-GA integrates PSO and GA to tune (optimize) weights and biases of TLFN. The computational procedures for the proposed TLFN+PSO-GA are as follows:
Step 1: Normalize data samples into [0 1]:
Where min(X i ) and max(X i ) are the minimum and maximum value of data samples and X i denotes the real value of each vector.
Step 2: Define some initial parameters: c 1 = c 2 = 2, ω min = 0.3, ω max = 0.9, nS warm = 25 (number of the particles), MaxIter = 500 (maximum number of the main iteration), MaxIter PS O = 4 (maximum number of the PSO iteration), MaxIter GA = 2 (maximum number of the GA iteration), Var min = 0 (lower bound of variables -particles' position-) and Var max = 1 (upper bound of variables).
Step 3: Randomly initialize a group of particles in size of nS warm. Each particle includes position (the weights and the biases of TLFN) and velocity.
Step 4: Calculate the particles' fitness value. The performance (fitness) function is Mean Square Error (MSE) between the actual target and output of the neural network. Afterwards, update the pbest (personal best of each particle) and the gbest (global best of the swarm).
Step 5: Repeat the following loop until the target or maximum sub-iteration of PSO (MaxIter PS O ) is reached:
Step 6: Apply PSO main loop:
1. Update velocity by Eq. 2. 2. Apply velocity limits: If the velocity of a particle exceeds the minimum or maximum allowed speed limit, it should bring such particle back into the search space: cle exceeds the boundary of search space, this such particle should bring back into the feasible search space:
6. Evaluate fitness function. 7. Update the personal best (pbest) and the global best (gbest).
Step 7: If MaxIter PS O is not reached to its predefined value go to the step 6; otherwise, if all particles updated and MaxIter PS O is reached to its predefined value go to the next step.
Step 8: Apply real-coded GA operators: reproduction, crossover, mutation, selection:
1. Reproduction: reproduce a number of individuals (chromosomes) for crossover and mutation: nCrossover = (pCrossover × nS warm 2 ) × 2 (12) Where, pCrossover(=0.7) is crossover percentage, nCrossover is the number of parents (Offsprings).
Where, pMutation(=0.2) is mutation percentage, nMutation is the number of mutants. 2. Crossover: apply two-point crossover over two random selected particles for the number of nCrossover particles (individuals). It creates new population set as pop Crossover . Calculate fitness function for pop Crossover . 3. Mutation: apply mutation over random selected particle for the number of nMutation particles:
It creates new population set as pop Mutation . Calculate fitness function for pop Mutation . Step 9: Update pbest and gbest.
Step 10: If the sub-iteration of GA algorithm (MaxIter GA ) is not reached to its predefined value go to the step 8; otherwise, go to the next step.
Step 11: Update ω by Eq. 4.
Step 12: If the maximum iteration (MaxIter) or predefined target is not reached, go to the step 5; otherwise, the gbest includes the optimized parameters (weights and biases) of TLFN+PSO-GA and the network can be used for forecasting.
Phase 2: Fuzzy Avoidance
As we explained earlier, a controller based on the trained TLFN+PSO-GA is placed in the network to gather required information for PIT entries rate forecasting in the contributing routers. In this phase, a Fuzzy Inference System (FIS) is applied to prevent probable packet drop in susceptible routers to congestion problem before building up. We deploy a combination of three criteria where each interface in contributing routers gathers them in each time interval:
1. PIT entries rate forecasting in each router through the first phase (training module). 2. Interest satisfaction rate in PIT per interface.
We take into consideration the unique feature of NDN, i.e., one Interest packet will only return back one data packet in reverse path of the Interest packet. 
WhereÎ n andD n are the average number of the placed Interests in the PIT table and the incoming data packets of an interface at the nth time, respectively. We apply the standard Exponentially Weighted Moving Average (EWMA) with α coefficient (a lower α counts widely earlier observations) [69] to calculate the placed Interest packets in PIT and the incoming data packets periodically, e.g., once a second:
Where I n and D n are the total number of incoming Interest in PIT and incoming data packets of an interface in the nth period. Generally, the reasonable RSI of every interface should be around 50%.
Cache hits rate per interface.
If an interface satisfies the most arrival Interest packets by cache, it should be significantly considered in the decision making. Otherwise, if an interface of a suspected router to congestion just fills up PIT table, it should be negatively considered in decision making. We apply Exponential Moving Average (EMA) to calculate the new average of the cache hits ratio in the recent nth time interval. It applies weighting factors which decrease exponentially (the weighting for each older datum decreases exponentially):
Where, C 1 denotes to the number of current cache hit and C n is the number of the cache hits in the recent nth time. These three criteria themselves involve fuzziness because of bringing vague, imprecise or uncertain information along in problem solving. For instance, the exact value 0.7 (or 70%) cannot show that it is very high percentage or partially high percentage of occurrence an event (e.g., one of the three applied criteria). With the uncertainty modeling, fuzziness subjective, incomplete and imprecise data can be described. Thus, a fuzzy control system can construct a control system in terms of many-values logic dealing with reasoning, i.e., approximate rather than fixed or exact. The output of proposed FIS is the amount of interface load in a router. Interface load means the portion of the corresponding interface in filling PIT table entries up in that router. The structure of the proposed fuzzy inference system is depicted in Fig. 5 . When the controller forecasts PIT entries rate and sends them to the corresponding routers, the proposed fuzzy control system is called in each contributing router to apply three types of control per interface including (1) readjust Interest packets rate, (2) effect on forwarding strategy in the downstream and (3) set default configuration. We set two thresholds (threshold min and threshold max ) to make decision regarding to the crisp output of the proposed FIS. We set threshold min and threshold max to 20% and 80%, respectively. The procedure of the fuzzy decision making approach is depicted in Fig. 6 . According to Fig. 6 , if the output of FIS from R i j is bigger than threshold max , there is more likely that interface j in router i will face to a malignant congestion (very high packet drop in router's buffer) and the best decision can be changing the interface j status to the unavailable (cannot bring data back) and will be deactive for a predefined time interval t in order to the downstream (neighbor router) does not send Interest packets. It allows to downstream to forward its Interest packets via other available links. If the output of the FIS is between [threshold min threshold max ] in an interface j, there is more likely by controlling the rate of Interest packets in the downstream in a predefined time interval t, the probability of packet drop reduces considerably. Finally, if the output of FIS in an interface j in router i is lower than threshold min , there is more likely that there is no congestion (packet drop) in the next time interval and the configuration of an interface j can be set to its default values: set original Interest packet rate and/or make available (can bring data back) the downstream interface j. We apply an ascending penalty for definition of time interval t during two restrictions (Interest packets rate and interface unavailability). If in an interface j in a time T , a restriction is needed, counter sets to 1 sec. If in Figure 6 : ACCPndn: the first phase by a controller and the second phase by routers per interface the next time interval T + 1 a same restriction again be reported, counter sets to 2 sec. Our ascending penalty method is in 2 counter . Initially, counter sets to 0 and increase linearly in each time interval. The counter will set to the initial value when the output of FIS be lower than threshold min in the next time interval. This ascending penalty intensifies the restriction to avoid packet drop in the long-term.
Evaluation Setup
We use simulations to quantify effect of congestion and its countermeasure. In this work, we used the open-source ndnSIM [70] package, which implements NDN protocol stack for NS-3 network simulator (http://www.nsnam.org/), to run simulations for evaluating the performance of proposed method. ndnSIM simulation environment reproduces the basic structures of a NDN node (i.e., CS, PIT, FIB, strategy layer, and so on). The proposed adaptive training method (first phase) was implemented by the MAT-LAB software on an Intel Pentium 2.13 GHz CPU, 4 GB RAM running Windows 7 Ultimate. This algorithm deployed to C++ project integrating as a C++ shared library using the MATLAB compiler. Then, this C++ program was integrated with ndnSIM environment to be able to adjust in the simulation environment. The proposed fuzzy avoidance phase was also implemented with C++ in ndnSIM environment. We choose two metrics to quantify the effectiveness of our countermeasure. First criterion is the average of utilization of multiple paths (retry alternative paths) to mitigate congestion in bottleneck links. The indicator for evaluating the utilization of bottleneck links and alternative links is the rate of InData. InData denotes a number of arrival data in an interface. InData guarantees that this amount of data packet was actually transferred over the channel during the congestion. Second criterion is the average of packet drop rate. If the proposed ACCPndn considerably decreases or totally removes packet drops, it can be concluded our proposed method is highly effective at mitigating/removing packet drops.
Our experiments are performed over two topologies shown in Fig. 7 . Fig. 7a corresponds to DFN-like (Deutsche Forschungsnetz as the German Research Network) [71] , and Fig. 7b corresponds to the Switch-like (Swiss Education and Research Network) [72] . We use the symbols Cx, Px, and Rx to represent x-th consumer, producer and router, respectively. We leave the investigation of the most complex arbitrary network topologies to future work. The properties of the underlying topologies are listed in Table 1 , which are defined as follows: In spite of various arguments and experiments, there is no typically and properly justification for NDN parameters and they have specified based on authors' experiences and designs [6] . Therefore, the applied control parameters of the ACCPndn are iteratively learned under various network environments to make a real data communication in considered topologies. For scalability reasons, it is important for a congestion control protocol to be able to maintain their properties as network characteristics change. We thus set nodes' PIT size to a range of [700 1000] randomly, while the Interest expiration time was set to the default timeout of 4000 ms. We set the link delay and queue length parameters to different values for every node in the simulated topologies. In particular, we set delay and queue length to about 2ms and the range of 200-500 for both considered topologies, respectively. A various PIT entries replacement policies (i.e., perform different actions when limit on number of PIT entries is reached) were adopted randomly over the nodes in both considered topologies including persistent (new entries will be rejected if PIT size reached its limit) and least-recently-used (the oldest entry with minimum number of incoming faces will be removed). Moreover, The nodes' cache capacity was set to 1000 contents, while the caching replacement policies were set to randomly over the nodes including least-recently-used, FIFO (first-input first-output) and random policies. We ran various traffic patterns within the randomize and Zip-Mandelbort (α is in range of [0.4 0.9]) distribution. For both distribution methods, we applied uniform and exponential patterns of distribution. The expected frequency of Interest packets generation sets to a range of 100-1000 packets per second. Each consumer changes five times the frequency randomly during simulation run. We assign some bottleneck links with yellow dash lines in both considered network topologies in Fig. 7 . We set bandwidth in the range 1 Mb/s to 3 Mb/s randomly. Table 2 is also shown the Interest-Data communications. Finally, we investigate the transient behavior of the utilization and the packet drop rate at the bottleneck links and alternative paths for congestion control and/or avoidance during simulation run. C1  P1  C1  P1  C2  P2  C2  P2  C3  P5  C3  P3  C4  P4  C4  P1, P4  C5  P2, P3  C5  P3  C6  P3  C6  P2, P6  C7  P4, P6  C7  P5  C8  P1, P5  C8  P5, P6  C9 P4, P6 C9 P7
Evaluation Results
In this section we report the results of evaluation of ACCPndn presented in Section 8.
Phase 1: adaptive training
Training phase consists of a collection of time ordered observations of PIT entries in contributing routers from two considered NDN network topologies in Fig. 7 . Depending on the time scale, there are four main forecasting types including real-time, short-term, middleterm and long-term [73] . The real-time forecasting is the most appropriate type of PIT entries forecasting where samples not exceed a few seconds and requires an on-line forecasting and reaction in a timely manner. The choice of the input time intervals has a crucial effect in the PIT entries forecasting performance. A small number of time intervals will provide insufficient information, while a high number of intervals will increase the probability of irrelevant input features [29] . Several configurations based on our observations of PIT entries fluctuation in considered network topologies were set. Five different sliding windows were empirically adopted based on the predefined time interval (we set 1 sec):
• DFN-like:
1. {1 2 3 6 7 8 11 12 13 24 25 26 38 39 40} 2. {1 2 3 6 7 8 11 12 13 24 25 26} 3. {1 2 3 4 5 8 9 10 11 12} 4. {1 2 3 7 8 9 12 13 14 26 27} 5. {1 2 3 6 7 8 10 11 12 23 24 25}
• Switch-like: 
where T is the actual value and O is the forecast value. The MSE quantifies the difference between values implied by an estimator and the true values of the quantity being estimated. The SMAPE is an alternative to Mean Absolute Percent Error (MAPE) when there are zero or near-zero demand for items. It is a measure of accuracy of a method for constructing fitted time series values in statistics. In case of the 20 simulation runs, forecasting methods likely yield different results. Therefore, the forecasting results are investigated by statistical tests if these differences are significant [74] . We have used Pearson correlation coefficient and Kendall's tau'b with 99% of confidence level implemented by MATLAB software. Moreover, the time series data from considered NDN topologies were divided into three contiguous blocks as training (70% of the series) to fit (train) the forecasting models, validation (next 15% of the series) to evaluate the forecasting accuracy during the training and test (remaining 15% of series) to confirm the forecasting accuracy after training.
DFN-like topology
Fig . 8 shows the optimal accuracy derived from the first constructed sliding windows as the best configuration setting. The box plot of TLFN + PSO-GA in Figs. 8a and 8b is comparatively short as compared to other methods. This suggests that overall MSE and SMAPE values are relatively small and have a high level of agreement within 20 runs. TLFN + PSO-GA provides better results than TLFN + GA-PSO which it confirms that GA performs a good local search for better particles movement in the swarm to minimize significantly both applied cost functions. Indeed, TLFN + PSO and TLFN + GA obtain quite good forecasting errors as compared to TLFN + BP by MSE and SMAPE in the almost all 20 runs, respectively. As expected, the hybridization of the optimization algorithms reveal a better performance as compared to standalone TLFN trained by BP. The short lower and upper whisker in the Figs. 8c and 8d mean that the results of several runs are not varied. As shown, the correlation between different applied algorithms with 99% of confidence level is strong and positive which is statistically significant. The significant statistical correlation between 20 runs is the proposed forecasting method in ACCPndn about 98.5% as compared to other algorithms ranging 96%-98.3%. Moreover, the values for concordance coefficient from Kendall's tau'b results are close to +1, which means that there is a large agreement between the forecasting results. The concordance coefficient of the proposed forecasting method in ACCPndn is better than other algorithms ranging 86%-88%. 
Switch-like topology
This large network can be formed and decomposed to two separated clusters (or domains). The reason is that the constructed TLFN would face high generalization error and non-proper training due to the poortrainability and the over-fitting against larger and more complex network topologies. Therefore, we decompose the Switch-like topology graph experimentally to two clusters from the edge routers. This decomposition is depicted in Fig. 7b by vertical dot points. First cluster consists of eight routers (R1, R2, R3, R5, R6, R7, R9 and R10) and the rest (ten routers) appears in the second cluster.
The optimal forecasting performance of the first and the second cluster derived from the third and the second sliding windows is depicted in Figs. 9 and 10 , respectively. The box plots clearly illustrate that the proposed TLFN + PSO-GA is able to provide roughly appropriate performance in terms of the MSE and SMAPE. The extensive analysis in Figs. 9c-9d and Figs. 10c-10d demonstrate that the correlation and the concordance coefficient between results by the proposed training algorithm is more significant than other applied hybridization during 20 runs. Similar to the results of DFN-like topology (see section 10.1.1), TLFN by PSO-GA training satisfies performance criteria more appropriate than by GA-PSO in Switch-like topology. Moreover, as we expected, the application of the optimization algorithms can perform a better performance as compared to standalone training by BP.
Phase 2: fuzzy avoidance
In this study, MATLAB fuzzy logic toolbox is used for fuzzy rule based decision-making regarding to congestion control. The second phase is structured with following components:
1. Three fuzzy set of input variables: (1) [75, 76] is inherently open to the right or to the left; thus, it is appropriate for representing concepts such as "Low", "High" or "Negligible", "Overloaded". The guass2mf is also employed for middle linguistic values ("Medium", Fig. 12 , the cache hit ratio plays an important role for decision making next to the RSI and PIT entries forecasting, while, the high cache hit ratio might bring the not highly interface load and the low cache hit ratio might bring the highly interface load. Moreover, the RSI criterion plays a main role as far as the increasing the RSI will lead to high interface load. A sample of constructed rule base is as follows: if CacheHits is low and PITentry is high and RSI is high InterfaceLoad is Overloaded if CacheHits is medium and PITentry is high and RSI is medium InterfaceLoad is ModerateLoad if CacheHits is high and PITentry is high and RSI is medium InterfaceLoad is SmallLoad if CacheHits is high and PITentry is medium and RSI is low InterfaceLoad is Negligible 5. Inference: Mamdani fuzzy inference by fuzzy set operations as max and min for OR and AND, respectively. 6. Defuzzifier: Center of Gravity algorithm:
Where, u denotes the output variable, µ is the membership function after accumulation, min and max are lower and upper limit for defuzzification, respectively. A sample solution area (fuzzy inference) of proposed fuzzy detection phase is given in Fig. 13 .
Results and Observations
In this section, we demonstrate through simulations that ACCPndn satisfies applied performance criteria as compared to NACK [20] and HoBHIS [9] methods. The Interest NACK mechanism enables NDN routers to perform quick recovery per interface rate limit to avoid congestion on a local outbound interface. The Hopby-hop Interest Shaping (HoBHIS) is also a congestion control mechanism by shaping the rate of the Interest which is currently sending towards content providers with routers. NACK, HoBHIS and ACCPndn also have a fundamental difference in the implementation of the algorithm. ACCPndn controls or avoids congestion traffic through an hybridization of TLFN, metahuristics and non-linear fuzzy logic-based control system to predict future PIT entries and perform an adaptive recovery whereas NACK and HoBHIS apply a rate limiting after arriving congestion traffic which prevents the link between the two nodes from being congested. The results demonstrate that ACCPndn outperforms NACK and HoBHIS mechanisms sufficiently. In the training phase of ACCPndn we select the first, the third and the second time intervals configurations for DFN-like, the first cluster and the second cluster of Switch-like topologies, respectively. These time intervals perform better than others in (near) optimal configuration of TLFN + PSO-GA predictor based on the applied performance metrics within 20 runs. This TLFN + PSO-GA runs iteratively (we set 1 sec) to gather historical information of PIT entries in contributing routers in defined sliding windows in order to predict the PIT entries in the next time interval (see sections 8.1 and 10.1). These amount of predictions are sent to the corresponding routers to run second phase of ACCPndn, i.e., a nonlinear fuzzy control system per interface to control/avoid packet losses to mitigate congestion (see sections 8.2 and 10.2). When the controller runs initially, some time intervals are not available, that we set zero to those time intervals until their time reaches.
We show the results in four conditions (Baseline, NACK, HoBHIS and ACCPndn) in the bottleneck links to confirm the effectiveness and efficiency of ACCPndn in terms of the applied performance metrics. Figs. 14 and 15 demonstrate the average Data packet drop within 10 runs in DFN-like and Switch-like topologies, respectively. As shown in these figures, there is a considerable benefits of the proposed countermeasure implemented by ACCPndn in reduction of the packet drop. Tables 3  and 4 illustrate the statistics of packet drop rate in DFNlike and Switch-like topologies, respectively. According to these tables, the average number of packet drop HIS within 10 runs. We also show the benefit of the ACCPndn by Mean, Standard Deviation (Std.), Standard Error of the Mean (SEM) and lower and upper boundaries of the 95% confidence interval in probability distribution of the amount of packet drop in contributing routers. The total average packet drop rate in both considered topologies is illustrated in Fig. 16 . In Figs. 17 and 18 we show the average utilization of the bottleneck links and retrying alternative links in four conditions. Accordingly, we observe that ACCPndn achieves the highest and the better average utilization and retrying alternative links as compared to NACK and HoB-HIS. These highlights confirm that the ACCPndn is effective and efficient in presence of bottleneck links and congestion problems, and outperforms the NACK and the HoBHIS sufficiently.
Discussion
In this paper, an Adaptive Congestion Control Protocol in Named Data Networking by learning capaci- and Switch-like (Fig. 7) . In particular, we were interested in decomposing the Switch-like network topology graph to two clusters for two reasons: (1) avoiding poor trainability and high generalization error by TLFN over larger and more complex topology graphs, and (2) evaluating feasibility and accuracy of the ACCPndn over two interconnected clusters forming a larger topology graph. There will be several future works, such as applying ACCPndn over larger, more complex and arbitrary network topologies by several separated clusters to assess and measure the robustness and the feasibility of the ACCPndn in more than two interconnected NDN clusters. Another future work for scalability measurement is directly towards investigating the combination of different status of the routers and links (e.g., link failure, connecting and disconnecting nodes to the network, changing the topology of the clusters or the entire graph) in a dynamic network environment. On the other hand, the implementation of ACCPndn needs more time and effort than two applied preexisting algorithms. Because ACCPndn works in two phases (i.e., offline training and online avoidance), in which the first phase needs more effort for configuring the network parameters as well as evaluating the effect of tuning parameters on performance of the training. Putting more effort into finding well-tuned parameters (e.g., sliding windows for TLFN and logic-based rules for fuzzy control system) leads to forecast congestion traffic with an appropriate performance. In spite of being more time consuming to build TLFN in the first phase of the ACCPndn, we enabled a suitable compromise by ACCPndn between overhead of implementation and the applied performance metrics including the rate of data packet drop and the number of arrival data packet during congestion (see section 10.3). The results confirm that the ACCPndn for congestion control in NDN can yield high accuracy as compared to NACK and HoBHIS without very much computational cost.
Finally, in case of choosing preliminary appropriate sliding windows for constructing TLFN, we applied empirically different sliding windows in order to find the most appropriate sliding windows. Accordingly, we employed the best configuration setting in the first phase of the ACCPndn (see section 8.1).
Conclusion
Our main contribution is to develop an Adaptive Congestion Control Protocol in Named Data Networking (ACCPndn) that works in two phases. The first phaseadaptive training-forecasts the source of congestion together with the amount of congestion in NDN routers with a Time-Lagged Feedforward Network (TLFN) optimized by hybridization of PSO and GA. The second phase -fuzzy avoidance-employs a non-linear fuzzy logic-based control system based on the outcomes of first phase, which it makes a proactive decision in each router per interface to control and/or prevent packet drop well enough in advance. Extensive simulations and results show that ACCPndn sufficiently satisfies the performance metrics and outperforms two previous proposals such as NACK and HoBHIS in terms of the minimal packet drop and high-utilization (retrying alternative paths) in bottleneck links to mitigate congestion traffics. In addition, it is found to be scalable with respect to varying bandwidths, packet generation, and replacement policies in cache and PIT table.
