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ABSTRACT
Obtaining spatial predictions by kriging is a common approach in geostatistics. This is
usually accomplished by assuming a Gaussian random field (GRF), estimating covariance pa-
rameters by maximum likelihood estimation, and using the kriging equation to obtain pre-
dictions. For massive data sets, kriging becomes computationally intensive, both in terms of
CPU time and memory, and this burden is even more restrictive for multivariate data. Cressie
and Johannesson (2008) proposed fixed rank kriging as a solution, with maximum likelihood
estimation of the covariance parameters later addressed by Katzfuss and Cressie (2011b). The
disadvantage to this method is that accuracy in prediction is bounded by the predetermined
fixed components of the model. We propose two methods that utilize the Spatial Random
Effects (SRE) model of Cressie and Johannesson (2008), but allow for estimation of the fixed
components. In the first method called Reduced Basis Kriging, we use restricted maximum
likelihood estimation and sparse matrix methodology to obtain additional gains in computa-
tional efficiency without loss of accuracy in prediction. Reduced Basis Kriging does require
additional model assumptions, therefore the alternating expectation conditional maximization
(AECM) algorithm is suggested as a second method which maintains a very flexible covariance
structure and provides estimation of the fixed components. These methods are then extended
to handle multivariate data for either a large sample size or a large number of response vari-
ables. Unlike previous methods of efficient cokriging, this methodology does not require that
observations are recorded at the same locations. Experiments show that our methodology can
provide a consistent improvement in accuracy while minimizing the additional computational
burden of extra parameter estimation. The methodology is extended to climate data archived
by the National Climate Data Center.
1CHAPTER 1. OVERVIEW
1.1 Introduction
Data is collected every day and when this data is collected at varying locations, it has a
spatial aspect. Responses captured at similar locations often have similar properties and this
knowledge can be used to improve our understanding of the overall process being examined.
The spatial domain from which measurements are taken can be defined as either a finite or
infinite set. Consider a continuous domain with an infinite number of locations. An example
is any geographic data where the exact location is provided. Measurements cannot feasibly
be obtained for an infinite set of locations, so a subset is generally collected. Interpolation
is necessary to obtain measurements at any location outside of the observed subset, and this
process is known as spatial prediction.
Consider a spatial domain D and two subsets of D: the observed locations (s = {s1, s2, . . . ,
sn} ∈ D) and the desired locations (s0 = {s01, s02, . . . , s0N} ∈ D), which may (or may not)
include the observed set {si : i = 1, 2, . . . , n}. The response of interest can then be defined
as a random process containing three components: a mean structure x(·), a zero-mean spatial
process f(·), and a zero-mean measurement error process (·). In geospatial statistics, this
process is generally assumed to be Gaussian and a linear combination of the three components,
formulated as
y(s) = x(s) + f(s) + (s). (1.1)
Under this setup, the most common method of spatial prediction is kriging which was devel-
oped by the French mathematician Georges Matheron Matheron (1962) and named after D. G.
Krige, a South African mining engineer, in honor of his work (Krige, 1951) which originated as
his Masters’ thesis. By assuming a linear Gaussian model, the best linear unbiased predictions
2(BLUP) for the random variable at the desired locations (y(s0)), assuming squared error loss,
is
yˆ(s0) = E(y(s0)) + Cov(y(s0),y(s))[Cov(y(s),y(s))]
−1[y(s0)− E(y(s0))], (1.2)
a combination of first and second moments (Cressie, 1993). This form of spatial prediction
is used in many applications, such as in mining (Richmond, 2003), hydrogeology (Chiles and
Delfiner, 1999), natural sciences (Goovaerts, 1997), environmental sciences (Bayraktar and
Turalioglu, 2005), remote sensing (Stein et al., 2002), or black-box modeling in computer ex-
periments (Sacks et al., 1989).
A computational limitation arises for large n as equation (1.2) involves solving an n × n
linear system (inverting the covariance matrix), which is an O(n3) operation. When multiple
responses are recorded at the same location and, consequently, a multivariate analysis is ideal,
this computational impediment is exacerbated. On the cusp of the “Big Data” revolution, such
costly calculations are unavoidable. However some work has been done to this end.
1.2 Dissertation Organization
Spatial prediction, kriging in particular, is computationally intensive when datasets become
large. Approximations can be used to relieve some of the burden; however a thoughtful strat-
egy should be outlined for what can be approximated and what must be estimated. In this
dissertation, we explore various uses of the spatial random effects model to perform spatial
prediction for both univariate and multivariate data and how efficiency and accuracy can be
improved.
Chapter 2 of this dissertation provides an alternative form of fixed rank kriging which will
take advantage of the fixed basis functions in the spatial random effects model to reduce matrix
algebra to O(m3) operations. This method will be referred to as reduced basis kriging. Chapter
3 addresses estimation of the range by means of the Alternating Expectation Conditional
Maximization algorithm (AECM) (Meng and van Dyk, 1997; Chen and Maitra, 2011) combined
with the Quadratic Search algorithm (Muu and Quy, 2003).
In chapter 4 of this dissertation, we develop a multivariate prediction methodology similar to
3that of Brynjarsdottir and Berliner (2012) that uses a frequentist approach, namely maximum
likelihood estimation. However, model construction through conditional distributions can be
impractical for large p or even computationally infeasible if
∑p
j=1 nj becomes too large. In
response to this issue, we devise two algorithms for obtaining multivariate spatial predictions:
one that is extremely flexible constructed through conditional distributions and another that
provides predictions with the greatest computational efficiency, both by ML estimation.
1.3 Literature Review
Methods for kriging massive spatial fields generally can be grouped into two main cate-
gories: those that approximate the kriging equations and those that perform exact kriging.
There has been a lot of work in approximating the kriging equations of (2.2) (Nychka et al.,
1996; Nychka, 2000; Nychka et al., 2002; Billings et al., 2002a,b; Quin˜ero-Candela and Ras-
mussen, 2005; Furrer et al., 2006). Nychka (2000) proposed an approximation that maintains
an orthogonal representation through the use of Demmler Reinsch basis functions and matrix
decompositions. Estimates of weights used in the approximation are obtained by thin-plate
splines and generalized cross-validation is used to estimate parameters. The computational
efficiency that allows for prediction of large spatial datasets is then achieved by truncating the
basis where the weighting functions used in approximation are nearly 0 for large eigenvalues
obtained from the decomposition of the covariance of the spatial process. However, Nychka
(2000) noted that this procedure may lead to improper levels of smoothing and that the global
smoothing may miss local features of the data.
Nychka et al. (2002) note that spatial data can be represented as a linear combination of in-
dependent and identically distributed N(0, 1) random variables and eigenvalue decompositions
of the assumed spatial covariance and then use wavelet basis functions in place of the eigenvalue
decompositions. They relax the assumption of independence between random variables (coeffi-
cients) and show how to estimate the correlation between these coefficients. Quick calculations
capable of handling massive datasets are based on the discrete wavelet transform (DWT) and
the enforced sparseness of covariance matrix among coefficients. The major concerns of this
method are that they assume a regular grid and, due to the discrete nature of the DWT, can
4only approximate the exact translation and scaling of fixed functions.
Billings et al. (2002a) outline a three-step process to reduce the computation of spatial
interpolation models. They (1) replace direct inversion techniques with iterative methods such
as conjugate gradients, (2) use pre-conditioning to cluster the eigenvalues of the interpolation
matrix, and (3) compute the matrix-vector product required at each iteration with a fast
multipole. Billings et al. (2002b) present smoothing methods, in particular generalized cross-
validation and least squares, that can be coupled with previous work (Billings et al., 2002a)
to perform efficient spatial prediction. Their major concerns are that smoothers don’t look as
visually appealing as kriging estimates and if a spatial random field is true, kriging is more
accurate.
Quin˜ero-Candela and Rasmussen (2005) assume a Bayesian perspective by analyzing the
posterior of each algorithm and computing its corresponding effective prior. In contrast to the
usual Bayesian analysis, this means that exact inference is performed and the prior is approxi-
mated. This leads to the approximations being expressed as prior assumptions which is easily
interpretable. It also provides a useful unifying theme with which to compare approximation
methods. Inducing variables are then used to minimize the computational cost of evaluating
the posterior distribution.
Furrer et al. (2006) truncate the covariance function of the spatial process to zero, providing
tremendous gains in computational efficiency, and show that with the appropriate polynomial
tapers, asymptotic optimality is maintained. This research is, however, restricted to the Mate´rn
covariance and may not be appropriate for nonstationary random fields. This methodology is
then extended to maximum likelihood (ML) estimation by Kaufman et al. (2008) and is shown
to be strongly consistent under certain conditions.
Although the approximations methods described above have different advantages and dis-
advantages, they are all limited by the fact that they are approximating the kriging equations.
Thus their value is measured by the difference between approximated and corresponding the-
oretical values of their kriging estimates and mean square prediction errors. An alternative
approach is to choose a class of covariance functions with which kriging can be done exactly,
regardless of the magnitude of the collected data, thus alleviating the necessity to compare ap-
5proximate and theoretical values. If thoughtfully constructed, multiresolution spatial processes
can allow for exact kriging (Huang et al., 2002; Johannesson and Cressie, 2004; Johannesson
et al., 2007).
Huang et al. (2002) propose using multiresolution autoregressive tree-structured models to
capture spatial structure at various scales. The major advantage to these models is that they
preserve ”mass balance” across resolutions. That is to say, the ”mass” at higher resolutions
should be equal to the total ”mass” of their corresponding lower resolutions. A change-of-
resolution Kalman filter is then applied to compute optimal estimates efficiently. Johannesson
and Cressie (2004) build upon the multi-resolution spatial models (MRSMs) of Huang et al.
(2002), proposing a parameterization that captures smooth changes in nonstationary spatial
covariance structure and using resolution-specific likelihood-based methods to perform param-
eter estimation. Johannesson et al. (2007) then extended the MRSMs to incorporate temporal
dependence, drawing knowledge from previous observations in similar locations.
A concern with the MRSMs is that the tree-structure implies a piecewise constant and
non-stationary covariance function. Cressie and Johannesson (2008) used the ”spatial random
effects model” and ”fixed rank kriging” to quickly obtain optimal spatial predictions that also
allow for very flexible covariance structures. They approximate the underlying spatial process
f(·) through multiresolution basis functions, but maintain exact formulas to obtain kriging
estimates. The methods proposed throughout this dissertation build upon the spatial random
effects model and so we describe this structure in more detail in what follows.
1.3.1 Spatial Random Effects Model
The spatial random effects model (Cressie and Johannesson, 2008) utilizes the same struc-
ture as (1.1), with the difference being how the spatial process is defined. In the original linear
model, the covariance of the spatial process f(·) is completely general. To reduce the dimen-
sionality of this covariance matrix, a fixed component of this spatial correlation is introduced.
In the spatial random effects model, the spatial process is defined as a linear combination of
fixed basis functions and a reduced spatial process. Specifically, let η(.) define the spatial pro-
cess at a reduced set of locations known as knots u = {u1, ...,um} where m < n. Let Sk(.) be
6the set of basis functions corresponding to the kth knot. The approximate spatial process is




Sk(s)η(uk) + (s), (1.3)
where η(u) ∼ N(0,K) is independent of (s) ∼ N(0, σ2V ) for known V . As the covariance
of the measurement error, V is a diagonal matrix which assumes independent errors, but not
necessarily identically distributed. Define S as the n×m-matrix of all basis functions relating
the observed locations to the knots and define A as the N ×m-matrix of all basis functions
relating the desired locations to the knots. From this, the variance-covariance matrix of y(·) is
given by Σ = SKS′+σ2V , the log-likelihood is `(K, σ2;y) = −12y′(SKS′+σ2V )−1y− 12 log(|
SKS′ + σ2V |) − n2 log(2pi), the kriging predictor is fˆ(s0) = AKˆS′(SKˆS′ + σˆ2V )−1y, and
the kriging standard error is σˆk(s0) = [AKˆA
′ −AKˆS′(SKˆS′ + σˆ2V )−1SKˆA′] 12 , where Kˆ
and σˆ2 are the ML estimates of K and σ2.
Cressie and Johannesson (2008) then used the Sherman-Morrison-Woodbury formula (Hen-
derson and Searle, 1981), Σ−1 = (σ2V )−1− (σ2V )−1S[K−1 +S′(σ2V )−1S]−1S′(σ2V )−1, and
binned Methods of Moments to utilize the dimension reduction inherent in the spatial ran-
dom effects model and obtain kriged estimates. Unfortunately, maximum likelihood estimation
still required calculating the determinant of the covariance matrix, an O(n3) operation, and
computation is often unstable due to the positive definite constraint on the covariance matrix
K.
Maximum likelihood estimation was addressed by Katzfuss and Cressie (2011b) who imple-
mented an expectation-maximization (EM) algorithm (Dempster et al., 1977) to avoid direct
evaluation of the full likelihood, thus avoiding stability issues and timely computational con-
cerns. They consider y to be the observed data while η and  are missing. To obtain parameter
estimates, the iterative updating scheme (from the tth to the (t+ 1)th iteration) is then
K(t+1) = K(t) −K(t)S′Σ(t)−1SK(t) + (K(t)S′Σ(t)−1y)(K(t)S′Σ(t)−1y)′ (1.4)






−1 − I)V ].
This iterative scheme is started at appropriate initial values (suggested values are provided by
Cressie and Johannesson (2008)) and updated until convergence.
7Although improvements in CPU time are achieved, two concerns remain. This approach
still requires matrix algebra involving n×n matrices which can be computationally prohibitive.
Also, the fixed nature of the basis functions used in the spatial random effects model do not
allow for estimation of an important component of spatial dependence, referred to as the range.
1.3.2 Multivariate Kriging
Now consider multiple observations of different responses recorded at similar locations in
space. Along with spatial correlation between observations, there is often also a multivariate
correlation. Environmental datasets often display such multiple types of dependence, such
as a dataset consisting of temperature and precipitation observed at locations across North
America. In these situations, as in the univariate case, a finite subset of locations from a
continuous domain are sampled with the usual goal of predicting responses are at desired set of
locations. The dependence between multiple responses at the same location can then be used
to improve the accuracy in prediction.
Assuming a Gaussian process, as in equation (1.1), the cross-covariance function (Cressie,
1993) is used to model the spatial dependence and the dependence between variables. Cokriging
is then the analogous form of kriging for multivariate data. Specification of the cross-covariance
function, however, is not routine because of the strict constraints of positive definiteness that
must be maintained. In addition to each covariance matrix for each variable being positive
definite, the full covariance matrix must also be positive definite. Some research providing
potential solutions can be found in the literature.
Ver Hoef and Barry (1998) and Ver Hoef et al. (2004) provide a solution through the use of
spatial moving average (SMA) models. SMA models had computational concerns that included
estimation of a large number of parameters and difficulties evaluating the necessary integral.
They used moving-average functions composed of many small rectangles and the fast Fourier
Transform (FFT) to solve these problems and allow for more flexible models for kriging and
cokriging. However, this method uses restricted maximum likelihood (REML) estimation which
requires a matrix inversion similar to that of equation (1.2). When there are many observations
of each variable the same computational limitation of the univariate situation exists.
8Banerjee et al. (2004) and Gelfand et al. (2004) offer a computationally manageable, easily
interpretable, and valid form of the cross-covariance matrix through the Linear Model of Core-
gionalization (LMC). Unfortunately, the simplicity of this model imposes a potentially limiting
restriction. To illustrate, define W 1(.), . . . ,W p(.) as p independent stationary random pro-
cesses with mean 0 and variance 1. Let s be a location in spatial domain D. Consider the
simple linear transformation:
Y (s) = AW (s) (1.5)
where A is a p × p matrix and Y (.) = (Y1(.), . . . , Yp(.))′. Through A, a multivariate spatial
process, Y (.), is achieved with correlation between variables. Define A = (a1, . . . ,ap) and let
ρj(.) be the correlation function associated with W j(.) for j ∈ (1, . . . , p). Then the covariance
between distinct locations is then






From (1.6) the restriction, as pointed out by Cressie and Wikle (2011), is made clear. This
model assumes Cov(Y i(s),Y j(x)) = Cov(Y i(x),Y j(s)) for variables i and j at locations s
and x which may not always be appropriate. For example, the correlation between assault in
Minneapolis, MN and burglary in Ames, IA is not necessarily equal to the correlation between
burglary in Minneapolis, MN and assault in Ames, IA. This limits the flexibility of the model
and is more than is required to obtain a valid covariance matrix. This restriction also implies
that the covariance matrix between different variables must also symmetric, meaning that all
observations must be recorded at the same set of locations for each variable as well. Gelfand
et al. (2004) used subsets of data to achieve this and used the remaining observations as a
cross-validation set. Since data is often missing for each variable at differing locations, added
flexibility is desirable.
Cressie and Wikle (2011) propose an alternative method of obtaining a valid covariance
matrix by constructing a joint model through conditional distributions. For simplicity, consider
bivariate data of size n1 and n2 recorded at finite sets locations s
j = {sj1, . . . , sjn} for j = 1, 2,
represented by the Gaussian random variables Y j = (Yj(s
j
1), . . . , Yj(s
j
n))′ for j = 1, 2. In
particular, let Y 1 ∼ N(0,Σ11) and Y 2|Y 1 ∼ N(BY 1,Σ2|1) for any n2 × n1 matrix B. The
9joint distribution is then obtained by the product of the marginal and conditional distributions
by [Y 1,Y 2] = [Y 2|Y 1][Y 1]. With the assumption of normality, the conditional variance of
Y 2|Y 1 is Σ2|1 = Σ22 −Σ21Σ−111 Σ12 and the joint model’s moments are
V ar(Y 1) = Σ11 (1.7)
V ar(Y 2) = Σ2|1 +BΣ11B′ (1.8)
and
Cov(Y 1,Y 2) = Σ11B
′. (1.9)
The full (n1 + n2)× (n1 + n2) covariance matrix is then V ar(Y 1) Cov(Y 1,Y 2)
Cov(Y 2,Y 1) V ar(Y 2)
 . (1.10)
A joint model constructed in this way guarantees that the univariate variances (V ar(Y 1)
and V ar(Y 2)) are positive definite and that the full covariance is symmetric and positive
definite. In addition, B is completely general and not necessarily symmetric, allowing for an
extremely flexible Cov(Y 1,Y 2).
Although this formulation allows for great flexibility, it does not address the computational
burden of when n1 or n2 become large. As seen in subsection 1.3.1, the Spatial Random Effects
(SRE) model can be used to obtain spatial predictions for univariate data sets when n be-
comes large. This methodology is easily extended to the multivariate case. Brynjarsdottir and
Berliner (2012) provide a bivariate Bayesian framework for parameter estimation and cokrig-
ing. A frequentist approach to multivariate data, however, has yet to be explored. Also, when
either p or
∑p
j=1 nj become too large, construction of a joint distribution through conditional
distributions may be impractical.
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CHAPTER 2. REDUCED BASIS KRIGING FOR MASSIVE SPATIAL
FIELDS
A paper under revision for the Journal of Computational and Graphical Statistics
Karl Pazdernik, Ranjan Maitra, Douglas Nychka, Stephan Sain
2.1 Abstract
In spatial statistics, a common method for prediction over a Gaussian random field (GRF)
is maximum likelihood estimation combined with kriging. For massive data sets, kriging is
computationally intensive, both in terms of CPU time and memory, and so fixed rank krig-
ing has been proposed as a solution. We develop an alteration to this method by utilizing
the approximations made in fixed rank kriging combined with restricted maximum likelihood
estimation and sparse matrix methodology. Experiments show that additional gains in com-
putational efficiency can be made without loss of accuracy in prediction. The methodology is
extended to climate data archived by the National Climate Data Center.
2.2 Introduction
Data collected in a spatial domain are often incomplete. In a geostatistical setup, the
spatial domain is defined as having an infinite set of locations from which a finite subset have
been observed. Unobserved locations can be the result of data collected at irregularly spaced
locations (such as temperature recorded only at locations with weather stations) or they may
be due to a desired spatial resolution that is finer than that of the data (such as satellite images
that record observations in intervals of every kilometer when the desired resolution is in terms
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of a few meters). In either case, these unobserved locations may need to be imputed: this task
is generally accomplished by a form of interpolation known as spatial prediction.
To fix ideas, consider two sets from a spatial domain, D: one containing all the ob-
served locations (s = {s1, s2, . . . , sn} ∈ D) and the other having the desired locations (s0 =
{s01, s02, . . . , s0N} ∈ D), which may (or may not) include the observed set {si : i = 1, 2, . . . , n}.
A random process y(·) is defined on D by a linear combination consisting of three parts: a mean
structure x(·), a zero-mean spatial process f(·), and a zero-mean measurement error process
(·), formulated as
y(s) = x(s) + f(s) + (s). (2.1)
One of the most common methods of spatial prediction is to interpolate the missing values
by utilizing spatial dependence in the prediction method. This is the essence of the method of
kriging which was developed by the French mathematician Georges Matheron Matheron (1962)
and named by him in honor of the empirical work by D. G. Krige, a South African mining
engineer, for his work (Krige, 1951) which originated as his Masters’ thesis. Specifically, in the
setup of (2.1), and under Gaussian distributional assumptions (a common choice for describing
spatial, and in particular geo-spatial data), best linear unbiased predictions (BLUP) for the
random variable at the desired locations (y(s0)) can be obtained under squared error loss using
the first and second moments of y(·) – see, e.g. Cressie (1993):
yˆ(s0) = E(y(s0)) + Cov(y(s0),y(s))[Cov(y(s),y(s))]
−1[y(s0)− E(y(s0))]. (2.2)
Equation (2.2) is also called the kriging predictor: the methodology is extensively used in many
applications, such as in mining (Richmond, 2003), hydrogeology (Chiles and Delfiner, 1999),
natural sciences (Goovaerts, 1997), environmental sciences (Bayraktar and Turalioglu, 2005),
remote sensing (Stein et al., 2002), or black-box modeling in computer experiments (Sacks
et al., 1989).
Equation (2.2) involves solving an n × n linear system, which is an O(n3) operation: thus
for datasets with large observations, kriging can be computationally impractical to implement
in terms of both CPU time and memory. Nevertheless, this is needed in many scenarios such as
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in the case of predicting temperatures across the mainland United States (US) using observed
measurements from all 5030 weather stations which will be discussed in Section 2.5.
There has been some work in overcoming the computational limitations associated with
kriging massive spatial fields. Most approaches can broadly be grouped into two categories.
The first kind of methods use approximations to the kriging equations of (2.2) (Nychka et al.,
1996; Nychka, 2000; Nychka et al., 2002; Billings et al., 2002a,b; Quin˜ero-Candela and Ras-
mussen, 2005; Furrer et al., 2006). These approximations include the use of orthogonal bases,
covariance tapering, approximate iterative methods, inducing variables, and a reduced set of
space-filling locations. Maximum likelihood (ML) estimation for the tapered covariance model
was then addressed by Kaufman et al. (2008) and shown to be strongly consistent under certain
conditions.
The other set of approaches in this area are concerned with choosing a class of covariance
functions, within the framework of which kriging can be done exactly, regardless of the size of the
data. In particular, multiresolution spatial processes can be formulated to produce covariance
functions that allow for exact kriging (Huang et al., 2002; Johannesson and Cressie, 2004;
Johannesson et al., 2007). One advantage to exact kriging is that there are no concerns of how
close approximate predictions and prediction errors are to their exact counterparts. However,
performing estimation within the framework of a general f(·) may still be computationally
burdensome, so Cressie and Johannesson (2008) suggested “fixed rank kriging” which uses an
approximation of the underlying spatial process f(·) through basis functions, but allows for
exact kriging. The approach uses the “spatial random-effects model” and, unlike previous work,
allows for a very flexible covariance structure. Because the methods proposed in this chapter
use fixed-rank kriging as a starting point, we describe it in somewhat more detail.
We continue with the setup of (2.1), but also assume without loss of generality that the field
for y(·) has mean zero. The Spatial Random Effects model (Cressie and Johannesson, 2008)
uses a reduced set of independent locations (m < n) coupled with a linear combination of
basis functions to approximate the spatial process at the original set of locations. Specifically,
let η(.) define the spatial process at locations or knots u = {u1, ...,um} and let Sk(.) be the
linear combination of basis functions corresponding to the kth knot. The spatial process is
13




Sk(s)η(uk) + (s), (2.3)
where η(u) ∼ N(0,K) is independent of (s) ∼ N(0, σ2V ) for known V , a diagonal matrix
with entries corresponding to the measurement error variances. Writing S as the n×m-matrix
with kth column given by Sk(s), we get that the variance-covariance matrix of y(·) is given by
Σ = SKS′+σ2V . With this model and by defining the particular set of basis functions between
the unobserved locations and the knots as A = Sk(s0) for 1 ≤ k ≤ m, the log-likelihood is
`(K, σ2;y) = −12y′(SKS′ + σ2V )−1y − 12 log(| SKS′ + σ2V |) − n2 log(2pi). It follows that
the kriging predictor is then fˆ(s0) = AKˆS
′(SKˆS′ + σˆ2V )−1y, with kriging standard error
σˆk(s0) = [AKˆA
′−AKˆS′(SKˆS′+ σˆ2V )−1SKˆA′] 12 , where Kˆ and σˆ2 being the ML estimates
of K and σ2.
Cressie and Johannesson (2008) used the Sherman-Morrison-Woodbury formula (Henderson
and Searle, 1981) to reduce the dimension of fixed-rank kriging by using the identity Σ−1 =
(σ2V )−1−(σ2V )−1S[K−1+S′(σ2V )−1S]−1S′(σ2V )−1,whereupon calculating Σ−1 reduces to
inverting two m×m matrices as opposed to one n×n matrix. Unfortunately, likelihood-based
estimation still requires calculating the determinant of the n×n matrix Σ and computation is
often unstable with regards to maintaining positive definite covariance matrix K. Cressie and
Johannesson (2008) therefore used the Method of Moments to obtain kriging predictors.
The likelihood-based approach was revisited by Katzfuss and Cressie (2011b) who adopted
the expectation-maximization (EM) algorithm (Dempster et al., 1977) to avoid direct evaluation
of the likelihood and calculating the determinant. Their approach considers y as the observed
data while η and  are missing. The parameter estimates are then obtained iteratively starting
from appropriate initial values and updating, till convergence, via equations which update from
the tth to the (t+ 1)th iteration:
K(t+1) = K(t) −K(t)S′Σ(t)−1SK(t) + (K(t)S′Σ(t)−1y)(K(t)S′Σ(t)−1y)′ (2.4)






−1 − I)V ].
Despite improvements in CPU time, implementation of this approach still requires matrix
14
algebra involving operations on n×n matrices which can be computationally burdensome, and
in some cases, prohibitive. In this chapter, therefore, we propose alterations to the predeter-
mined specifications of this method called “reduced basis kriging” that take advantage of sparse
matrix operations, require less computer memory, result in faster estimation, and maintain or
reduce mean square prediction error.
This chapter is organized as follows. Section 2.3 illustrates how a QR-decomposition
(Higham, 2002) of the matrix of basis functions S can be used to reduce the linear system
solved in ML estimation, and also outlines how a version of the Sherman-Morrison-Woodbury
formula can be utilized to reduce the linear system solved during prediction. Section 2.4 evalu-
ates our methodology via a simulation study, and compares performance to the E-M approach.
Section 2.5 demonstrates the applicability of our reduced-basis kriging methodology to pre-
dicting temperatures across the US. We conclude with some discussion and pointers to future
work. We also have a supplement providing some additional illustrations that can be found in
Appendix A.
2.3 Methodology
2.3.1 Reduced Model Reparametrization for increasing computational efficiency
Consider writing S in terms of its QR-decomposition (Golub and Loan, 1996), i.e., S =
Q1R1, where R1 is an m × m upper triangular matrix and Q1 is an n × m matrix being
such that Q′1Q1 = Im, the m × m identity matrix. Let y∗ = Q′1y, write ∗ = Q′1, and
define V ∗ = Q′1V Q1. Then equation (2.3) reduces to y∗ = R1η + ∗, and the distribution of
y∗ ∼ Nm(0,Σ∗) where Σ∗ is defined as Σ∗ = R1KR′1 + σ2V ∗. The likelihood function of the
parameters of interest, given the transformed observations y∗ is then given by
`(K, σ2;y∗) = −1
2
y∗′(R1KR′1 + σ
2V ∗)−1y∗ − 1
2




The transformation from y to y∗ concentrates the original dataset into a smaller dataset of
length m, located at the knots. It also reduces the size of the variance-covariance matrix of the
dataset (from the original n×n matrix Σ to the smaller m×m matrix Σ∗). A few computational
benefits accrue with this reduction. For one, computations involving the determinant and the
15
inverse of the matrices in the calculation of (2.5) are reduced from O(n3) to O(m3). A further
speedup is obtained if we combine the matrix determinant and inverse calculations. We propose
using a Cholesky decomposition (Higham, 2002) for its versatility in evaluating determinants as
well as solving linear systems. The use of a Cholesky method coupled with our transformation
eliminates the need to solve an additional n × n linear system to obtain the inverse of the
variance-covariance matrix beyond the determinant: in its stead, we are reduced to solving a
linear system involving an upper-triangular coefficient matrix, whose diagonal elements when
multiplied lead to the determinant.
A further efficiency is obtained because of the reduction of computational burden from
O(n2m) to O(m3) with regard to matrix multiplication because this approach avoids the matrix
multiplications involving Σ−1 necessary with the E-M algorithm (2.4), using instead the m×m
matrix Σ∗−1.
2.3.2 Computationally Efficient Kriging Predictions
We now turn our attention to making kriging predictions and calculating the corresponding
standard errors. Using the identities R′1R1 = S
′S and R′1y∗ = S
′y, we note that the ML-
estimated kriging predictor and standard errors are unchanged:
fˆ(s0) = AKˆS
′(SKˆS′ + σˆ2V )−1y (2.6)
σˆk(s0) = [AKˆA
′ −AKˆS′(SKˆS′ + σˆ2V )−1SKˆA′] 12 . (2.7)
Note that both (2.6) and (2.7) need the product KˆS′(SKˆS′+σˆ2V )−1. To simplify calculations,
we use the following matrix identity provided in Searle (2006) or in Peterson and Pedersen
(2008): Let B be a n×n invertible matrix and let C be any n×m matrix such that B+CC ′
is invertible. Then C ′(B +CC ′)−1 = (I +C ′B−1C)−1C ′B−1. This result can then be used
to obtain a special case of the Woodbury formula, known for its use in Kalman filtering as an
alternative algorithm (Peterson and Pedersen, 2008; Brown and Hwang, 1992). Let S be a n×m
matrix (m < n, of rank m). Further, let K and V be positive definite matrices of real values
of rank m and n, respectively. Then KS′(SKS′ + σ2V )−1 = (σ2K−1 + S′V −1S)−1S′V −1,
16
which means that the kriging predictor in (2.6) reduces to
fˆ(s0) = A(S
′V −1S + σˆ2Kˆ
−1
)−1S′V −1y, (2.8)
while the kriging standard error of (2.7) becomes
σˆk(s0) = [AKˆA
′ −A(S′V −1S + σˆ2Kˆ−1)−1S′V −1SKˆA′] 12 . (2.9)
thus bringing down the computational effort needed in the matrix multiplication in the krig-
ing predictor. Specifically, we note that in (2.8), we invert two m × m matrices, namely Kˆ
and S′V −1S + σˆ2Kˆ
−1
, with each an O(m3) operation – instead of the O(n3) operation of
inverting one n × n matrix, (SKˆS′ + σˆ2V ) that is required in implementing (2.6). A similar
advantage holds in implementing (2.9). Both (2.8) and (2.9) also require significantly fewer
matrix operations: thus for large n (and especially when m << n), there are substantial gains
in computational efficiency in using these approaches.
The material developed in Sections 2.3.1 and Section 2.3.2 have presented the wherewithal
to further reduce the CPU time and memory required to perform fixed-rank kriging. Because
our simplifications are built on a setup with a reduced set of basis functions, we call our
developed methodology “Reduced Basis Kriging”. In general, while reduced basis kriging has
the ability to bring down computational overhead, it should be noted that the exact form of
the basis functions and the covariance structure also play a significant role on computational
efficiency. We next discuss specific implementations of reduced basis kriging that address these
issues.
2.3.3 Issues in Implementation for Computational Efficiency
2.3.3.1 Choice of Basis Functions
In general, the specific choice of basis functions is subjective since it is difficult to estimate
from data, however it is common to use a multi-resolution smoothing function (Cressie and





∀ x ∈ D, (2.10)
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1− d2)2 0 ≤ d ≤ 1
0 d > 1
(2.11)
and rl = b min{‖ui(l) − uj(l)‖ : j 6= i, 1 ≤ i, j ≤ m}. We follow Cressie and Johannesson
(2008) and use the multi-resolution local bisquare function (2.10) together with (2.11) in our
illustrations. In this chapter, we have assumed that all distances are defined in terms of the
Euclidean norm. Further, rl is a standardizing quantity that is known as the “bandwidth” of
the basis function where b is some constant.
The local bisquare function (2.11) sets any value equal to zero where the distance between
the location and the knot is greater than rl. This means that the matrices S and A are
sparse as long as the rl for each resolution is not too large. Recognition of this aspect of S
and A presents some computational advantages because we can now utilize matrix operations
and algorithms (Davis, 2006) that have been specifically designed to exploit sparsity and can
therefore handle larger matrices. Such algorithms are computationally advantageous because
they provide memory savings and allow for fast matrix manipulations. This is because they
can be compressed into memory-reduced forms because only non-zero values and their corre-
sponding indexes require storage. There are savings in computer processing time also because
manipulations involving sparse matrices utilize the sparsity to reduce the number of calcula-
tions performed. In this chapter, we used the R package Matrix (Bates and Maechler, 2012)
which uses functions from the LAPACK (Anderson et al., 1999) and SuiteSparse (Davis, 2006)
packages for fast matrix manipulations such as in efficient computation of QR-decomposition
algorithms.
Much of the computational advantage of using a sparse matrix lies in the degree of sparsity
that exists. Given that a local bisquare function is used for the basis functions, the bandwidth
constant (b) is a crucial factor in determining the amount of computational reduction we can
expect. An exact estimate of b may not be necessary, but a suitable range for b should be
determined to ensure fast computations and precise predictions. In their work, Cressie and
Johannesson (2008) suggested a bandwidth constant of 1.5. In this chapter, we investigate the
18
effects of a range of values of b through a series of simulation experiments.
2.3.3.2 Choice of K
The other a priori specification that can greatly affect prediction is the form of K which
defines the spatial covariance between knots. The Spatial Random Effects model (Cressie and
Johannesson, 2008) does not restrict K to any particular form, however it is important to
understand what effect a smoothing function, in particular the local bisquare function, will
have on the covariance of the reduced spatial process. We discuss the effect of K by first
specifying the covariance structure for the original spatial process.
There are several choices for the spatial covariance structure (Cressie, 1993). For this
particular chapter, we will assume that the original spatial covariance, Σf , can be modeled in
terms of a covariance matrix from the Mate´rn family (Stein, 1999), which is a common choice












where Kν is the modified Bessel function of the second kind of order ν, ν is the smoothness
parameter, ρ is the sill parameter, and θ is the range parameter, with ν, θ ∈ (0,∞) and
ρ ∈ [0,∞). The smoothness parameter can be interpreted as the amount of variability seen in
nearby observations, or the “smoothness” of the spatial field, the sill parameter quantifies the
variability between observations at a greater distance than the range, and the range parameter
is the distance beyond which the spatial statistical dependence is negligible. Note that given the
assumption of the Euclidean norm, the Mate´rn covariance function is second-order stationary
in our setup.
It is paramount to understand how the fixed rank kriging approximations model common
forms of spatial variance. Thus, the form of K when Σf is Mate´rn is of significant importance.
Although the exact form of K is not easily recovered, an empirical covariance structure can
be obtained by combining the QR-decomposition of S with an eigenvalue decomposition of Σ
(Higham, 2002). Specifically, writing Σf in terms of its spectral decomposition Σf = PΛP
′.
Write P = [P 1
...P 2], where P 1 contains the first m columns of P , and let Λ1 be the diagonal
19
matrix containing the m eigenvalues corresponding to the eigenvectors in P 1. Then, since
f(s) ≈∑mk=1 Sk(s)a(uk), we have that Σf ≈ SKS′, so that








We note that Katzfuss and Cressie (2011b) noted how the usual form of maximum likelihood
estimation of K was problematic because it required maintaining a positive definite matrix
through a numerical optimizing technique. Thus, in addition to identifying a form of K that
will be computationally efficient and produce accurate predictions, a numerically stable form is
also important. In the next section, we investigate the behavior of K to conclude a reasonable
covariance structure. We will also explore, through simulation, the loss in accuracy that may
be caused by using an approximate but simpler model (K ∝ I), and outline methods for
minimizing this loss by properly constructing the basis functions.
We conclude this section briefly reiterating that our setup here (and in our experiments) has
assumed second order stationarity. In cases when the assumption can not be sustained, tactics
such as detrending and median-polishing (Hoaglin et al., 1983) may be adopted to transform
the observations into a second order stationary process.
2.4 Experimental Evaluations
2.4.1 Simulation Details
We investigated the behavior of our reduced basis kriging methodology through a series of
simulation experiments using the local bisquare basis function of (2.10) and a Mate´rn covari-
ance structure for the original spatial process. For simplicity, we assume a Gaussian random
spatial field with second order stationarity. Our parameter values were set to lie in ranges
commonly seen in geostatistical applications. Note that spatial fields with high magnitudes of
measurement error relative to spatial dependence do not provide much insight into the effects
of using these approximations to ordinary kriging. We alleviated this possibility by setting the
scale parameter to be roughly four times that of the measurement error. In this manner, we
were able to maintain reasonable values for the signal-to-noise ratio.
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We investigated the effect of measurement error in our simulation experiments by setting
σ2 to be equal to 0, 0.1, 0.25, and 0.4, while holding ρ constant at unity and set V = I for
simplicity. The smoothness parameter ν, is most commonly set to be between 0.5 and 2, so we
let ν be over the set of values in {0.5, 1, 1.5, 2}. Note that the range parameter, θ, is dependent
on ν. Therefore the value of θ was paired to ν so that the correlation would be 0.2 between
observations at a distance of 1/3 of the spatial domain. Specifically, θ was set to be equal to
0.205, 0.137, 0.110, and 0.095, respectively.
The domain for the simulation experiments consisted of two grids (50×50 or 200×200) with
locations ranging from 0 to 1. Three hundred randomly selected locations out of the possible
2500 or 40000 represented the locations of the observations with varying degrees of missing
data. The selection of basis functions depends on a variety of factors: these are the number of
knots (m), the location of the knots, the number of resolutions (l), and the bandwidth constant
(b). These variables all need specification prior to implementation of fixed rank kriging. Since
the simulated spatial field is relatively small and without much complexity, using one resolution
always produced predicted values with the lowest corresponding mean square prediction error.
Thus, the focus of the results in this chapter will be on estimation and prediction using a single
resolution, l = 1. The values for m and b, in contrast, are presented varied to test the effect on
time and accuracy.
A regular, triangular grid was chosen for the knot location after preliminary results sug-
gested that different space-filling designs for the locations of the knots had an insignificant
effect on prediction when the observations were not clustered. The number of knots used were
m = 23, m = 77 or m = 175, which represented a reduction of roughly 5% to 50% of n. Cressie
and Johannesson (2008) suggested a bandwidth of 1.5 multiplied by the shortest distance be-
tween knots. Thus, in our experiments, we tested our method for bandwidths ranging from 0.5
to 2.5 in increments of 0.1 and multiplied by the shortest distance between knots.
2.4.2 Covariance of the Reduced Spatial Process
Using the setup from the previous subsection and the method outlined in (2.12), we sim-
ulated from the theoretical form of K for every combination of parameter values, number of
21
knots, and bandwidth constants and converted the covariance into a correlation. Figure 2.1
provides an example of that correlation relative to distance (excluding the superfluous case
where distance = 0) for all m at select bandwidth constants on a 50 × 50 grid when ν = 1,
θ = 0.137, σ2 = 0.25. (All other combinations of grid size, bandwidth constant, and parameter
values yielded figures of the same kind and are omitted for brevity.)
The stationarity commonly visible in a Mate´rn covariance is clearly weakened by the use
of basis functions to describe the large scale spatial structure. Some of the Mate´rn structure
is maintained when using lower bandwidth constants, particularly for lower m and a wave
pattern is often visible for bandwidth constants larger than one. The majority of the plots,
however, suggest that covariance structures such as a Mate´rn may be somewhat needlessly and
overly complex for describing the correlation between knots at varying distances and could be
simplified to matrix proportional to the identity matrix. Choosing K to be proportional to the
identity matrix is particularly attractive because its simplicity can provide huge computational
gains while also increasing the stability in the numerical optimization steps.
2.4.3 Simulation Results
One hundred Gaussian random fields were simulated using the R package fields (Furrer
et al., 2012) with a single resolution for each set of parameter values. For each field, simu-
lated measurement errors were added to each response at the 300 randomly selected locations,
resulting in values that represented the dataset. Then, we acquired ML estimates and the corre-
sponding predicted values for each simulated field using three different methods: by optimizing
(2.5) using an identity covariance for K = δI and utilizing (2.8), by the E-M approach (2.4)
using the full form of K, and by the E-M approach approximating K with the identity matrix,
δI. As mentioned in Section 2.3, these computations were done using sparse matrix methods
(Davis, 2006) implemented as per the R package “Matrix” (Bates and Maechler, 2012).
The results of our experiments indicated that the simplicity of the identity covariance
for K resulted in an expected gain in computational efficiency. To illustrate this gain, the
time required to iterate to convergence and obtain predicted values for each combination of
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Figure 2.1 Correlation between knots from a 50× 50 grid plotted against distance for ν = 1,
θ = 0.137, σ2 = 0.25.
23
covariance structures that require additional iterations to meet convergence. Example plots of
the distributions of seconds on the log scale for one resolution and varying number of knots,
bandwidth constants, and estimation methods on a 50 × 50 grid when ν = 1 and σ2 = .25
are provided in Figure 2.2 (left panel). These boxplots display all three estimation methods:
reduced basis kriging (blue), the E-M with an identity covariance for K (red), and the E-M
with a full covariance for K for fixed b = 1.5 (white). The horizontal line represents the median
seconds for the E-M approach using a full K. For clarity of presentation, the distribution of
log seconds for the E-M approach using the full form of K are presented separately when the
maximum is significantly beyond the range of the corresponding results for the identity form
of K, such as in Figure 2.2(c). These example plots represent the patterns seen throughout all
input combinations. Additional figures in the A also support the following conclusions.
Fewer knots resulted in less computation time for the E-M approach and a bandwidth
constant near unity provided the optimal level of sparsity in S in terms of CPU time. An
interesting difference between the E-M approach and reduced basis kriging is the robustness
of reduced basis kriging to increasing m or a poor choice of bandwidth constant. Reduced
basis kriging is efficient regardless of the specifics of the basis functions used and is at least
as efficient as the E-M approach with the identity covariance for any choice of b. The E-M
approach is consistently more computationally expensive for larger values of b.
Although fixed rank kriging improves computational efficiency, this approximation will ulti-
mately also increase prediction error. The statistical value of this approximate method can be
quantified by the mean square prediction error (MSPE) computed against the true simulated
field. Figure 2.2 (right panel) also provides the distributions of MSPE on a 50× 50 grid when
ν = 1 and σ2 = .25. These boxplots are organized as before, with the horizontal line represent-
ing the median MSPE for the E-M approach using a full K. Once again, these example plots
represent the patterns seen throughout all input combinations.
The distributions of MSPE show that for a reasonable b, the identity covariance structure
is at least as accurate in terms of prediction as the full covariance structure. In fact, as m
approaches n, the identity covariance performs substantially better than the full covariance
with regards to both median and maximum MSPE. This suggests that added complexity to K
24
is unnecessary when our focus is on prediction. Considering its simplicity and the speed of es-
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(f) m = 175
Figure 2.2 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three
estimation methods on a 50×50 grid when ν = 1 and σ2 = .25. The white boxplot
is the E-M method with a full covariance for K for fixed b = 1.5.
Using the identity covariance for K, reduced basis kriging and the E-M approach are com-
parable for choices of bandwidth constant where MSPE is minimized, however an unreasonable
b favors the E-M approach in terms of MSPE. This is opposite of computational efficiency, in
which reduced basis kriging was more robust to poor choices of b. Fortunately, the substantial
reduction in computation achieved by using the identity covariance coupled with parallel com-
puting allow for the estimation of multiple models (varying b and the number of resolutions).
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A model selection approach can thus be implemented by minimizing mean kriging standard
error. However, as a continuous variable, the domain of b is infinite and thus a model selec-
tion approach is not ideal. Selection of an appropriate value for b and the correct number of
resolutions are paramount to producing accurate predictions and will be explored in further
work.
Provided a reasonable bandwidth and number of resolutions can be obtained, reduced basis
kriging and the E-M approach using the identity covariance produce very comparable distribu-
tions of MSPE. The major advantage to reduced basis kriging is that the memory necessary to
perform each iteration of the estimation process is greatly reduced by concentrating the data
from length n to length m. Distributions of seconds for bandwidth constants that minimize
MSPE (b ≈ 1.3 for m = 23, b ≈ 1.5 for m = 77, and b ≈ 2 for m = 175) illustrate a distinct
advantage to using reduced basis kriging. All patterns visible in Figure 2.2 were also consistent
for all other combinations of parameter and grid values, which can be found in Appendix A.
In summary, the results of our experiments show that the identity form of K is optimal in
terms of minimizing computational cost without sacrificing accurate prediction, provided that
a reasonable bandwidth constant and resolution are selected. The massive computational gains
achieved by simplifying the covariance between knots allows for the estimation of numerous
“models”, leading us to a model selection approach that is achieved by minimizing the mean
kriging standard error, σˆk(s0). Additional and robust computational gains are also achieved
by reduced basis kriging with a minimal increase in MSPE. We now apply our methodology to
the National Climate Data Center (NCDC) data of monthly temperatures recorded across the
continental United States of America.
2.5 Application: Predicting temperatures over the continental United
States
The Cooperative Observer Program (COOP), formally established in 1890, is the nation’s
largest and oldest weather and climate observing network (National Weather Service, 2000),
consisting of over 11,700 volunteer citizens and institutions observing and reporting weather
26
information on a 24-hour basis. The data, archived at the US National Climate Data Center
(NCDC) and available online at http://www.image.ucar.edu/Data/US.monthly.met/ (accessed
on November 30, 2009), contain observations from 5030 weather stations across the United
States on monthly maximum temperature, minimum temperature, precipitation, and so on.
A basic summary in climate science is provided by mean temperature and precipitation
fields on a regular grid (Johns et al., 2003). One important application is to compare these
fields from observational data to those simulated by climate derived models. For our example,
we consider mean temperatures in April in 1990 observed over the entire contiguous United
States of America. Thus kriging the observed field is important in this setting.
For our example, we use mean temperatures in April in 1990 observed over the entire conti-
nental United States. The daily minimum and maximum temperatures were observed at 5030
locations across the United States and the mean monthly minimum and maximum tempera-
tures were calculated. To obtain an overall monthly average, the mean monthly minimum and
maximum temperatures were averaged together. This average will be our “monthly mean”
temperature.
Under the normal kriging method, prediction using the entire U.S. observational record
would require a Cholesky decomposition on a matrix of dimension 5030× 5030, which can be
computationally prohibitive, both in terms of CPU time and memory. Additionally, obtaining
kriging predictions generally requires the use of an iterative process to estimate the parameter
values of the model, meaning that this expensive calculation will need to be repeated. Thus,
the normal kriging approach clearly becomes impractical for large data sets, and we are led to
approaches such as reduced basis kriging.
2.5.1 Data Preprocessing
Intrinsic stationarity is not a reasonable assumption for this data. Temperature is directly
affected by latitude, longitude, and elevation and so the spatial field does not have a constant
mean. A simple approach to adjust for the non-stationarity due to these factors is to use the
additive model y(s,h,u) = gElev(h(s)) +gLat(s) +gLon(s) +S(s,u)η(u) +(s) where h(s) is



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(c) Cubic regression spline
Figure 2.3 Monthly mean temperature plotted against covariates with regression spline.
and (s) are independent of each other.
We estimated gElev(h(s)) by a cubic regression spline with five degrees of freedom to the
data, gLat(s) in terms of a quadratic regression spline with 4 degrees of freedom, and gLon(s)
using a cubic regression spline with 6 degrees of freedom, all fit to the dataset by AIC. These
splines are shown in Figure 2.3 and demonstrate that the majority of the mean structure is
captured.
2.5.2 Results and Analysis





















⇒ y∗ = R1η + ∗ (2.13)
Given this additive model, a QR-decomposition of the basis matrix for the polynomial












































(d) Kriging standard errors
Figure 2.4 Mean temperatures in the US in April 1990; (a) displays the 5030 observations
using 501 knots (black triangles) at one resolution, (b) depicts the reduced basis
kriging estimates only, and (c) shows the sum of the spline regression predicted
values for elevation, latitude, and longitude with the kriging estimates. (d) shows
the kriging standard errors.
that is orthogonal to X, as shown in equation (2.13). Thus, the effects of location and elevation
are removed from the observations. Reduced basis kriging was subsequently performed on the
detrended data set, y˜, and least-squares estimates of the regression splines were used to add
the effects of elevation and latitude back into the response following reduced basis kriging.
The knots (m = 501) were selected on a regular triangular grid within the U.S. and tested
on three levels of resolution. Basis functions with a single resolution and a bandwidth constant
of b = 1.6 fit the best based on minimizing the mean kriging standard error. When run on a
standard laptop with 6MB of RAM and a 64-bit Intel dual-core i5 processor, estimation was
complete in 4.17 seconds and the entire process of cleaning the data, defining the matrix of
basis functions, detrending, estimation, prediction, and plotting results took around 3 minutes.
Figure 2.4 summarizes the results.
From the figure, it is easy to see that elevation, latitude, and longitude are clearly shown to
be useful predictors. The kriging estimates capture the additional warmth of states northwest of
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Texas, despite their high altitude, and the temperature difference between western and eastern
sides of the Appalachian Mountains. In addition, the mild climate of the Pacific coast line is
by achieved by negative kriging values in southern California and positive values in northern
California, Oregon, and Washington. The kriging standard errors show relatively uniform
variability, with higher variability in areas where weather stations are scarce, such as Nevada
and Maine. There is also less variability in New York along the Erie and Ontario lake coast
lines and in other areas that are along borders of the US. The systematic pattern visible in the
kriging errors can be attributed to using basis functions on a regular grid. In particular, the
alternating pattern visible along the US-Canada border is a result of the placement of regularly
spaced knots near the border of the domain.
2.6 Discussion
This chapter presents a method for performing spatial prediction efficiently and effectively
when data sets are large. This is accomplished by first approximating the original spatial
process using the spatial random effects model which separates the spatial covariance into a
linear combination of basis functions and a reduced rank spatial process. With the approximate
spatial process, a QR-decomposition is used to reduce the dimensionality of the covariance
matrix that is then solved for maximum likelihood estimation. Finally, an alternative Sherman-
Morrison-Woodbury formula is invoked to obtain the predicted values over a spatial grid with
increased efficiency.
Using reduced basis kriging as opposed to the E-M approach requires less memory and, thus,
is beneficial when implementing kriging on large data sets. Also, in using basis functions to
interpolate from the original observations to the knots, the spatial dependence between locations
becomes absorbed in the basis functions. When the goal is prediction, this leaves the covariance
between knots (K) as an inconsequential estimation nuisance which is best avoided by assuming
an identity covariance. The computational gains greatly outweigh any knowledge obtained
about the spatial process by estimating a full covariance matrix. Consequently, it is essential
that the basis functions are properly constructed, that is to say, the bandwidth and number
of resolutions are carefully selected. Given the substantial computational gains achieved by a
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simplified covariance structure and the ability to utilize parallel processing, optimal bandwidth
and number of resolutions can be obtained through model selection characterized by minimizing
mean kriging standard error. Investigation into the proper form of the basis functions is
ongoing.
Although reduced basis kriging should be applicable to any Gaussian random field with
intrinsic stationarity, the previous conclusions pertain to when the basis functions are local
bisquare functions and only applies to situations where a Mate´rn covariance structure could
be assumed on the original spatial process. In addition, whether intrinsic stationarity can be
assumed or can be reasonably achieved through detrending of the data, the approximations
used in fixed rank kriging will result in a lack of exact stationarity in the field. Reduced basis
kriging provides an algorithm for simplifying the process down to the aspects essential for accu-
rate interpolation while maintaining the advantage of quantifying uncertainty gained through
kriging. However, the added flexibility of the E-M approach is preferred when estimation of the
covariance between knots is of importance. Our exploration was also restricted to maximum
likelihood estimation, however recent work (Kang and Cressie, 2011; Katzfuss and Cressie,
2011b,a) has outlined a Bayesian structure for analysis.
Often, when data is collected over space, it is also defined by a temporal component. This
work focuses on predictions for spatial data at a fixed point in time, so a spatio-temporal
model would be required for more complex data. Recent work has addressed modeling the
temporal effect with a spatio-temporal random effects model (Cressie et al., 2010) and how
that is implemented in maximum likelihood estimation (Katzfuss and Cressie, 2011b).
There are several topics for future research. As mentioned, the bandwidth constant and the
number of resolutions is currently being investigated. Optimal knot placement is another aspect
of basis function identification that is of interest. Simulations were attempted using both a
regular grid and a stratified sampling technique, without an obvious difference in performance,
but these results apply only to randomly located observations and thus a more rigorous analysis
would be required to come to any definite conclusions. Alternative basis functions could possibly
be used to adjust for directional dependence. Also, considering that the accuracy of these
methods were quantified by means of mean square prediction error, another area for future
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work would be in investigating the effects of this criteria on kriging predictions errors. Thus,
we see that while we have made contributions, there is additional work to be done.
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CHAPTER 3. ESTIMATING BASIS FUNCTIONS IN MASSIVE
FIELDS UNDER THE SPATIAL RANDOM EFFECTS MODEL
A paper under revision for Statistical Analysis and Data Mining
Karl Pazdernik and Ranjan Maitra
3.1 Abstract
Spatial prediction is commonly achieved by assuming a Gaussian random field (GRF),
obtaining maximum likelihood estimates of parameters, and using the kriging equations to
arrive at predicted values. When data sets become massive, fixed rank kriging using the E-M
algorithm for estimation has been proposed as an alternative to the usual computationally
prohibitive kriging method. The method involves estimating the covariance of a reduced set
of locations, called knots, thus diminishing the computational cost. The disadvantage to this
method is that it imposes certain restrictions on the relationship between the observed locations
and the knots, which can lead to a loss of accuracy in prediction. We develop an alteration
to this method that utilizes the Spatial Random Effects (SRE) model, but allows for some
estimation of the spatial dependence between the observations and the knots by means of
the alternating expectation conditional maximization (AECM) algorithm. Experiments show
that our methodology can provide a consistent improvement in accuracy while minimizing the
additional computational burden of extra parameter estimation. The methodology is applied
to a temperature data set archived by the United States National Climate Data Center, with
improved results over previous methodology.
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3.2 Introduction
Predicting a spatial process at unobserved locations on the basis of observations made at a
few others is often needed in many applications, e.g. mining (Richmond, 2003), hydrogeology
(Chiles and Delfiner, 1999), natural sciences (Goovaerts, 1997), environmental sciences (Bayrak-
tar and Turalioglu, 2005), remote sensing (Stein et al., 2002), or black-box modeling in computer
experiments (Sacks et al., 1989). Since observations are spatially correlated, the dependence
structure can be used to improve such predictions. Formally, let s = {s1, s2, . . . , sn} ∈ D rep-
resent all observed locations and s0 = {s01, s02, . . . , s0N} ∈ D represent the desired locations.
The two sets of locations s and s0 may (or may not) have any common elements. Let y(·)
be the random process defined on D. Generally, y(·) is characterized as a linear combination
of three main components: a mean structure x(·), a zero-mean spatial process f(·), and a
zero-mean measurement error process (·), i.e.
y(s) = x(s) + f(s) + (s), (3.1)
where f(.) and (.) are are typically assumed to be Gaussian processes. Under squared error
loss, the Best Linear Unbiased Predictions (BLUP) – the kriged estimate (Matheron, 1962) –
of y at the desired locations s0 can be computed using the first two moments of y(·) (see, e.g.
(Cressie, 1993)) as:
yˆ(s0) = E(y(s0)) + Cov(y(s0),y(s))[Cov(y(s),y(s))]
−1[y(s0)− E(y(s0))]. (3.2)
Equation (3.2) involves the O(n3) operation of inverting an n×n covariance matrix, comput-
ing which can be impractical for massive datasets in terms of both CPU time and memory. As
an example, consider the task of predicting temperatures across the contiguous United States
(US) using observations from 5030 weather stations (Pazdernik et al., 2012). In this case, it is
computationally impractical to obtain the kriged estimates provided by (3.2) even after using
modern computing hardware.
The development of efficient kriging methods have received some attention in the literature.
Much of this development has focused either on approximating the kriging equations of (3.2)
(Nychka et al., 1996; Nychka, 2000; Nychka et al., 2002; Billings et al., 2002a,b; Quin˜ero-
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Candela and Rasmussen, 2005; Furrer et al., 2006; Kaufman et al., 2008) or on defining a
covariance structure that allows for exact kriging, regardless of the size of the data (Huang
et al., 2002; Johannesson and Cressie, 2004; Johannesson et al., 2007; Cressie and Johannesson,
2008). The main advantage to exact kriging is that it alleviates concerns on the effect of
approximations on prediction accuracy. However, it is still computationally burdensome so
Cressie and Johannesson (2008) suggest using a computationally viable alternative that uses
fixed basis functions to quantify the relationship between the observations and a reduced set
of locations with an extremely flexible covariance structure. In this chapter, our underlying
framework uses the “Spatial Random Effects” (SRE) model defined by Cressie and Johannesson
(2008) to obtain fixed rank kriging estimates, so we discuss this in some detail in what follows.
Within the framework (3.1), the SRE model uses a linear combination of fixed basis func-
tions and a reduced set of independent (m < n) locations to define the spatial process at
the original set s. Let η(.) represent the spatial process at the reduced set of locations
known as knots u = {u1, ...,um} and let Sk(.) define the basis function corresponding to
the kth knot. Under the SRE model, the usual spatial process f(.) is replaced by the lin-
ear combination of basis functions. Assuming a linear mean structure, the model becomes
y(s) = x(s)′α+
∑m
k=1 Sk(s)η(uk) + (s), where x(.) = (x1(.), · · · , xp(.))′ is a vector of known
covariates with (unknown) coefficients α = (α1, · · · , αp)′. Also, let η(u) ∼ N(0,K) indepen-
dently of (s) ∼ N(0, σ2V ) with V being a known diagonal matrix with entries corresponding
to the measurement error variances. Define the dispersion matrix of y(·) by Σ = SKS′+σ2V
with S denoting the full n × m-matrix of basis functions with kth column given by Sk(s).
Defining X as the design matrix for the mean structure, the log-likelihood for y(·) is then
given by
`(K, σ2,α;y) ∝ −1
2
(y −Xα)′(SKS′ + σ2V )−1(y −Xα)− 1
2
log(| SKS′ + σ2V |). (3.3)
Letting A = Sk(s0) for 1 ≤ k ≤ m as the particular set of basis functions relating the knots to
the desired locations, Cressie (1993) provided a formula for the kriging estimates as
fˆ(s0) = x(s0)
′αˆ+AKˆS′(SKˆS′ + σˆ2V )−1(y −Xαˆ) (3.4)
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where αˆ = (X ′Σ−1X)−1X ′Σ−1y, and Kˆ and σˆ2 are estimates of K and σ2. The kriging
standard error (SE) is given by σˆk(s0) = [AKˆA
′−AKˆS′Σ−1SKˆA′+(x(s0)−X ′Σ−1SKˆA′)′
(X ′Σ−1X)−1(x(s0) −X ′Σ−1SKˆA′)] 12 (Cressie and Johannesson, 2008). The computational
burden of matrix inversion is further reduced using the identity
Σ−1 = (σ2V )−1 − (σ2V )−1S[K−1 + S′(σ2V )−1S]−1S′(σ2V )−1, (3.5)
which follows from the Sherman-Morrison-Woodbury formula (Henderson and Searle, 1981).
Note that the inversion of the n × n matrix Σ−1 is replaced by that of two (smaller) m ×m
matrices. Cressie and Johannesson (2008) recommended the Method of Moments estimator for
K and σ2 in order to guarantee positive definiteness of Kˆ.
An alternative approach was provided by Katzfuss and Cressie (2011b) who obtained ML
estimates using the Expectation-Maximization (EM) algorithm (Dempster et al., 1977) with y
as the observed data and η and  as the missing data. Starting from initial values, the variance
parameter estimates are obtained after updating
K(t+1) = K(t) −K(t)S′Σ(t)−1SK(t) + (K(t)S′Σ(t)−1(y −Xαˆ))(K(t)S′Σ(t)−1(y −Xαˆ))′





((y −Xαˆ)(y −Xαˆ)′Σ(t)−1 − I)V ], (3.6)
from the tth to the (t+ 1)th iteration, till convergence.
An alternative to the E-M approach for ML estimation was provided by reduced basis kriging
(Pazdernik et al., 2012) who used a QR-decomposition (Higham, 2002) of the basis function
matrix S = Q1R1 and assumed a zero-mean process to concentrate the data into a vector of
length m, y∗ = Q′1y = R1η+Q
′
1. This resulted in the distribution of y
∗ ∼ Nm(0,Σ∗) where
Σ∗ is defined as Σ∗ = R1KR′1 + σ2Q
′
1V Q1. An alternative form of the Sherman-Morrison-
Woodbury formula (Peterson and Pedersen, 2008; Brown and Hwang, 1992) reduces matrix
computations in the calculation of the kriging estimates and kriging SEs:
fˆ(s0) = A(S




′ −A(S′V −1S + σˆ2Kˆ−1)−1S′V −1SKˆA′] 12 (3.8)
Equations (3.7) and (3.8) provide a considerable advantage when V = I. In the presence of a
trend, Pazdernik et al. (2012) outlined how a QR-decomposition of the design matrix X could
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be used to detrend the data. Additional numerical techniques, such as sparse matrix calcula-
tions and a Cholesky decomposition, were used to further accelerate computation. Through
simulation, Pazdernik et al. (2012) demonstrated that the focus of estimation should be on the
basis functions (S) and not on the covariance between knots (K), particularly when the end
goal is prediction. An overly complex K was seen to hinder efficiency, and so the covariance
between knots was held proportional to the identity matrix, K = δI. This also alleviated the
numerical challenge of maintaining a positive definite K during estimation. These reductions
in computational cost allowed for estimation for various forms of S, resulting in a model selec-
tion approach to determine the optimal S. Model selection is also easily parallelized, making
reduced basis kriging even more practical for massive spatial fields.
Reduced basis kriging performs estimation and prediction on a finite set of potential basis
functions, selecting the optimal function based on mean kriging standard error (MKSE). If a
component of the basis functions is continuous, only a subset of the resulting infinite set can be
used to improve prediction. In Section 3.3 of this chapter, therefore, we propose a combination
of concepts from reduced basis kriging, the E-M approach to fixed rank kriging, and the Alter-
nating Expectation Conditional Maximization algorithm (AECM) (Meng and van Dyk, 1997;
Chen and Maitra, 2011) that allows for computationally practical estimation of a continuous
parameter within the basis functions. Results of extensive simulation-based evaluations of our
methodology in Section 3.4 show that estimation of the basis functions improves prediction and
is robust against certain model misspecification. Section 3.5 demonstrates the applicability of
our methodology to predicting temperatures across the US. We conclude with some discussion
and pointers to future work.
3.3 Methodology
3.3.1 Choice of Basis Functions
Both reduced basis kriging (Pazdernik et al., 2012) and fixed rank kriging (Cressie and
Johannesson, 2008) use the multi-resolution local bisquare function which defines the basis
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∀ x ∈ D, (3.9)




1− d2)2 0 ≤ d ≤ 1
0 d > 1
(3.10)
and rl = b min{‖ui(l) − uj(l)‖ : j 6= i, 1 ≤ i, j ≤ m} where b is some constant. We follow
the notation of these papers by defining our matrix of basis functions S by (3.9) and (3.10).
This form is particularly useful in that (3.10) sets any value equal to zero where the distance
between the location and the knot is greater than rl, the “bandwidth”. As noted by Pazdernik
et al. (2012), this allows the opportunity to utilize matrix operations and algorithms (Davis,
2006) that have been specifically designed to exploit sparsity. In this chapter, we have also
assumed that all distances are defined in terms of the Euclidean norm, however this is not a
necessary condition.
In practice, the number of knots used in prediction will be a function of the computational
resources available and, consequently, will be considered known. From (3.9), it is clear that
the remaining unknowns are the resolution l and the bandwidth constant b. The optimal
resolution is one of a finite, and generally small, set of positive integers. Given a finite set,
estimation and prediction with varying resolutions remains an easily parallelized process and
so we will maintain the model selection means of estimation suggested by Pazdernik et al.
(2012). The domain of b is IR+, so a model selection approach requires a discretized domain.
This approach can provide a value for b that will produce reasonable predictions, however
numerous estimation chains may be necessary and if the set of a priori selected possible values
for b does not encompass the optimal value, the estimate will be biased. Maintaining a model
selection approach to determining the optimal resolution, l, we now direct our focus to improved
estimation of b.
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3.3.2 Maximum Likelihood Estimation of the Bandwidth Constant
This section develops methodology for obtaining an ML estimate of b along with those forK
and σ2. Direct maximum likelihood estimation of b is problematic because the computational
efficiency achieved by the SRE model is embedded in the fact that the basis functions are
fixed. The fixed nature of S leads to a reduction in the computational burden of “inverting”
an n×n matrix through the Sherman-Morrison-Woodbury formula. In reduced basis kriging, a
fixed S allows for a single QR-decomposition of an n×m matrix with subsequent calculations
performed on matrices of order at most m×m. Obtaining a new QR-decomposition after every
update to the parameters, as would be necessary to estimate b in reduced basis kriging, is not
computationally feasible for large datasets.
The E-M approach however presents difficulties in that even though the constant b in S is
now an unknown parameter, we wish to keep the structure of S intact. As in Katzfuss and
Cressie (2011b), the remaining two random variables play the role of our “missing values”:
η and . Assuming independence of η ∼ N(0,K) and  ∼ N(0, σ2V ), we denote θ[t] =
{K [t], σ2[t], b[t]} as the parameter values at the tth iteration. The analytical solution to the
maximizing step of the E-M algorithm then requires maximizing the following:
Q(θ;θ[t]) = −1
2





Solving for the maximum with respect to K and σ2 results in the same updating scheme
as (3.6). Unfortunately, (3.11) does not a involve b so the usual EM algorithm does not show
much promise. Therefore, we propose using its AECM variant (Meng and van Dyk, 1997; Chen
and Maitra, 2011) to estimate b. Note however that the usual E-M is used to obtain estimates
of K and σ2.
3.3.3 Estimating the Bandwidth Constant through the AECM
In order to exploit the analytical iterative updating scheme for K and σ2, we partition the
parameters as θ1 = {K, σ2} and θ2 = b. The CM-step of the AECM algorithm alternates
between maximizing the likelihood function (3.11) with respect to θ1 (keeping θ2 fixed at its
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current value) and θ2 (by holding θ1 fixed at its current value). θ1 is updated by (3.6). An esti-
mate for θ2, however, cannot be calculated analytically nor numerically, so in lieu of maximizing
(3.11), we maximize the full likelihood of the data (3.3). When restricted to be a function of
b, the loglikelihood involves a covariance matrix which is in a form that allows for the use of
dimension reduction equalities in the matrix calculations. As noted in Cressie and Johannesson
(2008), the Sherman-Morrison-Woodbury formula can be used to obtain a computationally effi-
cient form of (SKS′+σ2V )−1 = (σ2V )−1− (σ2V )−1S[K−1−S′(σ2V )−1S]−1S′(σ2V )−1. To
avoid the burdensome computation of the determinant, we invoke the Sylvester’s determinant
theorem (Harville, 2008), which is an analogue to the Sherman-Morrison-Woodbury formula.
Let X is an invertible n × n matrix, A an n × m matrix, B an m × n matrix, and Im is
the m ×m identity matrix then det(X +AB) = det(X) det(Im +BX−1A). Let C be the
Cholesky decomposition of K (K = CC ′). This theorem along with the fact that K is positive
definite and some algebra takes us to the reduction
det(σ2V + SKS′) = σ2n det(V ) det(C)2 det(K−1 + S′(σ2V )−1S) (3.12)
which provides us with the advantage that it requires computing an inverse of an m×m matrix
and a determinant of an m ×m matrix instead of the determinant of an n × n matrix. Also,
a Cholesky decomposition of the two m ×m matrices – K and K−1 + S′(σ2V )−1S – can be
used in both the calculation of the determinant using (3.12) and the inverse covariance in the
likelihood that uses (3.5), providing an additional reduction in computation. Finally, since V
is a diagonal matrix and C is a lower triangular matrix, the determinant of each is simply
(and efficiently) computed as the product of the diagonal elements. Let C2 be the Cholesky
decomposition of (K−1 + S′(σ2V )−1S). The final form of the log-likelihood is then
`(K, σ2,α, b;y) ∝ −1
2





log(det(V ))− log(det(C))− log(det(C2)) (3.13)
where Σ−1 is defined as in (3.5). Parameter estimates via the AECM algorithm are obtained
by computing θ1 from (3.6) given θ
[t]
2 , then maximizing (3.13) with respect to θ2 given θ
[t]
1 ,
and repeating this process until convergence.
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Under this formulation, we are now maximizing a log-likelihood function that is a function
of b and requires solving at the most a m × m linear system of equations. However, a full
maximization at each M-step of the E-M algorithm is immensely inefficient. Further, our
experiments in this chapter show that the log-likelihood function is not always well-behaved.
In particular, this function is not necessarily quadratic with respect to b when the incorrect
number of resolutions in the basis functions is used, although a maximum still exists. However,
the function is locally quadratic in b near it’s MLE.
Given a quadratic function and a desired maximum, we can use the Quadratic Search
algorithm (Muu and Quy, 2003) that requires only three evaluations of the likelihood. Since
misspecification of the number of resolutions can be problematic, we propose using the Golden
Search algorithm (Kiefer, 1953; Avriel and Wilde, 1966) to provide a “burn-in” phase. The full
updating algorithm is therefore:
1. (a) Set θ
[t]
2 = {b1, b2, b3, b4} based on the Golden Search algorithm
(b) Set θ
[t]
2 = {b1, b2, b3} based on the Quadratic Search algorithm
2. Obtain θ1 by (3.6) for each θ
[t]
2





4. Set θ[t+1] to the set of parameter values that maximize (3.13)
5. Repeat 1(a)-4 until weak convergence
6. Repeat 1(b)-4 until convergence
Once the MLEs are obtained and assuming y(.) is a zero-mean process, we can use the addi-
tional computational gains of (3.7) and (3.8) to more efficiently compute the kriging estimates
and kriging SEs. In the presence of trend, both matrices Σ−1 and KS′Σ−1 are required to
compute the kriging SEs, so unless the data has been detrended or only kriging estimates are
desired, the original formula for kriging estimate (3.4) and its corresponding kriging standard
error should be used.
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In the next section, we investigate, through simulation, the improvements made by estimat-
ing the bandwidth constant, b, in the basis functions in contrast to the computational cost of
the added burden of evaluating the full log-likelihood of the data. We will also outline model
simplifications that allow for faster computation without a loss in accuracy.
3.4 Experimental Evaluations
3.4.1 Experimental Setup
Section 3.3 outlined an AECM algorithm for efficiently computing a MLE for b in addition
to that for K and σ2. We investigated the performance of our method through a series of
simulation experiments using the local bisquare basis function of (3.9). For simplicity, we
assumed a Gaussian random spatial field with second order stationarity. The form of K was
allowed to vary in order to gauge its effect on prediction. We chose K to be either a scaled
version of the identity matrix (δI), a realization from the Wishart distribution, or a Mate´rn
covariance matrix: these three structures broadly describe the wide range of spatial dependence
commonly seen in datasets. Since spatial fields with low signal-to-noise ratios (SNR) do not
provide much insight into the behavior of various estimation techniques, we restricted our
exploration to reasonable values of SNR. Thus, we held σ2 constant at 1, set V = I for
simplicity, and δ to lie in {2, 4, 8}. The Wishart-distributed K was simulated from the Wishart
distribution K ∼Wm(δm, 1mI) while the Mate´rn matrix was attained as usual, with the scale
parameter set equal to δ. The loose spatial dependence of the identity and Wishart matrices was
contrasted by holding constant the range and smoothness parameter of the Mate´rn covariance
at one third of the length of the domain and 1.5, respectively.
Datasets were simulated to have the covariance SKS′+ σ2V , for a range of number knots
(m), locations, resolutions (l) and bandwidth b. We selected knots to lie on a regular triangular
grid that filled the domain at either 8 or 23 locations. Our datasets were simulated at the first
two resolution levels, and estimation of the process attempted for both l = {1, 2}. For b, Cressie
and Johannesson (2008) suggested using a constant b = 1.5. In order to study the effect of
bandwidth misspecification, we therefore simulated data for b = 1.7 (to be different from the
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(a) Simple Random Sample























































































































Figure 3.1 Sample of the two location selection schemes.
set b = 1.5).
The domain for our experiments was a 30× 30 grid, from where we randomly chose 120 (or
13.3% of 900) points as locations for the observations. Pazdernik et al. (2012) note that any
usual space-filling design would provide equally accurate predictions as long as the observations
were relatively randomly-spaced themselves. However, our preliminary results suggested that
multi-resolution basis functions may be better equipped to handle clustered data. We explored
this potential further by comparing performance using observation locations chosen using simple
random and clustered sampling. The latter randomly sampled 40 observations from locations
in 10 × 10 squares in the top left and bottom right corners of the grid, and 40 more from
locations chosen from the remaining grid with equal probability. Figure 3.1 illustrates sample
draws using the two schemes.
The R package fields (Furrer et al., 2012) was used to simulate 500 Gaussian random fields
for each set of parameter values, covariance type, and number of knots while another R package
Matrix (Bates and Maechler, 2012) facilitated speedy sparse matrix computations. For each
simulated field, we obtained the ML and kriging estimates and kriging SEs using both single
and double resolution basis functions assuming K = δI or of full-form and for both b fixed at
1.5 or estimated using AECM.
43
3.4.2 Results
The three main points of comparison in our simulation experiments are computational
cost, parameter accuracy, and performance in prediction. We evaluated computational cost
in terms of the total time in seconds to obtain parameter estimates, kriging estimates, and
kriging standard errors. Prediction performance was assessed by calculating the mean squared
prediction error (MSPE) and the mean kriging standard error (MKSE). In Figures 3.2 - 3.5,
we provide some representative sample plots of the time taken in prediction, the δˆ (when
applicable) or the average of the diagonal elements of the estimated Kˆ, σˆ2, bˆ, MSPE, and
MKSE for four estimation approaches: AECM with identity K (light blue), fixed b EM with
identity K (gold), AECM with full K (blue), and fixed b with full K (orange-red). The
boxplots for when the correct resolution was used in estimation is highlighted by black borders
while those for estimates obtained under incorrect resolution are displayed with red borders.
The horizontal lines represent the true value of the parameter used in simulation. For brevity,
we have provided plots for a simulated field with Mate´rn covariance with scale parameter
δ = 4 and m = 23 knots. These illustrate the most extreme separation between distributions,
however all other input combinations produce similar patterns. The distributions for bˆ using
m = 8 knots are also included to emphasize the effect m has when the spatial process located
at the knots is Mate´rn. The additional figures (see Figures B.1 through B.33) can be found in
Appendix B.
As expected, estimation is generally better when the number of resolutions is correctly
specified. The median parameter estimates for δ and σ2 were closer to the truth, particularly
for spatial fields with two resolutions, and the MSPE was routinely reduced when using the
correct number of resolutions. The a priori hypothesis that clustered data would prefer multi-
resolution basis functions, however, was not completely validated.
The distributions of time required to complete the estimation and prediction process (Figure
3.2) were as expected. Estimating the full form of K was expensive and allowing for more
knots also increased computation time. Estimation of b also increased computation time, but




















































































































































































































Res = 1 Res = 2
(b) Clustered Observations
Figure 3.2 Time taken for the four estimation techniques using (from left to right) both single
and double resolution basis functions for simulation and estimation, and both (a)
random and (b) clustered observations for fields simulated using m = 23, δ = 4,
and Mate´rn covariance for K.
than using EM with fixed b and a full K. Also, while estimation and prediction involving
double-resolution basis functions was marginally less efficient for the E-M approach with fixed
b, the difference in most cases for the AECM was negligible and occasionally, the double-
resolution process took less time. Thus, estimating b becomes relatively more efficient for more
complex spatial fields.
A common trend amongst the usual parameter estimates (Kˆ, σˆ2) (Figure 3.3) was improved
accuracy when K was estimated as the scale parameter multiplied by the identity matrix, δI.
This was consistently true regardless of the amount of structure in the K used in simulation
(identity, Wishart, or Mate´rn) and was particularly emphasized when more knots were used.
This finding provides evidence that a simplistic form of K is beneficial not only when the goal
is prediction, as noted by Pazdernik et al. (2012), but also when it is desired to estimate the
SNR. The downside of a simply-structured K is, of course, the loss of information regarding
the dependence between knots, however all research (Pazdernik et al., 2012) suggests that the
use of local bisquare basis functions absorbs the majority of the spatial dependence leaving
knots that are, for all practical purposes, independent. Assuming K = δI during estimation,
the AECM algorithm used to estimate b resulted in estimates of δ and σ2 that were marginally
closer to the truth and provided the additional advantage that estimates were more robust
45
against misspecification of the correct number of resolutions. The opposite relationship was

























































































































































Res = 1 Res = 2
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Res = 1 Res = 2
(d) σˆ2 for a Clustered Sample
Figure 3.3 Distributions of parameter estimates δˆ and σˆ2 for fields simulated as in Figure 3.2.
The distributions of bˆ (Figure 3.4) show substantial variability. When knots are clustered,
this variability is decreased and the multi-resolution basis functions produce estimates of b
that are typically less biased. Also, a more complex covariance structure, in particular, the
Mate´rn covariance, results in a positive bias for b to compensate for the added complexity in
the model. Estimation of b is valuable because knowledge of the bandwidth in a spatial process,
in itself, can be of scientific interest. Our argument is that, in addition to knowledge gained
about the spatial process, estimating b can, in fact, improve estimation and prediction. By
estimating b, we infuse flexibility into the model that allows the basis functions to describe the
optimal amount of spatial dependence. This flexibility is made clear through exploration into
the accuracy of prediction.
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Res = 1 Res = 2 Res = 1 Res = 2
(b) bˆ for m = 23
Figure 3.4 Distributions of parameter estimate bˆ for fields simulated as in Figure 3.2, for both
8 and 23 knots.
best to improve prediction. If minimizing the MSPE is the primary goal, then Figures 3.5(a)
and 3.5(b) make it clear that the optimal estimation technique is to estimate b through the
AECM approach and to define K as the identity matrix. This estimation is consistently
ranked ahead of the E-M approach with fixed b and identity K which is followed by the
AECM approach with a full form of K, and finally by the E-M approach with fixed b and a
full K. This pattern is more emphasized with increasing m and for clustered observations,
with a pronounced advantage for a simplified K. As δ increases, the discrepancy between
estimating a full K versus an scaled-identity K decreases to the point where MSPE can be
lowered by estimating b with a full K instead of by the EM approach with fixed b. Thus, in
terms of lowering MSPE, estimating b is certainly beneficial. Selecting the correct resolution
will further minimize the MSPE, regardless of the locations of the data (random or clustered).
When applying this methodology to real data, however, the MSPE cannot be calculated and
so the correct resolution cannot be obtained in this fashion.
Pazdernik et al. (2012) used MKSE to determine the optimal resolution, however our ex-
periments here show that this is not always true. Figures 3.5(c) and 3.5(d) show that the effect
the number of resolutions has on MKSE can be minimal, however it is strongly dependent on
the scenario. When the true simulated field has two resolutions, MKSE correctly identified the
resolution 76.2% of the time. Closer inspection reveals that when the K = δI, MKSE predicts
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Res = 1 Res = 2
(d) MKSE for a Clustered Sample
Figure 3.5 Distributions of (a)-(b) MSPE and (c)-(d) MKSE for fields simulated as in Fig-
ure 3.2.
field is simulated by single resolution basis functions, correctly identifying the resolution is less
successful, at 36.9% for a scaled-identity K and 57.6% for a full K. However, since in practice
most large data sets are likely the outcome of processes with multiple resolutions, using MKSE
to determine the number of resolutions is still a reasonable approach. Also, it is often the
case that misspecification of the correct number of resolutions is due to the difference between
predicted fields using varying number of resolutions being negligible.
If minimizing the variability in prediction is of primary interest, i.e. minimizing the MKSE,
then estimating a full K is without question the major factor. Distributions of MKSE were
consistently lower for the AECM when data were random and usually lower for the EM approach
when data were clustered. Identifying the correct resolution was still beneficial, however only
marginally when compared to the effect of estimating a full K. We conclude by noting that all
patterns visible in Figures 3.2 through 3.5 also held for all the other simulation settings which
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are not detailed here, but can be found in Appendix B.
In summary, the results of our experiments show that estimating the bandwidth constant
in the local bisquare basis functions by means of the AECM algorithm improves estimation
and prediction at a minimal computational cost. If accurate point estimates are essential,
restricting K to a scaled version of the identity matrix provides highest accuracy. If minimizing
the error in prediction is fundamental to the desired results, maintaining a general form for K
is undoubtedly the most important factor. We now apply our methodology to the National
Climate Data Center (NCDC) data of monthly temperatures recorded across the continental
United States of America.
3.5 Application: Predicting temperatures over the contiguous United
States
We applied our methodology to climatological data on temperature recorded by the Coop-
erative Observer Program (COOP) since its establishment in 1890. As the largest and oldest
weather and climate observing network (National Weather Service, 2000), the COOP records
weather information on a 24-hour basis from over 11,700 volunteer citizens and institutions.
This data is archived at the US National Climate Data Center (NCDC) and is available on-
line at http://www.image.ucar.edu/Data/US.monthly.met/ (accessed on November 30, 2009).
The number of weather stations across the contiguous United States varies over months and
years, as does the number of variables recorded (monthly maximum temperature, minimum
temperature, precipitation, etc.).
Mean temperature recorded over a regular grid is an important summary in climate science
(Johns et al., 2003), as it is used to assess the value of climate derived models by means of
comparison. Inevitably, temperatures are not recorded for all locations on the pre-determined
regular grid. Thus, kriging is necessary to estimate temperatures at the remaining unobserved
locations.
For our purposes, we restrict our sample to temperature in April in 1990 observed over
the contiguous United States of America, which has 5030 locations with recorded minimum
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and maximum temperature. The COOP collected daily minimum and maximum temperatures
at the 5030 locations across the US and summarized this information in a mean monthly
minimum and maximum temperature. Interested in a univariate response for temperature, the
mean monthly minimum and maximum temperature were averaged together to create 5030
“monthly mean” temperatures for April, 1990. In this setup, note that performing kriging
requires iteratively solving a 5030×5030 linear system, a task which would be computationally
prohibitive in terms of CPU time and memory. Thus, efficient forms of kriging such as reduced
basis kriging, fixed rank kriging with an E-M approach to obtaining parameter estimates, or
fixed rank kriging estimating additional parameter estimates by means of the AECM algorithm
are necessary.
3.5.1 Known Covariates
Temperature is known to be affected by geographic location and elevation. Since tem-
perature cannot reasonably be modeled with a constant mean structure in the presence of
these factors, a set of covariates is necessary to reduce remaining structure to a zero-mean
spatial process and zero-mean measurement error. Assuming linearity in the effects of our
covariates, we can model the non-zero mean structure with the additive model y(s,h,u) =
gElev(h(s)) + gLat(s) + gLon(s) +S(s,u)η(u) + (s) where h(s) is the elevation at location s,
u are the knots, η(u) ∼ N(0, δI) and (s) ∼ N(0, σ2I), and η(u) and (s) are independent
of each other.
Our primary goal is the prediction and estimation of the underlying spatial process and
not with interpretation of the covariates which model the mean structure. Hence, smooth-
ing regression splines fit based on AIC were used to model the mean structure. Specifically,
gElev(h(s)) required a cubic regression spline with five degrees of freedom, gLat(s) was modeled
with a quadratic regression spline with 4 degrees of freedom, and gLon(s) fit best with a cubic
regression spline with 6 degrees of freedom. These splines, along with the resulting residuals,









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.6 (a) - (c) display monthly mean temperature plotted against one of three covari-
ates with regression spline and (d) shows a residual plot based on a fit of those
covariates.
3.5.2 Results and Analysis
After removing the estimated linear effects of the covariates and assuming a scaled identity
structure for K, ML estimation was carried out based on maximizing the log-likelihood (3.13)
by the algorithm outlined in Section 3.3.3 and by the iterative updating scheme of (3.6) obtained
by the E-M algorithm. As noted, when the incorrect resolution is used, the log-likelihood (3.13)
is not well-behaved, so initial values can have high impact on performance. Therefore, the
standard E-M algorithm was used to obtain better initial values for K and σ2 before starting
the AECM updating scheme.
We selected m = 369 knots representing 7.3% of the original data set on a regular triangular
grid within a space-filling framework and tested our methodology on four levels of resolution.
Basis functions consisting of either three or four resolutions were determined to be optimal
depending on whether b was estimated (using AECM) or fixed (via EM) and by minimizing
the mean kriging standard error (see Table 3.1).
Parameter estimates for δ and σ2 were very comparable between the two methods. Esti-
mation of b validated the reasonable choice of bandwidth constant being 1.5, as mentioned by
Cressie and Johannesson (2008). However, the maximized log-likelihood was at least marginally
higher when estimating b for every number of resolutions except when l = 1 and the MKSE
was lower for every number of resolutions except when l = 4. Mode-finding is difficult when
there is an uneven function, as is the case for the log-likelihood given basis functions with an
incorrect resolution specification. Though, note that AECM finds the profile log-likelihood and
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method l δˆ σˆ2 bˆ `(θˆ) MKSE minutes
AECM 1 0.715 0.681 1.43 -6576 0.2872 75
AECM 2 0.231 0.781 1.43 -6833 0.2002 63
AECM 3 0.136 0.841 1.47 -7016 0.1785 67
AECM 4 0.070 0.891 1.86 -7140 0.1867 71
EM 1 0.687 0.683 1.5 -6575 0.3107 3.1
EM 2 0.214 0.782 1.5 -6833 0.2072 2.3
EM 3 0.132 0.841 1.5 -7016 0.1804 2.2
EM 4 0.097 0.891 1.5 -7146 0.1673 2.3
Table 3.1 Parameter estimates, maximized log-likelihood values, mean kriging standard er-
rors, and minutes required for estimation using one, two, three or four, resolution
basis functions in the spatial-random effects model when b is estimated (AECM) or
fixed (EM).
not the regular log-likelihood, so it is maximizing something that is different from the MLE.
Plots of the kriging standard errors when estimating b and for the four numbers of resolutions
are provided on the log scale in Figure 3.7. Plots of kriging SEs using EM and fixed b are
similar and can be found in Appendix B (Figure B.35).
All plots in Figure 3.7 show a predictable pattern of higher variability in areas with fewer
weather stations (i.e. Nevada, Maine, Montana, and Wyoming). There is also more variability
along the borders which can be attributed fewer observations being pooled into estimation
at the knots through the basis functions. This pattern is particularly evident in Florida and
Maine. Otherwise, variability is relatively uniform, except for the systematic pattern created
by basis functions on a regular grid.
From Figure 3.7, it is clear that the number of resolutions is vital to achieving accurate
spatial predictions using the SRE model. By estimating b, the error in prediction is further
reduced for most l. Also, an estimate for b provides insight into the range of significant spatial
dependence in our data. Table 3.1 provides parameter estimates, the log-likelihood evaluated
at MLEs, mean kriging standard errors (MKSEs), and times required to perform prediction (in
minutes) for both ACEM-estimated and fixed b (using EM). In addition to estimation, about 2
minutes were required for uploading and preparing data, performing prediction, and plotting.


























Figure 3.7 Kriging standard errors resulting from estimating b and using basis functions with
either one, two, three, or four resolutions.
64-bit Intel dual-core i5 processor.
Figure 3.8 displays the data and corresponding spatially predicted field using AECM and
the optimal three-resolution-levels basis functions. All other plots of kriging estimates can be
found in the Appendix (Figures B.37 and B.38). The kriging estimates are seen to reflect the
general trends of April temperature in the contiguous US. In particular, the figure shows the
negative relationship that exists between elevation/latitude and temperature. The consistently
mild climate relative to latitude that exists along the Pacific coast line is also depicted, in
addition to the temperature changes in the eastern vis-a-vis western sides of the Appalachian
Mountains. The frigid temperatures in high altitudes in the Rockies and well as along the
Canadian border, particularly when bordering cold waters such as Lake Superior and the St.
Lawrence river are also well-illustrated. Thus, the results of applying our methodology on this































Figure 3.8 Mean temperatures in the US in April 1990; (a) displays the 5030 observations
using 369 knots (black triangles) at three resolutions and (b) depicts the kriging
estimates
3.6 Discussion
This chapter develops methodology for efficient spatial prediction using exact kriging when
data sets are massive. This is accomplished using the spatial-random effects model and fixed
rank formulas developed by Cressie and Johannesson (2008) and the E-M algorithm to obtain
ML estimates of the parameters in the variance structure, suggested by Katzfuss and Cressie
(2011b). In addition to estimating variance components associated with the knots and mea-
surement error (K and σ2), we provide methodology to estimate continuous components of
the basis functions. Estimating any aspect of the basis functions is problematic because the
inherent dimension reduction and improved computational efficiency is a direct result of the
basis functions remaining fixed. We reduce the effect of this complication by maximizing the
log-likelihood of the original data by means of the AECM coupled with Sylvester’s determinant
theorem. Finally, algebraic simplifications outlined by Pazdernik et al. (2012) are invoked to
further reduce the computational burden of obtaining spatial predictions, particularly when
measurements errors are unweighted.
Estimating the basis functions inevitably increases the computational burden, however it
provides additional information about the covariance structure of the spatial process and has
been shown to minimize MSPE as opposed to its fixed S counterparts. Estimating S also re-
duces MKSE when observations are randomly located and analogous forms of K are compared,
54
however estimating a full form of K was always the major contributor in this regard. When
the goal is simply prediction, estimation of S with an identity form for K consistently provided
more accurate predictions, and when compared to the general E-M approach with a full form
for K, was also considerably more efficient. Our experiments were restricted to estimating the
bandwidth constant b in the local bisquare basis functions, however our methodology could
be implemented for any continuous component of S. Since we use multi-resolution basis func-
tions, selecting the correct resolution is still of importance. Obtaining the optimal number of
resolutions is an easily parallelized process, though, due to its discrete nature.
The major disadvantage of estimating b is that it will inevitably increase the computational
burden. The significance of obtaining an estimate for b, however, should not be overlooked.
Consider a Mate´rn family covariance (Stein, 1999), a common choice for spatial data. The












where Kν is the modified Bessel function of the second kind of order ν, ν is the smoothness
parameter, ρ is the sill parameter, and θ is the range parameter, with ν, θ ∈ (0,∞) and
ρ ∈ [0,∞). Now consider the covariance of the spatial process in a spatial-random effects









where u˜ = min{‖ui(l) − uj(l)‖ : j 6= i, 1 ≤ i, j ≤ m} for l ∈ {1, 2, · · · }. The structure of the
local bisquare basis function induces similar behavior between parameter values of the two
structures. In particular, ρ acts like δ, the scaling parameter in our model, and θ is little more
than a reparameterization of b. From this, we can see that estimation of b is as important
as estimation of the range parameter in a general Mate´rn covariance and provides a similar
interpretation. The additional structure that the spatial-random effects model enforces is that
the smoothness of the spatial process, generally estimated by ν, remains fixed based on the
choice of basis function. Multi-resolution basis functions, however, do allow for some flexibility.
Although this methodology could easily be generalized to other forms of basis function, the
previous conclusions are only validated for the local bisquare basis function. Our exploration is
55
also restricted to ML estimation, however the framework exists for any likelihood-based estima-
tion technique, and so a Bayesian analysis is possible as well. Structure for Bayesian analysis
would hinge on recent work by Kang and Cressie (2011); Katzfuss and Cressie (2011b,a). This
work also focuses on a fixed point in time. Extensions to a spatio-temporal model are a natu-
ral progression and have already been explored by Cressie et al. (2010); Katzfuss and Cressie
(2011b).
In addition to a Bayesian analysis and adding a temporal element, topics for future research
include a multivariate analysis that could improve prediction through a more informative co-
variance matrix. Further exploration into the effects of observation and knot location could
prove useful. Also, a comparison between our method and those proposed by Banerjee et al.
(2008); Finley et al. (2008); Banerjee et al. (2010) which aim at quantifying the loss in pre-
diction created by approximated the original spatial process could be investigated. We have
provided methodology for improved estimation of the variability in the spatial process necessary
in fixed rank kriging, however there remain areas that could benefit from further attention.
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CHAPTER 4. MAXIMUM LIKELIHOOD ESTIMATION FOR
MASSIVE MULTIVARIATE SPATIAL FIELDS
A paper in preparation.
4.1 Abstract
Spatial data often is collected for multiple variables and at different locations within the
spatial domain. Along with the inherent spatial correlation, the variables themselves are often
correlated. When spatial predictions are desired, cokriging is generally implemented. However,
this assumes that the variables are recorded at the same set of locations. Also, when data
sets become massive, obtaining covariance parameter estimates becomes computationally pro-
hibitive. The Spatial Random Effects model has been suggested by Cressie and Johannesson
(2008) as a means of dimension reduction to minimize the computational burden of kriging
for univariate data. Brynjarsdottir and Berliner (2012) provide an outline for cokriging on
bivariate data using a Bayesian analysis. In this paper, we develop multivariate cokriging us-
ing maximum likelihood estimation and under two scenarios: when computational cost is at a
premium and when scientific insight and precise prediction is of the utmost importance.
4.2 Introduction
With current technological advancements, the ability to collect data has greatly improved.
In particular, satellites and global networks have made the collection and sharing of large
amounts of spatial data possible. In certain situations, multivariate datasets are collected.
Examples include data on air pollution where different chemicals in the earth’s atmosphere
are measured, the United States Census that contains information on population, land-usage,
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as well as a variety of economic variables, and climate data that may consist of minimum
temperature, maximum temperature, precipitation, and humidity. These measurements are
considered to be collected on a continuous spatial domain and are often irregularly spaced and
incomplete. We then consider the spatial domain as an infinite set of locations from which a
finite set has been observed. A common goal of this data is to obtain spatial predictions at
the unobserved locations using the dependence between multivariate observations to improve
results.
Kriging, a form of spatial prediction, has been used in areas such as mining (Richmond,
2003), hydrogeology (Chiles and Delfiner, 1999), natural sciences (Goovaerts, 1997), environ-
mental sciences (Bayraktar and Turalioglu, 2005), remote sensing (Stein et al., 2002), or black-
box modeling in computer experiments (Sacks et al., 1989). In the presence of multivariate
data, the cross-covariogram or a cross-covariance function is used (Cressie, 1993) as a way to
model both the dependence between variables and the spatial dependence. Provided a fully for-
mulated covariance structure, cokriging is the analogous form of kriging for multivariate data.
We assume a Gaussian process and so our objective is specification of the cross-covariance
function.
Specifying a valid cross-covariance function is not routine because a chosen model for the
variance of each variable and the covariance for each pair of variables must result in a full
covariance matrix that is positive definite. Some work has been done in circumventing this dif-
ficulty. Ver Hoef and Barry (1998) and Ver Hoef et al. (2004) accomplish this through spatial
moving average (SMA) models. When numerous correlated variables are of interest, estimating
the cross-covariance function also becomes computationally infeasible. Banerjee et al. (2004)
and Gelfand et al. (2004) achieve a valid cross-covariance matrix that is also computationally
manageable by the Linear Model of Coregionalization (LMC). Let W 1(.), . . . ,W p(.) be p in-
dependent stationary random processes with mean 0 and variance 1. Let s be a location in
spatial domain D. Define:
Y (s) = AW (s) (4.1)
where A is a p × p matrix and Y (.) = (Y1(.), . . . , Yp(.))′. The linear transformation Y (.) is
then the desired multivariate spatial process with correlation between variables. Unfortunately,
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as pointed out by Cressie and Wikle (2011), this imposes a rather harsh restriction in that
Cov(Y i(s),Y j(x)) = Cov(Y i(x),Y j(s)) for variables i and j at locations s and x which may
not always be appropriate. This constraint is more than is necessary to create a valid full
covariance matrix. It limits the researcher to consider symmetric covariance matrices, meaning
that all observations must be recorded at the same set of locations for each variable as well.
Data is often missing for one or more variables at many locations, requiring some form of
imputation. Cressie and Wikle (2011) put the problem into context by explaining that, “this
assumption says that the covariance of temperature in St. Louis, MO, with precipitation in
Columbus, OH, is equal to the covariance of precipitation in St. Louis, MO, with temperature
in Columbus, OH.” As an alternative, they propose obtaining a joint model through conditional
distributions which allow for greater flexibility in the covariance structure.
Consider the bivariate case defined over a finite (n) set of locations s = {s1, . . . , sn} and
let Y k = (Yk(s1), . . . , Yk(sn))
′ for k = 1, 2. Assume a joint Gaussian distribution with zero-
mean, which is then constructed from the conditional distribution by, [Y 1,Y 2] = [Y 2|Y 1][Y 1].
In particular, let Y 1 ∼ N(0,Σ11) and Y 2|Y 1 ∼ N(BY 1,Σ2|1) for any n × n matrix B.
Due to the Gaussian assumption, we can model the conditional variance of Y 2|Y 1 as Σ2|1 =
Σ22 −Σ21Σ−111 Σ12 and the joint model’s moments are
var(Y 1) = Σ11 (4.2)
var(Y 2) = Σ2|1 +BΣ11B′ (4.3)
and
cov(Y 1,Y 2) = Σ11B
′. (4.4)
Under this construction, once the two variances (var(Y 1) and var(Y 2)) have been defined and
are positive definite, then the full 2n× 2n covariance matrix, var(Y 1) cov(Y 1,Y 2)
cov(Y 2,Y 1) var(Y 2)
 (4.5)
is guaranteed to be symmetric and positive-definite. As Cressie and Wikle (2011) point out,
since B is completely general, this allows for the possibility of a flexible and non-symmetric
cov(Y 1,Y 2).
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With large n, however, estimating even the individual variance components is computation-
ally infeasible. Cressie and Johannesson (2008) suggested using the Spatial Random Effects
(SRE) model as a means of dimension reduction for large n univariate data sets. Brynjarsdottir
and Berliner (2012) provided a bivariate framework in which one variable was used to predict
the other using the SRE model for dimension reduction and a Bayesian analysis for param-
eter estimation. In this chapter, we develop methodology to obtain multivariate predictions
simultaneously for maximum likelihood (ML) estimation. We also outline procedure for two
situations: when a flexible covariance is necessary (as noted by Cressie and Wikle (2011)) or
when computationally efficient predictions are most important.
The following section provides a formal setup of the problem, the methodology for a more
computationally efficient form of prediction, and a general format to model complex structures.
This is followed by a discussion on future testing and applications.
4.3 Methodology
4.3.1 Formal Setup
To formalize the setup, we begin by defining two sets of locations: s and s0, from a spatial
domain D. Theoretically, these sets are considered continuous, however to perform a finite cal-
culation the locations must be discretized. Let s = {s1, s2, . . . , sp} ∈ D represent all observed
locations for all p variables, where sj = {sj1, sj2, . . . , sjnj} is the set of all observed locations for
the jth variable, and s0 = {s10, s20, . . . , sp0} ∈ D represent desired locations for all p variables,
where sj0 = {sj01, sj02, . . . , sj0Nj} is the set of all desired locations for the jth variable. Note that
the desired locations are not restricted to sets that are mutually exclusive from the observed
set and that the cardinality of the desired set for each variable is not necessarily equal. Also
note that this structure allows for the possibility of nj 6= ni for any i 6= j : i, j ∈ {1, 2, . . . , p}.
Let yj(.) be the random process for the jth variable defined on D and assume yj(.) is a linear
combination of a linear mean structure, a zero-mean spatial process, and a zero-mean measure-
ment error process. We use the SRE model to define the spatial process as a linear combination
of basis functions and a reduced set (m < n1, . . . , nj) of locations known as knots. Let ηj(.)
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represent the jth spatial process at the knots u = {u1, . . . ,um} and let Sjk(.) define the basis






Sjk(s)ηj(uk) + j(s), (4.6)
where xj(.) = (xj1(.), · · · , xjp(.))′ is a vector of known covariates with (unknown) coefficients
αj = (αj1, · · · , αjp)′. Also let ηj(.) be independent of j(.), each j(s) ∼ N(0, σ2jV ) also inde-
pendent, where V is a known diagonal matrix with entries corresponding to the measurement
error variances. The difficulty is construction of the joint distribution of η. In what follows, we
describe two types of covariance estimation that are either very flexible or efficient. Subsection
4.3.2 provides a blueprint for construction of a valid joint distribution for η that can then be
used to model complex covariance structures and Subsection 4.3.3 outlines a more restrictive
structure for η that allows for extremely efficient computations.
4.3.2 General Covariance Estimation
Assume that although any individual element of n1, . . . , np and p is large, that the collective
process (
∑p
j=1 nj) is still manageable. Katzfuss and Cressie (2011b) provide a computationally
efficient and robust method for maximum likelihood estimation of the covariance parameters
in the SRE model. We now extend this to the multivariate case.
Using the E-M algorithm to obtain maximum likelihood estimates requires the joint distri-
bution for η and , which are considered our “missing data”. All j are independent, so their
joint distribution is simply the product of the marginals. η is also independent of , so the joint
distribution is of the form [η1, . . . ,ηp][1][2] . . . [p]. The issue is defining the joint distribution
of η. The distributions of ηj(.) are not independent, however to simplify their relation, we will
describe them as in (4.2) - (4.4). The joint distribution of all ηj(.) is constructed in a piece-wise
fashion through conditional distributions, so an illustration for bivariate data is presented in
what follows.
Let η1 ∼ N(0,K1) and η2|η1 ∼ N(Bη1,K2|1). The joint distribution is Gaussian with
zero-mean, but the variance needs to be systematically constructed by obtaining the three
components V ar(η1), V ar(η2), and Cov(η1,η2). For the bivariate case, equations (4.2) - (4.4)
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hold true, which result in V ar(η1) = K1, V ar(η2) = K2|1 + BK1B
′, and Cov(η1,η2) =
K1B
′, where B is any m × m matrix and K1 and K2|1 are any positive definite m × m
matrices that must be estimated. For p > 2, the variance and covariance matrices are obtained
through properties of conditional distributions. Under this construction, we denote θ[t] =





[t]} as the set of parameter values at the tth iteration. Obtaining ML
estimates by the E-M algorithm then requires maximizing the following:
Q(θ;θ[t]) = −1
2
{log |K2|1|+ tr(K−12|1Eθ[t] [(η2 −Bη1)(η2 −Bη1)′|y])
+ log |K1|+ tr(K−11 Eθ[t] [η1η′1|y])
+ log(σ2n11 |V 1|) +
1
σ21
tr(V −11 Eθ[t] [1
′
1|y])
+ log(σ2n22 |V 2|) +
1
σ22
tr(V −12 Eθ[t] [2
′
2|y])} (4.7)
From (4.7), we arrive at the updating scheme:
K
[t+1]



















tr(V −12 Eθ[t] [2
′
2|y]) (4.8)
To complete the updating scheme, we need the the first and second conditional moments
for η|y, all of which involve the inverse of the covariance for y, a ∑pj=1 nj ×∑pj=1 nj matrix.
Solving this linear system is O((
∑p
j=1 nj)
3) and infeasible for large datasets, however, block-





where Σ1 = S1K1S1 + σ
2
1V 1, Σ2 = S2(K2|1 +BK1B
′)S2 + σ22V 2, and Σ12 = S1K1B
′S′2.
The inverse of y obtained by a block-wise inversion yields:
Cov(y)−1 =
 (Σ1 − Σ12Σ−12 Σ21)−1 −(Σ1 − Σ12Σ−12 Σ21)−1Σ12Σ−12




Unfortunately, computing (4.10) still involves inverting Σ2 and (Σ1 − Σ12Σ−12 Σ21), which are
n2×n2 and n1×n1, respectively. We can invoke the Sherman-Morrison-Woodbury formula to
reduce the computational burden of Σ−12 , as done by Cressie and Johannesson (2008). An effi-
cient calculation of the second matrix inversion is not directly obvious, however a restructuring
of matrices allows for the use of this matrix identity once more. Equation (4.11) provides the
matrix format necessary to utilize the Sherman-Morrison-Woodbury formula.
(Σ1 − Σ12Σ−12 Σ21) = S1(K1 −K1B′S′2Σ−12 S2BK1)S′1 + σ21V 1 (4.11)
This provides the blueprint for maximum likelihood estimation of the SRE model, provided




3) computation to two mere O(m3) operations. Estimation of the ba-
sis functions is then made possible by the alternating expectation conditional maximization
(AECM) algorithm (Pazdernik and Maitra, 2012) and is shown to improve accuracy in predic-
tion. Brynjarsdottir and Berliner (2012) also outlined methods to obtain a reasonable matrix
B they called “Maximum Covariance Patterns”.
A disadvantage of this method is that as p grows large, the complexity in defining the joint
log-likelihood for η may be overwhelming. Additionally, estimating a complex B can become
computationally intensive for large datasets. In the next subsection, we provide a more efficient,
but less flexible model for obtaining multivariate predictions.
4.3.3 Computationally Efficient Prediction
If
∑p
j=1 nj becomes large, even a generally efficient form of spatial prediction like fixed rank
kriging may not be enough. Pazdernik et al. (2012) proposed “reduced basis kriging” as an
alternative to fixed rank kriging with substantial computational gains. To apply this method,
a zero-mean spatial process is required. Pazdernik et al. (2012) note that in the presence of a
non-constant mean structure, a QR-decomposition (Golub and Loan, 1996) of the design matrix
can be used to detrend the data. Thus, the only aspect of (4.6) that causes complications is the
modeling of η. Pazdernik et al. (2012) also note that when prediction is the primary goal, the
variance of ηj is reasonably modeled by a scalar multiplied by the identity matrix (Kj = δjI).
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Here, we add an extra restriction in that the covariance between two variables is only positive
at the same location. Further, we assume that the variability between variables is the same at
one location as it is in another. These assumptions result in a simplistic covariance for η which
has a special structure known as a striped matrix. This configuration also assists numerical
calculation in that it easily maintains a positive definite covariance for η. The full model for
all p variables can then be defined directly as y = Sη+ where S is a block diagonal matrix of
fixed basis functions,  ∼ N(0,V ), and η ∼ N(0,K) where V is a diagonal matrix with entries
equal to the measurement error variances and K = C ⊗ Im where ⊗ denotes the Kronecker
product, Im is an m×m identity matrix, and C is some p× p symmetric matrix.
A QR-decomposition of S is required to perform reduced basis kriging, which is generally a
substantial computational burden. However, as a block diagonal matrix, S is guaranteed to be
extremely sparse, regardless of the sparsity of each Sj , and so computations intended to exploit
properties of sparse matrices (Davis, 2006) can be used. Consider the QR-decomposition of S,
i.e., S = Q1R1, where R1 is an m ×m upper triangular matrix and Q1 is an n ×m matrix
being such that Q′1Q1 = Im, the m×m identity matrix. The transformation y∗ = Q′1y results
in the reduced data y∗ = R1η +Q′1 with distribution y∗ ∼ Nm(0,Σ∗) where Σ∗ is defined
as Σ∗ = R1KR′1 + σ2Q
′
1V Q1. Provided this formulation, maximizing the log-likelihood of y
∗
(4.12) only involves inversion and matrix multiplication of at most mp×mp matrices.
`(K, σ2;y∗) = −1
2
y∗′(R1KR′1 + σ
2V ∗)−1y∗ − 1
2




Pazdernik et al. (2012) also use a special case of the Woodbury formula (Peterson and Pedersen,
2008; Brown and Hwang, 1992) to further reduce computation involved in the calculation of
kriging estimates and kriging standard errors.
4.4 Discussion
This chapter develops methodology for maximum likelihood estimation of covariance pa-
rameters in the SRE model for multivariate data. We present two approaches depending on
computational resources available and the importance of scientific knowledge gained from the
estimation process. Provided a multivariate process with large n but a small number of vari-
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ables of interest, the E-M approach to ML estimation allows for a rich class of covariance
structures to be estimated. To further improve prediction, the fixed basis functions can be
estimated through the AECM algorithm, as described by Pazdernik and Maitra (2012). If any
nj becomes too large or the multivariate process involves too many variables (large p), the
conditional distribution path taken by the AECM algorithm is impractical. In that case, we
developed multivariate extension to reduced basis kriging that greatly minimize the computa-
tional burden. The drawback of using reduced basis kriging, however, is the strict distributional
assumptions that are necessary to numerically maximize the log-likelihood.
Future work involves conducting a simulation study to show the improvements in prediction
when taking multivariate dependence into account, as well as application to a climate data set
of temperatures and precipitations across the contiguous United States of America. In our
methodology, we assume the same knots are used to describe the spatial process for every
variable, as this simplifies the process. Testing the effects of varying the knot locations for each
variable independently is another area for future research. We have provided methodology
for improved prediction through multivariate modeling of spatial processes using the spatial-
random effects model, however further work is necessary.
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CHAPTER 5. SUMMARY AND DISCUSSION
Data collected within an infinite spatial domain is finite, thus spatial prediction is necessary
to obtain estimates for any unobserved locations. Assuming a Gaussian random field, prediction
is often achieved through maximum likelihood estimation coupled with kriging, a form of spatial
prediction. Calculation for both estimation and prediction require solving an n×n linear system
which is computationally prohibitive for massive data sets. Fixed rank kriging (Cressie and
Johannesson, 2008) is a form of exact kriging that was suggested as a computationally efficient
method of spatial prediction that makes use of fixed basis functions and the Sherman-Morrison-
Woodbury formula (Henderson and Searle, 1981) to reduce the dimensionality of linear systems.
The expectation-maximization (EM) algorithm was then used (Katzfuss and Cressie, 2011b)
to obtain maximum likelihood (ML) estimates, alleviating concerns of maintaining a positive
definite covariance matrix during numerical estimation. Our methodology provides the means
for increasing computational efficiency or improving accuracy in prediction and estimation,
depending on the purpose of the analysis and the resources available. These two methods are
then extended to multivariate data.
In chapter 2, we propose a new method called “reduced basis kriging” and show that fur-
ther computational gains are possible by using restricted ML estimation with an alternative
Sherman-Morrison-Woodbury formula and exploiting the structure that the local bisquare func-
tion imposes on both the matrix of basis functions and the covariance matrix. This method
is also shown to improve the accuracy in prediction by testing and selecting the optimal local
bisquare function out of a possible subset. The methodology is then tested on climate data
archived by the United States National Climate Data Center, producing accurate predictions
extremely efficiently.
Our methodology assumes that the original spatial process is Mate´rn and that the local
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bisquare function is a reasonable choice of basis function. While a Mate´rn covariance is fairly
flexible, the local bisquare function is one of many appropriate smoothing functions. Further
research into the effects of altering the basis functions could be of interest.
Another disadvantage to reduced basis kriging is that it imposes some rather strict as-
sumptions about the relationship between the reduced set of locations, known as knots. Using
the EM algorithm to obtain parameter estimates in the spatial random-effects (SRE) model
allows for a rich class of covariance functions to be used to describe dependence between knots,
however it imposes a fixed structure on the relationship between knots and the original obser-
vations. Assuming local bisquare basis functions were used, the SRE model assumes the basis
functions to be a known aspect of the model and that the bandwidth, b, is a known constant.
However, estimation of b may provide useful insight into the behavior of the spatial dependence.













where Kν is the modified Bessel function of the second kind of order ν, ν is the smoothness
parameter, ρ is the sill parameter, and θ is the range parameter, with ν, θ ∈ (0,∞) and
ρ ∈ [0,∞). Compare this to the covariance of the spatial process in the SRE model, with









where u˜ = min{‖ui(l) − uj(l)‖ : j 6= i, 1 ≤ i, j ≤ m} for l ∈ {1, 2, · · · }. The interpretation of
parameters in the SRE model is made transparent by this illustration. We see that δ becomes
our scale parameter and that b is a reparameterization of the range parameter. The smoothness
remains fixed by the choice of basis functions, however multiresolution basis functions do add
some flexibility in this regard.
Nonetheless, the importance of estimating the bandwidth constant in this setup is com-
parable to scientific knowledge gained by estimating the range parameter. Thus, in chapter
3, we propose a new method that uses the alternating expectation conditional maximization
(AECM) algorithm to obtain a ML estimate of the bandwidth constant, originally a fixed and
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known constant, together with the other covariance parameter estimates. We use Sylvester’s
determinant theorem (Harville, 2008) and, when applicable, methods from reduced basis krig-
ing to minimize the additional computation burden of estimating an additional parameter. A
simulation study shows that our methodology can provide a consistent improvement in accu-
racy at a minimal computational cost. Once again, this methodology is applied to a climate
data set archived by the United States National Climate Data Center, and shows promise.
Finally, in chapter 4, we consider spatial data collected for multiple variables and at dif-
ferent subsets of the spatial domain. In this situation, both the spatial dependence and the
dependence between variables can be used to improve spatial prediction. Cokriging is gen-
erally implemented to obtain predictions for multivariate spatial data, however when either
the number of observations per variable or the number of variables becomes large, this can
be computationally impractical. This chapter develops methodology for ML estimation of the
covariance parameters in the SRE model for multivariate data. Our methodology is presented
in two scenarios, depending on the complexity of the data and computational resources avail-
able. Given a large set of observations but few variables, the EM or AECM algorithm can be
used to obtain ML estimates for a rich class of covariance structures, with joint distribution
acquired through conditional distributions. If any set of observations is extremely massive or
if the multivariate process involves too many variables for the conditional distribution-path of
obtaining a joint distribution to be practical, we propose a multivariate extension to reduced
basis kriging that promises substantial computational gains. The sacrifice of computational ef-
ficiency being the strict structure imposed and the dependence between variables and between
knots. Future work would involve assessing the improvement of this methodology and testing
it on data.
Throughout this dissertation, we assume local bisquare basis functions. It is not, however,
a requirement of any of the methodology presented. For example, the methods proposed in
chapter 3 could easily be implemented for any continuous component of the basis functions. A
venue for further research is to compare our methods to Banerjee et al. (2008) who also estimate
parameters in the functions relating observations to knots through a Bayesian analysis. Aside
from taking a frequentist approach, our methodology differs in that it does not assume that the
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manner in which the knots are correlated to each other follow the same functional pattern as
the correlation between knots and observations. However, advantages of this added flexibility
should be further investigated more thoroughly.
We have also provided evidence that, in terms of prediction and for appropriately speci-
fied basis functions, the spatial correlation between knots is minimal and that simplifying the
structure supplies overwhelming computational advantages for large data sets. Simulations in
chapter 3 show that kriging standard errors are affected by this assumption of independent
knots. What has yet to be explored is whether the increase in mean kriging standard error is
truly a negative consequence of the model or simply a less biased estimate of reality. Banerjee
et al. (2010) have developed a methodology to assess the bias induced by a knot constructed effi-
cient form of spatial prediction they establish through predictive process modeling. Estimation
of the bias of kriging standard errors could be performed in a similar fashion.
Finally, we restrict our focus to spatial models, however developing spatio-temporal method-
ology would be a natural progression. These models have already been explored by Cressie et al.
(2010); Katzfuss and Cressie (2011b), however temporal extensions could also be applied to
our methods.
In conclusion, this dissertation outlines methodology to improve spatial prediction given
available computational resources for both the univariate and multivariate case and assuming
the spatial random-effects model. We outline where resources should be allocated and how to
obtain the most accurate predictions.
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APPENDIX A. SUPPLEMENT TO CHAPTER 2
A simulation study was conducted to assess the value of reduced basis kriging in comparison
to obtaining maximum likelihood estimates of the Spatial Random Effects model via the E-M
algorithm. One hundred 2-dimensional Gaussian random fields were simulated using the R
package fields (Furrer et al., 2012) on either a 50× 50 or 200× 200 grid. The spatial process
at the locations of the observations were assumed to follow a Gaussian distribution with a
Mate´rn covariance structure. The Mate´rn parameter values ν and θ were varied in unison
(ν, θ) = {(0.5, 0.205), (1, 0.137), (1.5, 0.110), (2, 0.095)}, holding ρ = 1 constant. For each field,
simulated measurement errors (σ2 = {0, 0.1, 0.25, 0.4}) were added to each response at 300
randomly selected locations, resulting in values that represented data.
ML estimates and the corresponding predicted values for each simulated field were then
computed using three different methods: reduced basis kriging using an identity covariance
for K = δI (blue), by the E-M approach approximating K with the identity matrix, δI
(gold), and by the E-M approach using the full form of K with constant b = 1.5 (white).
Basis functions with a single resolution and either 23, 77, or 175 knots were used during
estimation and prediction, with the bandwidth constant allowed to vary from 0.5 to 2.5 by
0.1 for both methods that use the identity covariance. As mentioned in the full paper, these
computations were done using sparse matrix methods (Davis, 2006) implemented as per the R
package “Matrix” (Bates and Maechler, 2012).
The value of reduced basis kriging was quantified by two summaries: the time required to
iterate to convergence followed by computing kriging estimates and the mean square prediction
error of the predicted field. The distributions of the one hundred simulated fields are represented
with boxplots on the log scale in Figures A.1 through A.16. For clarity of presentation, the
distribution of seconds or MSPE for the E-M approach using the full form of K are truncated
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on the main figure and presented in full separately when the maximum is significantly beyond
the range of the corresponding results for the identity form of K, as in Figure A.1(c).
Two expected gains in computational efficiency were achieved by either using the identity
covariance for K or by using fewer knots. The value of the bandwidth constant, b, was also
critical to minimizing CPU time because it controlled the level of sparsity in S. The effect
of b on the E-M approach was predictable as lower values resulted in decreased CPU time,
with an optimal level of sparsity occurring near b = 1 for the 50 × 50 grid. An interesting
difference between the E-M approach and reduced basis kriging is the robustness of reduced
basis kriging to increasing m or a poor choice of bandwidth constant. Reduced basis kriging is
efficient regardless of the specifics of the basis functions used and is at least as efficient as the
E-M approach with the identity covariance for any reasonable choice of b. The E-M approach is
consistently more computationally expensive for larger values of b. When the 200×200 grid size
was used, the E-M approach would occasionally reach convergence sooner than reduced basis
kriging for low values of the bandwidth constant (b < 1), with a dramatic reduction occurring
when b = 0.5 and m = 23. However, the resulting MSPE of these estimations were particularly
poor.
The distributions of MSPE for both 50 × 50 and 200 × 200 grid sizes show that for a
reasonable b, the identity covariance structure is at least as accurate in terms of prediction
as the full covariance structure. In fact, as m approaches n, the identity covariance performs
substantially better than the full covariance with regards to both median and maximum MSPE.
This suggests that added complexity toK is unnecessary when our focus is on prediction. Using
the identity covariance for K, reduced basis kriging and the E-M approach are comparable for
choices of bandwidth constant where MSPE is minimized, however an unreasonable b favors
the E-M approach in terms of MSPE. This is opposite of computational efficiency, in which
reduced basis kriging was more robust to poor choices of b.
71



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































ll l l l



























(l) 200× 200 grid with m = 175
Figure A.1 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(l) 200× 200 grid with m = 175
Figure A.2 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three
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(l) 200× 200 grid with m = 175
Figure A.3 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three
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(l) 200× 200 grid with m = 175
Figure A.4 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(l) 200× 200 grid with m = 175
Figure A.5 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three
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(l) 200× 200 grid with m = 175
Figure A.6 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three
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(l) 200× 200 grid with m = 175
Figure A.7 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three
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(l) 200× 200 grid with m = 175
Figure A.8 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(l) 200× 200 grid with m = 175
Figure A.9 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three
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(l) 200× 200 grid with m = 175
Figure A.10 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three
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(l) 200× 200 grid with m = 175
Figure A.11 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three
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(l) 200× 200 grid with m = 175
Figure A.12 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(l) 200× 200 grid with m = 175
Figure A.13 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(l) 200× 200 grid with m = 175
Figure A.14 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three
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(l) 200× 200 grid with m = 175
Figure A.15 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three
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(l) 200× 200 grid with m = 175
Figure A.16 Seconds (left panel) and Mean Squared Prediction Errors (MSPEs, right panel)
for varying bandwidths constants (x-axis) and number of knots (m) for all three
estimation methods on both grids when ν = 2 and σ2 = 0.4.
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APPENDIX B. SUPPLEMENT TO CHAPTER 3
A series of simulation experiments were conducted to explore the value of estimating a
continuous component of the basis functions in fixed rank kriging. In particular, the band-
width constant b in the local bisquare function was estimated using the alternating expectation
conditional maximization (AECM) algorithm and compared the the expectation maximization
(EM) algorithm with a fixed b = 1.5, as suggested by Cressie and Johannesson (2008). Data
were simulated from a Gaussian random spatial field with second order stationarity and the
form of the covariance between knots K was either a scaled version of the identity matrix
(I), a realization from the Wishart distribution, or a Mate´rn covariance matrix. To maintain
a reasonable signal-to-noise (SNR) ratio, we held σ2 constant at 1, set V = I, and varied δ
between 2, 4, and 8. We simulated from the Wishart distribution K ∼ Wm(δm, frac1mI)
and the Mate´rn covariance was simulated with scale parameter equal to δ, range parameter
at one third of the length of the domain, and smoothness parameter equal to 1.5. Datasets
were then realizations from a multivariate normal distribution with mean zero and covariance
SKS′ + σ2V . Either 8 or 23 knots were selected on a space-filling regular triangular grid.
Data were simulated using basis functions with 1 or 2 resolutions and estimated using both
l = {1, 2}. Cressie and Johannesson (2008) suggested using a constant b = 1.5, so to study the
effect of bandwidth misspecification, we simulated data for b = 1.7.
The simulated random spatial field lay on a 30 × 30 grid and observations were selected
based on either a simple random sample structure or one that would artificially create clusters.
The R package fields (Furrer et al., 2012) was used to simulate 500 Gaussian random fields
for each set of parameter values, covariance type, and number of knots. The sparsity of S
was exploited by matrix computations provided by the R package Matrix (Bates and Maechler,
2012). Maximum likelihood estimates, kriged estimates, and kriged standard errors (SE) were
88
obtained for both an identity and full-form K and for both fixed and estimated b, the latter
using the AECM.
Performance was judged based on accurate parameter estimation, efficient computation,
and accurate prediction. These areas were quantified by the distribution of δˆ (when applica-
ble) or the average of the diagonal elements of Kˆ, σˆ2, bˆ, seconds required to obtain param-
eter estimates, kriged estimates, and kriged SEs, mean square prediction error (MSPE), and
mean kriging standard error (MKSE). Distributions of these values are provided in Figures B.1
through B.33. These boxplots display all four estimation methods: AECM with identity K
(light blue), fixed b EM with identity K (gold), AECM with full K (blue), and fixed b with
full K (orange-red). Estimation using the correct resolution is highlighted by black borders
while boxplots for the incorrect resolution are displayed with red borders. The horizontal line
represents the true value of the parameter used in simulation.
Consistent patterns emerge from these results. Estimating b results in an increase in com-
putational cost, as does estimating a full K. Correct resolution identification is essential to
accurate estimation and prediction when considering MSPE, however significantly less crucial
when lowering MKSE is the priority. A simplistic form of K improved parameter estimation
and MSPE, however the consequence is a substantial increase in MKSE. Estimating b through
the AECM consistently improved parameter estimation and MSPE. The same pattern was seen
for MKSE, however it was only true when observations were not clustered. Increasing m and
δ amplified these findings.
To summarize, our simulation study shows that estimating the basis functions improves
estimation and prediction, and the additional computation burden can be minimized when
using the AECM. When accurate parameter estimation or prediction is the primary goal, a
simplistic K = δI has consistently been shown to be beneficial. However, if minimizing the
error in prediction, namely the MKSE, is of the utmost importance, maintaining a general form
for K is advised.
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Res = 1 Res = 2
(f) δ = 8
Figure B.1 Time taken for the four estimation techniques using (from left to right) both single
and double resolution basis functions for simulation and estimation, all values of δ,
and both random (left panel) and clustered (right panel) observations for 8 knots
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Res = 1 Res = 2
(f) δ = 8
Figure B.2 Time taken for the four estimation techniques using (from left to right) both single
and double resolution basis functions for simulation and estimation, all values of δ,
and both random (left panel) and clustered (right panel) observations for 8 knots
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Res = 1 Res = 2
(f) δ = 8
Figure B.3 Time taken for the four estimation techniques using (from left to right) both single
and double resolution basis functions for simulation and estimation, all values of δ,
and both random (left panel) and clustered (right panel) observations for 8 knots
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Res = 1 Res = 2
(f) δ = 8
Figure B.4 Time taken for the four estimation techniques using (from left to right) both single
and double resolution basis functions for simulation and estimation, all values of
δ, and both random (left panel) and clustered (right panel) observations for 23
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Res = 1 Res = 2
(f) δ = 8
Figure B.5 Time taken for the four estimation techniques using (from left to right) both single
and double resolution basis functions for simulation and estimation, all values of
δ, and both random (left panel) and clustered (right panel) observations for 23
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Res = 1 Res = 2
(f) δ = 8
Figure B.6 Time taken for the four estimation techniques using (from left to right) both single
and double resolution basis functions for simulation and estimation, all values of
δ, and both random (left panel) and clustered (right panel) observations for 23
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Res = 1 Res = 2
(f) δ = 8
Figure B.7 Distributions of δˆ for the four estimation techniques using (from left to right)
both single and double resolution basis functions for simulation and estimation, all
values of δ, and both random (left panel) and clustered (right panel) observations
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Res = 1 Res = 2
(f) δ = 8
Figure B.8 Distributions of δˆ for the four estimation techniques using (from left to right)
both single and double resolution basis functions for simulation and estimation, all
values of δ, and both random (left panel) and clustered (right panel) observations
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Res = 1 Res = 2
(f) δ = 8
Figure B.9 Distributions of δˆ for the four estimation techniques using (from left to right)
both single and double resolution basis functions for simulation and estimation, all
values of δ, and both random (left panel) and clustered (right panel) observations
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Res = 1 Res = 2
(f) δ = 8
Figure B.10 Distributions of δˆ for the four estimation techniques using (from left to right) both
single and double resolution basis functions for simulation and estimation, all
values of δ, and both random (left panel) and clustered (right panel) observations
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Res = 1 Res = 2
(f) δ = 8
Figure B.11 Distributions of δˆ for the four estimation techniques using (from left to right) both
single and double resolution basis functions for simulation and estimation, all
values of δ, and both random (left panel) and clustered (right panel) observations
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Res = 1 Res = 2
(f) δ = 8
Figure B.12 Distributions of δˆ for the four estimation techniques using (from left to right) both
single and double resolution basis functions for simulation and estimation, all
values of δ, and both random (left panel) and clustered (right panel) observations
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Res = 1 Res = 2
(f) δ = 8
Figure B.13 Distributions of σˆ2 for the four estimation techniques using (from left to right)
both single and double resolution basis functions for simulation and estimation,
all values of δ, and both random (left panel) and clustered (right panel) obser-
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Res = 1 Res = 2
(f) δ = 8
Figure B.14 Distributions of σˆ2 for the four estimation techniques using (from left to right)
both single and double resolution basis functions for simulation and estimation,
all values of δ, and both random (left panel) and clustered (right panel) obser-
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Res = 1 Res = 2
(f) δ = 8
Figure B.15 Distributions of σˆ2 for the four estimation techniques using (from left to right)
both single and double resolution basis functions for simulation and estimation,
all values of δ, and both random (left panel) and clustered (right panel) obser-
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Res = 1 Res = 2
(f) δ = 8
Figure B.16 Distributions of σˆ2 for the four estimation techniques using (from left to right)
both single and double resolution basis functions for simulation and estimation,
all values of δ, and both random (left panel) and clustered (right panel) obser-
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Res = 1 Res = 2
(f) δ = 8
Figure B.17 Distributions of σˆ2 for the four estimation techniques using (from left to right)
both single and double resolution basis functions for simulation and estimation,
all values of δ, and both random (left panel) and clustered (right panel) obser-
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Res = 1 Res = 2
(f) δ = 8
Figure B.18 Distributions of σˆ2 for the four estimation techniques using (from left to right)
both single and double resolution basis functions for simulation and estimation,
all values of δ, and both random (left panel) and clustered (right panel) obser-
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Res = 1 Res = 2 Res = 1 Res = 2
(f) m = 23 and δ = 8
Figure B.19 Distributions of bˆ for the four estimation techniques using (from left to right)
both single and double resolution basis functions for simulation and estimation,
all values of δ, both (left to right) random and clustered observations, and both
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Res = 1 Res = 2 Res = 1 Res = 2
(f) m = 23 and δ = 8
Figure B.20 Distributions of bˆ for the four estimation techniques using (from left to right)
both single and double resolution basis functions for simulation and estimation,
all values of δ, both (left to right) random and clustered observations, and both
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Res = 1 Res = 2 Res = 1 Res = 2
(f) m = 23 and δ = 8
Figure B.21 Distributions of bˆ for the four estimation techniques using (from left to right)
both single and double resolution basis functions for simulation and estimation,
all values of δ, both (left to right) random and clustered observations, and both
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(f) δ = 8
Figure B.22 Distributions of MSPE for the four estimation techniques using (from left to
right) both single and double resolution basis functions for simulation and esti-
mation, all values of δ, and both random (left panel) and clustered (right panel)
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(f) δ = 8
Figure B.23 Distributions of MSPE for the four estimation techniques using (from left to
right) both single and double resolution basis functions for simulation and esti-
mation, all values of δ, and both random (left panel) and clustered (right panel)
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(f) δ = 8
Figure B.24 Distributions of MSPE for the four estimation techniques using (from left to
right) both single and double resolution basis functions for simulation and esti-
mation, all values of δ, and both random (left panel) and clustered (right panel)
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(f) δ = 8
Figure B.25 Distributions of MSPE for the four estimation techniques using (from left to
right) both single and double resolution basis functions for simulation and esti-
mation, all values of δ, and both random (left panel) and clustered (right panel)
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(f) δ = 8
Figure B.26 Distributions of MSPE for the four estimation techniques using (from left to
right) both single and double resolution basis functions for simulation and esti-
mation, all values of δ, and both random (left panel) and clustered (right panel)
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(f) δ = 8
Figure B.27 Distributions of MSPE for the four estimation techniques using (from left to
right) both single and double resolution basis functions for simulation and esti-
mation, all values of δ, and both random (left panel) and clustered (right panel)
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(f) δ = 8
Figure B.28 Distributions of MKSE for the four estimation techniques using (from left to
right) both single and double resolution basis functions for simulation and esti-
mation, all values of δ, and both random (left panel) and clustered (right panel)
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(f) δ = 8
Figure B.29 Distributions of MKSE for the four estimation techniques using (from left to
right) both single and double resolution basis functions for simulation and esti-
mation, all values of δ, and both random (left panel) and clustered (right panel)
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(f) δ = 8
Figure B.30 Distributions of MKSE for the four estimation techniques using (from left to
right) both single and double resolution basis functions for simulation and esti-
mation, all values of δ, and both random (left panel) and clustered (right panel)
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(f) δ = 8
Figure B.31 Distributions of MKSE for the four estimation techniques using (from left to
right) both single and double resolution basis functions for simulation and esti-
mation, all values of δ, and both random (left panel) and clustered (right panel)
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Figure B.32 Distributions of MKSE for the four estimation techniques using (from left to
right) both single and double resolution basis functions for simulation and esti-
mation, all values of δ, and both random (left panel) and clustered (right panel)
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(f) δ = 8
Figure B.33 Distributions of MKSE for the four estimation techniques using (from left to
right) both single and double resolution basis functions for simulation and esti-
mation, all values of δ, and both random (left panel) and clustered (right panel)
observations for 23 knots and fields simulated with a Mate´rn covariance for K.
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B.2 Application: Predicting temperatures over the contiguous United
States
We applied our methodology to 5030 mean temperatures in April, 1990 over the contiguous
US recorded by the Cooperative Observer Program (COOP) (National Weather Service, 2000),
established in 1890. Quadratic and cubic splines were fit to the covariates elevation, latitude,
and longitude to model a linear mean structure. We selected m = 369 knots on a regular
triangular grid and tested our methodology on basis functions with one, two, three, or four
resolutions and both estimating b (AECM) and leaving b fixed (EM). Figure B.34 shows the
data with the knot locations and resolutions, Figures B.35 and B.36 illustrate the kriging
standard errors and Figures B.37 and B.38 depict the kriging estimates, both for varying
resolutions and estimation methods.
All plots of kriging standard error (Figures B.35 and B.36) show a predictable pattern of
higher variability in areas with fewer weather stations (i.e. Nevada, Maine, Montana, and
Wyoming) and along borders. The visible systematic pattern is created by basis functions on
a regular grid. Otherwise, variability is relatively uniform.
All kriging estimates (Figures B.37 and B.38) capture the general pattern of April tem-
perature in the contiguous US. In particular, all plots show the negative relationship between
elevation/latitude and temperature, the mild climate of the Pacific coast line, and the temper-















































































































Figure B.35 Kriging standard errors resulting from a fixed b = 1.5 and using basis functions


























Figure B.36 Kriging standard errors resulting from estimating b and using basis functions

































Figure B.37 Kriging estimates resulting from a fixed b = 1.5 and using basis functions with


































Figure B.38 Kriging estimates resulting from estimating b and using basis functions with
either one, two, three, or four resolutions.
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