The four-dimensional Hodgkin-Huxley equations are considered as the prototype for description of neural pulse propagation. Their mathematical complexity and sophistication prompted a simplified two-dimensional model, the FitzHugh-Nagumo equations, which display many of the former's dynamical features. Numerical and mathematical analysis are employed to demonstrate that the FitzHugh-Nagumo equations can provide quantitative predictions in close agreement with the Hodgkin-Huxley equations. The two most important parameters of a neural pulse are its speed c(T ) and pulse height v max (T) and so numerical computations of these quantities predicted by the Hodgkin-Huxley equations are given over the entire temperature range T for stability of a neural pulse. Similarly, the FitzHugh-Nagumo equations are parameterized by two dimensionless quantities: a which determines the dynamics of the pulse front, and b whose departure from zero tailors the front to form the resultant pulse. Parallel computations are presented for the FitzHugh-Nagumo pulse whose relative simplicity permits analytic determination to close approximation of the dimensionless speed θ(a, b) and pulse height V max (a, b). It is shown that the two models are numerically identified by scaling according to c = 4904 θ cm/sec and v max = 115 V max mV where the numbers are a consequence of the experimental parameter values inherent to the Hodgkin-Huxley equations. With this connection, at a given temperature the Hodgkin-Huxley speed and pulse height determine unique values for the two FitzHughNagumo parameters a and b. Approximate analytic solution for θ(a, b) allows construction of a three-dimensional [a, b, θ] state plot upon which a unique ridge defines, as a function of temperature, the speed and associated pulse height predicted by the Hodgkin-Huxley equations. The generality of the state plot suggests its application to other conductance models. Comparison of the Hodgkin-Huxley with the FitzHugh-Nagumo models highlight the quantitative limitations of the latter in the region of the minimum characterizing the back portion of the pulse. To overcome this limitation would require analytic extension of the FitzHugh-Nagumo dynamics to higher dimensionality.
The Hodgkin-Huxley and FitzHugh-Nagumo Models of Neuron Dynamics
The experimental and theoretical determinations of propagating axon action potentials in terms of a detailed electrochemical mechanism by Hodgkin and Huxley [1952] provided the foundation of neuron dynamics. Their studies were encapsulated by a system of four coupled nonlinear differential equations given by
(1) where v(x, t) is the action potential at time t and position x along the axon, and [m, n, h] are gating functions for which the corresponding [α i , β i ] pairs (i = {m, h, n}) are functions of v. The explicit form of the Hodgkin-Huxley equations was determined by a remarkably close fit to experimental data. The axon is characterized by radius r, resistance per unit length R 2 and membrane capacitance C m , while the dependence of the dynamics upon temperature is accounted for by the function Θ(T ) [Cooley & Dodge, Jr., 1966] . The functions α i (v), β i (v) and the value of the empirical quantities as determined by Hodgkin and Huxley are tabulated in Appendix A. In the special case that the spatial dependence is suppressed and replaced by a constant current, the complexity of these equations prompted FitzHugh [1961] to postulate an approximately equivalent two-dimensional system as an extension of the van der Pol equation for a relaxation oscillator [Jackson, 1991; Phillipson & Schuster, 2001 ]. These equations reproduce the resting, refractory and relaxation oscillations of the action potential induced by a constant current displayed by a space-clamped axon [Phillipson & Schuster, 2004] consistent with solutions to the HodgkinHuxley equations. Nagumo et al. [1962] subsequently demonstrated that pulse propagation was accounted for by replacing the constant current in FitzHugh's equation by spatial variation of the action potential similar to the one in Eq. (1). These equations, referred to in the literature as the FitzHugh-Nagumo equations, are given by
where V (ξ, τ ) is the action potential, a, b, are system parameters and Y is a so-called recovery variable which measures the state of excitability of the cell. To the present day all conductance models of neural behavior invariably find their foundations in the work of Hodgkin and Huxley. Equally invariably the FitzHugh-Nagumo equations are invoked as a prototypic encapsulation of the Hodgkin-Huxley dynamics [Koch, 1999; Gerstner & Kistler, 2002] .
On the other hand, the FitzHugh-Nagumo equations have been regarded as a qualitative caricature of the Hodgkin-Huxley equations which at best only mimics the latter's solid foundations [McKean, Jr., 1970; Murray, 1993] . Part of the reason for this view is that all quantities in the FitzHugh-Nagumo Eqs. (2a) and (2b) are dimensionless while the Hodgkin-Huxley dynamics of Eq.
(1) is parameterized by explicit experimental quantities describing propagation in real space and time. As a consequence, relationships between the two dynamical models converge on the level of a commonality of parallel solution behaviors and mathematical properties yet lack quantitative identification. The principal aim of the present work is to provide an explicit quantitative and analytical comparison, as a function of temperature, of the relatively simple pulse solutions of the FitzHughNagumo equations with those of the HodgkinHuxley equations. This results in more of a bridge between detailed conductance descriptions and the formal spiking models which necessarily must dispense with such details. Both models predict relatively high speed stable single pulse solutions which are of principal interest, and lower speed pulse train solutions [Huxley, 1959b; FitzHugh, 1969] commonly characterized as "unstable". Like the single pulses these pulse trains have a precisely defined speed and additionally a wave length which are both functions of temperature. Observationally, any single pulse is characterized by a shape featuring a pulse maximum and minimum traveling at a fixed speed which are also functions of the temperature. Computer explorations of these features have a history beginning with Hodgkin and Huxley [1952] with subsequent explorations shortly thereafter [FitzHugh, 1959; Cooley & Dodge, Jr., 1966] , which has continued to the present day [Agüera y Arcas et al., 2003; Suckley & Biktashev, 2003; Takahata et al., 2002] . From its inception, there have been continuing investigations of the Hodgkin-Huxley model to bring it more in accord with modern accurate experimental measurements [Sangrey et al., 2004] . Since these extensions do not upset, and indeed depend upon, the conceptual and mathematical structure of these equations, they can be formally incorporated with little modification into the present scheme. The numerical delicacy of the integration of Hodgkin-Huxley Eqs. (1) have shown small differences in reported values and for the most part the studies have been confined to one or two chosen temperatures. Despite the existing rich literature on the Hodgkin-Huxley equations we decided to repeat the calculations with a predefined accuracy in order to fill the still existing gaps in the temperature dependence and to provide a complete reference for the subsequent analysis of the FitzHugh-Nagumo equations. In particular, we show for the HodgkinHuxley equations that the single pulse is smoothly converted into the pulse train at the temperature of the velocity maximum, T = 30.1 • C. At very low temperatures (T < 0 • C) the single pulse as well as the pulse train converge to constant shapes.
Section 2 summarizes the results of our quantitative study of the Hodgkin-Huxley equations over the complete temperature range of stability of the upper speed stable neural pulse and the [Koch, 1999] can be placed in useful and comparative perspective by providing similar ridges in this three-dimensional FitzHughNagumo state space. Necessarily the price of relative simplicity is to introduce inherent qualitative and quantitative limitations to these identifications, particularly with regard to the shape of the pulse back. These limitations will be discussed in the final Sec. 5.
Pulse Solutions of the Hodgkin-Huxley Equations
In principle, solutions of the partial differential Hodgkin-Huxley equations v(x, t) [Huxley, 1959a] ) there is a single pulse solution at a unique value of c for which this condition can be satisfied in principle. Our calculations, in essence, reproduced the reported results with minor corrections due to higher accuracy, but showed a few additional features which give a rounded view of the pulse solutions of the Hodgkin-Huxley model. Numerical integration of the Hodgkin-Huxley equations in the form of Eq. (3) with a predefined speedc that is larger than the actual speed,c > c results in divergence to +∞ and similarlyc < c leads to divergence to −∞ whereas the correct valuẽ c = c would produce a pulse shape with the proper behavior lim →+∞ v(z) = 0. This fact allows for the determination of the speed together with the pulse shape by an iterative procedure tracing the position of change in sign to higher and higher accuracy. For given initial conditions the borderline of different divergence behavior changes smoothly with temperature and accordingly, the (T, c)-plane is subdivided into areas by the curve c(T ) (Fig. 1) . For the upper branch our results agree, in essence, with those obtained by Huxley [1959a, p. 241] . FitzHugh [1969, p. 48] we observed divergence to +∞ at sufficiently large (c > 2400 cm/sec) and at sufficiently small values of speed (c < δ, where the value of δ depends on temperature). At constant temperature and varying speed we expect to find an even number of changes in sign and indeed we obtained always two such changes corresponding to two different solutions of the HH-equations which we shall denote here as high speed and low speed solutions, c high (T ) and c low (T ), respectively. The results of the Hodgkin-Huxley equations at moderate positive temperatures are of primary interest. However, the behaviors at relatively low temperatures serve to round off the description of pulse propagation predicted by these equations. When T < 0 • C, the pulse shapes converge to a low temperature form whereas both branches in the (T, c)-diagram, c high (T ) and c low (T ), approach asymptotic straight lines in a plot of log c versus T : log c high (T ) → 8.51140 + 0.109877 T and log c low (T ) → 4.96459 + 0.109861 T at sufficiently low T (black and red lines, respectively, in Fig. 1 ). From low temperatures up to the point of maximum speed (T = 30.1 • C) the high speed solutions exhibit the characteristic single pulse shape. The high speed solutions from T = 30.1 • C to the maximum temperature (T cr ≈ 33.7 • C) as well as the low speed solutions for all temperatures are pulse trains (Fig. 1) . 2 At the maximum temperature (calculated to be T = 33.69035 • C) we obtained two pulse trains with slightly different speeds but otherwise identical appearance within the accuracy given in Table 1 . The wave length of the pulse trains decreases from λ ≈ 4.4 cm, its value at 31 • C near the speed maximum, λ ≈ 3.9 cm at the temperature maximum and from there all the way down along the lower speed branch until it converges to λ = 1.99 cm as log c low approaches the asymptotic line in the (T, log c low )-plot. The slope of the two asymptotes is almost the same and reproduces exactly log(3 T /10 ) = 0.109861T as expected from the temperature dependence of the gating variables in Eq. (3).
The detailed results are summarized in Table 1 . They will serve as the reference to which we shall compare the results derived from the FitzHughNagumo equations.
Pulse Solutions of the FitzHugh-Nagumo Equations
The FitzHugh-Nagumo Eqs. (2a) and (2b) can be reduced [Nagumo et al., 1962 ] to a third-order ordinary differential equation evolving with the independent variable ζ = ξ + θτ . In terms of this variable, differentiation of Eq. (2a) and substitution of Eq. (2b) produces the FitzHugh-Nagumo equation for a pulse moving right to left with speed θ for = 0 according to
where all quantities are dimensionless. In the next section the action potential V , the independent variable ζ, and the speed θ will be related to the physical quantities v, z and c of the HodgkinHuxley equations, respectively. For θ > 0 we have
we follow the procedure of Nagumo et al. [1962] and adopt the boundary conditions for the existence of a single pulse as
As mentioned, the same conditions at zero and infinity were enforced (cf. Appendix A) by adjustment of V rest for the Hodgkin-Huxley equations [Hodgkin & Huxley, 1952] . Following Nagumo et al. [1962] the parameter has been set equal to zero which is compatible with single pulse and lower speed pulse train solutions [Casten et al., 1975] . However, for single pulses, since V and its derivatives must vanish at the boundaries, Eq. (4) implies that
The pulse must therefore be symmetric in the sense that positive and negative areas between the pulse curve and the ζ-axis compensate each other exactly, provided b is not zero. For the lower speed pulses the existence of a pulse train implies V is periodic as ζ → ∞. In the region of the upper speed pulse there can also exist multiple-pulse solutions of the FitzHugh-Nagumo equations whose existence have been established [Hastings, 1982] but they are commonly outside the realms of computational detection. Exact analytic solution of Eqs. (2a) and (2b) is impossible due to the presence of the nonlinear cubic term f (V ) = V (V − a)(V − 1). To achieve an approximate analytic solution, McKean, Jr. [1970] replaced the polynomial by a broken-linear approx-
. This piecewise linearization of Eqs. (2a) and (2b) lead to solutions for the pulse and exact mathematical expressions for the pulse speed. The approximation was developed further by Rinzel and Keller [1973] who analyzed both stable and lower speed unstable pulses. Feroe [1982] was able to locate multiple-pulse solutions with this piecewise linear model. Because of its analytical attractiveness this approach has subsequently served as a traditional basis for discussions of the FitzHughNagumo equations. McKean noted at the outset that when = b = 0, the pulse speed in this brokenlinear approximation diverges in that θ(a → 0) → ∞ according to 1/a = 1 + [θ/2 + (θ 2 /4) + 1] 2 . By contrast, the nonlinear FitzHugh-Nagumo equations predict a smooth transition θ(a, b → 0) = θ(0), where θ(0) is finite. Since the ultimate goal of the present study is to correlate these parameters quantitatively as well as qualitatively with Hodgkin-Huxley dynamics our approach is confined to the exact equations expressed as a third-order differential equation according to Eq. (4).
Parallel to Hodgkin-Huxley dynamics, the FitzHugh-Nagumo model exhibits high and low speed pulse solutions [FitzHugh, 1969] . In this case, for given values of a and b, there exists a pulse traveling with speed θ(a, b) coexistent with a pulse of lower speed θ * (a, b), θ * < θ. This parallels the c(T ) temperature dependence of the Hodgkin-Huxley equations shown in Fig. 1 . From Table 1 at 15 • C, for example, the upper speed single pulse traveling at 1681 cm/sec coexists with the lower speed pulse train traveling at 436 cm/sec. The FitzHughNagumo pulses with increasing b evolve from a
The former is a propagating pulse front of unit height and the latter is a stationary pulse. When b = 0 and a increases from zero, the upper pulse slows down and the lower pulse speed grows until finally, in the limit that a → 1/2 the two pulses converge to a stationary pulse front of unit height [McKean, Jr., 1970] . For given a, as b departs from zero, the high pulse has a relatively broad maximum while the low pulse starts propagating at a lower speed. As b progresses further, the speed of the high pulse decreases while the speed of the low pulse increases as both the period and the speed of the pulse train are increasing. Finally, at a limiting value b * that period tends to infinity at which point the high pulse and low pulse coalesce, Θ(a, b * ) ≡ Θ * . Beyond this point [b > b * ] the pulse no longer exists so that conduction is blocked beyond this value. These behaviors are documented 
Analytically it is given by V wf = u/((1−Vo)+u) with u ≡ Vo exp(λζ) and λ = 1/ √ 2. The shape of the curve is independent of a and thus universal. The lower blue curve is a stationary pulse (sp; θ * = 0) given analytically
As a increases the pulse broadens out and asymptotically merges with the wave front solution as a → 0.5 [McKean, Jr., 1970] . The red curves illustrate the evolution of an upper pulse and the emergence of a corresponding lower pulse for a given (a, b) pair as b departs from zero. In this case b = 0.007 for which the upper and lower pulse speeds are θ = 0.4910 and 0.3341, respectively. The beginning of a pulse train for the lower speed pulse was considerable outside the plotted ζ-range. The green pulse represents coalescence of the two pulses at the limiting value of b = b * [0.0096], Θ * = 0.4178. For all computations the initial conditions are from the pulse front solution which is valid as Vo → 0: in Fig. 2 where we present the computer solutions of the FitzHugh-Nagumo Eq. 
, whose solution is a linear combination of functions exp(λζ), and where λ satisfies λ 3 −θλ 2 − aλ − b/θ = 0. Two of the eigenvalues are either negative or a complex conjugate pair with negative real part. The third eigenvalue, to be denoted by λ o is always positive and is of direct concern to the present development. We assume solution of Eq. (4) of the form
where the (dimensionless) space-time coordinate ζ has been subsumed by the nonlinear coordinate u. Substitution of Eq. (5a) into the FitzHugh-Nagumo Eq. (4) results in an equation for F (ζ) of the form
where the expressions of the functions C 0···3 are given in Appendix B. In the particular case that b = 0 a solution for F is the constant F = 1, and necessarily
and V reduces to the solution for the propagation of the pulse front shown in Fig. 2 [Murray, 1993] . A representative plot of F for b > 0 is shown in Fig. 3 (dark red curve) where it is seen that F evolves from unity and decreases slowly until it reaches V max beyond which, since u is large, it coalesces essentially with V (ζ) (black curve) by Eq. (5c). It is shown in Appendix B that an approximate analytic solution up to the pulse maximum is given by
When b = 0, so that θ = θ o and λ o = λ(0) of Eq. (7), then σ 0 = 0, F 1 = 1. For b > 0, in the range of a stable pulse, λ o and c are bounded such that σ 0 1. This analytical result predicts that the departure of F 1 from unity for b > 0 is to close approximation a logarithm up to the pulse maximum. This departure is small because the multiplying coefficient σ o /3(1 + 2a) is small over the allowable range of b. Figure 3 includes an example where the gray and orange curves are the approximate solutions of Eq. (8), V 1 (ζ) and F 1 (ζ), which corresponds to the neural spike limit for a = 0.1. The analytical condition for uo predicts 0.9109 independent of b which agrees well for relatively "large" b close to the b * limit.
The approximation that uo is independent of b is a consequence of retaining terms only linear in σ 0,1 .
respectively. Agreement with the exact curves is close up to the pulse maximum which occurs at u = u max such that dV /du| umax = 0. In the approximation that σ 0 is small, differentiation of V 1 of Eq. (8) and elimination of dF 1 /du by Eq. (B.3) leads to the prediction of the location and magnitude of the pulse maximum according to 
≈ 1.5177 − 2.1590a + 1.4419a 2 with the parameter restrictions
and u o is the real root of the cubic equation
Equation (10a) (8) and, consistent with this restriction, by retaining only the terms linear in σ 0,1 . This analytical development rests upon the construction of solutions whose parent is the pulse front solution of Eq. (5a) with F = 1. In principle, the construction of an analytical approximation for the lower pulse solutions would necessitate a similar development based upon the stationary pulse solution given in the caption of Fig. 2 . The prediction of the pulse speed in the parameter space a, b is shown in the three-dimensional state plot Fig. 5 of θ(a, b) versus a, b computed from Eqs. (10a)-(10d). Equations (9) and (10a)-(10d) relate basic pulse properties of height and speed respectively to the two quantities a, b which parameterize the FitzHugh-Nagumo equations. In the next section these two properties will be Table 3 . connected to the dynamics described by the Hodgkin-Huxley equations. The result is identification of the pulse speed and height at a prescribed temperature to a unique a, b pair of FitzHughNagumo parameters.
Identification of the FitzHughNagumo Model with the Hodgkin-Huxley Neuron Model
FitzHugh [1969] has analyzed the Hodgkin-Huxley equations by arranging the four variables of state by the magnitude of their relaxation times into fast variables [v, m] and slow variables [h, n] . Propagation of the pulse front can then be calculated to a good approximation by keeping the latter at their resting values and reducing thereby the HodgkinHuxley dynamics to a two-dimensional system consisting of the variables v and m. We will follow this program by assuming that the propagation of the neuron pulse front is controlled by the sodium ionic current so that the four-dimensional system of Eq. (1) is reduced to the dynamical coupling of the action potential with the sodium gating function according to
where , It is retained in the present formulation since, as detailed below, the prediction of the pulse speed is improved to very close agreement with that of the full Hodgkin-Huxley equations (3). Our procedure is to overlay the Hodgkin-Huxley pulse front described by Eqs. (11a) and (11b) with the FitzHugh-Nagumo dynamics.
To do so we introduce the following scale factor,
which links the variables and parameters of the FitzHugh-Nagumo and Hodgkin-Huxley equations according to 
with Θ(T ) = 3
Equations (13a) and (13b), characterized here as the "Reduced V-m Model", contracts the HodgkinHuxley equations to two dimensions which results in a link to the FitzHugh-Nagumo equations. Comparison of Eq. (13a) with Eq. (4) with b = 0 describing the FitzHugh-Nagumo pulse front,
show they are of similar structure with the important differences that the quadratic factor V (V − a) is replaced by the gating function as m 3 which is coupled to V by Eq. (13b). It is this added dimensionality which frees θ to represent to good approximation the speed of the entire pulse. On this basis the speed c of the Hodgkin-Huxley pulse is simply related to the speed parameter θ of the FitzHugh-Nagumo pulse by Eq. (12c). Figure 6 shows a solution of Eqs. (13a) and (13b) for the Table 2 shows a more detailed quantitative comparison of the pulse speeds computed from the "reduced V-m model", Eqs. (13a) and (13b) with the computer solution of the full Hodgkin-Huxley equations (3). Good agreement is maintained over the entire practical temperature range for observed pulse propagation up through 20 • C. At higher temperatures the dynamics of the potassium gate dynamics cannot be neglected. These results vindicate quantitatively FitzHughs's argument for separation of the fast V -m variables except for relatively high temperatures, specifically by the prescription of Muratov, with the additional retention of the complete first-order differential equation for m according to Eq. (13b). At each temperature the Hodgkin-Huxley equations determination was also made of the pulse height v max in close agreement with similar calculations by Huxley [1959a] . The quantitative results are included in Table 1 . For a given Table 3 . The pairs computed from Eqs. (9), (10a) Table 2 , this corresponds to the normalized peak V max approaching unity characterizing the pulse front. In empirical terms the sodium reversal potential E Na is the upper bound for the pulse maximum. He also noted that at the upper temperature range propagation was impossible above 33.5 • C in agreement with Table 1 (where this upper limit is at T ≈ 33.7 • C). A study of the table and the ridge shows that, since a decreases with increasing temperature, this correlates with the approach of the parameter a going to zero. The data for a(T ) from Table 3 is encapsulated within 1% by the expression
This predicts that the lower FitzHugh-Nagumo limit a = 0 is achieved at T = 29.67 • C. Finally, using the approximate analytic expression for the pulse limit b * given by Eq. (10c), the ratio b/b * progresses from 0.69 at zero • C to 0.83 at 25 • C. In the present context the high temperature limit is reached when this ratio becomes unity, at which point the higher and lower pulses coalesce around 30 • C, consistent with a → 0 and in parallel to the Hodgkin-Huxley behavior shown in Fig. 1 . Finally, these quantitative results indicate that, while the Hodgkin-Huxley pulse speed and pulse front speed as determined by the V-m model are very close in general, there is a large discrepancy between the FitzHugh-Nagumo pulse speed and the pulse front speed when b = 0. For example, from Table 2 , at T = 18.5 • C the pulse front speed (1937 cm/sec) agrees with the pulse speed (1873 cm/sec) within a few percent. From Table 3 this pulse speed occurs for the FitzHugh-Nagumo equations when a = 0.1490 which implies a pulse front speed [(4904(1 − 2a)/ √ 2)] of 2432 cm/sec, a discrepancy of 25%. The essential commonality in speed of pulse front and pulse, which is characteristic of HodgkinHuxley dynamics, is lost in the FitzHugh-Nagumo model.
Discussion
The simplifications introduced in the passage from the sophisticated Hodgkin-Huxley model to the FitzHugh-Nagumo model necessarily exacts a price. That price is primarily in the magnitude and location of the pulse minimum. Figure 7 shows a comparison of Hodgkin-Huxley pulse at Fig. 7 .
Comparison of the pulse shapes derived from Hodgkin-Huxley and FitzHugh-Nagumo equations. Pulse solution of the Hodgkin-Huxley Eq. (3) (red curve) with solution of the FitzHugh-Nagumo Eq. (4) (black curve) for T = 18.5
• C. In both cases, the pulse speed is 1873 cm/sec and the pulse maximum is 90.6 mV. From Table 3 T = 18.5 • C along with the parallel FitzHughNagumo pulse a = 0.1490 and b = 0.006763. It is to be observed that the pulse minimum predicted by the FitzHugh-Nagumo equations is substantially lower than that of the Hodgkin-Huxley equations. This discrepancy is consistent with the fact that the dynamics of the pulse back was neglected in the association of the Hodgkin-Huxley with the FitzHugh-Nagumo formulation through the twodimensional V-m model. If one formally removes the restriction that = 0 of Eq. (2b) the "equal areas property" of the FitzHugh-Nagumo equation is no longer present. However, calculations show that releasing this restriction is insufficient to remove the discrepancy. Consistent with the "Reduced V-m Model" of Eqs. (13a) and (13b), the implication is that the FitzHugh-Nagumo equation models essentially the dynamics of a single gate (the sodium gate) which is sufficient to account closely for the pulse speed. The back of the pulse, implicating the second potassium gate as it does, is qualitatively accounted by the introduction of a single recovery variable Y characterizing the FitzHughNagumo equations. This is consistent with the observed relatively narrow width and steeper slope of the FitzHugh-Nagumo pulse compared to the Hodgkin-Huxley pulse, which occur because repolarization is more rapid in the former case [Hinch, 2005] . In summary, upon comparison, the HodgkinHuxley and FitzHugh-Nagumo models share the commonality of high and low pulse solutions as observed already by FitzHugh [1969] . In the present work identification with the Hodgkin-Huxley pulse speed and pulse peak were obtained from a contraction to a two-dimensional V-m dynamics of Eqs. (13a) and (13b). This contraction, with scaling, allowed connection with the FitzHugh-Nagumo equations. Upon construction of the state plot of Fig. (5) based upon the approximate analytic solutions Eqs. (9), (10a)-(10d) one could encapsulate the Hodgkin-Huxley dynamics as a ridge. Other conductance models if similarly reducible could find a path on this plot to provide a way of comparing different dynamical formulations. What has not been done yet is to derive the FitzHugh-Nagumo equations from the Hodgkin-Huxley equations and it is probably impossible to do so. As has been pointed out by Muratov [2000] the Hodgkin-Huxley pulse front solutions, since they necessarily involve an interacting v and m kinetics are not reducible to phase plane analysis. The reason is shown by the red line in Fig. 5 which is the evolution of m, seen to closely parallel the course of V for the pulse front over the entire allowable unit interval of the system in the transformed coordinates Eqs. (12a)-(12c). In fact, a reasonable approximation m = V produces a nonlinearity of the form V 3 (V − 1) which rises steadily with V while the FitzHughNagumo nonlinearity goes through a zero at V = a. As a consequence, further refinement of the FitzHugh-Nagumo equations requires expanding its dimensionality to more precisely describe the dynamics of the closing of the sodium channel and opening of the potassium channel as reflected by the minimum in the back portion of the neural pulse.
Appendix A Gating Functions and Experimental Constants of the Hodgkin-Huxley Equations
The following functions and empirical constants are those introduced by Hodgkin and Huxley [1952] with the later convention v → −v. An up-todate discussion is given by Koch [1999] . We will now assume that the deviation of F is sufficiently small and evolves sufficiently slowly that first, F is set equal to one in the above expressions for C n above, and secondly derivative terms higher than dF/du will be neglected. These neglected higher derivatives involve higher powers of u so that consistent with these approximations we retain terms only linear in u. Then Eq. (B.1) reduces to 
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