. The log-likelihood function plotted as a function of MLEM and OSEM iteration for a simulated cardiac SPECT experiment with noisy data. The log-likelihood for the true (noise-free) image is also shown. Note that the iterative reconstruction algorithms increase the log-likelihood beyond that of the true image.
These algorithms do fall short of the ideal, however. For example, the maximum-likelihood (ML) solution is dominated by noise artifacts, and iterative estimates exhibit increasing noise artifacts beyond the earliest iterations. As shown in Fig. 1 , much of the effort expended by the MLEM algorithm goes toward increasing the likelihood function beyond the level of likelihood at which the noise-free image is. Veklerov and Llacer [7] suggested an iterative stopping criterion designed to produce images with high likelihood without iterating to the point in which noise artifacts dominate. Most users perform relatively few iterations and arbitrarily stop at a given number of iterations, thereby imposing a sort of regularization and limiting the reconstruction time. This also effectively stops the algorithm from maximizing the likelihood function. We suggest that maximizing the likelihood function is not a good criterion for the reconstruction solution since it results in an image dominated by noise artifact. Rather, a better criterion would be that the image have high likelihood on about the level of the true image.
Another shortcoming of iterative likelihood-based algorithms concerns the use of ordered-subsets or block iterative implementations. Increasing the number of subsets accelerates iterative convergence, but there is a point beyond which image quality degrades due to a lack of either tomographic or statistical information within subsets. Consider, e.g., fully three-dimensional (3-D) positron emission tomography (PET) using OSEM: in the two-dimensional (2-D) case with single-slice rebinning, as few as four angles per subset may provide fast reconstruction with 0018-9499/01$10.00 © 2001 IEEE good quality; however, in the fully 3-D case, the same aggressiveness of subsetting within oblique sinograms often leads to severe noise artifacts (because each oblique sinogram has much fewer counts than the rebinned 2-D ones, a subset consisting of only four angles of an oblique sinogram may have very few counts). Thus, restraint must be used when subsetting in the fully 3-D case, and the optimal subsetting scheme is dependent upon the actual count levels obtained. The following guidelines may be considered.
1) The statistical and tomographic information contained in each subset should be maximized. 2) Subsets should be balanced, so that voxel activity contributes equally to every subset.
3) The tomographic distance between successive subsets should be maximized. 4) The size of each subset should be minimized (i.e., the number of subsets is maximized) to accelerate convergence. This paper is based upon careful consideration of the comments made above regarding iterative algorithms with likelihood-based objective functions and ordered-subsets implementations. The goal is to develop a new reconstruction architecture that is firmly grounded in statistical theory and that is accelerated in a manner that adapts to the statistical information content of the projection data, uses a statistically meaningful stopping criterion, imposes statistically and spatially adaptive regularization that fully utilizes the available statistics to obtain high resolution and contrast without high susceptibility to noise artifacts, and retains the benefits and desirable properties of conventional ML-like iterative algorithms.
In this paper, we present the concepts behind the proposed approaches, which we term statistically regulated expectation maximization (StatREM) reconstruction, and provide a brief description of the resulting algorithm. This is followed by a presentation of some initial experiences and evaluation of the algorithms using a variety of clinical, phantom, and simulated data.
II. STATISTICALLY REGULATED EM
The proposed statistically regulated EM reconstruction architecture combines a number of concepts, some previously proposed by other authors, into a single reconstruction scheme. The most important unconventional concepts include statistically adaptive formation of ordered-subsets, statistically and spatially adaptive update schemes, and statistically derived stopping criteria. Each of these interrelated concepts are discussed in the following sections.
A. Statistically Adaptive Subsets
As discussed earlier, it is imperative when using orderedsubsets or block-iterative implementations to ensure that each subset has sufficient statistical as well as tomographic information. Generally subsets are formed conservatively to avoid excessive noise sensitivity or other artifacts. Likewise, subsets are generally chosen to be of the same size, by which we mean they each contain the same number of bins and angles. We postulate that statistical methods can be used to adaptively form subsets for each individual imaging situation, thereby achieving high levels of acceleration without undue noise sensitivity. Such formation should be restricted to ensure that there is subset balance and sufficient tomographic information in each subset. Furthermore, these methods could provide subsets of different size but similar statistical information content, thereby providing further acceleration that could not be obtained by conventional means.
Conventionally, subsets are formed by first choosing the subset size, e.g., the number of projection views in each. The data are then grouped using evenly spaced angles within subsets, and then ordered to maximize the angular distance between successive subsets. This ensures that each subset has a high degree of tomographic information, and that the tomographic distance between successive subsets is large.
Using the proposed statistically adaptive method, the steps for forming subsets are somewhat reversed. First, the projection views are ordered (listed) so that the tomographic information is spread out across the list. This is done in a manner analogous to that for conventional subset formation. Then, subsets are formed by moving through the list, gathering projections until a statistical criterion is satisfied. This process continues until all data are traversed.
Two statistical criteria for forming subsets have been studied in this work. The first, and simpler of the two, is to set a simple threshold on the minimum number of counts in each subset. Using this method, the number of subsets will be roughly equal to the total number of counts acquired divided by the threshold used. The advantage of this method over conventional OSEM is that the algorithm automatically adjusts the number of subsets based on the count level of the projection data, and it permits aggressive subsetting for all imaging applications, e.g., for fully 3-D PET reconstruction.
In the second method, subsets are formed dynamically as the reconstruction progresses, and statistical hypothesis testing is used to gather subsets large enough that there is sufficient statistical power to merit an image update. The subset is formed by moving through the list of measured data, adding subgroups of the data with consideration to the amount of tomographic information in each. After adding each subgroup, the hypothesis that the current image estimate gave rise to the measured data in the subset, versus the alternative that a different source image produced the subset measurement, is tested. When there is sufficient statistical power indicating that the current image estimate is incorrect, as determined by a user-defined level, then the subset is considered complete. The image is updated, and formation of the next subset commences.
There are a variety of statistical tests that could be used for forming statistically adaptive subsets. A good example would be to use the version of Pearson's statistic developed by Veklerov and Llacer [7] in their work on MLEM stopping rules. The hypothesis test is carried out as in [7] , with the exception that the test is applied at each subiteration to the current subset of data rather than to the whole dataset.
All of the evaluation and results presented in this paper used spatially adaptive updates, as described in the next section, as well as statistically adaptive subsets. The Pearson statistic could potentially be used in this case as well, but the bookkeeping required to keep track of which projections measure which voxel are difficult in that case. We have taken a different approach and used a paired-sample -test, as described in Section II-D below.
B. Spatially Adaptive Updates
A second concept we are investigating is the use of spatially adaptive update methods to achieve statistically and spatially adaptive regularization. This work is based upon several observations regarding MLEM and related algorithms, and it has some similarities to image-space block-iterative algorithms [8] - [10] . The early iterations of MLEM tend to recover large, low-frequency structures of the image. Higher frequency structures and finer spatial resolution are recovered as more updates are performed, but noise artifacts also increase with each iteration. Thus there is a tradeoff between the resolution (and contrast) and noise properties of the image that changes with iteration.
There is also an important relationship between the noise properties of any image and its usable spatial resolution. While small objects can be resolved in images with little noise, they become harder to resolve as the noise increases. Regularization may improve visualization of such objects, but it may also degrade visualization of other objects in lower noise regions. Thus the usable spatial resolution is a function of the noise level, is spatially variant, and depends upon how much regularization is applied.
Images reconstructed with MLEM have spatially varying noise levels. For example, voxels in regions of high source intensity tend to have high standard deviations, and voxels in low count regions tend to have low standard deviations [11] , [12] . However, the spatial resolution properties of the image do not vary in the same manner. Most conventional regularization methods, such as postreconstruction linear filtering, tend to smooth everywhere across the image and make spatial resolution more uniform. However, since the usable resolution depends upon the noise properties, it may be beneficial to apply different levels of regularization to low-intensity and high-intensity regions.
We are investigating several spatially and statistically adaptive update schemes that couple the resolution and noise properties of the image. The idea is to update high-count regions of the image more often than low-count regions. As a result, spatial resolution is recovered more quickly in regions with higher statistical information, while noise variations are suppressed in lower count regions. The overall goal is to optimally recover the highest level of usable spatial resolution for each region of the image without unduly increasing noise variations in other regions.
The spatially adaptive methods we are studying are intimately related to the statistically adaptive subset formation methods described in the previous section. Rather than forming subsets of the projection data that are used to update the entire image, we propose to form individual subsets for each voxel of the reconstructed image. This is done by keeping track of which projection data are sensitive to each voxel and indexing subsets accordingly. Note that since each projection datum is sensitive to a number of voxels, the subsets for each voxel are overlapping. As before, subsets are gathered until a statistical criterion is met, and then the image is updated. In the spatially adaptive case, however, only those voxels whose individual subsets meet the statistical criterion are updated. The remaining voxels are not updated until sufficient statistical power for their own subsets is reached as the algorithm continues. Further insight into the spatially adaptive update method can be gained by examining the StatREM update equation given below.
C. StatREM Update Equation
Mathematically, the spatially adaptive update equation is similar in form to that of OSEM, with minor modifications (1) where is the updated value of voxel for the current iteration/subset , are the values of voxels before the update, is the transfer matrix (projection operator that models all aspects of image formation), is measured projection datum , is the total number of voxels in the reconstructed image, and is the adaptive subset accumulated for "iteration/subset" (loose terminology; see discussion below) and voxel . The keys to the StatREM algorithm are the formation of the adaptive subsets and the logical timing of when the update equation is applied and to which voxels.
Implementation of the StatREM algorithm is relatively straightforward. First, the projection data should be ordered/listed for statistically adaptive subsetting, as described in Section II-A. The initial image estimate is set to be uniform such that the sum of the image voxels is consistent with the sum of the projection data. The subset running sums are initialized to zero for each voxel, and then the iterative reconstruction commences.
Like conventional OSEM, a full iteration of StatREM consists of a series of subiterations, each of which contains a projection step, backprojection step, and (potential) update step. In each subiteration of StatREM, the current image estimate is projected to a "subset" of projection views as determined by the initial ordering (Section II-A). The data are compared to the measured data, and the error ratios are backprojected in the conventional manner. Before updating the image, the subset for each voxel is examined to determine whether or not it has sufficient tomographic information and balance. If so, then a statistical test is performed for each voxel, using only those projection rays that pass through the voxel. If the test passes, then the voxel is updated as in conventional OSEM. If the test fails, however, then the voxel is not updated; rather, a running sum of the correction term for the voxel is stored in memory. Ideally, the running sum for voxel should be adjusted accordingly whenever another correlated voxel is updated; however, we presently neglect this concern under the assumption that highly correlated voxels will be updated simultaneously. The running sums accumulate for each subiteration until the statistical test passes, at which point the voxel is updated. As a result, the size of the subset of data used to update each voxel is variable, not all voxels are updated at the same time, and the "subsets" for each voxel may change from iteration to iteration. Note also that this update scheme requires accumulation of the normalization factor (backprojection of all ones) for each voxel-subset. One full iteration of StatREM is considered complete when the projection data have been traversed exactly one time.
D. StatREM Hypothesis Test
As stated in Section II-B, a paired-sample -test was used to perform the StatREM hypothesis test when using both statistically adaptive subsetting and spatially adaptive updates. Here we make the assumption that the differences between the measured projection data and the predicted projections given the current image estimate, , are normally distributed. The test statistic for subset and iteration is calculated as (2) where is the number of projection data elements in subset . Under the assumption that the differences are normally distributed, the test statistic obeys the distribution and a twotailed -test is performed with user-defined test level . For each voxel , the subset is collected until the -test demonstrates a statistically significant difference between the measured and estimated projections in the subset. When this occurs, the conclusion is drawn that voxel is at least partially responsible for this discrepancy, and the voxel is updated. Note that subset only includes those projection rays that pass through voxel . The bookkeeping required to keep track of this information is easily done by calculating the weighted errors in projection space, then backprojecting them to obtain for each voxel.
III. EVALUATION
Evaluation and refinement of the StatREM algorithm is currently ongoing. We present here example results from clinical, experimental, and simulated data and compare the StatREM images with those reconstructed using OSEM and MLEM. Only StatREM results using both statistically adaptive subsetting and spatially adaptive updates are presented here; the merits of using statistically adaptive subsetting without spatially adaptive updates will be studied in future work. Two example image sets are shown first to provide a reference point for the image quality obtained by the new methods. Then, a more detailed quantitative examination of image quality indexes such as contrast, resolution, and statistical variations, is presented using a simulated phantom experiment.
A. Example Reconstructions
Two sets of example reconstructed images are shown. First, we show the results of a Tc-99 cardiac SPECT simulation using the mathematical cardiac torso (MCAT) phantom [13] , [14] shown on the left in Fig. 2 . The phantom was digitized onto a 128 image matrix using 4.67 mm voxels, and it had a large, low-contrast lesion (0.75 : 1) in the lateral wall of the left ventricle. SPECT data for 128 angles over 360 were simulated by projecting the phantom with models for the effects of nonuniform attenuation and collimator-detector response for an LEHR parallel hole collimator. The simulated data were scaled and Poisson noise added for a count level of approximately 75 000 total counts per 4.67-mm-thick slice. The data were then reconstructed using four full iterations of OSEM with four angles per subset (32 subsets). The data were also reconstructed with four full iterations of StatREM, which also used 32 subiterations per full iteration. The StatREM algorithm used statistically adaptive subsetting with the hypothesis test method (test level ), and the spatially adaptive update method was also used. In both cases, model-based compensation for nonuniform attenuation and detector response was performed.
Example transaxial reconstructed images are shown in Fig. 2 . The StatREM algorithm provided markedly improved uniformity of the myocardial wall and better definition of the lateral wall defect as compared to OSEM. This example demonstrates the spatially adaptive regularizing effect imposed by StatREM, where good contrast and resolution are reached in the higher statistics portions of the image (myocardium), while smoothing regularization is applied to lower statistics regions (soft tissue background, lungs). Fig. 3 shows example reconstructions from an abdominal fluorodeoxyglucose (FDG) PET study in a 47-year-old male with known colon cancer obtained on a Marconi IRIX gamma camera system with coincidence-detection electronics. These data were reconstructed with two iterations of fully 3-D tilt angle binning (3-D TAB) [15] with seven tilts of 3 each. Reconstruction was performed using both OSEM and StatREM implementations of 3-D TAB. For OSEM, 72 subsets were used, each containing five rotational angles and two tilts (excepting subsets containing the direct LORs, where only one "tilt" was included); for StatREM, the hypothesis test method was used with test level . As seen in Fig. 3 , the StatREM images show considerably less sensitivity to statistical noise than the OSEM images, which in this case greatly improved visualization of two lesions.
B. Quantitative Evaluations 1) Analysis Methods:
A series of simulated PET experiments were performed to quantitatively evaluate the spatial resolution, contrast, and noise properties of the StatREM algorithm as compared to MLEM and OSEM. An MCAT phantom with the same relative activity distribution as that shown in Fig. 2 was used here, but in this case the study was simulated as an FDG cardiac viability PET scan. Projection data were simulated for a 2-D PET acquisition using a matrix-driven rotation-based projector. The data were scaled and 100 independent realizations of Poisson noise were simulated for a count level of 30 000 counts per slice. This ensemble of data was reconstructed using MLEM, OSEM, and various StatREM methods, and the resulting images were analyzed in terms of contrast, noise level, and spatial resolution, as described below. a) Contrast: The contrast ratio of the lesion in the lateral wall was calculated by drawing regions of interest (ROIs) over the lesion and normal myocardium on the ensemble mean images. The average voxel value in each ROI was computed, and the contrast ratio was calculated as FG/BG, where FG and BG represent the average ROI values in the lesion and normal myocardium, respectively. b) Noise: To provide a measure of the noise levels in the reconstructed images, the standard deviation of each voxel was calculated over the ensemble of 100 noise realizations. A large ROI was then drawn over the entire left ventricle of each standard deviation image, and the average value within the ROI was calculated for each image. c) Spatial resolution: For spatial resolution measurements, the phantom was modified by adding a point source in the septal wall of the left ventricle with activity 10% above the normal myocardial value. Projection data were simulated and 100 noise realizations reconstructed as above. The ensemble mean images with and without point source were calculated and then subtracted to get point-source-only reconstructions. Gaussians were fit to horizontal profiles of the difference images, and the fitted values were used to determine the full-width at half-maximum (FWHM) for each image.
2) Analysis Results: Fig. 4 shows example reconstructed images after four full iterations of OSEM, StatREM with threshold, and StatREM with hypothesis test. Unless otherwise noted, the StatREM thresholds were set to 50 counts/voxel/subset, and the StatREM hypothesis tests used test level . The mean images in Fig. 4 (middle row) show some slight streaking artifacts in the StatREM images. These artifacts are reminiscent of what is seen for the early subiterations of OSEM and disappear as more iterations are performed. We postulate that they remain in the StatREM images for more subiterations than for OSEM for two reasons: 1) because there are fewer updates for StatREM and 2) because the spatially adaptive updating scheme changes the appearance of subset-related streak artifacts. Improvements in subset balance for StatREM may also help reduce these artifacts. Note, however, that these streak artifacts are not visible on the noisy images here, or in Figs. 2 or 3. They are of sufficiently low intensity that they cannot be visualized except under special conditions such as very high count levels or ensemble means over multiple noise realizations. The images in Fig. 4 also show much lower noise levels for the StatREM images than for OSEM; however, though the same number of full iterations are shown, the images are actually at different levels of iterative convergence. In the following analysis, we plot the various image quality indexes as a function of iteration, and finally as a function of recovered spatial resolution, so that valid comparisons of the different algorithms at similar degrees of convergence can be made.
The log-likelihood functions, lesion contrast ratios, spatial resolution measure, and noise measure are plotted versus iteration for each algorithm in Fig. 5 . Though each algorithm increased the log-likelihood function beyond the level of that of the true (noise-free) image, the regularizing effect of the StatREM methods can be seen in that it does not maximize the log-likelihood to the extent that OSEM does. This is in agreement with the comments made in the introduction with regard to achieving an image with a high, but not maximal, likelihood.
The rate of "convergence," by which we mean the iterative recovery of image features, of the various algorithms can be evaluated by studying the plots of spatial resolution and contrast versus iteration shown in Fig. 5 . While at eight iterations each of the accelerated algorithms had comparable resolution, StatREM with hypothesis test recovered this resolution much more quickly during the first iteration than did OSEM. StatREM with the threshold, on the other hand, did so more slowly than OSEM, though this result is easily changed by lowering the StatREM threshold. The contrast versus iteration plot shows that all three methods behaved similarly, though both StatREM methods did slightly underestimate the true contrast of 0.75. The result reflects the slight degree of bias introduced by the inherent regularization of StatREM. The last plot of Fig. 5 shows a very interesting result-though the resolution and contrast properties of StatREM and OSEM were similar, the standard deviation versus iteration plot shows that StatREM with hypothesis test had much lower noise levels than OSEM. This encouraging result demonstrates a beneficial regularizing effect of StatREM. In order to more closely examine the signal-to-noise features of the images at the same levels of convergence, the contrast-to-noise ratio (CNR) is plotted as a function of recovered spatial resolution in Fig. 6 . Here, CNR is defined as the lesion contrast ratio divided by the average standard deviation in the left ventricle. According to these figures of merit, better image quality would be represented by curves with higher CNR at better spatial resolutions. The curves of Fig. 6 show that StatREM with hypothesis test outperformed OSEM, which in turn outperformed StatREM with threshold.
We would like to emphasize that the performance of the StatREM algorithm is dependent upon the choice of test level , or threshold level. In order to evaluate such dependencies, we repeated the analysis for the StatREM algorithm with hypothesis test using eight different test levels. The resultant CNR versus resolution curves are plotted in Fig. 7 . The images were reconstructed out to eight full iterations for each level.
As expected, a greater regularizing effect was observed for the smaller test levels, and the rate of recovery of image features with iteration was likewise slowed for the smaller test levels. This brings the potential benefit of tuning the StatREM algorithm for the desired resolution. Consider that if a resolution of 8 mm FWHM is sufficient for a given imaging application, then a very small test level will yield the highest CNR. If better resolution is required, then a higher test level can be used so that the needed resolution is reached in a reasonable number of iterations (at the expense, however, of reducing the CNR).
IV. DISCUSSION
The regularizing effects of StatREM have been referred to and shown several times throughout this work, and the mech-anism behind this regularization deserves further explanation. Recall that for iterative EM-type algorithms, the spatial resolution and contrast properties of the image estimates improve with iteration, but noise fluctuations also increase with iteration. Though it is well known that the converged ML solution is dominated by noise artifact, the MLEM algorithm is useful because the image estimates pass through a range of iterations where they have desirable properties before the noise artifacts become severe. In essence, the early iterations of MLEM preserve many properties of the initial estimate, which in common practice is uniform. These "smooth" features of the image tend to remain for many iterations; thus, stopping MLEM before convergence imposes a sort of regularization upon the image. This is in keeping with the dialogue in the introduction about the importance of gaining high likelihood, but not necessarily maximizing it. In the case of StatREM, regularization is achieved in the same manner, but giving somewhat different results. When spatially adaptive updates are used, the image estimates traverse a different path with iteration than they do for MLEM (or OSEM). By updating higher statistics regions of the image more often than lower statistics regions, a spatially variant regularization is imposed-high-count regions tend to recover more spatial resolution and contrast to better fit the measured data, whereas low-count regions converge more slowly and retain more properties of the initial estimate (i.e., smoothness). If a nonuniform initial estimate were used, say, a very noise image, then both StatREM and MLEM would produce very undesirable images for many (or possibly all) iterations.
The regularizing effect of StatREM can be imposed separate from arbitrary stopping rules by using a statistically derived stopping criterion. Though we have not demonstrated the effect in this paper, the hypotheses test implementation of StatREM can provide such a stopping criterion-when the statistically adaptive subset contains all measured data and the hypothesis test still fails, then further iteration will not change the image and the reconstruction is finished. As another example, the hypothesis test could be carried out using Pearson's statistic, in which case the stopping rule is analogous to that demonstrated in [7] .
We further propose, and are currently investigating, a somewhat different statistical stopping criterion based upon the loglikelihood function as follows. At each iteration, calculate the expectation value of the log-likelihood function given the current image estimate under the condition that the measured data are Poisson. In other words, calculate the expected value of the log-likelihood assuming that the current image estimate is the true (noise-free) image, as shown for instance in Fig. 1 . Given this value, stop iterating when the log-likelihood for the current iteration reaches this value. In effect, this would stop the reconstruction when the log-likelihood function reaches the level of our best estimate for where the dashed line should be in Fig. 1 . The efficacy of this method will be studied in future work.
No attempt has yet been made to prove convergence of the StatREM algorithm, though a growing volume of empirical evidence suggests that the algorithm does not diverge off on some tangent. The convergence properties will likely depend upon which method is used, threshold or hypothesis test, and also what threshold or test level is chosen. It will also certainly de- pend upon whether or not a statistical stopping criterion is applied. It is interesting to note that, as shown by the curves in Fig. 5 , StatREM with hypothesis test does not display cyclic behavior with subiteration as does OSEM, though StatREM with threshold does display this behavior. It may be that the statistically adaptive subset sizes obtained when using the hypothesis test method overcomes such cyclic behavior. This and other converge properties of StatREM deserve further attention in future works.
V. CONCLUSIONS
We have proposed and preliminarily evaluated a new approach to image reconstruction in emission computed tomography, which we term statistically regulated expectation maximization (StatREM) reconstruction. The algorithm utilizes two key concepts-statistically adaptive subset formation and spatially adaptive voxel updates. The algorithm is essentially an EM algorithm with block-iterative acceleration, where the subsets adapt to the amount of statistical information present for each voxel in the reconstructed image. Additionally, StatREM potentially provides a self-imposed statistically meaningful stopping criterion.
Initial application of the StatREM algorithm demonstrated marked improvement in visual image quality as compared to OSEM for both SPECT and PET imaging applications. Quantitative evaluation with simulated PET data support these results, indicating a beneficial regularizing effect for StatREM that preserves good spatial resolution and contrast in high-count regions of the image while regularizing low-count areas to reduce noise artifact. Additional experience with the new approach will be required in order to fully evaluate its potential. For example, the potential for StatREM to allow more aggressive acceleration of sparse fully 3-D datasets has not yet been evaluated. The proposed statistically regulated EM reconstruction architecture may potentially improve a wide range of SPECT and PET imaging applications.
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