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Abstract
This paper presents a new video question answer-
ing task on screencast tutorials. We introduce
a dataset including question, answer and context
triples from the tutorial videos for a software. Un-
like other video question answering works, all the
answers in our dataset are grounded to the domain
knowledge base. An one-shot recognition algo-
rithm is designed to extract the visual cues, which
helps enhance the performance of video question
answering. We also propose several baseline neural
network architectures based on various aspects of
video contexts from the dataset. The experimental
results demonstrate that our proposed models sig-
nificantly improve the question answering perfor-
mances by incorporating multi-modal contexts and
domain knowledge.
1 Introduction
The recent explosion of online videos on the web and social
media is changing the way of transferring knowledge. More
specifically, instructional videos are getting more preferred
by people to teach or learn how to accomplish a task step-by-
step and rapidly replacing conventional media mostly with
written texts and few still images. The success of video as
an educational medium is largely based on its multi-modality
to deliver information through visual, verbal, and even non-
verbal communication at the same time in an effective and
efficient manner.
Consequently, narrated instructional videos have been re-
ceiving much attention from both computer vision and natu-
ral language processing communities as useful data sources
for multi-modal research. Many studies have been conducted
on various problems for instructional video understanding in-
cluding procedure localization [Yu et al., 2014], reference
resolution [Huang et al., 2017] and visual grounding [Huang
et al., 2018]. On the other hand, video question answering,
another major research topic based on multi-modal video un-
derstanding, has been rarely explored for instructional videos
yet, despite the natural fit of the task into educational use
∗Both authors contributed equally to this work.
†This work was done at Adobe Research.
To save image with that change I’ll go up to the File menu And I’ll choose Save
Go up to the File and Save As On this dialog, set the file name Then, click the Save button
Q1: How did she save the file?
A1: File-Save
Q2: Is there any shortcut of that?
A2: Command+S
Q3: How did she save the file?
A3: File-Save As
Q5: How to open this?
A5: File-Save As
Q4: What is this dialog?
A4: Save As Dialog
Figure 1: Examples of question answering on a screencast tutorial
video for an image editing software
cases. Recently, some studies [Ye et al., 2017] have just
introduced the question answering problems on instructional
videos.
This paper presents a new instructional video question
answering task on screencast tutorials which include video
recordings of computer screen augmented with audio narra-
tions to demonstrate how to use software applications. Dif-
ferent from other types of instructional videos for physical
real-world tasks such as cooking or do-it-yourself, screencast
tutorials are mostly created and consumed in the same en-
vironment as the target application. This aspect helps people
easier to watch a screencast tutorial and follow its instructions
at the same time by opening the software and the video side
by side. To develop real-time question answering capabilities
in this scenario, our task is defined to take a question at any-
time in the middle of a video and find the answer considering
various contexts when the question is asked. The examples
in Figure 1 indicate the high dependency to given contexts in
selecting proper answers. Q1 and Q3 have the same question,
but the different answers from each other according to their
video contexts. The referring expressions in Q2, Q4 and Q5
also need to be resolved in a context-aware manner. And the
useful contexts are not restricted to the video contents only.
There is no explicit cue in given video contexts for answering
both questions Q2 and Q5, which requires external domain
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knowledge.
To address the proposed task, we introduce a video ques-
tion answering dataset1 collected from screencast tutorials for
an image editing software. This dataset is distinguished from
the other work for the following three major characteristics.
Firstly, this dataset was collected not by automatic generation
nor crowdsourcing from general public, but by the human ex-
perts of the software. Secondly, all the questions and the an-
swers were collected based on the localized contexts from a
whole video clip with no pre-segmentation. Above all, every
answer in the dataset is grounded to its corresponding concept
in a domain knowledge base.
In addition, we propose a baseline system architecture for
our screencast video question answering task. The system in-
cludes the following sub-components: text encoders for ques-
tions and transcripts, visual cue extractors from video frames,
and answer encoders grounded to a domain knowledge-base.
And we compare various model configurations to fuse all
the representations across different modalities to answer the
questions.
The remainder of this paper is structured as follows. Sec-
tion 2 compares this work with other related studies. Sec-
tion 3 presents a problem definition of our video question an-
swering task. Section 4 introduces the question answering
dataset collected on screencast tutorials for an image editing
software. Section 5 describes the baseline model architec-
tures for this problem. Section 6 reports the evaluation results
of these models and Section 7 concludes this paper.
2 Related Work
2.1 Video Question Answering
Video question answering problems are drawing attentions
of the vision community, which can be seen as an exten-
sion of image question answering. However, the challenge
of video understanding makes it an even difficult task com-
pared with image question answering. Many related problems
have been proposed recently, while most of them are focus-
ing on short video clips [Xue et al., 2017; Zhao et al., 2017]
with automatically generated QA pairs using some certain
question generation techniques [Heilman and Smith, 2010],
of which the quality cannot be guaranteed. [Zhao et al.,
2017] considers the problem of open-ended video question
answering from the viewpoint of spatio-temporal attentional
encoder decoder learning framework. They proposed a hi-
erarchical spatio-temporal attention network for learning the
joint representation of the dynamic video contents according
to the given question. To achieve spatial-temporal reasoning,
[Jin et al., 2019] proposed a new attention mechanism called
multi-interaction, which can capture both element-wise and
segment-wise sequence interactions simultaneously. [Song et
al., 2018] and [Singh et al., 2019] tried some other ways of in-
teraction between spatial and temporal streams. In this work,
we also explored the the effectiveness of spatial and temporal
attention mechanisms in the newly proposed task, in addition
to that, we further applied dual attention [Kang et al., 2019] to
1To download and learn more about our dataset, please see
https://sites.google.com/view/pstuts-vqa/home .
model the video contexts, which is more aligned with human
attention mechanism.
As a particular type of video, tutorial video is popular for
video analysis in recent days, because there are tons of tu-
torial video resources on online platforms and the contexts
are in a relatively closed environment compared to natural
videos. Alayrac et al. [2016] learns the tutorial procedures in
videos by leveraging the natural language annotation of the
videos. [Zhou et al., 2018] proposed to learn the temporal
boundaries of different steps in a supervised manner without
the aid of textual information. To the best of our knowledge,
there is no prior work on video question answering for screen-
cast tutorials.
2.2 Text Question Answering
Text question answering has been extensively explored as a
major research topic in the natural language processing field.
The most widely studied problem is machine reading com-
prehension which aims at understanding a given pair of ques-
tion and source texts and generating the answer in the form of
span extracted from the source texts [Rajpurkar et al., 2016].
In this work, we also use source texts available from the tran-
scripts of audio narrations. However, the machine reading
comprehension methods are not applicable to our task, since
many answers are not explicitly mentioned in the transcripts,
but from the visual cues or external knowledge.
Another line of text question answering research has fo-
cused on answer selection problems [Wang et al., 2007;
Yang et al., 2015] to find the best answer based on sentence
matching between a given question and each of the answer
candidates. Our proposed task also takes the answer from a
candidate pool. But the candidate answers are not the sen-
tences, but the concepts in a domain knowledge base, which
requires different representations between questions and an-
swers from each other.
Comparing to other knowledge-based question answering
problems [Berant et al., 2013], our task aims at context fu-
sion across different modalities, while the existing work has
mainly focused on question semantics to generate the proper
queries onto knowledge bases.
3 Problem Definition
We define our video question answering task as a ranking
problem as follows:
y = a ∈ A (f(q, c) · g(a)) ,
where q is an input question, c is a given video context from
either or both of video frames and transcripts, a is an answer
candidate from the answer pool A. This work focuses on
the following two main research questions: how to fuse the
multi-modal video contexts into the feature representation f ;
and how to incorporate external domain knowledge into the
answer representation g.
This problem formulation looks similar to the previ-
ous studies on video question answering with multiple
choices [Tapaswi et al., 2016; Jang et al., 2017; Kim et al.,
2017]. However, our problem is mainly differentiated from
them by taking the answer pool A not from any pre-defined
set for each question, but from a domain knowledge base.
Entity Type # entities # options
Menu 821 -
Shortcut 119 -
Dialog 95 694
Tool 72 736
Key 54 -
Panel 53 744
Item 15 -
Action 7 -
Total 1,236 2,196
Table 1: Statistics of the domain knowledge base concepts for an
image editing software
4 Data
To address the proposed task, we collected a new video ques-
tion answering dataset on the 76 narrated instructional videos
for an image editing software. All the videos and their manual
transcripts in English were obtained from the official website
of the software. The transcripts were preprocessed by spaCy2
for sentence segmentation and word tokenization. Then, each
sentence is aligned to its corresponding part of the video by
forced alignment using Kaldi [Povey et al., 2011]3.
To collect a high-quality question answering dataset, three
image editing experts using the software were hired from Up-
Work4. They were asked to watch the videos in sequence and
generate a question and answer pair at a moment in the video.
Each answer is linked to an entity or an option in an existing
knowledge base for the software (Table 1). The related en-
tity pairs are cross-linked to each other also in the knowledge
base according to the relation types including ’is a’, ’belongs
to’, ’is the shortcut of’, and ’is opened by’. For the visible en-
tities including tools, panels, and pop-up dialogs, the knowl-
edge base includes their example images which are used to
synthesize the training data for visual cue extraction in Sec-
tion 5.2.
For each question q and answer a pair, we took the index
of the transcript sentence which was being spoken when the
question was asked. Then, it is considered as the key to video
context c to construct an instance triple 〈q, a, c〉. For the 2,839
unique triples collected in this first phase, we asked the ex-
perts to paraphrase each question to generate more variations.
Finally, we have 17,768 triples which were randomly divided
into training, development, and test sets in Table 2. As shown
in the question type distributions indicated by trigram pre-
fixes (Figure 2), most of the questions are about the events
or the objects related to given video contexts. 69.71% of the
answers are linked to the entities of the knowledge base and
the other 30.29% of the answers are for the detailed options.
Figure 3 shows the distributions of the answer categories of
the collected triples, where 69.71% of the instances are linked
to the entities of the knowledge base and the other 30.29% of
the answers are for the detailed options. When we match the
answers to the surrounding transcripts, only 43.36% of the
instances include the exact mentions of the answers within
2https://spacy.io/
3 http://kaldi-asr.org/
4 https://www.upwork.com/
Figure 2: Distribution of trigram prefixes of questions
Dialog
(26.43%)
Ac�on
(20.79%)
Tool
(19.85%)
Panel
(14.42%)
Menu
(8.24%)
Others
(10.27%)
Op�on
(13.27%)
Op�on
(9.00%)
Op�on
(8.01%)
Figure 3: Distribution of answer type categories
five sentences before and after, which largely differs from
text question answering problems and implies the importance
of the other contexts from visual cues and external domain
knowledge.
In addition to the question and answer pairs, every video
in this dataset is manually segmented for each step in the ac-
tion sequence and labeled with visual cues and events which
are also linked to the same knowledge-base entries as the QA
instances. These manual annotations can be utilized not only
for question answering, but also for other video understand-
ing tasks on screencast tutorials. In this work, we leverage
the ground-truth visual cue labels for training our question
answering model in Section 5.
5 Method
In this section, we propose a baseline model architecture for
our video question answering task. First, we present the
overview of our proposed model, then we introduce the inter-
nal components to process each information stream such as
question, answer, and video contexts. Besides, we also illus-
Videos QAs
Set # videos lengths # sents # triples
Train 54 238m 2,660 12,874
Dev 11 49m 519 2,524
Test 11 46m 485 2,370
Total 76 333m 3,664 17,768
Table 2: Statistics of the datasets divided into training, development,
and test purposes
trate some other variations in context fusion based on neural
attention mechanisms.
5.1 Overall Architecture
Figure 4 shows the overall architecture of our baseline model.
For a question q asked while the t-th sentence of the video
transcripts is being spoken, the model takes the surrounding
context {ct−w, · · · , ct, · · · , ct+w}, where w is a window size
in terms of the number of transcript sentences before and after
from t. Since every video segment includes both visual and
language contexts, cj is defined as a pair of vj and sj which
are the representations of the visual cues and the transcript
sentence, respectively.
Then, the sequence from ct−w to ct+w is fed into a bidi-
rectional recurrent layer using gated recurrent units (GRUs)
(Cho et al., 2014) to learn temporal dynamics in modelling
the video contexts. From the GRU outputs, the t-th hid-
den state which is at the middle of the context sequence is
taken and concatenated with the question representation of
q. This fused representation is forwarded to the dot product-
based matching function with the answer representation of
each candidate ai from the domain knowledge-base. Finally,
the candidate with the maximum matching score is selected
as the answer to the question given video contexts.
5.2 Encoders
Our proposed model consists of the following four encoders
to represent the features of questions, transcripts, visual cues,
and answer candidates, respectively.
Question & Transcript Encoder
The first type of encoder in this model aims to get the sentence
representations of the question q and each sentence sj in the
video transcripts. In this work, we used a common sentence
encoder for both q and sj based on the work by Kim [2014]
which applies word embedding, convolution and max pooling
operations in sequence. Any other sentence representation
methods can be also used for these encoders, which is out of
the scope of this work.
Visual Cue Encoder
Software-specific visual cues play an important role in un-
derstanding the visual contexts on screencast tutorials, be-
cause most actions and operations are related to them directly.
Therefore, we propose to extract the key visual cues for the
software components including tools, panels, and pop-up di-
alogs first, and then use them to encode the visual contexts
instead of the global video frame features as other video ques-
tion answering work.
Algorithm 1 Visual Cue Matching
1: Initialization: simi = 0 for i = 1 . . .M
2: for i = 1 . . .M do
3: min =∞
4: for j = 1 . . . N do
5: if dist(M itest,M
j
train) < min:
6: min = dist(M itest,M
j
train)
7: end for
8: simi = (1/min) · freq(M itest)
9: end for
10: similarity =
∑M
i=1 simi
The visual cue extraction procedure is divided into two
parts: detection and recognition. To detect the pop-up di-
alogs and panels, we train the YOLO [Redmon et al., 2016]
models based on the synthetic training data without manu-
ally labeling effort. To synthesize the images, we first collect
the captured images of each target object from the domain
knowledge base and then generate the images by adding pop-
up items on random backgrounds as Figure 5. We adopt a
similar method for tool detection of which the only difference
is we do not synthesize it with backgrounds.
With the trained models, the regions of visual cues are de-
tected from a video frame of screencast tutorials. Since the
tool icons can be distinguished by its appearance, we build
a ResNet [He et al., 2016] based classifier to recognize what
tool is being used at each moment. However, panels and pop-
up dialogs usually contain much more text information which
makes them harder to be recognized only with the visual fea-
tures. To this end, we design a one-shot matching algorithm
to recognize the panels and pop-up dialogs based on the OCR
outcomes which are represented as a bag of word embedding
vectors. Algorithm 1 describes the details of our visual cue
recognition method. simi is defined as the similarity between
the i-th word in the training sample and the closest word in
the test sample. M and N are the number of words detected
in the test sample and training sample respectively, note that
’training’ and ’test’ are in terms of the recognition of panels
and pop-up dialogs instead of the training of question answer-
ing task. Feature matrixM ∈ RN×d is the concatenation of
features vectors from fastText [Bojanowski et al., 2017] word
embeddings. dist(·, ·) is the distance between the two feature
vectors, we use euclidean distance in this work. freq(M itest)
is the frequency of the i-th word in the test sample.
The matching score is used to determine the type of each
visual cue by taking the most similar entity from the knowl-
edge base. Each recognition result is represented also in a
continuous vector space. Since all the target entities for visual
cue extraction are included in the answer candidate pool for
question answering, they are finally encoded as the same rep-
resentations as the corresponding answer candidates, which
is described in the next subsection.
Answer Encoder
Another key to success with our proposed model architec-
ture is how to represent each answer candidate ai into g(ai)
which is matched with the fused representation f(q, c). In
this work, we learn the embeddings of the answer candidates
q: What is this dialog?
∙ ∙ ∙∙ ∙ ∙
Go up to the File and Save As On this dialog, set the file name Then, click the save button
GRUt-w GRUt GRUt+w∙ ∙ ∙ ∙ ∙ ∙
Question 
Encoder
Visual Cue 
Encoder
Transcript 
Encoder
Visual Cue 
Encoder
Transcript 
Encoder
Visual Cue 
Encoder
Transcript 
Encoder
Answer 
Encoder
Fusion Matching
ai: Save-As Dialog
Knowledge 
Base
yi
tt-w t+w
Figure 4: Base Model Architecture
ExampleBackground Synthesized
+ à
Figure 5: An example image synthesized for training visual cue de-
tection models with no manual annotation
to represent each of them also as a continuous vector. As in
word representation learning, the answer embeddings can be
learned from scratch or fine-tuned from pre-trained vectors.
The main difference between the two is how to initialize the
answer embeddings, where the first one starts from random
initialization. To incorporate the external domain knowledge
into the latter method, we propose to fine-tune the answer
embeddings from the graph embedding vectors pre-trained
on the structural domain knowledge. We convert the domain
knowledge base described in Section 4 into a graph structure
and learn the node embeddings with DeepWalk [Perozzi et
al., 2014]. The embedding layer initialized with either ran-
dom vectors or the pre-trained node embeddings is fine-tuned
with the other components in the whole model architecture
for question answering.
5.3 Neural Attention Mechanisms
In addition to the base model architecture, we explored fur-
ther variations based on three neural attention mechanisms.
Temporal Attention
The first variation is based on temporal attentions (Figure 6a)
where the question representation is used to attend all context
features at different time steps. The attention weight at each
time step is computed by the softmax of MLP which takes the
question and the corresponding hidden state of GRU. Finally,
we take the weighted sum of the hidden states as the video
context representation. This is a generalized version of our
base model which has the hard attention only to the middle of
a sequence.
Spatial Attention
Since we have multiple visual cues at each time step, we pro-
pose spatial attentions (Figure 6b) to attend the three different
visual cue streams for tools, dialogs, and panels. To obtain
the attention weights, we apply MLP for each pair of ques-
tion and visual cue representations. Then the weighted sum
of visual cue representations is concatenated with the tran-
script representation as the input to the bi-directional GRU.
Dual Attention
Dual attention [Kang et al., 2019] is a way to model both
temporal and spatial attentions together. In this variation
(Figure 6c), we first apply the temporal attention on top of
the GRU outputs only for the transcript sequence. Then, the
weighted sum of the transcript representations is fed into the
spatial attention instead of the question itself, which is more
precise than the question attended model according to the ex-
perimental results.
6 Evaluation
6.1 Experimental Settings
Based on the dataset, we first built the eight question an-
swering models with different combinations of question,
transcripts, visual cues, and graph embeddings. All the
∙ ∙ ∙ ∙ ∙ ∙GRUt-w
st-wvT vD vP
GRUt+w
st+wvT vD vP
q
GRUt
stvT vD vP
ATT-T f (q, c)
(a) Temporal Attention
GRU∙ ∙ ∙ ∙ ∙ ∙
s
q
vT vD vP
ATT-S
(b) Spatial Attention
∙ ∙ ∙ ∙ ∙ ∙GRUt-w
s
GRUt+w
s
q
GRUt
s
ATT-T ATT-S
vT vD vP
f (q, c)
(c) Dual Attention
Figure 6: Neural Attention Mechanisms
Data Size Precision Recall F1
Manually labeled 1.9k 0.738 0.834 0.783
Synthesized 10k 0.923 0.939 0.930
Table 3: Visual Cue Detection Results of Pop-up Dialog
Tools Dialogs Panels
Accuracy 0.623 0.453 0.372
Table 4: Visual cue recognition accuracy
models have the word embeddings initialized with the 300-
dimensional pre-trained fastText [Bojanowski et al., 2017]
vectors on Common Crawl dataset. The convolutional layer
in the question and transcript encoders learned 100 maps for
each of three different filter sizes {3, 4, 5}. And we set the
hidden layer dimensions for GRU to 300. For the matching
component, we used dot product as a scoring function.
Implementation Details
The models were trained with Adam optimizer [Kingma and
Ba, 2014] by minimizing the negative log likelihood loss. For
training, we used mini-batch size of 128 and applied dropout
on every intermediate layer with the rate of 0.5 for regular-
ization. The accuracy on the development set was calculated
after each epoch, and then the best model was selected from
the first 100 epochs for the final evaluation on the test set.
Visual Cue Extraction
For visual cue extraction, we generated 10k data samples for
both panel and dialog detection training. As shown in Table 3,
the model trained with the synthesized data outperforms the
one trained on manually labeled data by a big margin. Ta-
ble 4 shows the recognition accuracy for each visual cue type
compared to the ground-truth labels on the test set videos. All
the question answering models were trained with the ground-
truth visual cue labels and evaluated with the predicted out-
comes by the visual cue extractors.
Answer Embeddings
For answer embeddings, we first created a domain knowl-
edge graph including 3,432 nodes and 2,391 edges converted
from the knowledge-base structure introduced in Section 4.
Then, we applied DeepWalk [Perozzi et al., 2014] algorithm
based on random walk followed by skip gram [Mikolov et al.,
2013]. For each node in the graph, a 300-dimensional vector
was trained under the same parameters used in the original
work. We initialized the answer embedding layer with these
graph embedding vectors to compare with the other models
with random initialization.
6.2 Quantitative Analysis
Table 5 compares the performances of the models evaluated
with the following retrieval metrics: mean reciprocal rank
(MRR), recall@k, and the average rank of the ground truth
answer, where the higher MRR and R@k scores the better
results in question answering, while the lower value for the
rank the higher position of the answer in the list.
Each of the contexts from transcripts and visual cues indi-
vidually contributed to achieve the significantly higher per-
formances than the models only with questions. And the
model performances were further improved when both types
of the contexts were used together, which shows that these
multiple modalities are complementary to each other in rep-
resenting the video contexts. In addition, the models based on
pre-trained knowledge graph embeddings outperformed the
other one with random initialization for every configuration,
which indicates the effectiveness of incorporating the external
domain knowledge into our models. Finally, the model with
all the components achieved the best performances against
the other combinations in most metrics. Especially, this
model outperformed the baseline with ResNet by large mar-
gin, which indicates the effectiveness of our proposed visual
cues in video context representations.
Table 6 shows the performances of our two best models
on three subsets of the test dataset divided by the degree of
prediction errors from the visual cue extractors. The large gap
between the perfect and the noisy predictions indicates that
there’s further room for enhancing our question answering
models by improving the visual cue extraction performances,
which will be one of the main action items in our future work.
On top of the best base model, we applied the attention
mechanisms described in Section 5.3. Table 7 compares the
performances with different attention mechanisms. The mod-
els with temporal attentions failed to achieve better perfor-
mances than the base models with the hard attention strat-
egy which takes the bi-directional GRU outputs only at the
time-step t when each question is asked. On the other hand,
the spatial attention over the visual cues contributed to gain
further improvements. Especially, the model with dual atten-
tion mechanism achieved 1.5% higher accuracy than the base
model with no attention, which is the highest performance in
Question Transcript Visual Cues Graph Embedding MRR R@1 R@5 R@10 Avg Rank
X 0.4611 0.3460 0.6030 0.6793 48.12
X X 0.5610 0.4494 0.6890 0.7527 61.16
X X 0.5445 0.4270 0.6768 0.7527 68.01
X X X 0.5640 0.4582 0.6903 0.7688 38.16
X X 0.5000 0.3802 0.6451 0.7316 22.76
X X X 0.5832 0.4806 0.6992 0.7764 18.75
X X X 0.5886 0.4831 0.7051 0.7726 21.77
X X X X 0.6637 0.5591 0.7869 0.8439 19.27
X X ResNet X 0.5027 0.4013 0.6139 0.6937 24.60
Table 5: Comparisons of the question answering performances with different models on the test dataset.
Wrong Partially correct Correct
Q+V+GE 0.4296 0.6109 0.6596
Q+T+V+GE 0.5098 0.6766 0.7234
Table 6: Comparisons of the question answering performances in ac-
curacy with different degrees of visual cue prediction errors, where
Q denotes question, V is visual cues, T is transcripts and GE means
Graph Embeddings.
No Attention Temporal Spatial Dual
Accuracy 0.5591 0.5414 0.5603 0.5738
Table 7: Comparisons of the model performances with different at-
tention mechanisms.
this experiment.
6.3 Qualitative Analysis
We provide two visualization examples in Figure 7 to illus-
trate in which cases the dual attention works better than spa-
tial or temporal attentions. In these two examples, spatial
attention failed to attend to the correct spatial components.
Although temporal attention both attend to the correct time
points, it fails to predict the answer without having spatial
contexts. Dual attention is designed to attend to the spatial
components based on the temporal attended contexts, which
is proved to be able to alleviate this limitation.
7 Conclusions
This paper presented a new video question answering task
with a dataset collected in context-aware and knowledge-
grounded manners on the screencast tutorial videos for a soft-
ware. Then, we proposed a neural network model architecture
based on multiple encoders which represent different types
of video contexts. Experimental results showed that our pro-
posed mechanisms to incorporate the multi-modal video con-
texts and the external domain knowledge helped to improve
the task performances. We also demonstrated the effective-
ness of dual attention by both quantitative and qualitative
analysis.
References
[Alayrac et al., 2016] Jean-Baptiste Alayrac, Piotr Bo-
janowski, Nishant Agrawal, Josef Sivic, Ivan Laptev,
…
s21: If you decide you don't want the 
layer, simply remove it by remove it 
by clicking the trash can.
…
Temporal Attention
Spatial Attention
Dual Attention
Layers Panel
Layers Panel
Warning Dialog
Q: What opens up if you try to remove layer?
A: Warning Dialog
Q: Where did he pick to blend the color of an object into the color?
A: Layers Panel
…
s34: choose multiply from the blend 
mode to blend the color of the sun into 
the colors on the layer beneath.
…
Temporal Attention
Spatial Attention
Dual Attention
Color Picker
Type Tool
Layers Panel
Figure 7: Visualization of the attention mechanisms. The solid green
lines denote the valid attentions, while the dotted red lines show the
wrong behaviors of the models.
and Simon Lacoste-Julien. Unsupervised learning from
narrated instruction videos. In 2016 IEEE Conference on
Computer Vision and Pattern Recognition, CVPR 2016,
Las Vegas, NV, USA, June 27-30, 2016, pages 4575–4583.
IEEE Computer Society, 2016.
[Berant et al., 2013] Jonathan Berant, Andrew Chou, Roy
Frostig, and Percy Liang. Semantic parsing on free-
base from question-answer pairs. In Proceedings of the
EMNLP, pages 1533–1544, 2013.
[Bojanowski et al., 2017] Piotr Bojanowski, Edouard Grave,
Armand Joulin, and Tomas Mikolov. Enriching word vec-
tors with subword information. Transactions of the Asso-
ciation for Computational Linguistics, 5:135–146, 2017.
[He et al., 2016] Kaiming He, Xiangyu Zhang, Shaoqing
Ren, and Jian Sun. Deep residual learning for image recog-
nition. In Proceedings of the IEEE CVPR, pages 770–778,
2016.
[Heilman and Smith, 2010] Michael Heilman and Noah A.
Smith. Good question! statistical ranking for question
generation. In Human Language Technologies: Confer-
ence of the North American Chapter of the Association of
Computational Linguistics, Proceedings, June 2-4, 2010,
Los Angeles, California, USA, pages 609–617. The Asso-
ciation for Computational Linguistics, 2010.
[Huang et al., 2017] De-An Huang, Joseph J Lim, Li Fei-
Fei, and Juan Carlos Niebles. Unsupervised visual-
linguistic reference resolution in instructional videos. In
Proceedings of the IEEE CVPR, pages 2183–2192, 2017.
[Huang et al., 2018] De-An Huang, Shyamal Buch, Lucio
Dery, Animesh Garg, Li Fei-Fei, and Juan Carlos Niebles.
Finding ”it”: Weakly-supervised reference-aware visual
grounding in instructional videos. In The IEEE CVPR,
pages 5948–5957, 2018.
[Jang et al., 2017] Yunseok Jang, Yale Song, Youngjae Yu,
Youngjin Kim, and Gunhee Kim. Tgif-qa: Toward spatio-
temporal reasoning in visual question answering. In Pro-
ceedings of the IEEE CVPR, pages 2758–2766, 2017.
[Jin et al., 2019] Weike Jin, Zhou Zhao, Mao Gu, Jun Yu,
Jun Xiao, and Yueting Zhuang. Multi-interaction network
with object relation for video question answering. In Lau-
rent Amsaleg, Benoit Huet, Martha A. Larson, Guillaume
Gravier, Hayley Hung, Chong-Wah Ngo, and Wei Tsang
Ooi, editors, Proceedings of the 27th ACM International
Conference on Multimedia, MM 2019, Nice, France, Oc-
tober 21-25, 2019, pages 1193–1201. ACM, 2019.
[Kang et al., 2019] Gi-Cheon Kang, Jaeseo Lim, and
Byoung-Tak Zhang. Dual attention networks for visual
reference resolution in visual dialog. arXiv preprint
arXiv:1902.09368, 2019.
[Kim et al., 2017] Kyung-Min Kim, Min-Oh Heo, Seong-
Ho Choi, and Byoung-Tak Zhang. Deepstory: video story
qa by deep embedded memory networks. In Proceedings
of the IJCAI, pages 2016–2022, 2017.
[Kim, 2014] Yoon Kim. Convolutional neural networks for
sentence classification. In Proceedings of the EMNLP,
pages 1746–1751, 2014.
[Kingma and Ba, 2014] Diederik P. Kingma and Jimmy Ba.
Adam: A method for stochastic optimization. CoRR,
abs/1412.6980, 2014.
[Mikolov et al., 2013] Tomas Mikolov, Ilya Sutskever, Kai
Chen, Greg S Corrado, and Jeff Dean. Distributed repre-
sentations of words and phrases and their compositional-
ity. In Advances in neural information processing systems,
pages 3111–3119, 2013.
[Perozzi et al., 2014] Bryan Perozzi, Rami Al-Rfou, and
Steven Skiena. Deepwalk: Online learning of social repre-
sentations. In Proceedings of the 20th ACM SIGKDD in-
ternational conference on Knowledge discovery and data
mining, pages 701–710, 2014.
[Povey et al., 2011] Daniel Povey, Arnab Ghoshal, and
Gilles Boulianne. The kaldi speech recognition toolkit. In
IEEE 2011 Workshop on Automatic Speech Recognition
and Understanding (ASRU), 2011.
[Rajpurkar et al., 2016] Pranav Rajpurkar, Jian Zhang, Kon-
stantin Lopyrev, and Percy Liang. Squad: 100,000+ ques-
tions for machine comprehension of text. In Proceedings
of the 2016 Conference on Empirical Methods in Natural
Language Processing, pages 2383–2392, 2016.
[Redmon et al., 2016] Joseph Redmon, Santosh Divvala,
Ross Girshick, and Ali Farhadi. You only look once:
Unified, real-time object detection. In Proceedings of the
IEEE CVPR, pages 779–788, 2016.
[Singh et al., 2019] Gursimran Singh, Leonid Sigal, and
James J. Little. Spatio-temporal relational reasoning for
video question answering. In 30th British Machine Vision
Conference 2019, BMVC 2019, Cardiff, UK, September 9-
12, 2019, page 295. BMVA Press, 2019.
[Song et al., 2018] Xiaomeng Song, Yucheng Shi, Xin Chen,
and Yahong Han. Explore multi-step reasoning in video
question answering. In Susanne Boll, Kyoung Mu Lee,
Jiebo Luo, Wenwu Zhu, Hyeran Byun, Chang Wen Chen,
Rainer Lienhart, and Tao Mei, editors, 2018 ACM Multi-
media Conference on Multimedia Conference, MM 2018,
Seoul, Republic of Korea, October 22-26, 2018, pages
239–247. ACM, 2018.
[Tapaswi et al., 2016] Makarand Tapaswi, Yukun Zhu,
Rainer Stiefelhagen, Antonio Torralba, Raquel Urtasun,
and Sanja Fidler. Movieqa: Understanding stories in
movies through question-answering. In Proceedings of
the IEEE CVPR, pages 4631–4640, 2016.
[Wang et al., 2007] Mengqiu Wang, Noah A Smith, and
Teruko Mitamura. What is the jeopardy model? a quasi-
synchronous grammar for qa. In Proceedings of the
EMNLP-CoNLL, pages 22–32, 2007.
[Xue et al., 2017] Hongyang Xue, Zhou Zhao, and Deng
Cai. Unifying the video and question attentions for open-
ended video question answering. IEEE Trans. Image Pro-
cessing, 26(12):5656–5666, 2017.
[Yang et al., 2015] Yi Yang, Wen-tau Yih, and Christopher
Meek. Wikiqa: A challenge dataset for open-domain ques-
tion answering. In Proceedings of the EMNLP, pages
2013–2018, 2015.
[Ye et al., 2017] Yunan Ye, Zhou Zhao, Yimeng Li, Long
Chen, Jun Xiao, and Yueting Zhuang. Video question an-
swering via attribute-augmented attention network learn-
ing. In Proceedings of the 40th International ACM SIGIR
Conference on Research and Development in Information
Retrieval, pages 829–832, 2017.
[Yu et al., 2014] Shoou-I Yu, Lu Jiang, and Alexander
Hauptmann. Instructional videos for unsupervised harvest-
ing and learning of action examples. In Proceedings of the
22nd ACM international conference on Multimedia, pages
825–828, 2014.
[Zhao et al., 2017] Zhou Zhao, Qifan Yang, Deng Cai, Xi-
aofei He, and Yueting Zhuang. Video question answer-
ing via hierarchical spatio-temporal attention networks.
In Carles Sierra, editor, Proceedings of the Twenty-Sixth
International Joint Conference on Artificial Intelligence,
IJCAI 2017, Melbourne, Australia, August 19-25, 2017,
pages 3518–3524. ijcai.org, 2017.
[Zhou et al., 2018] Luowei Zhou, Chenliang Xu, and Ja-
son J. Corso. Towards automatic learning of procedures
from web instructional videos. In Sheila A. McIlraith and
Kilian Q. Weinberger, editors, Proceedings of the Thirty-
Second AAAI Conference on Artificial Intelligence, (AAAI-
18), the 30th innovative Applications of Artificial Intel-
ligence (IAAI-18), and the 8th AAAI Symposium on Ed-
ucational Advances in Artificial Intelligence (EAAI-18),
New Orleans, Louisiana, USA, February 2-7, 2018, pages
7590–7598. AAAI Press, 2018.
