Abstract -In this paper we construct complexity order optimal numerical methods for Volterra integral equations with different types of weakly singular kernels. We show that for Volterra equations (in contrast to Fredholm integral equations) using the "block-by-block" technique it is not necessary to employ the additional iterations to construct complexity optimal methods.
Volterra integral equations are used extensively to solve problems of economy, ecology, medicine as well as problems of physics and engineering [2, 5, 14, 21] . In the last few years, much consideration has been given to numerical methods for these equations.
For detailed studies of approximate methods for Volterra integral equations including Abel-Volterra equations see, e.g., [2, 9, 10] and the references therein.
The question of the number of arithmetic operations for integral equations was first investigated by K.V. Emel'anov and A.M. Il'in in [12] , where Fredholm equations of the second kind with smooth kernels were considered.
Complexity order optimal approximate algorithms for multidimensional Fredholm integral equations of the second kind were constructed by I.V.Boikov [3] , who considered the classes of differentiable functions with an infinite increase in derivatives on the domain boundaries.
Estimation of the complexity of Fredholm integral equations with smooth characteristics has been the subject of many of papers [13, 18-20, 24, 26] . The case of weakly singular equations was considered in [1, 15, 17] .
Using the algorithms of optimal complexity for Fredholm integral equations of the second kind, involves different constellations of smoothness assumptions about the free term and the kernel of the equation. In [12] both functions are assumed to be m-smooth. Here a complexity order optimal two grid iterations method was suggested. In some recent papers the smoothness of free term is reduced [24] [25] [26] . In [26] a complexity order optimal fully discretized Galerkin method was constructed for Fredholm integral equations with an m/2-smooth free term and an m-smooth kernel. Work [24] deals with the equation
, with m-smooth f and m -smooth K, m 2m. The quadrature system here is also solved by the two grid iterations method. In [16] the exact order of ε-complexity was found for some class of equations of the form z = Hz + f in Hilbert space. The obtained results were then applied to Volterra and Fredholm equations.
Introduction
Let us introduce the classes of functions being used.
. . be the class of the functions f (t 1 , . . . , t l ) defined on Ω and satisfying the following conditions: 
where the constant A is independent of |v|. Remark 1.1. If l = 1 Γ 0 is defined as the point t = 0. Let further B be a Banach space, Π : X →X is a mapping of the compactum X ⊂ B on the finite-dimensional spaceX. Definition 1.3. The Kolmogorov n-width of X in B is defined by the expression
where the last infimum is taken over all n-dimensional subspaces L n of the space B.
Definition 1.4. The Babenko n-width δ n (X) is defined by the expression
where the infimum is calculated on all continuous maps Π :
Statement of the problem
We consider the Volterra integral equations of the second kind
where
are the classes of functions defined below. Note that the integral equation (2.1) has a unique solution x(t) for all considered cases. Let us introduce the definition of complexity-optimal algorithms (see [3, 12] ).
By P we denote the set of elementary operations P = { arithmetic operations, calculation of values of functions }.
Let then Ξ(n) be the set of all approximate methods for solving equation (2.1) requiring at most n elementary operations.
Denote
where x(t) is an exact solution of (2.1), x * n (t) is the approximate solution of (2.1) requiring n elementary operations. Introduce the functional ζ n (ξ) = sup
where x * n (t) is the approximate solution of the equation (2.1) by the algorithm ξ(n) requiring no more than n elementary operations.
Definition 2.1. The numerical method ξ(n) ∈ Ξ(n) is called optimal, asymptotically optimal, and order-optimal with respect to complexity on the classes Ψ 1 , Ψ 2 , if respectively 
Optimal algorithm for
where y j and w j are the roots of the Legendre polynomials of degrees s − 2 and r − 2 respectively. We denote by P s (x, ∆ k ) the operator replacing the function x(t), t ∈ ∆ k by an interpolation polynomial of degree r − 1 for k = 0 and of degree s − 1 for k = 1, N − 1 constructed at the nodes ξ In order to determine the coefficients x 1 j , j = 0, 1, . . . , s − 1 of the local spline x N (t) on the segment ∆ 1 we represent (2.1) in the following form:
2) is then solved by analogy, using scheme (3.1).
Repeating this process N times, we obtain the approximate solution x N (t) of the equation (2.1) over the interval [0, T ].
It was proved that method (3.1), (3.2) is of optimal accuracy order [4] . The error estimate in the one-dimensional case has the form
In order to prove that scheme (3.1), (3.2) is also optimal with respect to the complexity order we find the lower estimate of E(n, Ψ 1 , Ψ 2 ). Using the technique of [12] we obtain
Let us evaluate now the number n of arithmetic operations required to solve the equation (2.1) by method (3.1), (3.2).
Definition of the spline coefficients on the segment ∆ 0 requires the solution of the system of r linear equations and on each segment ∆ k , k = 1, . . . , N − 1 is the system of s linear equations. Note that with increasing k the basic expenses fall on the filling of the right side of system, since to determine values of f k (t) it is necessary to calculate the integrals on each previous interval which demands A 0 (k − 1) operations.
Since the parameter s of the class Q * r,γ (Ω, M) is a constant, the total number of arithmetic operations n is estimated as
Hence, taking into account estimate (3.3),we have sup
where x * n (t) ≡ x N (t) is the approximate solution of the equation (2.1), determined by the scheme (3.1), (3.2) .
Thus, method (3.1), (3.2) has the accuracy A 2 n −s/2 and requires no more than A 3 n elementary operations, i.e., among various methods using a set P of elementary operations method (3.1), (3.2) is order complexity optimal. We denote by P k (x, ∆ k ) an operator, putting in correspondence to the function x(t), t ∈ ∆ k the interpolation polynomial of degree m k − 1 constructed on the nodes ξ It has been shown that under such conditions scheme (3.1)-(3.2) is optimal with respect to the accuracy order on B * r,γ (Ω) and the error estimate 
Optimal algorithm for B
Let us determine now the total number n of elementary operations required to solve the equation (2.1) on the classes Ψ 1 , Ψ 2 by method (3.1), (3.2) .
In order to determine the spline coefficients for each segment ∆ k , k = 0, 1, . . . , N, it is necessary to solve the system of m k linear equations, which demands n 2 = In filling the right side of the systems in unknown spline coefficients for ∆ k , k = 0, 1, . . . , N, we have to calculate the integrals on each previous interval, which will demand n 3 = N k=1 A 6 c k operations. Here
is the number of nodes of the Gauss quadrature rule required to achieve the optimal order of accuracy. Hence,
Thus, the total number of arithmetic operations n is determined as
Taking into account estimates (4.1) and (4.2), we have sup
Hence, algorithm (3.1), (3.2) is order complexity optimal on the set P of elementary operations.
Classical weakly singular Volterra equations
In this section we consider the Volterra integral equation of the standard form Hence, algorithm (3.1), (3.2) is also order complexity optimal for (5.1) on the set P of elementary operations.
