The unconstrained optimization problem can be solving by using the conjugate gradient method. In this paper, we suggest new hybrid nonlinear conjugate gradient methods, which have the descent at every iteration and globally convergence properties under certain conditions. It can be seen clearly that new hybrid method are efficient for the given test problems depending on their numerical results.
Introduction
Conjugate gradient methods (CG) methods are used to solve a class of numerical methods of the following unconstrained optimization problem:
where f is a smooth function of n variables. We recall that these types of methods are iterative. Starting with an initial point 
(DY-Dai and Yuan [5] , FR-Fletcher and Reeves [6] , CD-conjugate descent [7] ). These methods can be divided into two groups by the numerator used. Methods HS, PR, LS are more efficient than DY, FR, CD (since they keep the conjugacy of direction vectors more successfully), but their global convergence cannot be proved without additional modifications. Methods DY, FR, CD are globally convergent (with some limitations concerning the step size selection), but they are less efficient than HS, PR, LS methods. More details can be found in [10] . The idea to attach these methods in sequence to obtain efficient algorithms leads to hybrid conjugate gradient algorithms. More details can be found in [2] [3] . Recently, the authors in [4] planned new conjugate gradient methods based on the strictly convex quadratic function approximation involves computation of the
in practice it is often preferred to replace the exact computation with the use of an approximate the Hessian matrix (or sometimes its inverse) with a symmetric positive definite matrix through some effective procedure. Conjugate gradient methods are defined by the formula:
giving the conjugate gradient methods strong convergence properties and, in the same time, they may have modest practical performance. On the other hand, methods may not be convergent, but usually they have better computer performances. The choices of k  in these methods are:
Using good convergence properties of the first group of methods and, in the same time, good computational performances of the second one, here we want to exploit choices of k  in ) 8 ( and )
9
( . The remaining parts of the paper are in the order. In Section 2, we propose a new hybrid nonlinear conjugate gradient method. In Section 3, we present the algorithm and show that our corresponding formula can always guarantee descent condition. In Section 4, convergence analysis for the proposed method is presented. Section 5 entails the proposed method numerical results and also the representation of proposed method against some CG methods.
Materials and Methodology A Convex Combination
In this paper we use another combination of BSQ and INQ methods. The parameter k  of the hybrid conjugate gradient method of BSQ and INQ is formulized as :
Hence, the direction k d is given by :
The parameter k  is the scalar parameter to be determined later. We see that, if , 0
On the other hand, if ( hold, then :
Proof :
Having in view the relations 
In further consideration of the relation ), 15 ( we can get :
The last relation yields:
we finally conclude: 
Algorithm and Lemmas
Setting up the global convergence of the proposed methods, will need the assumption on objective function, which have been used often in the literature to analyze the global convergence of nonlinear conjugate gradient methods. 
and set the initial guess
Step 2. Test for continuation of iterations. If Step 4.
Step 5. Compute k  as in ) 11 ( .
Step 6. Compute the search direction Here we have to present descent property. 
we get :
we get: 
On the other hand, for
But, the BSQ method satisfies the descent condition [4] under the Wolfe line search. Now, let
and from ), 31 ( we get :
We obviously can conclude now :
Convergence Analysis
For the target of this section we remind to the next theorem. satisfies strong Wolfe conditions. If the Lipschitz condition holds, then either
It was originally given by Hager and Zhang [9] . Now we give the next theorem. Using Theorem 3 we conclude that this is a contradiction. So, we finish the proof.
Numerical Results
In this section, we statement several numerical experiments. We test the HBSQ method on problems in the [1] and compare their performance to that of the FR method [6] . We stop the iteration if the inequality 
Conclusions
We have proposed new descent hybrid conjugate gradient methods, that is, the BSQ method and the INQ method. Under suitable conditions, we proved that these method converge globally. Extensive numerical results are also reported. The performance profiles showed that the new descent hybrid methods are efficient for the given test problems.
