Abstract. Recommender systems suffer from the new user problem, i.e., the difficulty to make accurate predictions for users that have rated only few items. Moreover, they usually compute recommendations for items just in one domain, such as movies, music, or books. In this paper we deal with such a cold-start situation exploiting cross-domain recommendation techniques, i.e., we suggest items to a user in one target domain by using ratings of other users in a, completely disjoint, auxiliary domain. We present three rating prediction models that make use of information about how users tag items in an auxiliary domain, and how these tags correlate with the ratings to improve the rating prediction task in a different target domain. We show that the proposed techniques can effectively deal with the considered cold-start situation, given that the tags used in the two domains overlap.
Introduction
Recommender systems (RSs) are software tools that address the information overload problem by retrieving and suggesting items that are estimated as relevant for a user, based on her user profile. However, most of the available RSs [1] suffer from the data sparseness problem caused by the fact that users usually rate only a few items. This is especially true for users that have just joined the system and have not provided yet many ratings. To address this problem, researchers have considered cross-domain scenarios, i.e., have attempted to reuse users' knowledge in an auxiliary and better known domain in order to improve the accuracy of recommendations in another, less known, target domain [2] . The key challenge in cross-domain recommendation is to discover useful relationships among items or users in different domains, e.g., using similarities between items, or (as we will show in this paper) using the similarities of the conditions under which the items in the different domains are rated. Usually, the considered domains are heterogeneous (e.g., music vs. places of interest), making it difficult to find relationships or links between them.
In this research, we leverage user-assigned tags as a "bridge" between different domains. Tags have been shown in previous research to be useful for matching items in one domain with those in others [3, 4, 5] . Our proposed technique relies on the usual overlap between the tag vocabularies used in different domains. For instance, the tag "romantic" could be used to describe a movie, a place of interest or a song. Hence, if for instance a RS targeted to a particular domain is able to learn, in an auxiliary domain, that a tag has a positive effect on the ratings, i.e., that when the tag is present the ratings are generally higher, then it could be possible to transfer this dependency from the auxiliary domain to the target one.
In this paper, we present three novel cross-domain rating prediction models, named as UserItemTags, UserItemRelTags and ItemRelTags, that are able to use tagging and rating data in an auxiliary domain to support rating prediction in a target domain for a completely new set of users. UserItemTags and UserItemRelTags predict a target user rating by considering the tags this user has assigned to the target item. While, ItemRelTags exploits the tags in a more general way, i.e., it considers all tags assigned by any user on the target item to compute rating predictions. Hence, this last algorithm does not use the knowledge of how the target user has tagged the target item to generate a rating prediction.
We have formulated the following hypothesis: the information about how users tag items in a particular domain can be exploited to improve the rating prediction accuracy in a completely different domain. To evaluate this hypothesis, we have carried out a series of tests using the MovieLens and the LibraryThing datasets, and have compared the results to those obtained by a state-of-the-art single domain recommendation algorithms based on matrix factorization [6] .
The rest of the paper is structured as follows: in section 2 we position our work with respect to the state of the art. Section 3 presents our proposed crossdomain rating prediction models. Section 4 describes the experiments that we have performed in order to evaluate our models, and discusses the obtained results. Finally, conclusions and directions for future work of the presented approach are pointed out in section 5.
Related Work
As shown by [7] , cross-domain recommendation techniques can tackle cold-start problems in collaborative filtering. Four methods for cross-domain collaborative filtering are there identified: centralized prediction, distributed peer identification, distributed neighborhood formation, and distributed prediction. However, differently from our work, they consider scenarios where the cross-domain recommenders do share some users, i.e., there are users that have rated items in several domains. Producing cross-domain recommendations for a new user in a target domain, without having any user ratings in auxiliary domains (as in our case) is more challenging since only item relationships across domains can be exploited.
Another example of a cross-domain recommender system developed to overcome cold-start problems is Tag-induced Cross-Domain Collaborative Filtering
