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1. INTRODUCTION 
The invariant imbedding approach to solving linear boundary value 
problems frequently leads to differential equations whose solutions become 
undefined at certain critical lengths. Considerable attention has been devoted 
to the problem of continuing the solutions past these points. Among the 
methods used have been extrapolation procedures, Riccati transformations, 
new sets of imbedding equations [8], and more recently an approach based 
on generalized trigonometric identities. It is the latter work which is discussed 
in this note. 
Several papers by Allen, Wing et al. have shown that a set of identities 
analogous to the trigonometric addition formulas exists for the reflection and 
transmission functions associated with a class of linear two point boundary 
value problems. Using these enabled them to develop a new numerical 
continuation algorithm [l]. 
The results they obtained were for a specific set of boundary conditions 
and were demonstrated only for a specific class of even dimensional systems. 
In addition, they failed to point out the connection with the group property 
of fundamental solutions to differential equations on which the usual trigo- 
nometric identities may be based. The present work is devoted to establishing 
this relationship. This leads in Section 3 to a’ new proof of the material 
in [I]. 
It turns out, not unexpectedly, that our approach allows the development 
of generalized trigonometric identities for a large class of functional equations. 
In Section 5 some of these are established for abstract operator, integro- 
differential and difference equations. 
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2. THE BOUNDARY VALUE PROBLEMS 
Consider the two point boundary value problem 
44 = 4) w(t), (1) 
plw(4) + p&4> = 0, (2) 
where w(t) E Rn, A(t) is a continuous n x n matrix, PI and Pz are constant 
matrices, and v E RN. 
Assume that, for a < ti < tj < b, (1) and (2) have a unique solution. 
Under these conditions the solution to (1) and (2) can be written as 
(3) 
where u(t, s) is the fundamental matrix solution of (1). That is, u(t, s) 
satisfies the matrix equation 
U&, 4 = 4) up, s), U(s, s) = I, (4) 
where I, is the n x n identity matrix. 
Several basic properties of U(t, s) are needed in this paper [9]. U(t, s) is 
invertible and 
U(t, s)-1 = U(s, t), 
U(t, > t1> = UP3 , tz> wz , a, 
and 
U(t, s) = up, 0) u-l(s, 0). 
Note that from (5) and (6) it follows immediately that 
(6) 
(7) 
Wl , ta) = Wl , kz) w2 , a. (8) 
Property (6) is the generalized semigroup property of U(t, s). When A(t) 
is constant (5) reduces to the familiar identity for the matrix exponential etA. 
It is well known that, if 
the addition formulas for sine and cosine follow from (6). What we do sub- 
sequently can be looked upon as a generalization of this fact. 
Corresponding to the solutions w(t) of (1) and (2) we introduce two matrix 
functions: 
wi > 4) = uoj , 0) w, , G), (10) 
G(ti , tj) = W, , 0) W, , tj), (11) 
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where 
Note that 
H(t, , tj) = (PlU@i , 0) + PJ& ) O))-1. 
and 
w(tJ = F(& , tj) w, (12) 
w(ti) = G(ti , tj) v. (13) 
From (12) and (13) we see that F(ti , tj) and G(ti , tj) are generalizations 
of the reflection and transmission operators that appear in the usual treatments 
of invariant imbedding [I]. 
THEOREM 2.1. Let PI + Pz have an inverse. Then F(ti , ti) and G(ti , tj) 
satisfy the initial value problems 
Ft,(t, 3 tj> + F(ti 3 tj) Pd(t,)F(ti 9 tj) = A(tj)F(ti > tj>, (14) 
F(ti 9 td = (PI + P&l, (15) 
and 
G&i , ti) + G(ti , $1 P&j) Wi , tj) = 0, (W 
G(ti p ti) = (PI + Ps)-‘. (17) 
Proof. The proof is just a straightforward differentiation. We establish 
(14) and (15). (16) and (17) are proved similarly. Therefore 
Ft,(ti , tj> = Ut,(tj > 0) H(ti 7 t.+> 
- u(tj 3 O) [H(ti, tj) p2”tj(tj 9 O) H(ti 9 tj)]* (18) 
Using Utj(tj, 0) = A(tj) U(tj , 0) in (18) gives 
Ftj(ti 3 tj) = A(tj) F(ti 9 tj) - F(ti 9 tj) PzA(tj) F(ti 9 ti). (19) 
Transposing gives (14). (15) is obvious. Q.E.D. 
Basic to many of the identities established in the theory of invariant 
imbedding (including those of this paper) is the following factorization of 
U(t, , tj) in terms of F(ti , ti) and G(t, , tj). This factorization has been 
observed before in the special case that t+ = 0 [5]. 
THEOREM 2.2. 
U(ti , tj) = G(t, , tJ F-l& , tj). (20) 
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Proof. Note first of all that F-l(t, , tj) exists as U(ti , 0) is invertible. Thus 
G(ti 3 tj)J+‘(t, tr) = u(ti , o) ~(t< , tj> (H-yt, , tj> u-ytj , 0)) 
= U(& , tj). Q.E.D. 
COROLLARY. U(tj , ti) = F(t< , tJ G-l& , ti). 
Proof. Take the inverse of (20) and use (5). 
THEOREM 2.3. 
% > t,)F-V, , ts) = W, , t,)F-V, , tt) G(tz , t,)F-l(t, , tJ. (21) 
Proof. Use the result of Theorem 2.2 in (8). Q.E.D. 
DEFINITION. We call (21) the generalized trigonometric identity associated 
with the boundary value problem (1) and (2). 
3. THE IDENTITIES OF ALLEN AND WING 
In this section we consider a particular class of boundary value problems 
that arise in transport theory and show how our identity (21) contains those 
of Allen and Wing in [I]. 
Let Rn = Rk @ Rm (0 denotes direct sum) and assume that Pl is a 
projection onto Rk and Pz is a projection onto Rm. That is, 
p/k0 
1 
I I 0 0 
and (22) 
where lk is the k x k identity matrix and I, is the m x m identity matrix. 
Corresponding to the decomposition R” = Rk @ R” w(t) will be written 
as 
46 = w, r(t)), (23) 
where 
and 
@> = @l@), ?&>v-, xk(t)> (24) 
r(t) = (J%(t)> Y&L Yfn@))* (25) 
Likewise we decompose A(t) into block form as 
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where a(t) is R x R, b(t) is K x m, c(t) is m x K and d(t) is m x m. With 
these definitions (1) and (2) take the form 
where v = (x”, 9). 
THEOREM 3.1. The matrices F(ti , ti) and G(ti , ti) corresponding to (27)- 
(29) have decompositions 
f&i 3 G) flztti 9 4) wi , G> = 1 o A?3 * 
G(ti ’ tj) = I ;& , tj) ;22(ti , tj) I ’ (31) 
wheref,,(t, , ti) is k x k, fiz(ti , tj) is k x m, gzl(ti , ti) is m x K and gzz(ti , ti) 
is m x m. 
Proof. The proof follows by substituting Eq. (30) into (14) and (31) 
into (16). Doing this it is found that these differential equations are satisfied. 
The theorem follows immediately by the uniqueness of the initial value 
problems (14)-(15) and (16)-(17). Q.E.D. 
To establish the relationship between the results of this paper and those 
of Allen and Wing we consider the boundary value problems discussed in 
their paper. There the following problems were discussed: 
P,‘,: 
U?(t) = u(t) V(t) + b(t) F(t), (32) 
-V:(t) = c(t) V(t) + d(t) V’(t), (33) 
Wj) = Ik , vytj) = 0. (34) 
Pfj: 
U,z(t) =a(t) P(t) + b(t) vyt), (35) 
-V,%(t) = c(t) V(t) + d(t) V(t), (36) 
.!P(tJ = 0, V(tJ = I, . (37) 
Define &(ti , tj), T7(ti , tj), h(ti , tj), Tdti , tJ by 
Wti 9 tj) = u’(tj)* (38) 
TAti > tj> = v’(G), (39) 
&iti Y 4) = v2(ti)9 WY 
T& , ti) = U”(tJ. (41) 
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It follows immediately from the initial value problems that (38)-(41) satisfy 
(42) 
(43) 
(4) 
(45) 
(46) 
(47) 
(48) 
(4% 
(50) 
so that 
G(ti , tj) F-l@, , tj) 
= 
K1(4 , $> - m, , 4) wi , $> 
&(4 , 4) T-*(4 , 4) - Rl(b , fj) Tt*(ti , 4) R& ) 4) + T&i , 4) (51) 
Using (51) in (21) gives the matrix equation 
V(t1 7 t3) - mt1 9 h) WI , b) 
WI 7 b) WI * 4 - WI > h) K1(tl 9 t3) WI , ts) + T&l , t3) 
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Equating the elements on both sides of (51) leads after some algebra to the 
identities (46~(49). 
We will demonstrate how one obtains (48) and leave the remaining details 
to the reader. Equating the (1,l) elements in (52) gives 
Inverting (53) gives (48). To get (47) equate the (1,2) elements of (52) and 
use (48) for the value of T,(t, , ts). Equations (46) and (49) are proved simi- 
larly. One obtains (49) by equating the (2,l) elements of (52) and using (48). 
(46) is established by using the (2,2) elements and the values T,(t, , t3), 
Rl(tl , ta) and &(tl , t3) obtained previously. Q.E.D. 
Theorem 3.2 contains the results of Allen and Wing. In fact, it is more 
general. They showed only that the identities (46)-(49) are true for even 
dimensional systems. Our result shows that the generalized trigonometric 
identities are true for odd dimensional systems as well. 
In general, Eq. (21) is an incomplete set of identities as it gives only n2 
equations to solve for the 2n2 functions fkl(ti , ti), gkl(ti , tj). However, one 
can add to (21) the set of n2 equations obtainable from the corollary to Theo- 
rem 2.2. Whether it is always possible to solve these equations explicitly 
is not known. There are cases, such as Dirichlet boundary conditions and 
certain types of conditions that arise in control theory [7] where the solution 
can be obtained as above. 
5. SOME GENERALIZATIONS 
Since the identities established in Section 3 were shown to depend on the 
basic group theoretical properties of the fundamental solution of ordinary 
differential equations, it is natural to look for additional areas where these 
same ideas may be used. Several will be investigated in this section. 
The first generalization consists of replacing R” by some Banach space B. 
This leads to the consideration of boundary value problems of the form 
(l)-(2) where now ru(t) E B and rut(t) denotes the strong FrCchet derivative 
of w(t). In addition we require that PI , P2 , and A(t) be continuous linear 
operators on B and that A(t) generate a strongly differentiable two parameter 
group U(& s). The unique solvability is then equivalent to the invertibility of 
PIU(ti , 0) + P21J(tj, 0). As in the finite dimensional case the operators 
F(ti , ti) 3 U(tj , 0) H(ti , ti) and G(ti , tj) = U(ti , 0) H(ti , tj) can be intro- 
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duced and shown to satisfy operator Riccati equations analogous to (14)-(17). 
This leads via the same manipulations as in Theorem 2.3 to an identity 
analogous to (21). 
If the Banach space B has a direct sum decomposition B = B, @ B, and 
Pi is the projection on Bi , i = 1, 2 operators Ta(ti , tj), Rl(t, , ti), R (t. t.) T ZT 39 
T,(ti , tJ can be introduced as in Section 3 and the identities of Theorem 3.2 
are easily shown to hold. 
A particular case of the same situation is the following class of boundary 
problems which arise in transport theory [7]. Consider the functions 
VW, 14, W, 4) satisfying 
s,(t, CL) = -f(t, PFL) W, CL) + j-’ W, II, P’) W, CL’) 4.i 
0 
+ so W, CL, $1 W, P’) dp’, 
-1 
(54) 
-fY&, p) = f(4 CL) q4 CL) - 1’ 44 CL9 $1WY P’) w 
0 
.O 
J 
- W, P, $1 g(t, P’) dtL’> 
-1 
(55) 
qti > p) = 0, O<pLL (56) 
w4 > CL) = fM -l</L<O. (57) 
If B, is a suitable Banach space of functions for 0 < p < 1 and B, for 
-1 < p < 0 then with appropriate identification of operators (54)-(57) 
can be written in the form 
St(t) = 49 -fw) + 40 Wt), (58) 
-gtw = c(t) fw> + 44 W), (59) 
%(tJ = 0, qtj) =f. (60) 
Writing B = B, @ B, , (58)-(60) are easily seen to be of the form (27)-(29). 
In many situations the operators Rl(t, , ti), RT(ti , t,.) can be shown to be 
representable by kernels [7]. That is 
and 
[Rz(ti 3 ~1 fl (CL) = j-II & 3 h 3 P> $1 fG’) 4’. (62) 
The kernels are easily shown to satisfy initial value problems. The operators 
T,(ti , ti) and T,.(ti , tj) contain delta functions because of the initial value 
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problems they satisfy and are therefore not strictly representable as kernels. 
However, one can formally write down representations as in (61) and (62) as 
Using the above-mentioned analog to (l)-(2), one can write down identities 
similar to (46)(49) for the kernels introduced above. For example, the analog 
of (48) is 
TlPl ’ t3 9 P’ P ‘) 
= , t, , P, P) M(t, , t, , t, , P, CL”) T& , t, , CL”, P’) W 4, (67) 
where M(t, , t, , t, , p, p”> is the kernel of the operator 
(1 - at1 > t2) w2 ’ t3))-‘. 
The computational usefulness of the identities like (67) are not yet clear; 
however, they are interesting from a theoretical point of view. An interesting 
question is the following: If one discretizes the transport equations (54~(57) 
and applies the identities of Section 3 to the resulting boundary value problem, 
will they be any different than the set of identities that one would get doing 
the full problem and then discretizing the identities like (67) ? In view of 
other work they probably will be, but that remains to be shown. 
A last generalization is to the case of difference equations. The importance 
of boundary value problems for this class of equations arises in their con- 
nection with partial differential equations. The invariant imbedding approach 
to such problems has been dealt with extensively in the book by Angel and 
Bellman [3]. More general boundary conditions have been dealt with in the 
author’s papers [6] and [7]. 
Consider, therefore, a real vector space V and a function w(t): Z+ + V 
(Z+ = (0, 1, 2 ,..., n ,.., } satisfying 
w(t + 1) = A(t) w(t), (68) 
plw(ti) + pP(tj) = 0, (69) 
409/45/I-14 
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where PI and Pz are linear operators on V and A-r(t) is invertible for each 
t E Z+. Under these conditions one can introduce the fundamental solution 
U(t, S) for (68) and proceed exactly as in the cases above. The identities of 
Theorems 2.3 and 3.2 are again shown to hold. They are consequences of 
the group property of U(t, s) and the fact that the structure of the solution 
to (68)-(69) is the same as that for differential equations. 
In the difference case there are other interesting possibilities for obtaining 
identities like those of Theorem 2.3 which have no analog for differential 
equations. These concern Dirichlet type boundary conditions. We hope to 
discuss these in future work along with numerical applications. 
CONCLUSIONS 
In this paper we have developed a class of functional relations for several 
types of linear twopoint boundary value problems. Previous work by Wing 
and Allen has shown how particular cases of these results could be utilized 
in the invariant imbedding solution of boundary value problems. The interest- 
ing part of our derivations is that these relations are shown to be conse- 
quences of the group property of fundamental solutions for differential and 
difference equations. Because of this we expect such relations to hold for 
non-linear problems as well. We hope to take this up in the future. The work 
also hints at a possible group theoretic approach to boundary value problems 
similar to what is known for the Cauchy problem. 
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