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はじめに
　学力のみを判定基準とする入学選抜方式の弊害を少しなりとも和らげ
るために，多次元の評価基準を導入する試みが近年盛んになってきたこ
とは周知のところである。それとの対比で言えば，企業における業績評
価は従来から多基準化の方向にあったといえよう。組織メンバーがさま
ざまな能力や努力を要求される多様な仕事に従事する組織においては，
その総合力を引き出すために多基準評価の必要性が早くから認識されて
きたからである。入試において多基準化を阻んできた要因は，いうまで
もなく学力以外の測定尺度に客観性を付与することの困難性にある。企
業における業績評価にも共通の問題が存在しており，多基準評価の導入
にあたっては，測定精度の異なる尺度をいかに統合するかという問題の
解決が必要となる。
　理論がこの問題に接近するには，これまでシングルタスクのエイジェ
ンシー関係を前提にしてきた分析モデルをマルチタスクに拡張すること
が必要となる。この分析作業は，従来のインセンティブ理論にいかなる
論点といかなる説明力を付加するであろうか。このような視点から，こ
のテーマに関する先駆的研究であるHolmstrom　and　Milgrom［4］［5］，
Ito［7］，　Ramakrishnan　and　Thakor［10］等に依拠しながら，マルチ
タスクの業績評価システムを分析することが本稿の目的である。
早稲田社会科学研究　第48号　’94（H6）．3　　1
1．マルチタスクへの拡張
　エイジェント（管理者）がη種類の仕事（タスク）を担当する状況を
考えよう。それぞれの仕事に行使する努力をベクトルα＝（αb．．，，α。）
と表す。αは，プリンシパル（経営者）が受け取る期待便益B（α）を生産
すると同時に，エイジェントの個外的な負担となる金銭的コストC（の
を発生させる。収穫逓減を想定して，βは強意の凹関数，Cは強意の凸
関数と仮定する。同時に，αは次式で定義される業績情報κをアウトプッ
トする。
　　』κ＝μω＋ε
　κは々次元ベクトル，μは避を1ぴに写像する凹関数，ε＝（ε1，．。．，ε々）
は，業績情報の不確実性（測定誤差）を表す撹乱要因であり，期待値を
ゼロ，分散共分散行列をΣとする（ん次元の）多変量．正規分布に従うも
のとする。プリンシパルは，エイジェントが行使する努力召やそのコス
ト0（のを観察できないが，業績情報κを入手でき，これに基づいて報酬
2（κ）をエイジェントに支払う。したがって，エイジェントの期待効用
Eσは，
　　び（CE）二Eび（z（μ（α）十ε）一C（α））
と示される（EぴのEはεに関する期待値の演算を示す）。CEは上式右
辺の期待効用に等しい効用をもたらす確実な所得，すなわち，確実性等
価値（certainty　equivalent）を表す。エイジェントはリスク回避的であ
り，所得ωに対する効用σを次の負の指数関数で定義する。
　　び（ω）＝一exp（一γzむ）
　γは絶対的リスク回避係数である。さらに，報酬関数z（κ〉を次のよう
な線型関数と仮定する1）。
　　ε（κ）＝α7嘘十β
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ここで，α＝（α1，．．。，α々）は業績κに対するコミッションレート（ピー
スレート），βは報酬の固定部分である。いうまでもなく，以一ドに論ずる
インセンティブ・モデルの基本的な狙いは，業績κを報酬gに結びつけ
るコミッションレートαを適切に選択して努力αを動機づけ，望ましい
β（α）を実現させることにある。
　この報酬関数を前提にすると，エイジェントの確実性等価値C島は次
式になる2）。
　　CEA＝ατμ（α）十β一〇（α）一（7／2）αγ1Σα
α7Σαは，業績κの測定誤差に伴う報酬zのリスクの大きさ（分散）を
表し，これに（γ／2）を乗じた項はエイジェントが負担するリスク・プ
レミアムを表す。つまり，確実性等価値は報酬の期待値から努力のコス
トとリスク・プレミアムを控除した値になる。他方，プリンシパルが受
け取る期待利益は，
　　CE。＝B（α）一αアμ（α）一β
となる。プリンシパルがリスク中立的であると仮定すると，期待利益は
確実性等価値に一致する。したがって，組織全体の厚生，すなわち総余
剰　（joint　surplus）　は，
　　CEP十（E渦＝β（α）一C（α）一（7／2）α7’Σα
となる。βは，2人の所得配分に影響を及ぼすが，上：式が示すように総余
剰にはなんら影響を与えないから，以下の論議ではこれを中立要因とし
て扱う。
　以一しの道具だてで分析に入るわけであるが，最初に比較基準として，
プリンシパルが努力を観察できるときの実行可能解（最善解）を求めて
おこう。その場合には，
　　且（αガ＊）＝G（αで＊）
を満足するがが最善解となる（添え字ガはαfに関する1階微分を表わ
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す）。が以外の行動を選択した場合にはペナルティを科すことができる
から，報酬は最適リスク・シェアリングを保証する固定給となる・つま
り，α＝0となるから，リスク・プレミアムを負担する必要がなくなり，
総余剰は，
　　β（σつ一。（6つ
となる3）。
　さて，従来のエイジェンシー理論が説明してきたように，プリンシパ
ルが努力を観察できないときは・動機づけが必要となる。その場合の（α，
α）に関する最適契約・つまり次善解は次式によって求められる。
　　maxβ（α）一C（α）一（7／2）ατΣα　　　　　　　（1）
　　θ．α
　　S・亡・α∈argmax〆μ（α）一C（α）
制約式はαを所与とするαの動機づけ条件式である（ただし，αに関連
のない項は省略してある）4）。
　以下，単純化のために，μ（の＝αと仮定しよう。すべてのαどが正であ
るとすると，上記の動機づけ条件は次式になる5）。
　　αご＝q（α）　　　for　allガ　　　　　　　　　　　　　　　　（2）
上式右辺をαゴに関して偏微分した行列を次のように表そう。
　　∂α／∂α＝［G，］　　　　　　　　　　　　　　　　　　　　　　（3）
そうすると，逆関数の定理により次式が導かれる。
　　∂α／∂α＝［q」］一1　　　　　　　　　　　　　　　　　　　　（4）
上式はコミッションレートαの変化が努力水準召に及ぼす影響度，つま
り，αに対するαの反応度を表している。
　α》0という前提のもとで，（1）の最適解を求めると次式になる6）。
　　α＝（ノ十γΣ［Gノ］）一1B’　　　　　　　　　　　　　　（5）
ここで，∫はη次の単位行列，B’はαかに関する8の一階徴分ベクトル
（B1，，．．，Bη）である。上式は，マルチタスクのインセンティブ・スキ
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ームに関する一般式である。
　この式の経済的意味を浮び上がらせるために，さらにいくつかの単純
化を行おう。撹乱要因εごが相互に独立（つまり，Σが対角線行列）であ
り，コスト関数が相互に独立，つまり分割可能（G戸OforalH≠ノ）
とすると，（5）は，
　　αガ＝（1十γσガfCガガ）　IBゴ　　for　all’　　　　　　　　（6）
となる。上式は，タスク’に対するコミッションレートαがが，①αゴに独
立しており，②リスク回避係数7とリスク砺の減少関数であり，③限界
利益島とαに対する反応度（1／G5）の増加関数であることを示してい
る。つまり，エイジェントが極度にリスク回避的（γ＝○○）であったり，
σ巨が無限大，すなわち，業績ろが測定不能である場合には，αガ＝0とな
って，（G（0）＝0であるかぎり）動機づけが不能になるという事実を示
している。逆に，エイジェントがリスク中立的（7＝0）であるか，リス
クそれ自体が存在しないとき（すなわち，砺＝0）は，幽＝旦となって，
最善解が実現する。他方，Gバ＞0）は努力の増加に伴う限界コストの増
加率であるから，これはタスクガに対するエイジェントの態度を表すこ
とになる。つまり，嫌な仕事であればあるほど，その値が大きくなり，
コミッションレートが減少するから，動機づけ能力が低下するのである。
　それでは，Gゴ≠0の場合には，いかなる含意が引き出されるであろう
か。この点を，Holmstrom　and　Milgrom［5］が提示したモデルで検討
してみよう。エイジェントは2種類のff：事（α1，α2）を割り当てられる。
しかし，σ箆が無限大であって，α，を測定する業績尺度物が存在しないた
め，κ1（＝α1＋ε1）だけで業績が評価されるものとする。たとえば，生産
量や出来高などのように業績測定が比較的容易な仕事に対する努力が
α1であり，品質改善や研究開発などのように明確な成果測定が困難な仕
事に対する努力がα2である。いずれの仕事も重要であって，αf》0が要求
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されるとすると，最適契約は次式によって求められる（なお・共分散
q2＝0と仮定する）
　　maxβ（σ1，の）一C（α1，の）一（γ／2）（α子α1＋α％、）
　　　ぼのユ
　　s．t．　　　αごごG・　　　for　ゴ＝1，2　　　　　　　　　　　　　　（7＞
この最適解は次式になるη。
　　α、ニ（BrB，C12／C，2）／［1＋7σ11（ClrC122／C、，）］
　　　　　　　　　　　　　　　　　　　　　　　　（8）
業績あは測定されないから，α2＝0である8）。仮定により，C22＞0であ
るから，もし，C12＜0，つまり，コスト関数が相互に補完的であって，
一方の努力の増加が他方の努力の限界コストを引き一ドげるように働く場
合には，α1が増加する。逆に，C、2＞0，つまり，コスト関数が相互に代
替的であって，一方の努力の増加に伴い，他方の努力の限界コストが増
加する場合には，α、が減少する。たとえば、前者は，兼務している仕事
がエキサイティングであるから，別の退屈な仕事にも耐えていけるとい
っケースである。そうした好ましい因果連鎖が働く場合も個別的には少
なからず存在するであろうが，経験的事実が示すところでは，組織環境
はそれほど楽観的ではなく，コスト関数が代替的であるケースの方が遥
かに一般的であろう。
　その場合にはα1が低下するという上述の命題には，いかなる経験的意
味が含まれているであろうか。（6）で見たように，砧の動機づけを行うに
は，αガ（の増加）によるのが常道であった。しかし，それにはもとより業
績情報κごが不可欠となる。したがって，本例のののようにこれを測定す
る情報そのものがないときには，この常套手段をとることができない。
マルチタスクのもとでは，それに代替する手段として，業績を測定でき
るタスクの機会原価（α1κ1）を敢えて減少させ，α1の（β2に対する）相対
的有効性を低めることによって，α，の動機づけを補強するという間接的
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な方法をとる余地が生じるのである。
　さらに，コストの代替性に注目すると，（8）から次のような含意が引き
出される。すなわち，α、の微少的1単位の増加は，コストの代替性を通じ
て，のをCl　2／C22だけ減少させるから，期待利益を，β1だけ増加させる反
面，B，G2／C22だけ減少させる。したがって，前者が後者を上回らないか
ぎり，（たとえ，（駈＝0，つまり，α1が完全に測定可能であったとしても）
α1はゼロまたはマイナスの値になり，報酬は業績κ1に無反応か減少関数
となる9）。さらに，代替性が完全である場合，すなわち，C（α1，α2）＝C
（α1十の）であるときには，C11＝Cl　2＝C22となるから，α1＝α2＝0とな
って10），固定給契約が最適となる。
　簡単な数値例でこの結論の妥当性を確認しておこう。
　　B（αbの）＝（α1，α2）κ、＝α1＋ε1κ，＝α2＋ε2
　　σ1＝1　　σr2＝QO　　（巧2＝O　　C（α1，α2）＝0．25（α1十α2－　1）2
最善解は，α1＋の＝3，C（α1，の）＝1，総余剰は，　CE＝2となるのに
対し，次善解は，B1＝B2＝1であるから，α1＝α2＝0，α1＋の＝1，C（α1，
の）＝0，総余剰は，CE＝1になる。
　これらはマルチタスクに固有の特性である。また，この一連の文脈の
なかから，信頼性のある（量的な）業績尺度があるにもかかわらず，こ
れを報酬に結び付けるインセンティブ・スキームが，シングルタスクを
前提とする従来のエイジェンシー理論が主張するほどには，実務におい
て支配的になっていない理由の一端が明らかになる。エイジェントが，
業績を比較的容易に測定できる仕事のほかに，品質や資産価値の維持・
改善であるとか，成果が将来にしか現れないような業績測定の難しい仕
事を兼務している場合に，いたずらに前者のみを強調するインセンティ
ブ・スキームは，後者の動機づけを阻害するように働くであろう。組織
が拡大するにつれて，そのような兼務体制が定着するであろうから，こ
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の結論は，市場取引では報酬と業績が強く結びついた，いわゆる，“high
－powered”なインセンティブ・スキームが採用されるのに対し，組織の
内部取引では，両者の結びつきがより穏やかな“low－powered”なスキ
ームが採用されるとするWi11iamson［14］の主張に合致する11｝。
　以上の論議より，マルチタスクのもとでは，成果配分（報酬）が，危
険分担機能と動機づけ機能のほかに，努力のタスク別配分機能を担うこ
とが明らかになった。3丁目機能はそれぞれトレードオフ関係にあるか
ら，最適契約を求めるにはそれらの相互調整が必要になるのである。
　男節の論議に入る前に，業績評価に果たす管理会計の情報機能に言及
しておこう。いうまでもなく，その役割は信頼性のある業績情報κごの提
供にあるから，測定誤差σゴの引き下げに努めることが必要になろう。さ
きの数値例において，業績あが測定可能であって，σ2＝1，σ12＝0であ
るとしよう。これを一般式（5）に適用して解を求めると，いかなるリスク
回避係数のもとでも，総余剰は1を上回る。かりに，γ＝1とすると，α1＝
α2＝0．5，α1十α2＝2，C（α1，α2）＝0．25，㏄＝1．5になる。以上より，情
報精度の改善が優越解を導くことが確認される。
2．複数エイジェントへの拡張
　前節では，1人のエイジェントが複数の仕事を担当する状況を分析し
た。エイジェントの人数が複数になると，当然ながら，どの仕事をだれ
に割当て，どのように動機づけるべきかという問題が生じる。本節では，
2人のエイジェント（、4とB）が2つの仕事に直面している状況を想定
して，この問題に接近しよう。
　エイジェント、4とβの努力のインプットを，それぞれ，α＝（αbα2），
∂＝（わ1，∂2）とし（αゴ，ろメま仕事ノに対するインプット），そのコストを，
C4（α1，α2），　Cβω1，ろ、）と表そう。これに対するタスク別の業績（利益）
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を，
　　κガ＝プ1（αガ，ろか）→一εガ　　　ゴ＝1，2　　　　　　　（9）
と定義し，前節の期待利益Bに代え，（κ1＋紛それ自体をプリンシパル
が受け取るものと仮定しよう。したがって，五（αご，δρを凹関数と仮定す
る。
　Holmstrom　and　Milgrorn［4］は，生産関数が，匠（αf，ろf）rが（α」十
弄8（ろ∂であれば，「技術的に分割可能」であり，弄（α1，ろ1）＝ノ【4（α1），渥（の，
6、）＝∫β（ろ2）であれば，「技術的に独立」であり，ε1とε，の相関がなけれ
ば，「確率的に独立」であると呼んでいる。技術的に分割可能であれば，
各エイジェントは共通の業績，すなわちチーム業績に独自の影響を与え
ることができるのに対し，技術的に独立であるときには，自己の業績指
標にしか影響を与えることができない。
　エイジェント、4とBの報酬をここでも次の線型関数と仮定する。
　　ZA（κ：α）＝α。＋α1κ1＋α2κ2
　　Zβ（κ：β）＝β。＋β漉＋β，あ
ここで，α＝（α。，α1，α2），β＝（属，β1，β2）である。α。と燐は固定給部
分，α之βfは利益κガの配分額を表すσ＝1，2）。所得に対する確実性等
価値は次式になる（CEβについても同様である）。
　　CE4（α，う：α）＝α〇十Σα誘（αガ，ろ～）一CA（α1，α2）一（γ／2）γハα7Σα
　　　　　　　　　　　　，’
7、1は且のリスク回避係数であり，
　　ατΣα＝α釜（豊潤2α正α2σと2十α萎σ萎　　　　　　　　　（10）
である。そうすると，プリンシパルの確実性等価値は次式になる。
　　CEp（α，ろ：α，β）＝Σ（1一αガーβ）弄（αf，δガ）一αo一β〕
　　　　　　　　　　　’
　本節では，各エイジェントは相互に非協力に行動し，仲間うちでの補
助取引（side－trade）を行えないという前提のもとで問題を分析する。そ
の場合の最適契約は次式で求められる。
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　　max　Σ云（傷，ω一び（α1，α2）一Cβ（α1，α2）
　　　　　ゴ
　　　　　　　　　　一（η／2）αγ1Σα一（7B／2）β71Σβ　（11a）
　　s．t．　　αf∂ノ；・（αガ，　うf）／∂αガー∂C’1（α1，　の～）／∂αガ＝　O　　　for　’＝　1，　2
　　　　　　　　　　　　　　　　　　　　　　　　　（11b）
　　　　βごε猛．（磁　ろの／∂わど一∂Cβ（δ1，ろ2）／∂あ＝O　forガ＝1，2
　　　　　　　　　　　　　　　　　　　　　　　　　（11c）
目的関数は総余剰（OEP十CEA十〇Eβ）を最大化すべきことを，制約式
はナッシュ均衡条件を表しており，（11b）はαとろを所与としてC酬
を，（11c）はβとαを所与としてCE　8を，それぞれ最大化する1階の最
適性条件である。以下，生産関数五（αガ，ωの代表的ないくつかのケース
について，（11）の最適解を分析しよう。
　　［ケース1］　κ1＝α1十δ1十ε1　　　勉…0
　κ1は，2人の努力の総和を反映する共通業績である。しかし，生産関数
が技術的に分割可能であるから，（11）はエイジェント別の個別問題に分
割され，2人のインセンティブ契約は，次：式のように相互独立になる。
なお，本ケースでは，CA（α1，α2）＝G（α1），　C8（ゐ1，ろ2）＝C承∂1）が仮定
されている。
　　α1＝Cλ＝（1十．γ，1σ苧Cつ一1　　　　α2＝0　　　　　（12）
　　β1＝Cみ＝（1十γ丹σ子C各）』1　　　　β2＝0　　　　　（13）
　　［ケース2］　κ1＝α1十δ1十ε1　　　κ2＝62
　エイジェント．4は，ケース1と同様に共通業績で測定される仕事だけ
を担当するが，βはそれに加え個人業績となる別の仕事を兼務してい
る。この場合の最：適解は次式になる。
　　α1＝（1十74σ子Cヂ1）一1　α2＝0　　　　　　　　　　　（14）
　　β1＝（1十7βσlC亨1）一1　β2＝1一β1γβσ子C亨2　（15）
CA（α、，の）＝CA（α1）であれば，（14）は（12）と同一になる。
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　β1も同様であるが，βには新たな意味が含まれている。碗＝0であるか
ら，個人業績あはα2を誤りなく測定する。したがって，それだけを担当
する（β1＝0）のであれば，焼＝1とすれば，最善解（すなわち，C馨＝
1を満足する∂2）が実現する。しかし，マルチタスクのもとでは，上式
を見ると，そうなるのは，C馬＝0のとき，すなわち，コスト関数もタス
ク別に分割可能であるときに限られ，コスト関数が代替的（C告＞0）で
あるときには，β2＜1となることがわかる。個人業績への努力配分は，共
通業績に振り向ける努力を減少させるから，前者への過大配分を避ける
には，それが発生させる機会原価（β1γ8σ子C亨2）を認識させる必要があ
り，それによって，共通業績への動機づけが補強されるのである。
　コスト関数が補完的（C告〈0）である場合には，逆の論理が働き，β，＞
1となる。
　　［ケース3］　κ1＝α1十ε1　　　あ＝δ2十ε2
　本ケースは，生産関数が技術的に独立しているから，エイジェントは
自分の担当する業績尺度にしか影響を与えることができない。ε1とε、の
相関係数をρとすると，この場合の最適解は次式になる（ここでもケー
ス1と同様に，Cへα1，の）＝C4（α1），Cβ（わ1，ろ2）＝C承ろ1）と仮定する）12｝。
　　α1＝（1十7Aσ子（1一ρ2）Cつ一1　　　　　　　　　　　　　　　　（16a）
　　α2＝一α1ρσ1／σ2　　　　　　　　　　　　　　　　　　　　　　　　　　　（16b）
　　β1＝一β2ρσ至／（巧　　　　　　　　　　　　　　　　　　　　　　　　　　　　（17a）
　　β2＝（1十γ8σ髪（1一ρ2）C彩）一1　　　　　　　　　　　　　　　　　（17b）
　生産関数が確率的にも独立（ρ＝0）であるときは，α2＝β1＝0となる
から，業績評価は自己業績のみに責任を負う絶対評価となる。しかし，
ρ≠0であるときには，α2とβ1がノンゼロとなり，業績評価は，他者業績
の影響を受けるから，相対評価に移行する。多くの場合，ρ＞0であろう
から，α2とβ1はマイナスになり，報酬は他者業績の減少関数となって，
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評価は競争的になる。相手の業績が良い場合には，自分が責任を負う業
績尺度の撹乱要因も良い値をとる確率が高いであろうから，その分だけ
評価が割り引かれるのである。
　ρ≠0のときにα2とβ1がノンゼロになるのは，それによってリスク・
プレミアムRPを減少できるからである。ちなみに，（16回目を（10）に代：干
して，各エイジェントのRPを求めると，
　　RP。＝（7、／2）α1（弄（1一ρ2）
　　　　　　　　　　　　　　　　　　　　　　（18）
　　1～Pβ＝（7B／2）β菱σ巽（1一ρ2）
となり，RPはρ2の減少関数となることがわかる。ρ2の増加は，α、とβ，
を増加させ，コスト関数Cの骨性を通じて，それぞれ，α1と∂2を増大さ
せる。それを可能にするのが，リスク・プレミアムの低下である。ρ＝±
1のときには，α1＝β2＝1，1～P＝0となり，最善解が実現する。
　　［ケース4］　κ1＝α1十δ1十ε1　　κ2＝α2十防十ε2
　最初に，確率的に独立の場合を分析しよう。本ケースでは，2人はど
の業績にも影響を与えることができるから，それぞれの仕事に単独責任
（sole　responsibility）を負うべきか，それとも共同責任（joint　responsi－
bility）を負うべきかが問題となる。前者の場合には，α、＞0，β♪0σ＝
1，2）となり，後．者の場合には，α講＝0σ≠ノ）という関係が成立す
る。
　いずれが合理的であるかは，コスト関数の構造に依存する。最初に，
完全に代替的である場合を分析しよう。かりに，α，，α、（β、，β2）がとも
に正，つまり，共同責任を負うものと仮定すると，動機づけ条件式は，
CAF（α）＝α1＝α2（C”（の＝β1＝β）となる。この努力水準をα1＋α，＝6
（ゐ1十ろ2＝δ）と表すと，共同責任を前提とする総余剰は，
　　ク＋ろ一σ1（δ）一α’㈲一7。（蛭α’（2）2
　　－7βσr塁Cβ’（ろ）2　　　　　　　　　　　　　　　　　　　　　　　　　（19）
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となる。これを，α1＝CA’（2），β2＝CB’（ろ），α2＝β1＝0，ゆえに，α1＝
2，ろ，＝ゐ，α2＝ろ1＝0とおきかえると，単独責任に移行することがわかる。
このような組替えを行っても動機づけ条件式が充足されるから，実行可
能性が失われることはない。その場合の総余剰は，
　　α1十ろ2－C、1（α1）一Cβ（∂2）一（γ、4／2）σ子C／1’（∂）2
　　一（7B／2）（デ畢Cβノ（わ）2　　　　　　　　　　　　　　　　　　　　　（20）
となる。（19）と比較すると，単独責任への移行によって，リスク・プレ
ミアムが半減することがわかる。つまり，コストが完全に代替的である
ときには，努力水準の大小に関わらず，業績別のリスク・プレミアムが
固定的に発生し，業績責任の共有はその重複負担を要求するために，単
独責任が合理的となるのである13）。
　ρ＞0の場合には競争評価が有効になることは，ケース3で指摘した
とおりである。しかし，各人がどの業績尺度にも影響力を行使できる本
ケースにおいては，相対評価は逆機能を誘発する。というのは，相手の
業績が悪いほど自己の評価が良くなるという競争関係を利用すれば，且
はのを，Bはろ1をマイナスにするよう，つまり，相手の「足を引っ張る」
よう動機づけ，結果として利益の低下をもたらすからである14）。
　コスト関数がタスク別に分割可能であるときにはどうであろうか。そ
こで以下では，
　　CA（αbの）＝CA1（α1）＋CA2（α、）
　　Cβω1，ろ、）＝C81（ろ1）＋Cβ，（ろ、）
であり，右辺の各関数が強意に凸で，C4〆（0）＝Cβf’（0）＝0と仮定しよ
うσ＝1，2）。Ito［7］は，この場合には，単独責任ではなく，共同責
任が合理的になることを明らかにしている。この仮定は，q2＝C告＝0
を意味するから，あるタスクに配分する努力の変化は別のタスクの努力
には影響を与えない。この前提のもとで，、4にん1の単独責任を負わせて
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いる状況（つまり，β、＝0）において，β1の値を若干増やし，βにも責
任を分担させることを考えよう。そうすると，わ1が正値になるから，コス
ト081（∂1）とリスク・プレミアム（7B／2）β婿が・それぞれ・少しずつ
増加する。しかし，利益を同一水準に保持しながら・α1を∂1だけ減少さ
せる余地が生まれ，α1の引き下げを通じて，コストCA1（α1）とリスク・
プレミアム（塩／2）αれ膚の節約が可能となる。、4とβが同一属性をも
つならば，コスト関数の凸性により，後者の節約額は前老の増加額を上
回る。したがって，プリンシパルにとっては，どの仕事に対しても共同
責任を負わせるのが合理的となるのである15）。エイジェントが担当する
業務を複数化して努力の負効用を分散させる考え方は，職務拡大や職務
拡充という概念の基本理念となっている。
　αfとαごが定数であるという前提のもとで，Ito［7ユは，∠4のコミッ
ションレートを次式のように導出している。
　　α1＝D4（1十γA（乃（〃z月2一ρ〃¢Al））
　　α、＝D一’（1＋74σ1（〃2・一ρ施，））
ここで，
　　祝4ご＝ρゴαぎ
　　D＝1十7～1（σ子C二｛1十（甥C二｛2）十7員（1一ρ2）σ号σ萎C気IC二｛2＞0
である。撹ハガはその値が大きいほど動機づけコストが高いことを含意す
るから，〃2由く挽A、と仮定すると，α1は，相関係数ρの値に関わらず，正
になる。他方，〃Z4，一辮、、1＜（γ．4σ1）一1であれば，α，もつねに正になるが，
そうでなければ，α2が正になるのは，ρ＜ρ♂＝（1＋7月置子α1）／74σ1σセ
α2のときに限られる。
　α、＞0ならば，碗＞0となり，あに対する共同責任が生じて，仕事の上
でのBとの「協調」が動機づけられる16）。しかし，ρ〉ρ♂の場合には，
α2〈0，つまり，業績評価が競争的になる結果，α2が負になり，仕事の上
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での前述した「足の引っ張りあい」が誘発される’η。それが許容されるの
は，前述したリスク・プレミアムの削減に伴うα1の増加がののマイナス
効果を上回るからである。
3．集団業績評価
　本節では，エイジェントが仲間うちで補助契約（side－contracts）を結
び，相互に協力（cooperate）することをプリンシパルが許容する場合の
インセンティブ契約を分析しよう18）。そのような集団（coalition）の形成
が，プリンシパルに負の影響を及ぼす場合には，その排除が必要となろ
うし，プラスの効果をもたらす場合には，補助契約を許容するインセン
ティブ契約が締結されるであろう。エイジェントが集団を形成する場合
には，以下にみるように，業績は個人別ではなく集団として把握される
から，評価も集団に対してなされることになる。
　補助契約の締結にあたっては，各エイジェントが共通に観察できる情
報に基づいてサイド・ペイメントTを授受する約束が取り決められると
考えるのが妥当であろう19｝。共通情報がプリンシパルには入手できない
情報，つまり，（α，ろ）を含んでいれば，サイド・ペイメントはT（α，の
と定義され，そうでなければ，T（κ）と定義されるであろう。前者の場
合には，相互に相手の行動を観察できなければならないから，集団は相
互監視（mutual　monitoring）に裏付けられた組織になる。後者の場合に
は，相互監視がなされないため，行動は各自の個人的な決定に委ねられ
る。したがって，集団を形成する意義はリスクの再配分に求められる。
　後者の場合から分析しよう。かりに，κの実現値に応じてエイジェント
、4がBに拶を支払うとすると（γ＝（γ1，γ、）である），2人の確実性等
価値は次式になる。
　　CEA＝αo十Σ（αガーγ」ゐ（αわあ）一C月（α1，α2）
　　　　　　　，’
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　15
　　　　　一（γ鴻／2）（α一γ）アΣ（α一γ）
　　CE，＝角＋Σ（βピ＋γピ）卿・・δ・）一。〃（ろ1・ろ・）
　　　　　　　ノ　　　　　一（7β／2）（β十γ）アΣ（β十γ）
各自の行動選択は，それぞれ，（α一γ）と（β＋γ）に基づいて行われる
であろうから，γが0でない限り，非協力を前提とする（11）のナッシュ均
衡解とは異なる行動が選択されるであろう。集団として決定するγは，
　　γ　argmin　｛74（α一γ）Σ（α一γ）十7β（β十γ）Σ（β十γ）｝
　　　　　　　　　　　　　　　　　　　　　　　　　（11d）
を満足するように定められるであろうから，プリンシパルが，αとβで
はなく，最初から，（α一γ）と（β＋γ）を提示すれば，リスクを再分配
する余地がなくなる。したがって，前述の決定モデル（11）に制約条件と
して（11d）を追加すれば，均衡が回復されるであろう（ただし，（11a）
～（11c）のαとβは（α一γ）と（β十γ）に置き換えられる）。しかし，
制約条件の追加は実行可能領域を狭めるから，総余剰が低下するのは明
臼である2G｝。したがって，追加情報を伴わない集団形成はプリンシパルに
有効に働かないことが確認される。
　次に、相互監視に基づいてサイド・ペイメントT（α，ろ）が授受される
場合を分析しよう。この場合には，行動αとうは共同の決定事項となり，
集団全体の期待効用が最大になるように選択されるであろうから，目的
関数式は次のように定義される21）。
　　（砿6）　max　αヲ4（α，ろ：α）十CE　8（α，61β）　　　（21b）
これに対するプリンシパルの決定問題は，制約条件（21b）のもとで，次
式，すなわち，総余剰を最大化するαとβを発見する問題として定義さ
れる。
　　（α，β）max　CE。（α，∂：α，β）＋CE。（α，ろ：α）
　　　　　　　　　十CEβ（α，ろ：β）　　　　　　　　　（21a）
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　最初に，相互監視に基づく集団を形成する意義を前節の非協力解と比
較しながら検討しよう。そこで，ケース3を例にと｝），（16）と（17）のα
とβに対する最適行動（すなわち，α1＝C、1（α1），β，＝CB（み2）を満足す
るα1とみ2）を選択するようにプリンシパルが集団に要求するものと仮定
しよう。エイジェントが非協力の関係にあるときには，（16）と（17）のα
とβが最適であることは前述したとおりである。
　集団を形成している場合にはどうであろうか。その最適解をα’とβ’
と表そう。αとろは集団の決定であるから，κかも集団業績と認識され，全
体としての報酬はΣ（α’汁βつκ此なるから，α’汁β’fが集団業績の動機
　　　　　　　　，■
づけファクターとなる。（21b）の目的関数式は，
　　（α’1十β〆1）ごz、＋（〆2＋β’2）ろ2－C4（α1）一Cβ（α2）
　　　　　　　　一（γ4／2）α’Σα’一（γβ／2）β’Σβ1
となるから，π1とろ，の最適性を保持するには，α’1＋β’1＝α、，α’、＋β〆2＝
β2が必要となる。また，プリンシパルの問題（21a）は，
　　21十み2－C酒（21）一Cκ（52）一（塩／2）〆Σゴー（7β／2）β’Σβ
の最大化となるから，結局，最適なα〆とβ’を発見する問題は次のように
定式化される。
　　min　（7A／2）α’Σα’十（γβ／2）β’Σβ’
　　s．t。　α’1十βノ1＝α1　　　　　　　　　　　　　　　　（22）
　　　　　α’、＋βノ2＝β2
これを解くと次式を得る22）。ただし，R＝74＋γβである。
　　αノ1＝（ηノ1～）α1　α’，＝（γ1／1e）β，
　　β’1＝（7瀕／ノ？）α1　　　βノ2＝（7π／ノ？）焼　　　　　　　　　　（23）
これを（22）の目的関数に代入すると，集団のリスク・プレミアム1～P。は，
　　RP　6＝（塩／2）〆Σα’十（7β／2）β’Σβ’
　　　　＝（γG／2）（αぞσ二十2α1β2ρσ1σを十β多σ塁）
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となる．ここで，76＝ノん7β／Rであり，1／7θ二（1／η）＋（1／栴），すな
わち，1ゾ7σは2人のリスク許容度を合計したものであるから，その逆数
ノ。は集団（シンジケート）としてのリスク回避係数を表わすものと解さ
れる。上式を（18）と比較できるように修正すると次式になる。
　　RP。ニ（7。／2）（プ・／R）2（α蜜（群α1β・ρ⑦（乃）
　　　　＋（7β／2）（プ湾／1～）2（β萎σ量＋α1β2ρσ1σ壱）
（γB／R）と（γ湾／1～）はいずれも1未満であるから，ρ＝0であれば，RPG
が（18）に示されている非協力解のリスク・プレミアム（1～P計RPβ）を
下回ることが明らかとなる。したがって，次の命題が導かれる。
　命題1：生産関数が技術的にも確率的にも独立であれば，相互監視に
　　　　　裏付けられた補助契約の締結がこれを認めない非協力解に優
　　　　　越する。
つまり，集団業績評価の個人別独立評価に対する優越性が確認されるの
である。
　ρ＞0の場合にはどうであろうか。上式が示すように，1～PGはρの増加
関数である。他方，前述したように，相対評価のもとでのリスク・プレ
ミアムはρの減少関数であり，ρ＝1においてゼロになる。つまり，相関
係数のある点で両者の優劣関係が逆転するから，次の命題が成立する23）。
　命題2：生産関数が独立であっても確率的に独立でないときには，相
　　　　　関係数があるρよりも低ければ集団業績評価が有利となり，
　　　　　そうでなければ競争的な相対評価が有利になるというある
　　　　　ρ＞0が存在する。
　ところで，以上の分析は（11）の非協力解（α，∂）を前提とするものであ
った。集団業績評価のもとでは，それは最適ではない。そこで，一般式
（21）をケース3に適用して，その最適契約を導こう。確実性等価値（21b）
は，
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　　maxγ1α1十γ2∂2－C丑（α1）一Cβ（ろ2）一（γ（∫／2）（γ子（胃十2γ1γセρσ1σセ
　　　　＋γi（甥）
と表される。ここで，γごは集団業績ろの配分率である。したがって，行動
選択の最適性条件は，
　　γi＝C沌ノ（α1）　　　　γ含＝CB’（ろ2）　　　　　　　　　　　（24b）
となる。プリンシパルの問題（21a）は，制約条件（24b）のもとで次式を最
大化する問題となる。
　　maxα1十わ2－G（α1）一Cβ（ろ2）一（7G／2）（γ1σ号十2γ【γをρσ1σ至
　　　　十γ萎（彦）　　　　　　　　　　　　　　　　　　　　　　　（24a）
この最適解は次式になる。
　　γ1＝F－1（1十7Gσち（σセC各一ρσlC賃））
　　　　　　　　　　　　　　　　　　　　　（25）
　　γを＝F－1（1十7Gσ1（σ1C気一ρ（苑C毎））
なお，
　　F＝1十7G（6iC二｛十σ舞C警）十γ2（1一ρ2）61σ望C二｛C鋒
である。
　ここで，ケース3に次のような数値を当てはめて，（競争的）相対評価
と集団業績評価の有効陛を比較してみよう。
　　γ渦＝γ8＝2　γ6＝1　C！1（α1）＝0．25α子　　Cβ（わ2）＝0．25ろ甕，　σ1＝（巧＝1
もちろん，最適解はρの値に応じて変化する。3つの例を示すと次のよ
うになる。
　　［相対業績評価］
　　　ρ＝0　　α1＝わ2＝1　　　　、召～P渦＝1～Pβ＝0．5　　　㏄＝1
　　　ρ＝0．5　α1＝Z》2＝1。1429　1～PA＝1～Pβ＝0．4898　（辺＝1．1429
　　　ρ＝1　　α1＝62＝2　　　　1～1＝㌔＝1～PB＝0　　　　（辺＝2
　　［集団業績評価］
　　　ρ＝0　　α1＝ろ2＝4／3　　　ム～PG＝0．5　　　　　　　CE＝4／3
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　　　ρ＝0．5・1＝∂、＝1．1429RP・＝0．4898　　（：E＝1・1429
　　　ρ＝1・1＝∂、一1　RP・一〇・5　　αヨ＝1
　ρ＝0のときは，相対評価は絶対評価に退化することは前述のとおり
である。コストとリスクに対する態度の両面で各エイジェントに同一属
性を仮定している恒例では，ρ＝0．5において2つのインセンティブ・ス
キームは同一のパフォマンスに収束しており，それを境に両者の優劣が
逆転している。
　補助取引の許容は，それを認めない場合に比べ，エイジェントの自由
裁量の余地を増やすから，プリンシパルの統制力を低下させる。プラス
効果が生じたのは，相互監視がそのマイナス効果を十分に補う情報価値
をもったからである。と同時に，この結論は生産関数が独立であるとい
う前提のもとで導かれている。それにより自由裁量の拡大余地が制限さ
れたからにほかならない。生産関数が独立でない場合には，自由裁量の
余地が拡大するから，集団形成がプリンシパルに負の影響を与える可能
性が生じる。その場合には，集団は結託（collusion）と呼ぶにふさわし
い組織になるから，プリンシパルは，一定のコストを負担して，これを
防止する契約（collusion－proof　contracts）を締結することが必要とな
る24｝。
まとめ
　本稿での分析結果は次の諸点に要約される。マルチタスクのインセン
ティブ・スキームには，リスク・シェアリングと動機づけ機能のほかに，
いかに目的適合的に努力を業務別に配分するかという新たな機能がつけ
加わる。この機能の追加は，多くの場合，業務別の業績尺度と報酬の結
びつきを緩和するように働く。実務において，比較的low－poweredなイ
ンセンティブ方式が採られる理由の一端をこの点に求めた。次にエイジ
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ェントを複数に拡張し，集団形成を許容するか否かという組織選択に応
じて，それぞれの組織に適合する業績評価システムを抽出し，それらの
有効性を比較した。
　本稿での分析は，生産関数が分離可能な場合を前提にした。分離不能
の場合にはどのような修正が必要になるであろうか。また，ここでは集
団形成を二者択一的に取り扱ったが，所定の制限内でこれを許容すると
いう中間的な選択が可能であろう。その場合の評価ルールはどのように
なるであろうか。これらの分析については別の機会に譲る。
注
1）分析において最初から線型性を前提にするのは，一見、アドホックな仮定に
　見えるが，そうではない。Holmstrom　and　Milgrom［3］は，エイジェント
　が連続する時間間隔［O，1］のなかのτ時点（0≦τ≦1）ごとに確率的な業績
　κ（τ）に一定の方向性を与えるべく，τ時点以前の累積業績を観察しながら，努
　力鼠τ）を決定していくという動的モデルのもとでは，α（τ）が時間を通じて一
　定になる一方，途中経過とは無関係に報酬2は最終業績κに対して線型関数
　（9＝αTκ＋β）になることを証明している。実務で採用されるインセンティブ・
　スキームは概ね線型であろうから，この結論は分析モデルのリアリティを高め
　るのに有益である。
2）　α＝（αbα，），κ＝（κbκ含）　と仮定し，　ε＝（εL，ε2）が，期待イ直（0，0），標準偏差
　（σh①），相関係数ρとする2変量正規分布∫（ε】，ε2）に従う場合の確実性等価
　値C：Eを求めると，次のようになる。なお，
　　　z（κ）＝α71κ＋β
　　　　　；α1κ1＋α2絢＋β
　　　　　二α1（μ（α、）＋ε1）＋α、（μ（α、）＋ε，）＋β
　　∫（ε1，ε2）＝（1／2πσ1σ2厚）
　　　　　　exp－1／2（1一ρ2）｛（ε、／σ1）2－2ρε1ε2／σ、σ2十（ε2／σ2）2｝
　であることを確認しておこう。
　E‘1＝∬（1／2πσ1σ2」1一ρ2）（一exp）一γ｛α、（μ（召、）十ε1）十α2（μ（α2）十ε2＞十β
　　　　一C｝（一1／2（1一ρ2））｛（ε1／σ1）2－2ρεLε2／σ1σ～十（ε2／σ2）2｝ゴεL4ε2
　　　；一∬（1／2πσLσ2」．1＝ア）exp－1／2（1一ρ2）［｛ε1／σL十γ（α1σ1十α2ρσ2）｝2
　　　　－2ρ｛ε，／σ、十プ（α且σ1十α2ρσセ）｝｛ε2／σ2十7（α2σを十α1ρσ1）｝
　　　　十｛ε2／σ2十ア（α2σ2十α且ρσ1）｝2］一7（α且μ（α1）十α2μ（α2）十β一C）
　　　　十（72／2＞（αそ（田下2α、α2ρσ且σ2十α塁σ萱）4ε1ゴε2
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　　　＝一exp一γ（α1μ（α1）十α2μ（α2）十β一C）十（〆／2）（α釜σ子十2α1α2ρσ1σ2
　　　　＋α萎σ毬）・
　　　　∬（1／2πσ、σ2∫r＝万7）exp－1／2（1一ρ2）［｛ε、／σ、十ア（α、σ’、十α2ρσ2）｝2
　　　　－2ρ｛ε、／σ1十γ（α＝σ1十α2ρσ2）｝｛ε2／σセ十7（α2σ2十α且ρσ1）｝
　　　　＋｛ε，／σ，＋7（α、（施＋α1ρσ、）｝2］4ε、4ε、
　　　＝一exp一γ（α1μ（α且）十α2μ（α2）十β一C一（γ／2）（α萎σ子十2αLα2ρσ，σ2
　　　　＋α1σ塁））
　ゆえに，次式を得る。
　CE＝α1μ（α1）十α2μ（α2）十β一C一（7／2）（α子（弄十2α1α2ρσ1（乃十α塁σ塁）
3）αがリスクプレミアムを規定するという事実は，動機づけとIlスク負担がト
　レードオフ関係にあることを明瞭に示している。
4）総余剰のエイジェントへの配分額はβによって定まるから，一般のエイジェ
　ンシー・モデルにおける個入的合理性条件ないし参加．条件は不要となる。
5）αかに関する（2）の2階微分は一G、となり，コスト関数の凸性により，負になる
から，（2）は最大化の十分条件を満足する。
6）κピ＝α汁＆（’＝1，2），α＝（αhα2），α；（αbα2）のもとで，（1）のうグランジ
　ュ関数を定義すると，次式になる。
　　五＝」B（α1，α2）一C（α1，α2）一（7／2）（α釜σ11十2α1α2σ12十α婁σセ2）
　　＋λ1（αrCl）＋λ，（α2－C2）
ただし，砺はεfとεブの共分散である。上式をので偏微分すると次式になる。
　　∂乙／∂α、＝易・一G－7（α、砺C、汁α、砺G汁αノ傷G汁α」臨Gゴ）
　ただし，∫≠ノである。．L式に最適性の1階条件を適用して整理すると，
　βFα、（1＋γ（σ、、G、＋砺C、ゴ））＋αゴ（砺G、＋（恥Gゴ）
　となるから，次式を得る。
　　（疏易）一（ご21，6Z2）〔謂〕・・〔臣：臣：〕〔91自：〕
7）（7）のラグランジュ関数は次のように定義される。
　五＝B（α1，碗）一C（α1，α2）一（7／2）（α子σH十α1σセ2）十λ1（α1－C1）
　　　　＋λ、（α、一C2）
これを，それぞれ，α、とα，で偏微分して，最適性の1階条件を適用すると，
　∂五／∂α、；βrCr7（α1σhC11＋α，σ、2C，ρ
　　　　　＝B一α1（1十アσLICu）一縦2σ22C2エ　　　　　　　　　　（A－1）
　　　　　＝0
　∂五／∂偽＝βrG一γ（α、σ1、C、2＋α，（乃、C22）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（A－2）　　　　　＝0
（A－2）を整理すると，
　α2＝（＆一C2一名αEσ11C12）／σ22C22　　　　　　　　　　　　　　（A－3）
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　となるから，これを（A－1）に代入すると（8）を得る。
8）ここでは，α2；C2（α2）＝0のもとでも，碗（》0）の動機づけが可能であるこ
　とが仮定されている。たとえば，あるσ2＞0に対して，C2（砺）＝0，α2＞砺な
　るすべての召2に対して，C2（α2）＞0となるようなコスト関数である。
9）G2二〇であれば，α1は（6）に退化する。さらに，σ11＝0であれば，α1＝βしが
　成立し，最．理解が実現する。
10）その場合，α1＋α2は，C7（α1＋α，）；OCは1階微分を表す）を満足する値と
　して求められ，α、とα2はそれぞれの限界利益B、と島が等しくなるように定め
　られるであろうから，（8）より，α1＝0となる。
1D志望校に合格させることをシングルタスクとするr備校教師と，学力だけで
　なく全入格的な入間教育を目的とする学校の教員のペイ・システムは著しく異
　なるであろう。あるいは，チェーンストアにおけるフランチャイズ店のオーナ
　一店長と直営店のマネジャー店長との間のペイ・システムの違いもその一一例で
　あろう。
12）エイジェント、4の報酬は，
　　Z4＝α。＋α1（α1＋ε1）＋α，（∂，＋ε，）
　となるから，確実性等価値は，
　　CE圃＝α。十α、α1十α，δ，一C！1（α、）一（7ハ／2）（α子σ子十2α1α2ρσLσ2十α茎（彦）
　となり，動機づけ条件式は，α1＝Cかとなる。エイジェントBについても同様
　であるから，（10）に対応するラグランジュ関数は，
　　1，＝α1十δ2－C月（α1）一Cβ（ろ2）一（ア！1／2）（α呈σ誓十2α1α2ρσLσ2十α韮σ曼）
　　　　一（γB／2）　（β子σ子＋2β，β2ρσ、σ2＋β韮σ塁）＋λ且（α1－C《）＋λ2（β2－Cん）
　となる。これを，それぞれ，α1とπ2で偏微分して最適性条件を適用すると，
　　∂五／∂α、；1一α一aαi（α1σ1十α2ρσ1σ2）；0　　　　　　　　　（A－4）
　　∂乙／∂α2＝一7、1（α1ρσ1σ2十α2σ呈）；O　　　　　　　　　　　　　　（A－5）
　となり，（A－5）より，（16b）が得られ，これを（A－4）に代入すると（16a）が導かれ
　る。
13）Holmstrom　and　Milgrom［5］は，連続的かつ微小的タスクという仮定の
　もとで単独責任の合理性を証明している。なお，ここでは，エイジェントAと
　βに，それぞれ，κ1と掩に対する業績責任を負わせているが，本ケースの仮定の
　もとでは，Aとβのコスト関数が同…であるから，σ且とσ2が同一であれば，だ
　れがどのタスクを担当するかは無差別となる。
14）競争評価がもたらす逆機能現象については，Lazear［8］を参照せよ。なお，
　相関係数が負の場合には，相対評価は競争的ではなく互恵的になる。
15）コスト関数が完全代替的であるときには，IJスク・プレミアムは固定額にな
　るが，分割可能な場合には，αやβに関して変動的になることが確認されるで
　あろう。
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16）ここでは各エイジ．ントは非協ノ」の関係にあるから・「協調」といっても・各
　自の努力が結果的に共通業績を高めるのに貢献するという程度の意味であっ
　て，各自の努力に関して2人の間になんらかの合意があることを前提とするも
　のではない。
17）CA2（の）は，α2；0において左右対称で・α2の絶対値に関して増加関数である
　と仮定：されている。
18）ここで「協力」というのはエイジェント間の関係であって，プリンシパルと
　の間では非協力の関係にあることは言うまでもない。
19）サイド・ペイメントの授受によって，各八が単独でいるときよりも高い効用
　が得られるならば，集団が形成される。
20）ケース3のもとで（lld）の最適解を求めると次のようになる。
　　γゴ＝（74α、一78β、）／」配
　　αガーγで＝（7君／1～）（αガ十βガ）
　　βf十γご＝（γ、4／1ぞ）（αゴ十βガ）
　ただし，R＝7A＋78である。ρ＝0とすると，α2＝β1＝0であるから，7B／R＜
　1，ア4〃～〈1より，γはコミッションレートαしとβ2を引き．ドげ，動機づけ能力
　を低．ドさせる。
21）　7’（α，δ）が直接の分析対象にならないのは，それが2人の聞の配分問題であ
　って，集団全体からすれば相殺され，行動選択に影響を与えないからである。
22）　（22）は次式の最．大化問題と等価である。
　　乙；σそ（嵐α望＋短（α一α’、）2）
　　　　＋2ρσ1碗（ηα’1α’2＋プβ（α一α㌔）（β2一〆2＞）
　　　　＋（甥（掬α’1＋アB（βブα’，）2）
　したがって，これをα1と偽で偏網戸して最適性条件を適用すると，（23）が導か
　れる。
23）Ramakrishnan　and　Thakor［10］は伝統的なエイジェンシー・モデルを用
　いて同一．一の命題を導いている。その解説については佐藤［16］を参照せよ。
24）結託防ll＝付契約については，　Tirole［11］［12］，佐藤［17］（第6章）を参照
　せよ。本稿における（11d）は結託防止の条件式である。
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