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ABSTRACT
The relationships between sounds and their perceived meaning
and connotations are complex, making auditory perception
an important factor to consider when designing sonification
systems. Listeners often have a mental model of how a data
variable should sound during sonification and this model is
not considered in most data:sound mappings. This can lead
to mappings that are difficult to use and can cause confu-
sion. To investigate this issue, we conducted a magnitude
estimation experiment to map how roughness, noise and pitch
relate to the perceived magnitude of stress, error and danger.
These parameters were chosen due to previous findings which
suggest perceptual congruency between these auditory sensa-
tions and conceptual variables. Results from this experiment
show that polarity and scaling preference are dependent on the
data:sound mapping. This work provides polarity and scaling
values that may be directly utilised by sonification designers
to improve auditory displays in areas such as accessible and
mobile computing, process-monitoring and biofeedback.
ACM Classification Keywords
H.5.2. Information Interfaces and Presentation: User Inter-
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Author Keywords
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INTRODUCTION
Sonification - "the use of non-speech audio to convey informa-
tion" [28] - is an effective interaction modality in a wide range
of contexts: for people with visual impairments [25], for data
analysis [11], real-time monitoring [37] or interaction with de-
vices that have little screen space [6]. In a parameter-mapping
sonification system, data values are used to manipulate an
ACM ISBN .
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acoustic parameter, such as frequency (pitch) or tempo, which
facilitate the communication of the data value [20]. Many of
these data:sound mappings fail to account for the listener’s
mental model of how the data value should sound during soni-
fication - a mental model being defined as "a representation of
some domain or situation that supports understanding, reason-
ing, and prediction" [17]. Instead of attempting to map data
variables to acoustic parameters in a way that complements
these mental models, designers commonly use well known
auditory parameters such as pitch, loudness or panning [12].
In defaulting to these common auditory parameters, the op-
portunity to present a mapping that is complementary to the
listener’s expectations of the acoustic qualities of the data
value being sonified is lost. This can result in reduced perfor-
mance [43] and may lead to confusion, annoyance and fatigue,
due to the mapping conflicting with the listener’s mental model
of how the data value should sound [45].
Pitch is unequivocally the most used acoustic parameter in
sonification mappings [12] and has even been described as the
"Hello World" of sonification [19]. This is to be expected, as
pitch is one of the most salient characteristics of a musical
sound and sonification designers commonly employ musical
structures and aesthetics [20]. Regardless of the positive at-
tributes of pitch as an acoustic parameter, there is a strong need
to expand the parameter space for sonification. Each acoustic
parameter is single-use - once pitch has been mapped to a
data parameter it cannot be used again. The range of acoustic
parameters available to sonification designers is limited, and
only a small subset of these parameters has been empirically
evaluated in a sonification context.
As stated by Walker [38], "the most successful representation
of conceptual data depends on the most appropriate display
dimension being used, and in the right way". It has been found
that at a perceptual level, there is a measurable reduction in
stimulus-response compatibility (how natural a response feels
based on a stimulus [26]) when a poorly designed pitch display
is used [40]. More dangerously, aircraft pilots and nuclear
power plant controllers have turned off audible warning signals
due to the sound design being unpleasant, or the information
the alarm conveys being inaccurate [33].
Exploring acoustic parameters beyond the commonly used
ones such as pitch, tempo, loudness, or panning, is a potential
solution to the problem of perceptual congruency in soni-
fication (i.e. what the listener perceives is complimentary
with how they expect a data value to sound when it is soni-
fied). Psychoacoustic parameters such as fluctuation strength,
roughness, sharpness and loudness [13] are a reliable method
of understanding the subjective qualities of sound - so much
so that they have been found to show a higher correlation
with human perception than physiological measurements [9].
These parameters are responsible for a substantial part of the
affect a sound has on a listener - combined, they can model
the relative degree of noise annoyance [10], and roughness
independently has been found to be a primary component in
both natural and artificial alarm sounds [2]. Previous work
found that data:sound mappings in which the acoustic parame-
ters were based on psychoacoustic parameters were effective
in the context of an astronomical image quality assessment
task [14]. However, this work was limited in scope, focusing
on a single use-case - there is no research that provides a num-
ber of different contexts in which psychoacoustic parameters
may be more effective than acoustic parameters traditionally
used in sonification such as pitch and tempo.
There is little theory or evidence to guide sonification de-
signers in the most effective data:sound mapping to use in
particular contexts and there is even less research on evaluat-
ing the perceptual reactions of listeners to acoustic parameters
in sonification, beyond pitch, tempo and loudness [38, 39, 43].
In this work, we utilise proven relationships between a number
of psychoacoustic parameters and conceptual variables, such
as the relationship between perceived danger and auditory
roughness [2], and propose new ones in an attempt to expand
the number of effective sonification parameters and to design
data:sound mappings that are complementary to the listener’s
mental model of how a data variable should sound during
sonification. The experiment described here uses magnitude
estimation to map how the magnitudes of acoustic parameters
relate to the perceived magnitudes of data parameters. Mag-
nitude estimation has been shown as an effective method of
establishing if data:sound mappings are conflicting with how
the listener expects the data variable to sound like [38].
RELATED WORK
Since sonification has been recognised as a field of research in
its own right, there have been a number of attempts to estab-
lish guidelines for effective sonification design. Early in the
development of the field, Kramer [27] discussed some general
principles for designing auditory displays. In a more extensive
work, Barrass [3] proposed a number of "golden rules" for
sonification design. Based on these two works, Anderson [1]
identified some of the crucial elements that future research
in this area must address - the mapping of data to parameters
being one of these. These works provide a thorough view of
what is required to provide a framework for sonification de-
signers, however they are all theoretical and there remains little
experimental evidence on which to base sonification design
choices.
Perceptual Factors in Sonification Mappings
In Kramer’s original principles for sonification design [27],
a number of perceptual factors were established that may be
practically implemented in a sonification system. Among these
factors were so-called affective associations and metaphorical
associations. These notions began to explore how important
human perception is in sonification design, especially affec-
tive associations, which were described as "the association
of feelings about data (if such feelings exist) with feelings
aroused by changes in the sound". An example of such an
association was given in the context of an ecologist: to such
a researcher, data indicating a decrease in rain acidity would
generally be described as undesirable, and therefore may cause
a subtle negative affect. Therefore, a sonification mapping
that may utilise this affect could be described as: an increase
in "auditory ugliness" = an increase in an undesirable data
variable. Kramer’s affective associations have not been empir-
ically tested, however the data:sound mappings described in
this paper were motivated by the same inference of the impor-
tance of perceptual factors in sonification mapping design.
Although there are a number of previous studies investigating
the information transmission capacity and accuracy of various
data:sound pairings [5, 32], Walker & Kramer’s study (orig-
inally presented in 1996 [41], published in 2005 [43]) was
the first to directly investigate the importance of perceptual
congruence between data and sound parameters in sonifica-
tion. They investigated the use of a number of commonly
used acoustic parameters (pitch, onset, loudness and tempo)
to convey common data variables (temperature, pressure, size
and rate) in a simple process-monitoring task. The mappings
were grouped into four ensembles: Intuitive, Okay, Bad and
Random based on how "intuitive" or "natural" the sound de-
signers believed the mapping to be. They found the mappings
that the sound designers believed to be optimal, e.g. tempera-
ture:pitch, did not result in either the most accurate responses
or the fastest response time - in fact, the mappings in the Bad
ensemble led to the fastest response time and Random led
to the best performance. Some post hoc explanations were
posited for these results that clearly indicated listener’s mental
models of data:sound relationships were key. Slower acoustic
changes (such as slow tempos and onset) were representative
of larger objects (i.e. due to inertia) and in some cases, the
listener’s mental model of how a data value "ought to sound"
was reflected in their polarity choice - for example, increasing
size was best represented by decreasing pitch.
Both of these possible explanations for this study’s surprising
results indicate that the listener’s mental model of how they
expect a data value should be sonically represented is key to
its success. This study clearly shows the need to empirically
test data:sound mappings, however this only answers part of
the question. This study only investigated four parameters and
they were chosen as they are common in sonification. There re-
mains a number of parameters outside of the common set that
need to be explored - many of which may provide more per-
ceptually congruent data:sound mappings, and would increase
the palette of parameters usable by sonification designers.
Magnitude Estimation
Walker expanded their earlier work [43] to further investigate
the psychology relating to data:sound mappings [38]. In this
research, magnitude estimation was validated as a tool for
aiding the design of data:sound mappings - by measuring
the perceived magnitude of a conceptual data dimension (e.g.
temperature) when displayed by an auditory dimension (e.g.
pitch). Another follow-up study replicated the experiment
with a number of additional data:sound mappings [39].
Magnitude estimation is a standard method of psychophysical
scaling, which maps the relationship between the magnitude of
a sensory stimulus and its associated perceived intensity [36],
resulting in a power function between the actual stimulus
magnitude and the perceived magnitude. Today, magnitude
estimation is a frequently used tool in studying the perception
of hearing in a wide array of contexts including ergonomics
[22] and medicine [24]. Walker’s results [38, 39] showed that
magnitude estimation provides reliable measures for both the
scaling function (what increase is perceived in temperature
for a 100Hz increase in pitch?) and polarity (is increasing
pitch perceived as increasing temperature?) for a data:sound
mapping. Based on these measures, it is therefore possible to
determine if a mapping is suitably congruent with a listener’s
mental model of the data:sound relationship. Walker used
the polarity as a predictor of the "naturalness of a mapping"
- if a given polarity obtained a majority of all responses by
participants in a block it was predicted to be a "good" polarity
choice and it can therefore be predicted that the mapping
itself is effective. We therefore used this method for the study
presented in this paper.
Psychoacoustics and Sonification Parameters
Traditional psychoacoustics, the study of "the relations be-
tween sound stimuli and auditory perception" [49] , has pro-
vided a solid grounding for sonification research by contribut-
ing experimental methodologies, vocabulary and empirical
insights into the perception of a number of fundamental audi-
tory parameters such as pitch, loudness and roughness. Walker
& Kramer’s chapter in Ecological Psychoacoustics [42] pro-
vides a thorough overview of how work from the history of
psychoacoustics relates to sonification.
Ferguson et al. [15] proposed the use of psychoacoustic pa-
rameters for sonification and discussed potential benefits, such
as how they "may help in rendering displays that auditoraly de-
scribe their data intuitively and implicitly", however no exper-
imental assessment was conducted. Neuhoff and Heller [30]
proposed a method of auditory display that used data:sound
mappings based on a "pre-existing cognitive structure in which
to interpret the sonified changes in a variable". They suggested
the use of real-world sound sources and events such as the
sound of a car engine as acoustic parameters, as opposed to
"low-level" acoustic dimensions such as frequency or intensity.
In a previous study, we successfully used psychoacoustic pa-
rameters to display the degree of focus of an astronomical
image [14]. In this study, the acoustic parameters used in a
sonification were the psychoacoustic sensation of roughness -
the subjective perception of amplitude or frequency modula-
tion of a sound; a signal that was broadband noise at 0 % and a
pure clean tone at 100 % - this utilised a potential association
of noise with uncertainty and a clear tone with clarity; and a
redundant combination of roughness and noise. The results
from this study indicated that the combination of these two pa-
rameters and the noise/clean signal independently performed
at a similar level to the same task being carried out visually -
suggesting that the listener’s mental model of these data:sound
mappings has some similarities to the visual equivalent - in
this case, the blur of an image being related to the roughness
or noise content of a sound.
Mental Models of Psychoacoustic Parameters
As shown in [14, 38, 43, 45], the mental models or "expectan-
cies" a listener has of how a data value should sound during
sonification is an important factor in the effectiveness of the
auditory display. Psychoacoustic parameters such as rough-
ness are a strong indicator of a listener’s perceived quality
of a sound [49]. Such an observed link between an acoustic
attribute(s) and a variable, such as roughness and quality in
this case, may be utilised to convey data parameters that fit
semantically with the variable, for example roughness convey-
ing uncertainty. Furthermore, roughness has been shown to
be an integral component of how humans perceive danger [2],
therefore it can be suggested that there a listener may expect a
data variable relating to danger to sound rough.
Likewise, the effectiveness of the noise:focus mapping in [14]
suggests that listeners expect a blurry image to sound noisy
when it is sonified, whereas a crisp, focused image should
sound clear. Based on these two examples, it is possible that
these auditory parameters could convey semantically similar
variables effectively, for example stress or error instead of
danger, and quality or correctness instead of blur.
EXPERIMENT
Motivated by this literature, an experiment was conducted to
investigate similar potential mental models between a concep-
tual data variable and an acoustic parameter used to convey it
during sonification. In this experiment, magnitude estimation
was used to evaluate the perception of the magnitude of three
data variables: stress, error and danger based on four auditory
parameters: roughness, noise, combined roughness & noise
and pitch.
These data variables were chosen both on the basis of the
work discussed in the previous section and because they are
semantically broad, allowing for various use-cases to utilise
this study’s findings. Such scenarios could include:
• Biofeedback of physiological measures to reduce
stress/anxiety such as the Sonic Respiration system
developed by Harris et al. [18].
• Sonifying error values in non-visual graph presentation,
such as in the TableVis system developed by Kildal & Brew-
ster [25].
• Monitoring or alarm systems where multiple levels of dan-
ger, urgency or severity must be conveyed.
The experiment investigated how the perceived magnitude
of the data variable changed as the magnitude of the audi-
tory stimuli changed and in which polarities the participants
perceived this mapping to be (i.e. a positive mapping being
increasing pitch = increasing danger). Polarity information is a
useful indication of when a data:sound mapping is conflicting
with the participants’ mental models [38]: agreement in the
polarities between participants suggests correlation between
their mental models and the data:sound mapping. Furthermore,
magnitude estimation produces the slope values between each
data and acoustic dimension, allowing future designers to scale
their mappings appropriately.
Participants
Sixteen participants took part in the study (11 female, 5 male;
mean age = 25 years, SD = 5.1 years). All were university
students and staff. All participants reported no uncorrected
vision impairment, no hearing impairment and no music/sound
related neurological condition such as amusia [31].
Design
We conducted a magnitude estimation experiment, based on
the design originally suggested by Stevens [34] and further
described by Marks & Gescheider [29]. Applying this design
to a sonification context was based on previous experiments
by Walker [38] and Walker et al. [44].
Twelve conditions were examined in which the single inde-
pendent variable in each condition was the acoustic parameter
used to convey the data variables: error, danger and stress.
Roughness, noise, and a combination of both were chosen as
acoustic parameters. Pitch was also included to compare to a
more traditional sonification mapping and also to investigate
the effect of musicality. Most participants will be familiar with
changes in pitch from listening to music, therefore we were
interested in the effect on the polarities perceived with pitch
compared to the other parameters that are non-musical.
Error, danger and stress were chosen as data variables, due
to previous studies’ suggestions that the perception of dan-
ger and error can be dependent on acoustic qualities [2, 14]
and that they are a general set of potential use cases that are
semantically similar - all of these are generally considered
negative variables, as are the acoustic parameters of rough-
ness and noise. The experiment used a within-subjects design.
Each condition was a pairing of a data variable and acoustic
parameter, dependent measures collected were the participants
estimations of the magnitude of the data variable.
Stimuli
Roughness, noise, and a combination of both were chosen
as acoustic parameters, due to the affect of roughness on the
perception of danger [2] and noise/combination of roughness
and noise due to their affect on the perception of image focus
[14] (we suggest that error may be used as a more general
variable than image focus).
Ten stimuli were used for each condition, each stimulus was
2 seconds in length. Brewster [7] showed that information
encoded in sounds can be obtained from a stimulus between 1
and 2 seconds. Each stimulus had an amplitude envelope with
a 0.2 second linear ramp onset (attack) and offset (release).
An amplitude envelope was included in the sound design,
as an abrupt start or stop of a sound can be perceived as
unpleasant [4]. All stimuli were created in the Supercollider
programming language 1. The roughness, noise and combined
sounds were identical to the ones used in our previous study
[14], as we wanted to utilise the effect between these sounds
and the perception of image focus found in that study, to
investigate a similar effect for the perception of error. Pitch
stimuli were based on the frequencies used by Walker [38].
Roughness
100 % sinusoidally amplitude modulated 1000 Hz pure-tone
with modulation frequencies of 0, 2, 4, 7, 11, 16, 23, 34, 49
and 70 Hz.
Noise
This condition consisted of a 1000 Hz pure tone and broadband
white noise, with the pure tone beginning at 100 % amplitude
and noise at 0 %, respectively declining and ascending in 10 %
increments.
Combined Roughness & Noise
Direct pairing of corresponding roughness and noise stimuli.
Adjusting more than one auditory parameter simultaneously
has been found to increase information transmission capac-
ity [32] and have a greater effect on perceived urgency than
independent parameters. Furthermore, the combined noise and
roughness condition used in [14] showed slightly increased
performance over the individual parameters, therefore we in-
cluded a combined condition in this experiment.
Pitch
Pure tone with frequencies of 100, 200, 400, 800, 1000, 1400,
1800, 2400 and 3200 Hz. Loudness for each stimulus was
normalised using Supercollider’s built in library for basic psy-
choacoustic amplitude compensation: AmpComp.
Procedure
Before the first block of trials, the experimenter read allowed
the following text (adapted from [38] and [29]) and the partic-
ipant read along on-screen.
You will hear a series of sounds, one at a time, in
random order. Your task is to indicate what magnitude
of the variable the sounds seem to represent, by assign-
ing numbers to them. For the first sound, assign it any
number of your choosing that represents a value of the
variable (e.g. stress). Then, for each of the remaining
sounds, estimate its "stress", relative to your subjective
impression of the first sound.
For example in the case of stress as the variable, if
the second sound seems to represent a stress level that
is 10 times as "stressful" as the first, then assign it a
number that is 10 times bigger than the first number. If
the sound seems to represent a stress level that is one-fifth
as "stressful", assign it a number that is one-fifth as large
as the first number, and so on. You can use any range of
numbers, fractions, or decimals that seem appropriate,
so long as they are greater than zero.
1http://supercollider.github.io
Here the first sound is used as a comparison value, it is the
middle level of all the stimuli (level 5 of 10). The participant
indicated the comparison magnitude once at the beginning of
the block. In each trial, participants were presented with the
comparison sound with its user-defined value simultaneously
displayed on-screen and then after a one second pause, one
of the nine remaining stimuli were presented. The participant
was then asked to respond with a subjective value (i.e. the
magnitude of stress they perceived). In a block of 27 trials,
each stimuli was presented twice in random order and after
a brief break, the next condition was presented, with new
instructions that presented the mapping to be used. The order
in which each block was presented was also randomised.
Results
Consistent with Walker’s findings [38], for a given data:sound
mapping most participants responded in a consistent polarity
(either positive or negative), such that, for example, increas-
ing pitch represented increasing danger. Some participants
responded in an erratic polarity, therefore it was necessary to
group the data into positive, negative or no polarity. This was
done by calculating the Pearson coefficient for each participant
in each block between the log of the responses and the log of
the actual stimulus value. A participant’s data were consid-
ered to have no polarity and therefore not included in further
analysis if the absolute coefficient for that block did not reach
statistical significance. Therefore, with 9 stimuli presented 3
times (df = 27), data sets with a correlation coefficient of less
than rcritical = 0.367, p = <0.05) were removed. Data reaching
statistical significance were grouped into polarities based on
the sign of their correlation coefficient (positive or negative).
Table 1 shows the number of participants who’s data remained
in the analysis of each condition, compared to the number of
participants who originally carried out the experiment.
Error Stress Danger
Noise 15 / 16 14 / 16 15 / 16
Roughness 12 / 16 11 / 16 13 / 16
Combined 13 / 16 13 / 16 14 / 16
Pitch 14 / 16 15 / 16 16 / 16
Table 1: Proportion of participants whose data was of a
high enough collinearity to be used in analysis.
As the scale of the responses could vary widely between
each participant, the geometric mean was calculated for all
responses, for each stimulus in a given block (as per [35, 38]).
A multivariate ANOVA found an overall effect that manipu-
lating acoustic parameters lead to a significant change in the
perception of the magnitude of a data variable (F3,186 = 24.6,
p < 0.001).
To better understand the perceptions of each data:sound pair-
ing, we investigated individual results for each pairing. A sim-
ple linear regression was carried out for each variable:sound
pairing, using the logs of both the geometric means of re-
sponses for each stimulus and the actual stimulus values (as
per [38]). The slope value of this regression indicates how
much the perceived value changes based on changes in the
stimulus. Table 2 shows the results of this analysis and the
distributions of polarity choices.
The results showed that data for all data:sound pairings were
statistically significant (p < 0.05). A majority of participants
responded in a positive polarity for all data:sound pairings.
This is consistent with our original motivations based on the
effect found between roughness and danger [2] and noise and
image focus [14]. No participants responded in a negative
polarity in the pitch:stress condition and only one participant
responded in a negative polarity in the pitch:danger condition.
Over all conditions, five participants responded in a negative
polarity, with four participants responding in a negative polar-
ity in at least three conditions and one participant responding
in a negative polarity in one condition.
Discussion & Design Guidelines
For the roughness, noise and combined conditions, it is reason-
able that the majority of participants responded in a positive
polarity, as the stimuli at level 0 for all of these conditions was
an unmodulated pure tone. Participants may have perceived
this clean tone as "no" error/stress/danger, due to the absence
of any additional acoustic attribute in the sound. Furthermore,
at the opposite end of the stimuli levels, the roughness condi-
tion at level 10 consisted of a very dissonant sound (roughness
being a key part of the perception of dissonance [23]) and the
noise and combined conditions at level 10 consisted purely
of white noise. Therefore, participants may have associated
these sounds with error/stress/danger, as these attributes of
sound are normally considered unpleasant, just as error, stress
and danger are generally considered unpleasant variables. The
ubiquity of the responses for pitch mapping being in a positive
polarity may be explained by higher pitches resulting in a
higher sense of urgency, such as an infant crying [48]. These
results suggest that for data sets relating to "unpleasant" or
"undesirable" qualities such as the ones used in this study, the
acoustic parameters used in this experiment may provide audi-
tory displays that are consistent with listener’s mental models
of similar variables.
Only five participants’ responses in any condition were in
a negative polarity - with all but one of these participants
repeatedly responding in a negative polarity. This suggests that
a listener who perceives a data:sound mapping in a negative
polarity, may be more likely to perceive a negative polarity
mapping for any data:sound mapping in which that particular
sound parameter is used. Furthermore, all but one of the
participants that selected a negative polarity in any condition
also responded with no polarity in at least one condition. This
may suggest that these participants may not be representative
of the consensus of polarity for a given mapping, as they
responded with inconsistent polarities over the entirety of the
experiment.
The results show that how a listener perceives the magnitude of
a data variable varies greatly depending on the data:sound map-
ping used; participants heard the same sounds yet produced
unique magnitude estimation slopes. This further underlines
the findings by Walker [38] and Walker & Kramer [43] that the
mapping topology used in a sonification system has a signifi-
cant effect on how the user interacts with it. Using a magnitude
Error Stress Danger
Noise
+ve 0.74 0.76 0.61
n = 12 n = 10 n = 13
r2 = 0.99 r2 = 0.99 r2 = 0.99
p < 0.001 p = < 0.001 p = < 0.001
-ve -0.74 -0.8 -1.2
n = 3 n = 4 n = 2
r2 = 0.49 r2 = 0.66 r2 = 0.5
p = 0.02 p = 0.005 p = 0.02
Roughness
+ve 0.56 0.68 0.53
n = 11 n = 10 n = 12
r2 = 0.92 r2 = 0.99 r2 = 0.86
p < 0.001 p = < 0.001 p = < 0.001
-ve -0.62 -0.5 -0.67
n = 1 n = 1 n = 1
r2 = 0.74 r2 = 0.66 r2 = 0.74
p = 0.002 p = 0.005 p = 0.002
Combined
+ve 0.89 1.01 0.7
n = 11 n = 12 n = 11
r2 = 0.99 r2 = 0.98 r2 = 0.99
p < 0.001 p = < 0.001 p = < 0.001
-ve -1.34 -1.55 -0.96
n = 2 n = 1 n = 3
r2 = 0.44 r2 = 0.6 r2 = 0.8
p = 0.03 p = 0.008 p < 0.001
Pitch
+ve 1.21 1.08 1.07
n = 12 n = 15 n = 15
r2 = 0.99 r2 = 0.99 r2 = 0.97
p < 0.001 p = < 0.001 p = < 0.001
-ve -0.35 none -0.67
n = 2 n = 0 n = 1
r2 = 0.65 none r2 = 0.5
p = 0.005 none p = 0.02
Table 2: Summary of results including slope value (bold).
Underlined values indicate the most popular polarities.
estimation paradigm to estimate the polarities and slopes, like
the one used in this study and Walker’s initial studies [38] can
point towards mappings that are consistent with the listener’s
mental model of how the data value should sound.
Design Guidelines
Roughness, noise and pitch map to "undesirable" variables
In all conditions, the most popular polarities were positive
(i.e. an increase in the acoustic attribute was perceived as an
increase in the data variable). Results from this study suggest
that using increasing roughness, noise or pitch to represent
an increase in similar "undesirable" data variables to the ones
used here, may be a mapping that is aligned with a listener’s
expectations of how that data variable should sound when it is
sonified.
An unmodulated signal can convey a minimum value
For the roughness, noise and combined conditions, the level 0
stimulus was an unmodulated tone (i.e. no roughness or no
noise applied to it) and responses for all data:sound pairings
for these conditions tended toward a positive polarity. This
suggests that an unmodulated tone can convey an absence or
a very low value of an "undesirable" data variable such as
stress or danger. This is reflective of the findings in previous
studies [14].
FUTURE WORK
This study focused on a limited set of unidimensional data-
sound pairings, however one of the main goals of sonification
research is to find ways of displaying complex, multidimen-
sional data sets. Therefore, one area that we plan to study is
the use of more complex signals as the carrier for roughness
and noise and how these more complex signals compare to
a listener’s mental model of how they expect the data vari-
ables to sound. Fitch & Kramer [16] developed the variable of
"piggy-back" parameters in which multiple acoustic parame-
ters of a single auditory stream can carry information about
multiple variables. This notion may be used to begin to in-
vestigate the perceptual factors involved in multidimensional
data-sound mappings.
Furthermore, an example of such a complex signal could be a
listener’s own music. This could be used to create more aes-
thetically pleasing sonifications - an important considerations
in making usable auditory displays (see [21]). Modulating a
listener’s own music has been shown to successfully convey
information [18, 46], therefore another area of future work
is to investigate what mappings of data variables to music-
modulation parameters are optimal in terms of information
transmission, aesthetics/comfort and correlation with listeners’
mental model and expectations.
Another area we plan to expand on from this work is to in-
vestigate user’s mental models and expectations of conceptual
data variables when multimodal stimuli are used to convey
them. For example, structured vibrations have been found
to be able to convey complex information [8] and vibrotac-
tile systems such as the Shoogle prototype [47] have utilised
mental models of the physical world in their design. Further
study into effectively utilising user’s mental models to map
data to vibrotactile parameters may not only improve haptic
feedback, but increase the information carrying capacity of
auditory displays by combining modalities.
Only a small subset of possible data:sound mappings were
investigated in this study - focusing on investigating a potential
link between sound parameters that are generally considered
undesirable in music and data variables that share connota-
tions of being negative, or undesirable. As the results of this
study and previous experiments have shown [14, 38, 39], the
congruency of a data:sound mapping with a listener’s mental
model of how the data variable should sound is key to the ef-
fectiveness of the sonification. Therefore, further study should
be carried out on other data:sound mappings. Each context a
sonification designer is creating an auditory display for will
be unique, however an expansion of the current experimental
work on data:sound mappings such as this study and [38, 39]
will aid designers in choosing mappings that are usable for
their purpose.
CONCLUSIONS
We investigated the effects of acoustic parameter choice on
a number of data:sound mappings. We presented a study in
which magnitude estimation was used to map how the per-
ceived magnitude of a data variable changed based on a change
in an acoustic parameter. Polarities and scales were derived for
each mapping. We found that the acoustic parameter used to
convey a data variable had a significant effect on the listener’s
perception of the magnitude of that data variable. This sug-
gests that designing a data:sound mapping which is congruent
with the listener’s mental model of how they expect the data
value to sound in a sonification system is key to successful
mappings and sonifications.
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