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Abstract. In this paper, a non-autonomous stochastic logistic system is con-
sidered. An interesting result on the effect of stochastically perturbation for the
dynamic behavior are obtained. That is, under certain conditions the stochastic
system have similar dynamic behave with the deterministic system, but if the noise
is sufficiently large, it will spoil these nice properties. Furthermore, we introduce a
new research method for studying the stochastic equation and some new sufficient
conditions for the stochastic bounded, stochastic permanence, extinction and global
attractivity of the system are established. The corresponding results (see, for ex-
ample, references [DQ Jiang, NZ Shi, and XY Li. Global stability and stochastic
permanence of a non-autonomous logistic equation with random perturbation. J
Math Anal Appl, 340:588-597, 2008; M Liu and K Wang. Persistence and extinc-
tion in stochastic non-autonomous logistic systems. J Math Anal Appl, 375:443-457,
2011; XY Li and XRMao. Population dynamical behavior of non-autonomous lotka-
volterra competitive system with random perturbation. Discrete Contin Dyn Syst,
24:523-545, 2009]) are improved and extended.
Keywords: Non-autonomous logistic equation; Stochastically perturbation; Stochas-
tically permanence; Extinction; Global attractivity.
1 Introduction
It is an usual phenomenal in nature that a single species whose members compete
among themselves for limited resources. Therefore, the investigation of the single
species model is one of the dominant themes in both ecology and mathematical
∗Corresponding author. Tel.: +86 15000559112. E-mail address: hhxiao1@126.com (H.X. Hu).
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ecology. As we know, one of the famous models for single species system is the
classical non-autonomous logistic system which can be expressed as follows:
dx(t)
dt
= x(t)[(r(t)− a(t)x(t))], (1.1)
where x(t) denotes the population size of the species at time t, r(t) and a(t) are
continuous bounded functions on [0,∞), and a(t) is nonnegative. We refer the reader
to [26] for a detailed model construction. Owing to its theoretical and practical
significance, system (1.1) and its generalization form have received great attention
and has been studied extensively (see [8, 11, 15, 17, 28–30]).
On the other hand, many species are always affected inevitably by environmental
noise which is an important component in an ecosystem (see [9, 10]). In resent years,
many authors consider the effect of random disturbance in population dynamics (see
[1–3, 6, 9, 10, 13, 14, 16, 20, 23–25] and the reference therein). In particular, [23]
showed that different structures of environmental noise may have different effects on
the population system. Currently we have two kinds of systems to model the effect
of the environmental fluctuations in population dynamics. one is the white noise
affects a(t) mainly, i.e., the intraspecific competition coefficient is stochastically
perturbed (see [2, 7, 20, 21, 24, 25]). The other is the growth rate r(t) is subject
to environmental noise (see [4, 5, 12, 13, 16, 18–20, 27, 31]). If we assume that the
growth rate r(t) is stochastically perturbed with
r(t)→ r(t) + σ(t)B˙(t),
where B˙(t) is a white noise and σ2(t) represents the intensity of the noise. Then the
stochastically perturbed system can be described by the following Itoˆ equation:
dx(t) = x(t)[(r(t)− a(t)x(t))dt + σ(t)dB(t)], (1.2)
where B(t) is standard Brownian motions, r(t), a(t) and σ(t) are all continuous
bounded functions on [0,+∞), a(t) and σ(t) are nonnegative.
In [13], the authors show that system (1.2) is stochastically permanent and glob-
ally attractive provided r(t), a(t) and σ(t) are continuous T -periodic functions,
r(t) > 0, a(t) > 0 and mint∈[0,T ] r(t) > maxt∈[0,T ] σ
2(t). [16] improved the results
in [13] and obtained that if mint∈[0,∞) a(t) > 0 and mint∈[0,∞){r(t) − 12σ2(t)} > 0,
then system (1.2) is permanence. In [20], stochastically permanence of system (1.2)
is obtained with a(t) > 0 and lim inft→∞(r(t) − 12σ2(t)) > 0. An indication of the
generality of these results emerges from biological interpretations of the assump-
tions. The principal assumptions of these results are that the growth rate must be
greater than 1
2
σ2(t) and the carrying capacity must be positive all the time. But as
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we known, the growth properties of every natural population is affected by the pop-
ulation’s environment. Physical environmental conditions usually change greatly
through the year and can influence species directly. Good weather can stimulate
growth in body size and bad weather can cause death. Hence, it is difficult to keep
the growth rate and the carrying capacity positive in all time. But we can find some
fixed length of time such that during any time interval of this length the growth
rate and carrying capacity are positive. In [29], the authors studied system (1.1).
They obtained permanence and global asymptotic stability of system (1.1) with the
conditions that the growth rate and carrying capacity are positive during any time
interval of fixed length after some fixed time. However, we see that, up to now,
the same results still have not been established for the stochastic non-autonomous
logistic equation.
Motivated by above works, in this paper, our purpose is namely to extend the
results given in [29] to the stochastic non-autonomous logistic system (1.2). We will
establish a series of very general and rather weak criteria on the stochastic ultimately
bounded, stochastically permanence, extinction and global asymptotic stability for
system (1.2). We will see that when system (1.2) degenerate into the deterministic
system (1.1) these criteria will be very similar to the corresponding results given in
[29]. And we will also see that the corresponding results obtained by [13, 16, 20]
are improved and extended in these criteria. Therefore, the results obtained in this
paper are completely new and useful.
2 Preliminaries
Let (Ω,F , P ) be a complete probability space with a filtration {Ft}t≥0 satisfying the
usual conditions, that is it is right continuous and increasing with F0 contains all P -
null sets. Let B(t) denote the standard Browian motions defined on this probability.
We also denote the positive number by R+, that is
R+ = {x ∈ R : x > 0}.
If f(t) is a continuous bounded function on [0,+∞), we denote
fu = sup
t∈[0,+∞)
f(t) and fl = inf
t∈[0,+∞)
f(t).
For any set A, we denote IA be the indicator function of A. For system (1.2) we
introduce the following assumptions:
(H1) There is a positive constant γ such that
lim inf
t→∞
∫ t+γ
t
a(s)ds > 0.
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(H2) There is a positive constant λ such that
lim inf
t→∞
∫ t+λ
t
(
r(s)− 1
2
σ2(s)
)
ds > 0.
(H3) There is a positive constant λ such that
lim sup
t→∞
∫ t+λ
t
(
r(s)− 1
2
σ2(s)
)
ds ≤ 0.
Remark 2.1. If al and (r − 12σ2)l are positive, then (H1) and (H2) are satisfied.
And (H3) hold if (r − 12σ2)l is negative. Therefore, the three assumptions are very
general and weak.
It is well known that, in order for a stochastic differential equation to have an
unique global solution for any given initial data, the coefficients of this equation
are generally required to satisfy linear growth condition and the local Lipschitz
condition. Obviously, the coefficients of equation (1.2) do not satisfy the linear
growth condition. From the Theorem 2.1 in [16], we can obtain that equation (1.2)
has a global positive solution, that is
Lemma 2.1. For any given initial value x0 ∈ R+, there is an unique solution x(t)
to equation (1.2) on t ≥ 0 and the solution will remain in R+ with probability one.
In the following, we give out a useful lemma which will be used in the next
section.
Lemma 2.2. Let X = {Xt; 0 ≤ t < ∞} is a stochastic process on the probability
space (Ω,F , P ), for any positive constance m and M we have
(i) lim supt→∞ P{Xt > M} ≤ P{lim supt→∞Xt > M};
(ii) lim supt→∞ P{Xt < m} ≤ P{lim inft→∞Xt < m}.
Proof. From the well known Fatou Lemma we have
lim sup
t→∞
P{Xt > M} = lim sup
t→∞
∫
Ω
I{Xt>M}dP ≤
∫
Ω
lim sup
t→∞
I{Xt>M}dP. (2.1)
For any ω ∈ Ω, if lim supt→∞ I{Xt>M}(ω) = 1, then by the definition of superior
limit and indicator function there is a time sequence {tk} with tk → ∞ as k → ∞
such that
I{Xtk>M}(ω) = 1 for all k = 1, 2, · · · .
This means
ω ∈ {Xtk > M} for all k = 1, 2, · · · .
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Hence,
ω ∈ {lim sup
t→∞
Xt > M}.
Therefore, ∫
Ω
lim sup
t→∞
I{Xt>M}dP ≤ P{lim sup
t→∞
Xt > M}.
Together with inequality (2.1), (i) hold obviously.
In the following we will prove the case (ii) of this lemma. By using the Fatou
Lemma, we also have
lim sup
t→∞
P{Xt < m} = lim sup
t→∞
∫
Ω
I{Xt<m}dP ≤
∫
Ω
lim sup
t→∞
I{Xt<m}dP. (2.2)
For any ω ∈ Ω, if lim supt→∞ I{Xt<m}(ω) = 1, by using the similar argument as the
case (i) we have a time sequence {tk} with tk →∞ as k →∞ such that
ω ∈ {Xtk < m} for all k = 1, 2, · · · .
Hence,
ω ∈ {lim inf
t→∞
Xt < m}.
Therefore, ∫
Ω
lim sup
t→∞
I{Xt<m}dP ≤ P{lim inf
t→∞
Xt < m}.
It follows equation (2.2) that (ii) is true. This complete the proof.
Remark 2.2. Since
lim sup
t→∞
P{Xt > M} = 1− lim inf
t→∞
P{Xt ≤ M}
and
P{lim sup
t→∞
Xt > M} = 1− P{lim sup
t→∞
Xt ≤M},
from (i) of above lemma we can obtain
lim inf
t→∞
P{Xt ≤M} ≥ P{lim sup
t→∞
Xt ≤M}.
Similarly, from (ii) of above lemma we can have
lim inf
t→∞
P{Xt ≥ m} ≥ P{lim inf
t→∞
Xt ≥ m}.
Let M(t) =
∫ t
0
σ(s)dB(s) is a martingale, the quadratic variation of this martin-
gale is
〈M〉t =
∫ t
0
σ2(s)ds ≤ σ2ut.
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By the strong law of large numbers or martingale (see [22]), we therefore have
lim
t→∞
M(t)
t
= 0 a.s. (2.3)
Let
Ω0 = { lim
t→∞
M(t)
t
= 0},
obviously, P (Ω0) = 1.
3 Stochastically permanence
In this section, we will study the stochastic ultimate boundedness and stochastically
permanence which are defined as follows.
Definition 3.1. Equation (1.2) is said to be stochastically ultimately bounded, if
for any ε ∈ (0, 1), there exists a positive constant M = M(ε) such that
lim inf
t→∞
P{x(t) ≤M} ≥ 1− ε,
for any positive solution x(t) of system (1.2).
Definition 3.2. Equation (1.2) is said to be stochastically permanent if for any
ε ∈ (0, 1), there exists a pair of positive constants m = m(ε) and M = M(ε) such
that
lim inf
t→∞
P{x(t) ≥ m} ≥ 1− ε and lim inf
t→∞
P{x(t) ≤M} ≥ 1− ε,
for any positive solution x(t) of system (1.2).
Firstly, we have the following theorem on the asymptotically bounded in any pth
moment of the solutions of equation (1.2).
Theorem 3.1. Suppose (H1) hold, then for any positive constant p there exist pos-
itive constant L(p) such that
lim sup
t→∞
Exp(t) ≤ L(p)
for any positive solution x(t) of equation (1.2).
Proof. By using the similar argument as the Lemma 2.3 in [13], we can obtain
dE[xp(t)]
dt
≤ pE[xp(t)]
((
r(t) +
1
2
(p− 1)σ2(t))− a(t)(E[xp(t)]) 1p)
Let y(t) =
(
E[xp(t)]
) 1
p , then we have
dy(t)
dt
≤ y(t)
((
r(t) +
1
2
(p− 1)σ2(t))− a(t)y(t)).
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We consider the following auxiliary equation
dz(t)
dt
= z(t)
((
r(t) +
1
2
(p− 1)σ2(t))− a(t)z(t)). (3.1)
By the assumption (H1) and Lemma 1 in [29], we obtain that there is a positive
constant M such that
lim sup
t→∞
z(t) ≤M
for any positive solution z(t) of equation (3.1). By the comparison theorem, we have
lim sup
t→∞
y(t) ≤ lim sup
t→∞
z(t) ≤M
with initial value y(0) = z(0). Therefore,
lim sup
t→∞
E[xp(t)] = lim sup
t→∞
yp(t) ≤Mp := L(p).
This complete the proof.
By Chebyshev’s inequality and Theorem 3.1, the following result is straightfor-
ward.
Theorem 3.2. suppose (H1) hold, then system (1.2) is stochastically ultimately
bounded.
Remark 3.1. In [13, 16], the authors obtained the stochastically ultimately bounded
of system (1.2) with al > 0. Obviously the conditions of Theorem 3.2 is more weaker
than these. Furthermore, we can obtain more general result under the condition
(H1), which we will discuss in the following theorem.
Theorem 3.3. Suppose (H1) hold, then for any ε ∈ (0, 1) there is a positive constant
M = M(ε) such that for any initial value x0 ∈ R+ the solution obeys
P{lim sup
t→∞
x(t) ≤M} ≥ 1− ε.
Proof. From the assumption (H1), there are positive constants T0, L > 1 and µ
such that ∫ t+γ
t
(
r(s)− 1
2
σ2(s)− a(s)L)ds < −µ for all t ≥ T0. (3.2)
Then we can choose a positive constant ε0 ≪ 1 such that
∫ t+γ
t
(
r(s)− 1
2
σ2(s)− a(s)(L− ε0)
)
ds < −µ
2
for all t ≥ T0. (3.3)
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By the Itoˆ formula, we have
d lnx(t) = [r(t)− 1
2
σ2(t)− a(t)x(t)]dt + σ(t)dB(t).
For any two positive constant t1 < t2, integrating above equation from t1 to t2 we
have
ln x(t2)− ln x(t1) =
∫ t2
t1
[r(t)− 1
2
σ2(t)− a(t)x(t)]dt +
∫ t2
t1
σ(t)dB(t). (3.4)
Firstly, we will prove that
lim inf
t→∞
x(t, x0, ω) < L for all x0 ∈ R+ and ω ∈ Ω0. (3.5)
If it is not true, then there exist a x0 ∈ R+ and ω0 ∈ Ω0 such that
lim inf
t→∞
x(t, x0, ω0) ≥ L.
It follows from this that for above ε0 there is a T1 ≥ T0 such that
x(t, x0, ω0) ≥ L− ε0 for all t ≥ T1. (3.6)
By (3.4), we have
ln x(t)− ln x(T1) =
∫ t
T1
(
r(s)− 1
2
σ2(s)− a(s)x(s))ds +M(t)−M(T1).
Choosing a positive integer p such that t ∈ [T1 + pγ, T1 + (p + 1)γ), then by (3.3)
and (3.6) we get
lnx(t, ω0)− ln x(T1, ω0) ≤
( ∫ T1+pγ
T1
+
∫ t
T1+pγ
)(
r(s)− 1
2
σ2(s)− a(s)(L− ε0)
)
ds
+M(t, ω0)−M(T1, ω0)
≤ −1
2
pµ+ γα1 +M(t, ω0)−M(T1, ω0)
≤ − µ
2γ
(t− T1 − γ) + γα1 +M(t, ω0)−M(T1, ω0), (3.7)
where α1 = sups≥0 |r(s)− 12σ2(s)− a(s)(L− ε0)|. Dividing t on the both sides and
then letting t→∞, it finally follows from (2.3) that
lim sup
t→∞
ln x(t)
t
≤ − µ
2γ
.
This implies limt→∞ x(t) = 0, which is a contradiction. Therefore, (3.5) hold.
8
In the following, we will prove this theorem is true. Otherwise, there is a positive
constant δ0 ∈ (0, 1) such that for any positive integer n ≥ 2 we have a xn ∈ R+
satisfying the property that
P{lim sup
t→∞
xn(t) ≤ nL} ≤ 1− δ0,
where xn(t) = x(t, xn). Consequently,
P{lim sup
t→∞
xn(t) > nL} ≥ δ0 (3.8)
Let us now define a sequence of stopping time for any n ≥ 2,
σ
(n)
1 = inf{t ≥ T0 : xn(t) ≥ nL}, σ(n)2k = inf{t ≥ σ(n)2k−1 : xn(t) ≤ L}
σ
(n)
2k+1 = inf{t ≥ σ(n)2k : xn(t) ≥ nL}, for k = 1, 2, · · · .
Let
Ωn =
(
{lim sup
t→∞
xn(t) > nL} ∪
(
{lim sup
t→∞
xn(t) = nL} ∩
( ∞⋂
k=1
{σ(n)k <∞}
))) ∩ Ω0
for n ≥ 2. It follows from (3.8) that
P (Ωn) ≥ δ0. (3.9)
Note from (3.5) and the definition of Ωn that for any n = 2, 3, · · ·
σ
(n)
k <∞ for any k ≥ 1 whenever ω ∈ Ωn,
{σ(n)k <∞} is non-increasing with k and
Ωn =
( ∞⋂
k=1
{σ(n)k <∞}
)
∩ Ω0. (3.10)
Now for any n ≥ 2 we can define a time sequence {τ (n)k }, where
τ
(n)
k = sup{t : xn(t) ≤ L and σ(n)2k ≤ t < σ(n)2k+1}, k = 1, 2, · · · .
Since xn(t) is adapted to {Ft} for any n, we have that τ (n)k is F -measurable but is
not a stopping time for any k and n. By (3.5) and the definition of Ωn, we can find
that for any ω ∈ Ωn
L < xn(t) < nL for all t ∈ (τ (n)k , σ(n)2k+1),
xn(τ
(n)
k ) = L and xn(σ
(n)
2k+1) = nL for all n ≥ 2, k = 1, 2, · · · .
(3.11)
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Let α2 = sups≥0 |r(s) − 12σ2(s) − a(s)L| and Ωnk(T ) = {σ(n)2k+1 − τ (n)k ≥ T} ∩ Ωn
for all k and n. We claim that for any positive constant T > γ
µ
(µ+ α2γ + 1), there
are integers N and Ln such that
P {Ωnk(T )} = P (Ωn) for all n ≥ N, k ≥ Ln. (3.12)
If the claim is not true, there is a positive constant T2 >
γ
µ
(µ + α2γ + 1), for any
i = 1, 2, · · · there exist ni > i such that for any h = 1, 2, · · · we have a khi ≥ h
satisfying
P
{
Ωni
khi
(T2)
}
< P (Ωni). (3.13)
By (3.10), for any positive constant ρ < δ20/(9σ
2
uT2) and n ≥ 2 there exist a Kn =
Kn(ρ) such that
P
{({σ(n)k <∞} ∩ Ω0)\Ωn} < ρ for all k ≥ Kn. (3.14)
For ni we can choose h = Kni then there is a ki := k
h
i ≥ h satisfying (3.13) and
(3.14). Consequently, it follows from (3.13) we have
P
{{σ(ni)2ki+1 − τ (ni)ki < T2} ∩ Ωni} > 0.
Obviously, there are two cases:
Case 1. There is a positive constant η0 such that
P
{{σ(ni)2ki+1 − τ (ni)ki < T2} ∩ Ωni} > η0 for all i = 1, 2, · · · ;
Case 2. There are subsequences {nij} ⊂ {ni} and {kij} ⊂ {ki}, a sequence {ηj}
with ηj → 0 as j →∞ and ηj < δ0 for all j = 1, 2, · · · such that
0 < P
{{σ(nj)2kj+1 − τ (nj)kj < T2} ∩ Ωnj} < ηj for all j = 1, 2, · · · , (3.15)
where kj := kij and nj := nij .
In the following, we will prove neither Case 1 or Case 2 is true. If Case 1 arises,
follows from (3.4), (3.11) and the moment inequality of stochastic integrals (see
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[22]), we compute
η0 lnni = η0(lnniL− lnL)
≤ E[ sup
0≤t≤T2
I
{σ
(ni)
2ki+1
−τ
(ni)
ki
<T2}∩Ωni
(
ln xni(σ
(ni)
2ki+1
)− ln xni(σ(ni)2ki+1 − t)
)]
≤ E[ sup
0≤t≤T2
I
{σ
(ni)
2ki+1
−τ
(ni)
ki
<T2}∩Ωni
∫ σ(ni)2ki+1
σ
(ni)
2ki+1
−t
(
r(s)− 1
2
σ2(s)− a(s)x(s))ds]
+E
[
sup
0≤t≤T2
I
{σ
(ni)
2ki+1
−τ
(ni)
ki
<T2}∩Ωni
∫ σ(ni)2ki+1
σ
(ni)
2ki+1
−t
σ(s)dB(s)
]
≤ ruT2P
({σ(ni)2ki+1 − τ (ni)ki < T2} ∩ Ωni)
+E
[
I
{σ
(ni)
2ki+1
<∞}
sup
0≤t≤T2
∣∣ ∫ σ
(ni)
2ki+1
σ
(ni)
2ki+1
−t
σ(s)dB(s)
∣∣]
≤ ruT2 + 8E
[
I
{σ
(ni)
2ki+1
<∞}
(∫ σ(ni)2ki+1
σ
(ni)
2ki+1
−T2
σ2(s)ds
) 1
2
]
≤ ruT2 + 8σ2uT
1
2
2
< ∞.
This is a contradiction, since lnni →∞ as i→∞. Therefore, Case 1 is not true.
If Case 2 arises, then by (3.9) and (3.15) we have
P{Ω(nj)2kj+1(T2)} = P (Ωnj)− P
({σ(nj)2kj+1 − τ (nj)kj < T2} ∩ Ωnj)
> δ0 − ηj for all j = 1, 2, · · · . (3.16)
We can choose an integer q such that T2 ∈ [qγ, (q + 1)γ), then from (3.2), (3.4) and
(3.11) for any j = 1, 2, · · · we have
0 < Uj := E
[
I
Ω
nj
kj
(T2)
(
ln xnj(σ
(nj)
2kj+1
)− ln xnj (σ(nj)2kj+1 − T2)
)]
≤ E
[
I
Ω
nj
kj
(T2)
( ∫ σ(nj )2kj+1−T2+qγ
σ
(nj )
2kj+1
−T2
+
∫ σ(nj )2kj+1
σ
(nj )
2kj+1
−T2+qγ
)
(r(s)− 1
2
σ2(s)− a(s)L)ds
]
+E
[
I
{σ
(nj )
2kj+1
<∞}∩Ω0
∫ σ(nj )2kj+1
σ
(nj )
2kj+1
−T2
σ(s)dB(s)
]
−E
[(
I
{σ
(nj )
2kj+1
<∞}∩Ω0
− I
Ω
nj
kj
(T2)
) ∫ σ(nj )2kj+1
σ
(nj )
2kj+1
−T2
σ(s)dB(s)
]
≤ (−qµ+ α2γ)P{Ωnjkj (T2)}
+
∣∣∣E[(I
{σ
(nj )
2kj+1
<∞}∩Ω0
− IΩnj + I{σ(nj )2kj+1−τ
(nj )
kj
<T2}∩Ωnj
) ∫ σ(nj )2kj+1
σ
(nj )
2kj+1
−T2
σ(s)dB(s)
]∣∣∣.
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Since T2 >
γ
µ
(µ+α2γ+1) and ρ < δ
2
0/(9σ
2
uT2), we follows from (3.14), (3.15), (3.16)
and the Ho¨lder inequality have
Uj ≤ (−T2µ
γ
+ µ+ α2γ)(δ0 − ηj) +
(
P
{({σ(nj)2kj+1 <∞} ∩ Ω0)\Ωnj}
+P
{{σ(nj)2kj+1 − τ (nj)kj < T2} ∩ Ωnj}
) 1
2
(
E
[
I
{σ
(nj )
2kj+1
<∞}
∫ σ(nj )2kj+1
σ
(nj )
2kj+1
−T2
σ(s)dB(s)
]2) 12
≤ (−T2µ
γ
+ µ+ α2γ)(δ0 − ηj) + (ρ+ ηj) 12E
[
I
{σ
(nj )
2kj+1
<∞}
∫ σ(nj )2kj+1
σ
(nj )
2kj+1
−T2
σ2(s)ds
] 1
2
≤ −(δ0 − ηj) + (ρ+ ηj) 12σuT
1
2
2 .
Since ηj → 0 as j →∞, there is a J such that for all j ≥ J
ηj ≤ min{ρ, δ0
3
}.
Hence, we obtain
Uj ≤ −δ0
3
(2−
√
2) for all j ≥ J,
which contradict with Uj > 0 for all j = 1, 2, · · · . Therefore, Case 2 is not true and
our claim (3.12) hold.
By (3.12), for any T > γ
µ
(µ + α2γ + 1), there are positive constants N > 2 and
Ln such that
P{Ωnk(T )} = P{Ωn} for all n ≥ N, k ≥ Ln. (3.17)
By (3.10) and (3.17), for any positive constant ρ < δ0/(4σ
2
uT ) and n ≥ N there exist
a K ′n ≥ Ln such that
P
{(
{σ(n)k <∞} ∩ Ω0
)
\Ωnk(T )
}
< ρ for all k ≥ K ′n. (3.18)
Choosing an integer p > 0 such that T ∈ [pγ, (p+ 1)γ), for any n > N and k > K ′n
12
from (3.4), (3.2) and (3.11) we have
0 < Unk := E
[
IΩn
k
(T )
(
ln xn(σ
(n)
2k+1)− ln xn(σ(n)2k+1 − T )
)]
≤ E
[
IΩn
k
(T )
(∫ σ(n)2k+1−T+pγ
σ
(n)
2k+1−T
+
∫ σ(n)2k+1
σ
(n)
2k+1−T+pγ
)
(r(s)− 1
2
σ2(s)− a(s)L)ds
]
+E
[
I
{σ
(n)
2k+1<∞}∩Ω0
∫ σ(n)2k+1
σ
(n)
2k+1−T
σ(s)dB(s)
]
−E
[(
I
{σ
(n)
2k+1<∞}∩Ω0
− IΩn
k
(T )
) ∫ σ(n)2k+1
σ
(n)
2k+1−T
σ(s)dB(s)
]
≤ (−pµ + α2γ)P{Ωnk(T )}+
∣∣∣E[I(
{σ
(n)
2k+1<∞}∩Ω0
)
\Ωn
k
(T )
∫ σ(n)2k+1
σ
(n)
2k+1−T
σ(s)dB(s)
]∣∣∣
≤ (−Tµ
γ
+ µ+ α2γ)P{Ωnk(T )}
+P
{({σ(n)2k+1 <∞} ∩ Ω0)\Ωnk(T )
} 1
2
(
E
[
I
{σ
(n)
2k+1<∞}
∫ σ(n)2k+1
σ
(n)
2k+1−T
σ(s)dB(s)
]2) 12
= (−Tµ
γ
+ µ+ α2γ)P{Ωnk(T )}
+P
{({σ(n)2k+1 <∞} ∩ Ω0)\Ωnk(T )
} 1
2
E
[
I
{σ
(n)
2k+1<∞}
∫ σ(n)2k+1
σ
(n)
2k+1−T
σ2(s)ds
] 1
2
.
Since T > γ
µ
(µ+α2γ +1) and ρ < δ
2
0/(4σ
2
uT ), from (3.9), (3.17) and (3.18) we have
Unk ≤ −δ0 + ρ
1
2σuT
1
2 ≤ −δ0
2
,
which is a contradiction. Therefore, the conclusion of the Theorem 3.3 is hold. This
complete the proof.
Remark 3.2. By (i) of Lemma 2.2, we can obtain that
lim inf
t→∞
P{x(t) ≤M} ≥ P{lim sup
t→∞
x(t) ≤M}.
Therefore, the result of Theorem 3.3 is more general than the stochastically ulti-
mately bounded.
Theorem 3.4. Suppose (H1) and (H2) hold. Then for any ε ∈ (0, 1) there is a
positive constant m = m(ε) such that for any initial value x0 ∈ R+ the solution
obeys
P{lim inf
t→∞
x(t) ≥ m} ≥ 1− ε.
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Proof. From the assumption (H2), there are positive constants T0, l and µ such
that ∫ t+λ
t
(
r(s)− 1
2
σ2(s)− a(s)l)ds > µ for all t ≥ T0. (3.19)
Then we can choose a positive constant δ0 ≪ 1 such that∫ t+λ
t
(
r(s)− 1
2
σ2(s)− a(s)(l + δ0)
)
ds >
µ
2
for all t ≥ T0. (3.20)
Let
β1 = sup
s≥0
|r(s)− 1
2
σ2(s)− a(s)(l + δ0)| and β2 = sup
s≥0
|r(s)− 1
2
σ2(s)− a(s)l|.
Firstly, we will prove
lim sup
t→∞
x(t, x0, ω) > l for all x0 ∈ R+ and ω ∈ Ω0. (3.21)
Otherwise, there exist a x0 ∈ R+ and ω0 ∈ Ω0 such that
lim sup
t→∞
x(t, x0, ω0) ≤ l.
Hence, for above δ0 there is a T1 ≥ T0 such that
x(t, x0, ω0) ≤ l + δ0 for all t ≥ T1. (3.22)
For any t ≥ T1 we can choose a positive integer p such that t ∈ [T1+pλ, T1+(p+1)λ),
then by (3.4), (3.20) and (3.22) we get
lnx(t)− ln x(T1) ≥
(∫ T1+pλ
T1
+
∫ t
T1+pλ
)(
r(s)− 1
2
σ2(s)− a(s)(l + δ0)
)
ds
+M(t)−M(T1)
≥ 1
2
pµ− λβ1 +M(t)−M(T1)
≥ µ
2λ
(t− T1 − λ)− λβ1 +M(t)−M(T1). (3.23)
Dividing t on the both sides and then letting t → ∞, it finally follows from (2.3)
that
lim inf
t→∞
ln x(t)
t
≥ µ
2λ
.
This implies limt→∞ x(t) =∞, which is a contradiction. Therefore, (3.21) hold.
In the following, we will prove this theorem is true. Otherwise, there is a positive
constant ε0 ∈ (0, 1) such that for any positive integer n ≥ 2 we have a xn ∈ R+
satisfying the property that
P{lim inf
t→∞
xn(t) ≥ l
n
} ≤ 1− ε0,
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where xn(t) = x(t, xn). Consequently,
P{lim inf
t→∞
xn(t) <
l
n
} ≥ ε0. (3.24)
Let us now define a sequence of stopping time for any n ≥ 2,
σ
(n)
1 = inf{t ≥ T0 : xn(t) ≤
l
n
}, σ(n)2k = inf{t ≥ σ(n)2k−1 : xn(t) ≥ l}
σ
(n)
2k+1 = inf{t ≥ σ(n)2k : xn(t) ≤
l
n
}, for k = 1, 2, · · · .
Let
Ωn =
(
{lim inf
t→∞
xn(t) <
l
n
} ∪ ({lim inf
t→∞
xn(t) =
l
n
} ∩ (
∞⋂
k=1
{σ(n)k <∞}
))) ∩ Ω0
for n ≥ 2. Then from (3.24) we obtain
P (Ωn) ≥ ε0. (3.25)
Note from (3.21) and the definition of Ωn that for any n = 2, 3, · · ·
σ
(n)
k <∞ for any k ≥ 1 whenever ω ∈ Ωn,
{σ(n)k <∞} is non-increasing with k and
Ωn =
( ∞⋂
k=1
{σ(n)k <∞}
)
∩ Ω0. (3.26)
Now for any n ≥ 2 we can define a time sequence {τ (n)k }, where
τ
(n)
k = sup{t : xn(t) ≥ l and σ(n)2k ≤ t < σ(n)2k+1}, k = 1, 2, · · · .
By (3.21) and the definition of Ωn, we can find that for any ω ∈ Ωn
l
n
< xn(t) < l for all t ∈ (τ (n)k , σ(n)2k+1),
xn(τ
(n)
k ) = l and xn(σ
(n)
2k+1) =
l
n
for all n ≥ 2, k = 1, 2, · · · .
(3.27)
We claim that for any positive constant T > λ
µ
(µ+ β2λ+ 1), we have an integer N ,
for any n ≥ N there is a Hn such that
P
{{σ(n)2k+1 − τ (n)k ≥ T} ∩ Ωn} = P (Ωn) for all k ≥ Hn. (3.28)
If the claim is not true, there is a positive constant T2 >
λ
µ
(µ + β2λ + 1), for any
i = 1, 2, · · · there exist a positive constat ni > i such that for any h = 1, 2, · · · we
have a positive constant khi ≥ h satisfying
P
{{σ(ni)
2khi +1
− τ (ni)
khi
≥ T2} ∩ Ωni
}
< P (Ωni). (3.29)
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By (3.26), for any positive constant ν
1
2 < ε0/(3σuT
1
2
2 ) and n ≥ 2 there exist a
Kn = Kn(ν) such that
P
{({σ(n)k <∞} ∩ Ω0)\Ωn
}
< ν for all k ≥ Kn. (3.30)
For i = 1, 2, · · · and h ≥ Kni then there is a khi ≥ h satisfying (3.29) and (3.30).
Consequently, it follows from (3.29) we have
P
{{σ(ni)
2khi +1
− τ (ni)
khi
< T2} ∩ Ωni
}
> 0.
Obviously, there are two cases:
Case 1. There is a positive constant η0 such that
P
{{σ(ni)
2kh
i
+1
− τ (ni)
kh
i
< T2} ∩ Ωni
}
> η0 for all i = 1, 2, · · · and h ≥ Kni;
Case 2. There are subsequences {nij} ⊂ {ni} and {khjij : j = 1, 2, · · · , hj ≥ Knij } ⊂
{khi : i = 1, 2, · · · , h ≥ Kni}, a sequence {ηj} with ηj → 0 as j →∞ and ηj < ε0 for
all j = 1, 2, · · · such that
0 < P
{{σ(nij )2kij+1 − τ
(nij )
kij
< T2} ∩ Ωnij
}
< ηj for all j = 1, 2, · · · , (3.31)
where kij := k
hj
ij
. Here nij and k
hj
ij
may not be increasing with j.
In the following, we will prove neither Case 1 nor Case 2 is true. If Case 1 arises,
from Theorem 3.3 for above η0 there is a positive constant M = M(η0) such that
P{lim sup
t→∞
x(t, x0) ≤M} ≥ 1− η0
2
for any x0 ∈ R+.
Therefore, we can obtain that
P
{{σ(ni)
2khi +1
− τ (ni)
khi
< T2} ∩ Ωni ∩ {lim sup
t→∞
xni(t) ≤M}
}
>
η0
2
,
for all i = 1, 2, · · · and h ≥ Kni. We denote
∆
(ni)
khi
= {σ(ni)
2khi +1
− τ (ni)
khi
< T2} ∩ Ωni ∩ {lim sup
t→∞
xni(t) ≤M}
and
∆(ni) = Ωni ∩ {lim sup
t→∞
xni(t) ≤M},
then
P{∆(ni)} ≥ P{∆(ni)
khi
} > η0
2
.
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Consequently, follows from (3.4), (3.11) and the moment inequality of stochastic
integrals (see [22]), we compute
−η0
2
lnni = −η0
2
(ln l − ln l
ni
)
≥ −E
[
sup
0≤t≤T2
I
∆
(ni)
kh
i
(
ln xni(σ
(ni)
2khi +1
− t)− ln xni(σ(ni)2khi +1)
) ]
≥ −E
[
sup
0≤t≤T2
I
∆
(ni)
kh
i
∫ σ(ni)
2kh
i
+1
σ
(ni)
2kh
i
+1
−t
(
a(s)x(s) +
1
2
σ2(s) + r(s)
)
ds
]
−E
[
sup
0≤t≤T2
I
∆
(ni)
kh
i
∣∣∣
∫ σ(ni)
2kh
i
+1
σ
(ni)
2kh
i
+1
−t
σ(s)dB(s)
∣∣∣]
≥ −E
[
I∆(ni)
∫ σ(ni)
2kh
i
+1
σ
(ni)
2kh
i
+1
−T2
a(s)x(s)ds
]
− (1
2
σ2u + ru)T2
−E
[
I
{σ
(ni)
2kh
i
+1
<∞}
sup
0≤t≤T2
∣∣∣
∫ σ(ni)
2kh
i
+1
σ
(ni)
2kh
i
+1
−t
σ(s)dB(s)
∣∣∣]
≥ −E
[
I∆(ni)
∫ σ(ni)
2kh
i
+1
σ
(ni)
2kh
i
+1
−T2
a(s)x(s)ds
]
−(1
2
σ2u + ru)T2 − 8E
[
I
{σ
(ni)
2kh
i
+1
<∞}
∫ σ(ni)
2kh
i
+1
σ
(ni)
2kh
i
+1
−T2
σ2(s)ds
] 1
2
≥ −E
[
I∆(ni)
∫ σ(ni)
2kh
i
+1
σ
(ni)
2kh
i
+1
−T2
a(s)x(s)ds
]
− (1
2
σ2u + ru)T2 − 8σuT
1
2
2 .
Since σ
(ni)
2khi +1
→∞ as h→∞ for all ω ∈ Ωni , from above inequality, letting h→∞
we have
−η0
2
lnni ≥ − lim sup
h→∞
E
[
I∆(ni)
∫ σ(ni)
2kh
i
+1
σ
(ni)
2kh
i
+1
−T2
a(s)x(s)ds
]
−(1
2
σ2u + ru)T2 − 8σuT
1
2
2
≥ −E
[
I∆(ni) lim sup
h→∞
∫ σ(ni)
2kh
i
+1
σ
(ni)
2kh
i
+1
−T2
a(s)x(s)ds
]
−(1
2
σ2u + ru)T2 − 8σuT
1
2
2
≥ −E
[
I∆(ni)MauT2
]
− (1
2
σ2u + ru)T2 − 8σuT
1
2
2
≥ −(Mau + 1
2
σ2u + ru)T2 − 8σuT
1
2
2 .
17
This is a contradiction, since lnni →∞ as i→∞. Therefore, Case 1 is not true.
If Case 2 arises, then by (3.25) and (3.31) we have
P
(
{σ(nij )2kij+1 − τ
(nij )
kij
≥ T2} ∩ Ωnij
)
= P (Ωnij )− P
(
{σ(nij )2kij+1 − τ
(nij )
kij
< T2} ∩ Ωnij
)
> ε0 − ηj for all j = 1, 2, · · · . (3.32)
We can choose an integer q such that T2 ∈ [qλ, (q+1)λ), then from (3.4), (3.19) and
(3.27) for any j = 1, 2, · · · we have
0 > Vj := E
[
I
{σ
(nij
)
2kij
+1−τ
(nij
)
kij
≥T2}∩Ωnij
(
ln xnij (σ
(nij )
2kij+1
)− ln xnij (σ
(nij )
2kij+1
− T2)
)]
≥ E
[
I
{σ
(nij
)
2kij
+1−τ
(nij
)
kij
≥T2}∩Ωnij
(∫ σ(nij )2kij+1−T2+qλ
σ
(nij
)
2kij
+1−T2
+
∫ σ(nij )2kij+1
σ
(nij
)
2kij
+1−T2+qλ
)
(r(s)− 1
2
σ2(s)− a(s)l)ds
]
+ E
[
I
{σ
(nij
)
2kij
+1<∞}∩Ω0
∫ σ(nij )2kij+1
σ
(nij
)
2kij
+1−T2
σ(s)dB(s)
]
−E
[(
I
{σ
(nij
)
2kij
+1<∞}∩Ω0
− I
{σ
(nij
)
2kij
+1−τ
(nij
)
kij
≥T2}∩Ωnij
) ∫ σ(nij )2kij +1
σ
(nij
)
2kij
+1−T2
σ(s)dB(s)
]
≥ (qµ− β2λ)P{{σ(nij )2kij+1 − τ
(nij )
kij
≥ T2} ∩ Ωnij }
−
∣∣∣E[(I
{σ
(nij
)
2kij
+1<∞}∩Ω0
− IΩnij + I{σ(nij )2kij +1−τ
(nij
)
kij
<T2}∩Ωnij
) ∫ σ(nij )2kij +1
σ
(nij
)
2kij
+1−T2
σ(s)dB(s)
]∣∣∣.
Since T2 >
λ
µ
(µ + β2λ + 1) and ν
1
2 < ε0/(3σuT
1
2
2 ), we follows from (3.30), (3.31),
(3.32) and the Ho¨lder inequality have
Vj ≥ (T2µ
λ
− µ− β2λ)(ε0 − ηj)−
(
P
{{σ(nij )2kij+1 <∞} ∩ Ω0\Ωnij
}
+P
{{σ(nij )2kij+1 − τ
(nij )
kij
< T2} ∩ Ωnij
}) 12(
E
[
I
{σ
(nij
)
2kij
+1<∞}
∫ σ(nij )2kij+1
σ
(nij
)
2kij
+1−T2
σ(s)dB(s)
]2) 12
≥ (T2µ
λ
− µ− β2λ)(ε0 − ηj)− (ν + ηj) 12E
[
I
{σ
(nij
)
2kij
+1<∞}
∫ σ(nij )2kij+1
σ
(nij
)
2kij
+1−T2
σ2(s)ds
] 1
2
≥ (ε0 − ηj)− (ν + ηj) 12σuT
1
2
2 .
Since ηj → 0 as j →∞, there is a J such that for all j ≥ J
ηj ≤ min{ν, ε0
3
}.
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Hence, we obtain
Vj ≥ ε0
3
(2−
√
2) for all j ≥ J,
which contradict with Vj < 0 for all j = 1, 2, · · · . Therefore, Case 2 is not true and
our claim (3.28) hold.
By (3.28), for any T > λ
µ
(µ + β2λ + 1), there is a positive constant N > 2 such
that for any n ≥ N we have a positive integer Hn satisfying
P{Ωnk(T )} = P{Ωn} for all k ≥ Hn, (3.33)
where
Ωnk(T ) = {σ(n)2k+1 − τ (n)k ≥ T} ∩ Ωn.
By (3.26) and (3.33), for any positive constants ν
1
2 < δ0/(2σuT
1
2 ) and n ≥ N there
exist a K ′n ≥ Hn such that
P
{(
{σ(n)k <∞} ∩ Ω0
)
\Ωnk(T )
}
< ν for all k ≥ K ′n. (3.34)
Choosing an integer p > 0 such that T ∈ [pλ, (p+ 1)λ), for any n > N and k > K ′n
from (3.4), (3.19) and (3.27) we have
0 > V
(n)
k := E
[
IΩn
k
(T )
(
ln xn(σ
(n)
2k+1)− ln xn(σ(n)2k+1 − T )
)]
≥ E
[
IΩn
k
(T )
(∫ σ(n)2k+1−T+pλ
σ
(n)
2k+1−T
+
∫ σ(n)2k+1
σ
(n)
2k+1−T+pλ
)
(r(s)− 1
2
σ2(s)− a(s)l)ds
]
+E
[
I
{σ
(n)
2k+1<∞}∩Ω0
∫ σ(n)2k+1
σ
(n)
2k+1−T
σ(s)dB(s)
]
−E
[(
I
{σ
(n)
2k+1<∞}∩Ω0
− IΩn
k
(T )
) ∫ σ(n)2k+1
σ
(n)
2k+1−T
σ(s)dB(s)
]
≥ (pµ− β2λ)P{Ωnk(T )} −
∣∣∣E[I(
{σ
(n)
2k+1<∞}∩Ω0
)
\Ωn
k
(T )
∫ σ(n)2k+1
σ
(n)
2k+1−T
σ(s)dB(s)
]∣∣∣
≥ (Tµ
λ
− µ− β2λ)P{Ωnk(T )}
−
[
P
{({σ(n)2k+1 <∞} ∩ Ω0)\Ωnk(T ))
}] 1
2
(
E
[
I
{σ
(n)
2k+1<∞}
∫ σ(n)2k+1
σ
(n)
2k+1−T
σ(s)dB(s)
]2) 12
= (
Tµ
λ
− µ− β2λ)P{Ωnk(T )}
−
[
P
{({σ(n)2k+1 <∞} ∩ Ω0)\Ωnk(T ))
}] 1
2
(
E
[
I
{σ
(n)
2k+1<∞}
∫ σ(n)2k+1
σ
(n)
2k+1−T
σ2(s)ds
]) 12
.
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Since T > λ
µ
(µ + β2λ + 1) and ν
1
2 < ε0/(2σuT
1
2 ), from (3.25), (3.33) and (3.34) we
have
V
(n)
k ≥ ε0 − ν
1
2σuT
1
2
≥ ε0
2
,
which is a contradiction. Therefore, the conclusion of the Theorem 3.4 is hold. This
complete the proof.
By (ii) of Lemma 2.2 and Theorem 3.4, we can obtain the following result im-
mediately.
Theorem 3.5. Suppose the assumptions (H1) and (H2) hold. Then for any ε ∈
(0, 1) there is a positive constant m = m(ε) such that
lim inf
t→∞
P{x(t) ≥ m} ≥ 1− ε,
for any positive solution x(t) of system (1.2).
Consequently, from Theorem 3.3-3.5 we have that
Theorem 3.6. Suppose the assumptions (H1) and (H2) hold. Then system (1.2)
is stochastically permanence. Furthermore, for any ε ∈ (0, 1) there are positive
constants m = m(ε) and M = M(ε) such that for any initial value x0 ∈ R+ the
solution obeys
P{lim inf
t→∞
x(t) ≥ m} ≥ 1− ε and P{lim sup
t→∞
x(t) ≤ M} ≥ 1− ε. (3.35)
Remark 3.3. In this section, we have used three theorems to complete the proof of
the stochastically permanence of system (1.2) and provided a new method for study-
ing the stochastically permanence of stochastic differential equation, which is com-
pletely different from that of [13] and [16]. Furthermore, [13] obtained the stochas-
tically permanence of system (1.2) under the conditions that r(t), a(t) and σ(t) are
positive continuous T -periodic functions and mint∈[0,T ] r(t) > maxt∈[0,T ] σ
2(t). In
[16], the authors studied the stochastically permanence of system (1.2) with al > 0
and (r − 1
2
σ2)l > 0. In [20], the authors show that if
lim inf
t→∞
(r(t)− 1
2
σ2(t)) > 0 and al > 0,
then equation (1.2) is stochastically permanent. Obviously, the conditions (H1)
and (H2) are more weaker than these, and the result (3.35) is more generally than
the stochastically permanence of system (1.2), that is system (1.2) is stochastically
permanent while (3.35) is not always true. Hence, Theorem 3.6 is more general than
these and we have the following corollary.
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Corollary 3.1. Suppose that al > 0 and lim inf t→∞(r − 12σ2)l > 0. Then system
(1.2) is stochastically permanence. Furthermore, for any ε ∈ (0, 1) there are positive
constants m = m(ε) and M = M(ε) such that for any initial value x0 ∈ R+ the
solution obeys
P{lim inf
t→∞
x(t) ≥ m} ≥ 1− ε and P{lim sup
t→∞
x(t) ≤M} ≥ 1− ε.
Remark 3.4. In Liu and Wang (2011), the authors obtained the strongly persistent
in the mean a.s., that is
lim inf
t→∞
1
t
∫ t
0
x(t)ds > 0 a.s.
with the conditions
lim inf
t→∞
1
t
∫ t
0
(r(t)− 1
2
σ2(t))ds > 0 and al > 0.
It is well known that if f(t) is an almost periodic function, then the condition
lim
t→+∞
1
t
∫ t
0
f(s)ds > (<)0
is equivalent to the condition that there is a positive constant λ such that
lim inf
t→+∞
∫ t+λ
t
f(s)ds > (<)0.
On the other hand, stochastically permanence implies strong persistence in the
mean. Therefore, for the particular case if r(t), a(t) and σ(t) are continuous almost
periodic functions, the conditions in Theorem 3.6 are much weaker, while the results
are much better than these and we have following corollary.
Corollary 3.2. Suppose r(t), a(t) and σ(t) are continuous almost periodic functions,
lim
t→∞
1
t
∫ t
0
(r(s)− 1
2
σ2(s))ds > 0 and lim
t→∞
1
t
∫ t
0
a(s)ds > 0.
Then system (1.2) is stochastically permanence. Furthermore, for any ε ∈ (0, 1)
there are positive constants m = m(ε) and M = M(ε) such that for any initial value
x0 ∈ R+ the solution obeys
P{lim inf
t→∞
x(t) ≥ m} ≥ 1− ε and P{lim sup
t→∞
x(t) ≤M} ≥ 1− ε.
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Remark 3.5. The Lemma 1 of [29] studied the permanence of logistic equation,
they obtained that if there are positive constants λ and γ such that
lim inf
t→∞
∫ t+λ
t
r(t)ds > 0 and lim inf
t→∞
∫ t+γ
t
a(s)ds > 0.
Then the deterministic system (1.1) is permanence. Hence, from Theorem 3.6 we
can find that under certain conditions the original non-autonomous equation (1.1)
and the associated stochastic equation (1.2) have similar dynamic behave such as
ultimately bounded and permanent. In other words, we show that under certain
conditions the noise will not spoil these nice properties.
4 Extinction
In this section, we study the extinction of system (1.2).
Theorem 4.1. Suppose (H1) and (H2) hold. Then for any positive solution x(t) of
equation (1.2) we have
lim
t→∞
x(t) = 0 a.s.
Proof. By (H1), there are positive constants δ0 and T0 such that
∫ t+γ
t
a(s)ds ≥ δ0 for all t ≥ T0.
Letting Q = [γ
λ
] + 1. From (H3), for any number ε ∈ (0, δ02 ) there is a positive
constant T1 = T1(ε) ≥ T0 such that
∫ t+Qλ
t
(
r(s)− 1
2
σ2(s)
)
ds ≤ ε2 for all t ≥ T1.
Hence, we have
∫ t+Qλ
t
(
r(s)− 1
2
σ2(s)− εa(s))ds
≤ ε2 − ε
∫ t+γ
t
a(s)ds
≤ (ε− δ0)ε
≤ −δ0
2
ε for all t ≥ T1. (4.1)
Then by using a similar argument as the discussion about (3.5) in Theorem 3.3 we
can obtain x0 ∈ R+
lim inf
t→∞
x(t, x0, ω) < ε for all x0 ∈ R+ and ω ∈ Ω0.
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Therefore, by the arbitrariness of ε we have
lim inf
t→∞
x(t, x0, ω) = 0 for all x0 ∈ R+ and ω ∈ Ω0,
i.e.
P{lim inf
t→∞
x(t, x0) = 0} = 1 for all x0 ∈ R+. (4.2)
If this theorem is not true, then there is a x0 ∈ R+ and a positive constant ε0 ∈ (0, δ02 )
such that inequality (4.1) hold with ε = ε0 and T1 = T1(ε0) and
P{lim sup
t→∞
x(t) > ε0} ≥ ε0, (4.3)
where x(t) is the solution of equation (1.2) with initial value x(0) = x0. Similar
argument as Theorem 3.4 we also can define a sequence of stopping time for any
n ≥ 2,
σ
(n)
1 = inf{t ≥ T1 : x(t) ≤
ε0
n
}, σ(n)2k = inf{t ≥ σ(n)2k−1 : x(t) ≥ ε0}
σ
(n)
2k+1 = inf{t ≥ σ(n)2k : x(t) ≤
ε0
n
}, for k = 1, 2, · · · .
Let
Ωn =
(
{lim sup
t→∞
x(t) > ε0} ∪
(
{lim sup
t→∞
x(t) = ε0} ∩
( ∞⋂
k=1
{σ(n)k <∞}
))) ∩ Ω0
for n ≥ 2. It follows from (4.2) and (4.3) that
P (Ωn) ≥ ε0. (4.4)
Note from (4.2) and the definition of Ωn that for any n = 2, 3, · · ·
σ
(n)
k <∞ for any k ≥ 1 whenever ω ∈ Ωn,
{σ(n)k <∞} is non-increasing with k and
Ωn =
( ∞⋂
k=1
{σ(n)k <∞}
)
∩ Ω0.
For any n ≥ 2 we can also define a time sequence {τ (n)k }, where
τ
(n)
k = sup{t : xn(t) ≥ ε0 and σ(n)2k ≤ t < σ(n)2k+1}, k = 1, 2, · · · .
By the definition of Ωn, we can find that for any ω ∈ Ωn
ε0
n
< xn(t) < ε0 for all t ∈ (τ (n)k , σ(n)2k+1),
xn(τ
(n)
k ) = ε0 and xn(σ
(n)
2k+1) =
ε0
n
for all n ≥ 2, k = 1, 2, · · · .
The following discussion is rather similar with Theorem 3.4 and we can obtain (4.3)
is not arising. Thus, the proof is completed.
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Corollary 4.1. Suppose (r − 1
2
σ2)u ≤ 0 and al > 0. Then
lim
t→∞
x(t) = 0 a.s.
Remark 4.1. In this theorem, we introduce a new method for studying the extinc-
tion of stochastic equation. In Li and Mao (2009) and Liu and Wang (2011), the
authors obtained the extinction of system (1.2) under the conditions
lim sup
t→∞
1
t
∫ t
0
(r(s)− 1
2
σ2(s))ds < 0 and al > 0.
But for the case
lim sup
t→∞
1
t
∫ t
0
(r(s)− 1
2
σ2(s))ds = 0,
Liu and Wang (2011) only obtained the system (1.2) is non-persistence in the mean
a.s., that is
lim
t→∞
1
t
∫ t
0
x(s)ds = 0 a.s.
It is well known that for any continuous function f(t) if there is a positive constant
λ such that
lim sup
t→∞
∫ t+λ
t
f(s)ds ≤ 0,
then we can obtain
lim sup
t→∞
1
t
∫ t
0
f(s)ds ≤ 0.
Hence, for some special case if
lim sup
t→∞
1
t
∫ t
0
(r(s)− 1
2
σ2(s))ds = 0,
we can obtain the extinction of system (1.2). Therefore, Theorem 4.1 is a new result
and improved [20] extensively and we have following corollary.
Corollary 4.2. Suppose r(t), a(t) and σ(t) are almost periodic functions and sat-
isfying the following conditions
lim
t→∞
1
t
∫ t
0
(r(s)− 1
2
σ2(s))ds < 0 and lim
t→∞
1
t
∫ t
0
a(s)ds > 0.
Then
lim
t→∞
x(t) = 0 a.s.,
for any positive solution x(t) of system (1.2).
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Remark 4.2. From Remark 3.5 and Theorem 4.1, we find that if the noise is
sufficiently large, the stochastic equation (1.2) will be extinction with probability
one, although the solution to the original equation (1.1) may be persistent. In other
words, the theorem reveals the important fact that environmental noise may make
the population extinct.
Remark 4.3. Suppose r(t), a(t) and σ(t) are almost periodic functions. From
Remark 3.4, Theorem 3.6 and Theorem 4.1, we can find that there is a threshold
between permanence and extinction of system (1.2). That is, under the condition
lim
t→∞
1
t
∫ t
0
a(s)ds > 0,
if
lim
t→∞
1
t
∫ t
0
(r(s)− 1
2
σ2(s))ds > 0,
system (1.2) is permanence, and if
lim
t→∞
1
t
∫ t
0
(r(s)− 1
2
σ2(s))ds < 0,
we have system (1.2) is extinction.
5 Global attractivity
On the global asymptotical stability of positive solutions for system (1.2), we have
the following result.
Theorem 5.1. Suppose (H1) and (H2) hold. Then system (1.2) is globally attractive,
that is
lim
t→∞
|x(t)− y(t)| = 0 a.s.
for any two positive solutions x(t) and y(t) of equation (1.2).
Proof. Let x(t) and y(t) be any two solutions of equation (1.2) with initial values
x(0), y(0) ∈ R+. From Theorem 3.3 and Theorem 3.4, we have that for any positive
constant ε < 1
4
there are positive constants M = M(ε) and m = m(ε) such that
P{lim sup
t→∞
x(t) ≤M} ≥ 1− ε, P{lim inf
t→∞
x(t) ≥ m} ≥ 1− ε,
P{lim sup
t→∞
y(t) ≤ M} ≥ 1− ε and P{lim inf
t→∞
y(t) ≥ m} ≥ 1− ε.
Consequently, we obtain
P{Λ} ≥ 1− 4ε > 0, (5.1)
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where
Λ := {m ≤ lim inf
t→∞
x(t) ≤ lim sup
t→∞
x(t) ≤M,m ≤ lim inf
t→∞
y(t) ≤ lim sup
t→∞
y(t) ≤M}.
By the Itoˆ formula, we have
d lnx(t) =
(
r(t)− 1
2
σ2(t)− a(t)x(t))dt+ σ(t)dB(t)
and
d ln x(t) =
(
r(t)− 1
2
σ2(t)− a(t)x(t))dt + σ(t)dB(t).
Then
d(ln x(t)− ln y(t)) = −a(t)(x(t) − y(t))dt. (5.2)
Choose the Lyapunov function as follows
V (t) = | lnx(t)− ln y(t)| for all t ≥ 0.
By calculating the right differential d+V (t) of V (t) along ordinary differential equa-
tion (5.2) leads to
d+V (t) = sgn(x(t)− y(t))d(lnx(t)− ln y(t))
= −a(t)|x(t)− y(t)|dt. (5.3)
For any ω ∈ Λ we can denote l(ω) = inft≥0{x(t, ω), y(t, ω)} and L(ω) = supt≥0{x(t, ω), y(t, ω)}.
By (5.1), we obviously have
0 < l(ω) ≤ L(ω) <∞ for all ω ∈ Λ.
From (5.3)and the famous Cauchy’s Mean-Value Theorem we have that
d+V (t, ω) = −a(t)ξ(t, ω)| lnx(t, ω)− ln y(t, ω)|dt
≤ −a(t)l(ω)V (t, ω)dt for all ω ∈ Λ,
where ξ(t, ω) is between x(t, ω) and y(t, ω). Consequently,
V (t, ω) ≤ V (0) exp
(
−
∫ t
0
a(s)l(ω)ds
)
for all ω ∈ Λ.
Since
∫∞
0
a(s)ds = +∞, we have V (t, ω) → 0 as t → ∞ for all ω ∈ Λ. Combine
with (5.1) we get
P{ lim
t→∞
V (t) = 0} ≥ P{Λ} ≥ 1− 4ε.
Then by the arbitrariness of ε we easily know that
P{ lim
t→∞
V (t) = 0} = 1.
Therefore,
lim
t→∞
|x(t)− y(t)| = 0 a.s.
This completes the proof.
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Remark 5.1. In Teng and Li (2000), the authors studied the global attractivity
of the deterministic system (1.1) under the same conditions of the permanence of
the system. Hence, from Theorem 5.1 we can find that under certain conditions the
stochastic equation (1.2) keep the global attractivity property.
Remark 5.2. In Li and Mao (2009), the authors obtained the global atrractivity of
system (1.1) with the condition al > 0. Obviously, our result is different with their.
From Theorem 4.1 and Theorem 5.1, we can obtain that under assumption (H1) if
assumption (H2) or (H3) hold, then system (1.2) is global attractivity. But we have
not discussed the case if for any positive constant λ
lim inf
t→∞
∫ t+λ
t
(r(s)− 1
2
σ2(s))ds < 0 and lim sup
t→∞
∫ t+λ
t
(r(s)− 1
2
σ2(s))ds > 0.
If r(t), a(t) and σ(t) are almost periodic functions, then we have not discussed the
case
lim
t→∞
1
t
∫ t
0
(r(s)− 1
2
σ2(s))ds = 0.
Therefore, there is an interesting open question that if the assumption (H1) hold
whether the system (1.1) is global attractivity.
6 Examples
In this section we will give four examples to illustrate the conclusions obtained in
the above sections.
Example 1. Let
r(t) = sin t+
2
3
, a(t) = cos t+ 1 and σ(t) =
√
cos t+ 1.
Obviously,
(r − 1
2
σ2)l =
1
6
−
√
5
2
< 0 and al = 0.
Hence, the conclusions of [13, 16, 20] can not be used. On the other hand, choosing
λ = γ = 2pi then we have
∫ t+λ
t
(r(s)− 1
2
σ2(s))ds =
pi
3
and
∫ t+γ
t
a(s)ds = 2pi.
Therefore, the assumption (H1) and (H2) are satisfied, and by the Theorem 3.6 we
can obtain that system (1.2) is permanence (see Fig.1).
Example 2. Let
r(t) = sin t+
1
2
, a(t) = cos t+ 1 and σ(t) =
√
cos t+ 1.
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Consequently,
(r − 1
2
σ2)l = −
√
5
2
< 0, (r − 1
2
σ2)u =
√
5
2
> 0,
lim
t→∞
1
t
∫ t
0
(r(s)− 1
2
σ2(s))ds = 0 and al = 0.
Hence, all the criteria for the extinction in [13, 16, 20] will become invalid. But if
we choose λ = γ = 2pi we can find that
∫ t+λ
t
(r(s)− 1
2
σ2(s))ds = 0 and
∫ t+γ
t
a(s)ds = 2pi for all t ≥ 0.
Follows from Theorem 4.1 we obtain that the system (1.2) is extinction (see Fig.2).
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Fig.1. Solutions of system (1.2) for
x(0) = 0.5 in Example 1.
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Fig.2. Solutions of system (1.2) for
x(0) = 0.5 in Example 2.
For some almost periodic case it is difficult to find the λ and γ, we can use the
Corollary 3.2 and Corollary 4.2.
Example 3. Let
r(t) = sin
√
2t+ cos
√
3t+
2
3
, a(t) = sin
√
6t + cos
√
2t+ 2 and σ(t) =
√
cos t+ 1.
Obviously,
(r − 1
2
σ2)l = −7
3
< 0 and al = 0.
And it is difficult to find the λ and γ, but we have that
lim
t→∞
1
t
∫ t
0
(r(s)− 1
2
σ2(s))ds =
1
6
> 0
and
lim
t→∞
1
t
∫ t
0
a(s)ds = 2 > 0.
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Therefore, follows from Corollary 3.2 we obtain that the system (1.2) is permanence
(see Fig.3).
Example 4. Let
r(t) = sin
√
2t+ cos
√
3t+
1
3
, a(t) = sin
√
6t + cos
√
2t+ 2 and σ(t) =
√
cos t+ 1.
It is difficult to find the positive constants λ and γ, but we find that
lim
t→∞
1
t
∫ t
0
(r(s)− 1
2
σ2(s))ds = −1
6
< 0
and
lim
t→∞
1
t
∫ t
0
a(s)ds = 2 > 0.
Therefore, by Corollary 4.2 we have the system (1.2) is extinction (see Fig.4).
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Fig.3. Solutions of system (1.2) for
x(0) = 0.5 in Example 3.
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Fig.4. Solutions of system (1.2) for
x(0) = 0.5 in Example 4.
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