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Re´sume´
Le re´sultat principal de cet article est que les courants de´finis par Levin dans [L] permettent
de de´crire le polylogarithme d’un sche´ma abe´lien au niveau topologique. Ce re´sultat avait
e´te´ conjecture´ par Levin. On en de´duit une me´thode pour de´terminer explicitement les
classes d’Eisenstein des sche´mas abe´liens au niveau topologique. Ces classes ont un inte´reˆt
particulier car, d’apre`s Kings (cf. [Ki]), elles ont une origine motivique. Dans [B], on utilise
le re´sultat principal de cet article (Corollaire 4.7) pour de´montrer que les classes d’Eisen-
stein des sche´mas abe´liens d’Hilbert-Blumenthal de´ge´ne`rent au bord de la compactification
de Baily-Borel de la base en une valeur spe´ciale de fonction L associe´e au corps de nombres
totalement re´el sous-jacent. On en de´duit, dans ce cadre ge´ome´trique, un re´sultat de non
annulation pour certaines classes d’Eisenstein.
Abstract
The main result of this article is the fact that the currents defined by Levin in [L] give a
description of the polylogarithm of an abelian scheme at the topological level. This result
had been conjectured by Levin. This provides a method to explicit the Eisenstein classes
of an abelian scheme at the topological level. These classes are of special interest since
they have a motivic origin by a theorem of Kings ([Ki]). In [B], we use the main result
of this article (Corollaire 4.7) to prove that the Eisenstein classes of the universal abelian
scheme over an Hilbert-Blumenthal variety degenerate at the boundary of the Baily-Borel
compactification of the base in a special value of an L-function associated to the underlying
totally real number field. As a corollary, we get a non vanishing result for some of these
Eisenstein classes in this geometric situation.
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1 Introduction
Le polylogarithme de P1\{0, 1,∞} peut eˆtre de´crit explicitement par une matrice dans laquelle
apparaissent les logarithmes supe´rieurs (les fonctions Lik). On peut, graˆce a` cette description,
de´montrer que les classes d’Eisenstein (construites a` partir du polylogarithme et d’une racine de
l’unite´) sont lie´es aux valeurs spe´ciales de la fonction ζ de Riemann. De plus, elles sont d’origine
motivique et engendrent l’image du re´gulateur.
Beilinson et Levin ont de´fini et de´crit le polylogarithme d’une famille de courbes elliptiques
[BL]. Pour des courbes elliptiques CM obtenues en tirant par point CM la famille de courbes
elliptiques universelle, les classes d’Eisenstein (construites a` partir du polylogarithme et d’une
section de torsion) sont d’origine motivique et fournissent un syste`me de ge´ne´rateurs de l’image
du re´gulateur (cf. [W, V-4]).
Pour une famille de varie´te´s abe´liennes, la de´finition du polylogarithme se de´duit directement de
la the`se de Wildeshaus [W]. Par analogie avec les deux situations ge´ome´triques pre´ce´dentes, e´tant
donne´ un sche´ma abe´lien de dimension relative supe´rieure a` 2, on conside`re les questions suivantes :
(Q1) Peut-on de´crire explicitement le polylogarithme ?
(Q2) Les classes d’Eisenstein (construites a` partir du polylogarithme et d’une
section de torsion) sont-elles d’origine motivique ?
(Q3) Les classes d’Eisenstein sont-elles lie´es a` des valeurs spe´ciales de fonc-
tions L ?
(Q4) Les classes d’Eisenstein engendrent-elles l’image du re´gulateur ?
Dans [Ki], Kings de´montre l’origine motivique des classes d’Eisenstein d’un sche´ma abe´lien.
Dans [L], Levin associe a` un sche´ma abe´lien polarise´ des courants (nomme´s courants polyloga-
rithmiques). Le re´sultat principal de cet article (Corollaire 4.7) est que ces derniers permettent de
de´crire le polylogarithmique d’un sche´ma abe´lien (au niveau topologique). Ceci avait e´te´ conjec-
ture´ par Levin. On re´pond ainsi par l’affirmative a` la question (Q1).
Dans [B], on spe´cialise la situation aux sche´mas abe´liens d’Hilbert-Blumenthal et on utilise ce
re´sultat de fac¸on essentielle pour de´montrer que les classes d’Eisenstein de´ge´ne`rent au bord de la
compactification de Baily-Borel de la base en une valeur spe´ciale de fonction L associe´e au corps
de nombres totalement re´el sous-jacent et en de´duire que certaines sont non nulles. Ainsi, dans
cette situation ge´ome´trique particulie`re, on re´pond a` la question (Q3) par l’affirmative et on fait
un premier pas dans l’e´tude de la question (Q4).
On pre´sente maintenant le contenu de cet article.
Dans la section 2, on a rassemble´ quelques de´finitions et proprie´te´s concernant les courants.
On introduit notamment le complexe des courants a` valeurs dans un fibre´ vectoriel plat, objet qui
intervient dans la formulation de notre re´sultat principal.
Dans la partie suivante, on donne deux de´finitions du logarithme d’un sche´ma abe´lien ; l’une issue
du travail de Wildeshaus (cf. [W]), base´e sur le the´ore`me de Hain-Zucker, l’autre due a` Kings
(cf. [Ki]), et on les compare. On de´crit ensuite le pro-syste`me local sous-jacent au logarithme
pre´ce´demment de´fini a` l’aide du pro-fibre´ vectoriel plat construit par Levin (cf. [L, Part 2]) et on
e´nonce les proprie´te´s du logarithme, e.g. le re´sultat du calcul de ses images directes supe´rieures.
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Dans la partie 4, on rappelle la de´finition du polylogarithme d’un sche´ma abe´lien. Celle-ci fait in-
tervenir de fac¸on essentielle un morphisme re´sidu. Le polylogarithme est une extension de modules
de Hodge mixtes qui est rigide, i.e. qui est caracte´rise´e par l’extension sous-jacente au niveau to-
pologique. On de´montre qu’il suffit de re´soudre une certaine e´quation diffe´rentielle pour expliciter
cette dernie`re extension (The´ore`me 4.5). Enfin, les courants de Levin satisfaisant cette e´quation
diffe´rentielle, on en de´duit le re´sultat principal de ce travail (Corollaire 4.7).
Dans la dernie`re section, on explique comment on peut en de´duire une me´thode pour expliciter,
au niveau topologique, les classes d’Eisenstein d’un sche´ma abe´lien dont on rappelle auparavant
la de´finition.
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Notations et convention
Soient X un sche´ma de type fini, se´pare´ et lisse sur C, f : Y → Z un morphisme entre sche´mas
de type fini, se´pare´s et lisses sur C et K ∈ {Q,C}. On note
X l’ensemble X(C) muni de la topologie transcendante,
f l’application continue de Y vers Z induite par f ,
X∞ la varie´te´ diffe´rentielle C∞-re´elle associe´e a` X,
f∞ l’application lisse de Y∞ vers Z∞ induite par f ,
FK(X) la cate´gorie des faisceaux en K-vectoriels sur X,
Dbc(X) la sous-cate´gorie pleine de D
bFQ(X) ayant pour objets les complexes
dont la cohomologie est alge´briquement constructible,
SHM la cate´gorie des Q-structures de Hodge mixtes admissibles polarisables,
V SHM(X) la cate´gorie des Q-variations de structures de Hodge mixtes admissibles
(cf. [Ka]) polarisables sur X,
V le (pro-)syste`me local sous-jacent a` V pour V ∈ Ob((pro-)V SHM(X)),
MHM(X) la cate´gorie des Q-modules de Hodge alge´briques mixtes sur X (cf. [S]).
Par construction, MHM(X) est muni d’un foncteur rat de MHM(X) vers Perv(X), le
coeur de la t-structure perverse autoduale sur Dbc(X), qui est fide`le et exact. Celui-ci induit
un foncteur de DbMHM(X) vers DbPerv(X) qui compose´ avec le foncteur real de Beilinson
(cf. [BBD]) fournit un foncteur d’oubli For : DbMHM(X) → Dbc(X). On dispose e´galement d’un
foncteur ιX : V SHM(X) → MHM(X) qui est exact, pleinement fide`le et graˆce auquel on iden-
tifie V SHM(X) a` une sous-cate´gorie pleine de MHM(X). Le foncteur For associe a` un objet
de V SHM(X) le syste`me local sous-jacent de´cale´. Dans ce texte, on fait la convention suivante :
3
l’image d’un objet de V SHM(X) sous For est son syste`me local sous-jacent concentre´ en degre´
0, i.e. on ne tient pas compte du de´calage.
On fixe i une racine carre´e de −1 dans C pour la suite. Ce choix de´termine une orientation ca-
nonique des varie´te´s diffe´rentielles re´elles associe´es aux sche´mas de type fini, se´pare´s et lisses sur C.
Soit S un sche´ma de type fini, se´pare´, connexe et lisse sur C et soit :
π : A→ S un sche´ma abe´lien de section unite´ e et de dimension relative pure d,
H := (R1π∗Q)
∨, objet pur de poids −1 de V SHM(S),
j : U →֒ A l’immersion ouverte comple´mentaire de e,
πU := π ◦ j.
2 Courants
2.1 Courants sur une varie´te´ diffe´rentielle
Soit X une varie´te´ diffe´rentielle de dimension pure n.
Notations 2.1 − Soit p ∈ N, 0 ≤ p ≤ n. On note :
OX le faisceau des fonctions diffe´rentielles sur X a` valeurs dans C,
ΩpX le faisceau des p-formes diffe´rentielles complexes de X,
ΩpX,c le faisceau des p-formes diffe´rentielles complexes a` supports compacts de X.
On munit ΩpX(X) de la topologie donne´e par [D, 17.2]. Pour K ⊂ X compact, l’espace des
p-formes diffe´rentielles complexes sur X e` support dans K, note´ ΩpX(X,K), he´rite de la topologie
induite, qui en fait un espace de Fre´chet.
De´finition 2.2 − Un p-courant sur X est une forme line´aire
T : Ωn−pX,c (X)→ C
dont la restriction a` chacun des ΩpX(X,K) (K ⊂ X compact) est continue. On note A
p
X(X)
l’espace des p-courants sur X.
On munit ApX(X) de la topologie faible qui est induite par les semi-normes
T ∈ ApX(X) 7→ |T (α)|
pour α ∈ Ωn−pX,c (X) (cf. [D, 17.8]).
Soient U, V deux ouverts de X, U ⊂ V , et K ⊂ U un compact de K. On a une application
naturelle Ωn−pX (U,K)→ Ω
n−p
X (V,K) (prolongement par 0 sur V \U). On en de´duit une application
de restriction
resVU : A
p
X(V ) := A
p
V (V )→ A
p
U (U) =: A
p
X(U).
On de´finit ainsi un pre´faisceau sur X note´ ApX . Ce pre´faisceau est un faisceau (cf. [D, 17.4.2]).
Soient p, q ∈ N tels que p+ q ≤ n. On a un accouplement canonique :
ψp,q : A
p
X ⊗ Ω
q
X → A
p+q
X .
T ⊗ ω 7→ T (ω ∧ ·)
En particulier, ψp,0 de´finit une structure de OX-module sur A
p
X .
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2.2 Courants sur une varie´te´ diffe´rentielle oriente´e
Supposons que X est oriente´e. Soient U ⊂ X ouvert et p ∈ N, 0 ≤ p ≤ n. On dispose alors de
l’inte´grale ∫
U
: ΩnX,c(U)→ C
graˆce a` laquelle, a` η ∈ ΩpX(U), on associe un p-courant sur U note´ Tη de´fini par :
Tη : Ω
n−p
X,c (U) → C .
ω 7→
∫
U η ∧ ω
L’association η ∈ ΩpX(U) 7→ Tη ∈ A
p
X(U) donne un monomorphisme de faisceaux note´ Intp. Dans
la suite, on notera simplement η le courant Tη . Les p-courants sur X qui viennent d’une p-forme
diffe´rentielle sur X, via Intp(X), sont appele´s courants lisses.
2.3 Courant associe´ a` une sous-varie´te´ ferme´e oriente´e
Soit i : Y →֒ X une immersion ferme´e. On suppose que Y est oriente´e et on notem sa dimension
suppose´e pure. Alors, l’application
ΩmX,c(X) → C
ω 7→
∫
Y i
∗ω
de´finit un (n−m)-courant que l’on note δY .
2.4 Diffe´rentiation des courants
Soit T un p-courant sur X. On de´finit la diffe´rentielle de T , note´e dT , comme e´tant le (p+1)-
courant de´fini par :
dT (ω) = (−1)p+1T (dω)
pour ω ∈ Ωn−p−1X,c (X). Le facteur (−1)
p+1 est ajoute´ pour que la diffe´rentiation des courants soit
compatible avec celle des formes diffe´rentielles. En effet, avec la pre´ce´dente de´finition, si X est
oriente´e, on a :
d ◦ Intp(η) = Intp+1 ◦ d(η)
pour η ∈ ΩpX(X).
Lemme 2.3 − Soient p, q ∈ N, 0 ≤ p ≤ n − 1, 0 ≤ q ≤ p + 1. Soient T un p-courant sur X et
ω ∈ ΩqX(X). Alors on a :
1. d ◦ d(T ) = 0.
2. dψp,q(T ⊗ ω) = ψp+1,q(dT ⊗ ω) + (−1)
p ψp,q+1(T ⊗ dω).
De´monstration − La premie`re e´galite´ se de´duit de la proprie´te´ d ◦ d(η) = 0 pour tout η ∈
Ωn−p−1X,c (X). Pour prouver la deuxie`me, on conside`re η ∈ Ω
n−p−q−1
X,c (X) et on effectue le calcul
suivant pour conclure.
dψp,q(T ⊗ ω)(η) = (−1)
p+q+1 T (ω ∧ dη)
= (−1)p+1 T (d(ω ∧ η)− dω ∧ η)
= dT (ω ∧ η) + (−1)p+2 T (dω ∧ η)
= ψp+1,q(dT ⊗ ω)(η) + (−1)
p ψp,q+1(T ⊗ dω)(η).
✷
2.5 Courants a` valeurs dans un fibre´ vectoriel
Soient E un fibre´ vectoriel complexe de rang N au-dessus de X et p ∈ N, 0 ≤ p ≤ n.
De´finition 2.4 − Le faisceau des p-courants sur X a` valeurs dans E est
ApX(E) := A
p
X ⊗OX E.
Comme ApX(E) est un OX -module, le faisceau A
p
X(E) est fin. Dans le cas ou` la varie´te´ est
oriente´e, on a un monomorphisme de faisceaux
Intp ⊗ IdE : Ω
p
X(E)→ A
p
X(E).
Un p-courant sur X a` valeurs dans E est dit lisse s’il provient, via Intp ⊗ IdE , d’une p-forme
diffe´rentielle sur X a` valeurs dans E.
2.6 Notion de convergence
On cherche a` de´finir une notion de convergence pour les courants a` valeurs dans un fibre´
vectoriel.
2.6.1 Cas ou` le fibre´ est trivial
Si E est le fibre´ trivial de rang N sur X, alors on a la de´composition
ApX(E) = (A
p
X)
N
relativement a` la base canonique de CN note´e (e1, .., eN ) et on a une notion naturelle de conver-
gence sur Γ(X,ApX(E)). En effet, soit (Tk)k≥0 une suite d’e´le´ments de Γ(X,A
p
X(E)) et T ∈
Γ(X,ApX(E)). Pour tout k ≥ 0, on e´crit
Tk =
∑
1≤i≤N
T ikei
la de´composition de Tk relativement a` la base canonique de C
N . On de´compose de meˆme T ,
T =
∑
1≤i≤N
T iei.
De´finition 2.5 − Dans cette situation, on dit que (Tk)k≥0 tend vers T dans Γ(X,A
p
X(E)) et on
e´crit Tk →
k→∞
T si pour tout (ω1, .., ωN ) ∈ (Ω
n−p
X,c (X))
N
(
T 1k (ω1), .., T
N
k (ωN )
)
→
k→∞
(T 1(ω1), .., T
N (ωN )) dans C
N .
La notion de convergence de la De´finition 2.5 est invariante par automorphisme, comme on le
ve´rifie ci-dessous. Soit ϕ : E → E un automorphisme de fibre´ vectoriel donne´ relativement a` la
base canonique de CN , par
X → GLN (C)
x 7→ (ϕij(x))1≤i,j≤N
ou` ϕij ∈ OX(X). Alors, ϕ induit un isomorphisme
Id⊗ ϕ∗ : Γ(X,ApX(E))
∼
→ Γ(X,ApX(E))
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qu’on explicite. Si T =
∑
1≤i≤N
T iei, alors
Id⊗ ϕ∗(T ) =
∑
1≤i≤N
∑
1≤j≤N
T i ⊗ ϕjiej
=
∑
1≤i≤N
∑
1≤j≤N
ϕjiT
i ⊗ ej
=
∑
1≤j≤N

 ∑
1≤i≤N
ϕjiT
i

⊗ ej.
De cette formule, on de´duit le
Lemme 2.6 − Etant donne´s (Tk)k≥0 une suite d’e´le´ments de Γ(X,A
p
X(E)) et T ∈ Γ(X,A
p
X(E)),
on a l’e´quivalence :
Tk →
k→∞
T ⇐⇒ Id⊗ ϕ∗(Tk) →
k→∞
Id⊗ ϕ∗(T ).
La notion de convergence de la De´finition 2.5 est locale. En effet, on a le
Lemme 2.7 − Soient (Tk)k≥0 une suite d’e´le´ments de Γ(X,A
p
X(E)) et T ∈ Γ(X,A
p
X(E)), soit
(Ui)i∈I un recouvrement ouvert de X. On a :
Tk →
k→∞
T ⇐⇒
(
∀i ∈ I resXUi(Tk) →k→∞
resXUi(T )
)
.
De´monstration − L’implication ⇒ est triviale. Pour de´montrer l’autre, il suffit d’utiliser une
partition de l’unite´ adapte´e au recouvrement (Ui)i∈I . ✷
2.6.2 Cas ge´ne´ral
De´finition 2.8 − Soit E un fibre´ vectoriel complexe de rang N sur X. Une famille (Ui, ϕi)i∈I
ou`
a) (Ui)i∈I est un recouvrement ouvert de X,
b) pour tout i ∈ I, ϕi est un isomorphisme de fibre´s vectoriels,
Ui × C
N
ϕ //
pr1

EUi
zzuuu
u
u
u
u
u
u
u
Ui
est appele´e famille de trivialisations locales de E.
On e´tend la De´finition 2.5 comme suit.
De´finition 2.9 − Si E est un fibre´ vectoriel complexe de rang N sur X, si (Tk)k≥0 est une suite
d’e´le´ments de Γ(X,ApX(E)) et T ∈ Γ(X,A
p
X(E)), on dit que
(Tk)k≥0 tend vers T dans Γ(X,A
p
X(E))
si et seulement si, il existe une famille de trivialisations locales de E (Ui, ϕi)i∈I telle que pour tout
i ∈ I,
Id⊗ ϕ∗i (res
X
Ui(Tk)) →k→∞
Id⊗ ϕ∗i (res
X
Ui(T )) dans Γ(Ui,A
p
Ui
(Ui × C
N ))
au sens de la De´finition 2.5.
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Remarque 2.10 − Les Lemmes 2.6 et 2.7 assurent que cette de´finition est compatible avec la
de´finition 2.5 et que, lorsque la condition de convergence vaut pour une famille de trivialisations
locales, elle vaut pour toutes.
2.7 Complexe des courants associe´ a` un fibre´ vectoriel plat
Soit E un fibre´ vectoriel complexe de rang N au-dessus de X muni d’une connexion plate
∇ : E → Ω1X ⊗E. On note (Ω
•
X ⊗ E,∇
•) le complexe de de Rham de (E,∇).
Soit ∇′p : ApX⊗E → A
p+1
X ⊗E l’unique morphisme de faisceaux de OX -modules caracte´rise´ par
la condition suivante. Pour tout U ouvert simplement connexe de X, T ∈ Γ(U,ApX), s ∈ Γ(U,E)
avec
∇(s) =
∑
i∈Is
ωi ⊗ si
ou` ωi ∈ Γ(U,Ω
1
X) et si ∈ Γ(U,E) pour tout i dans l’ensemble d’indices Is :
∇′p(T ⊗ s) = dT ⊗ s+ (−1)p
∑
i∈Is
ψ1,p(T ⊗ ωi)⊗ si.
On peut ve´rifier que ce morphisme est bien OX -line´aire en chacune des deux composantes au
moyen du 2. du lemme 2.3.
Lemme 2.11 − Pour p ∈ N, 0 ≤ p ≤ n− 1, ∇′p+1 ◦ ∇′p = 0.
De´monstration − L’assertion est de nature locale. On peut donc supposer que E est le fibre´
trivial de rang N et que ∇ est la connexion de Gauß-Manin. Il suffit en fait de conside´rer le cas
N = 1. Mais alors, l’assertion re´sulte du 1. du lemme 2.3. ✷
De´finition 2.12 − Le complexe des courants sur X a` valeurs dans E est le complexe
[· · · → 0→ A0X(E)
deg. 0
∇′0
→ A1X(E)
deg. 1
∇′1
→ A2X(E)
deg. 2
∇′2
→ . . .
∇′n−1
→ AnX(E)
deg. n
→ 0→ . . . ].
On suppose maintenant que X est oriente´e.
Proposition 2.13 − Le morphisme de complexes
[. . . // 0 // Ω0X(E)
∇0 //
Int0⊗Id

Ω1X(E)
∇1 //
Int1⊗Id

. . . ∇
n−1
// ΩnX(E)
Intn⊗Id

// 0 // . . . ]
[. . . // 0 // A0X(E)
∇′0 // A1X(E)
∇′1 // . . . ∇
′n−1
// AnX(E)
// 0 // . . . ]
est un quasi-isomorphisme.
De´monstration − L’assertion est de nature locale. Il suffit de prouver le re´sultat pour X une
boule ouverte de Rn et E = X × CN
pr1
→ X le fibre´ trivial au-dessus de X muni de la connexion
de Gauss-Manin ∇GM . On se rame`ne alors au cas N = 1. Pour la preuve du re´sultat dans cette
situation, on renvoie a` [GH, p. 382].
✷
Corollaire 2.14 − La suite
0 // Ker(∇)
Int0⊗Id// A0X(E)
∇′0 // A1X(E)
∇′1 // . . . ∇
′n−1
// AnX(E)
// 0
est une suite exacte longue.
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3 Le logarithme d’un sche´ma abe´lien
3.1 De´finition issue de la the`se de Wildeshaus [W]
3.1.1 Cas absolu
Notation 3.1 − On de´signe par V SHMU(A) la sous-cate´gorie pleine de V SHM(A) dont les
objets sont les variations unipotentes, i.e. qui admettent une filtration dont les gradue´s sont des
variations constantes.
On suppose dans cette partie que S = Spec(C) et on fixe a ∈ A(C). La Q-alge`bre Q[π1(A, a)]
est munie d’une augmentation canonique ε : Q[π1(A, a)]→ Q dont on note aa le noyau.
La the´orie des inte´grales ite´re´es de Chen permet de munir chacun des Q[π1(A, a)]/a
n
a de Q-
structures de Hodges mixtes canoniques pour n ∈ N∗. De plus, les morphismes de projection
prn,m : Q[π1(X,x)]/a
n → Q[π1(X,x)]/a
m, m, n ∈ N∗, m ≤ n
sont des morphismes de Q-structures de Hodge. On dispose ainsi d’une pro-Q-structure de Hodge
mixte sur le pro-Q-vectoriel
Q[π1(A, a)]
b := lim
←−
n≥1
Q[π1(A, a)]/a
n
a ,
ou` les morphismes de transitions de la limite projective sont les projections prn,m, qui est telle que :
a) le morphisme de structure de Q-alge`bre , Q → Q[π1(A, a)]
b est sous-jacent a` un mor-
phisme de pro-structures de Hodge mixtes 1 : Q(0)→ Q[π1(A, a)]
b,
b) la multiplication dans Q[π1(A, a)]
b est un morphisme de la cate´gorie pro-SHM ,
c) pour V ∈ Ob(V SHMU(A)), la repre´sentation de monodromie π1(A, a)→ End(Va) induit
un morphisme de la cate´gorie pro-SHM ρa : Q[π1(A, a)]
b→ End(Va).
On peut alors rappeler l’e´nonce´ du the´ore`me de Hain-Zucker.
The´ore`me 3.2 [HZ, Thm 1.6] − Le foncteur
V SHMU(A) →
(
V ∈ Ob(SHM) muni d’un morphisme de pro-SHM
Q[π1(A, a)]
b→ End(V )
)
V 7→ (Va, ρa)
est une e´quivalence de cate´gories.
De´finition 3.3 − On applique ce the´ore`me a` Q[π1(A, a)]
b muni de la repre´sentation donne´e par
la multiplication. On obtient un objet de pro-V SHMU(A), le logarithme de A que l’on note LogA,a
ou simplement Loga lorsqu’il n’y a pas d’ambigu¨ıte´ sur la varie´te´ abe´lienne conside´re´e.
Le logarithme est en outre caracte´rise´ par la proprie´te´ universelle suivante.
The´ore`me 3.4 − Le foncteur
V SHMU(A) → Ab
V 7→ HomSHM (Q(0),Va)
est pro-repre´sente´ par Loga, i.e. on a une bijection naturelle :
Hompro-V SHMU(A)(Loga,V)→ HomSHM(Q(0),Va) , ϕ 7→ ϕa ◦ 1.
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Cet e´nonce´ est e´quivalent au the´ore`me de Hain-Zucker. Le pro-syste`me local sous-jacent a`
LogA,a est lui aussi caracte´rise´ par une proprie´te´ universelle.
The´ore`me 3.5 − Le foncteur
FQ(A) ⊇
pleine

 Q-syste`mes locaux sur A admettantune filtration dont les gradue´s
sont des faisceaux constants

 → Q-vect
V 7→ Va
est pro-repre´sente´ par Loga, i.e. on a un bijection naturelle :
Hompro-FQ(A)(Loga,V)→ Va , ϕ 7→ ϕa(1).
3.1.2 Cas relatif
Notation 3.6 − Soit V SHMU(A, π) la sous-cate´gorie pleine de V SHM(A) dont les objets sont
les variations unipotentes relativement a` π, i.e. qui admettent une filtration dont les gradue´s sont
dans l’image de π∗ : V SHM(S)→ V SHM(A).
Soit s ∈ S(C) et a := e(s) ∈ A(C). D’apre`s le the´ore`me de Ehresmann, π est une fibration
localement triviale et donc on a la suite exacte scinde´e suivante :
1 // π1(As, a) // π1(A, a) π∗
// π1(S, s)
e∗
tt
// 1 .
On de´finit une action de π1(A, a) = π1(As, a)⋊π1(S, s) sur Q[π1(As, a)]
b en faisant agir π1(As, a)
par multiplication a` gauche et π1(S, s) par conjugaison. On a ainsi construit un pro-syste`me
local de Q-vectoriels sur A que l’on note V. On ve´rifie que la fibre en s′ ∈ S(C) de V s’identifie
canoniquement a` LogAs′ ,e(s′). Ainsi, fibre a` fibre, V est muni d’une filtration par le poids et d’une
filtration de Hodge d’apre`s la cas absolu pre´ce´demment traite´.
The´ore`me 3.7 [W, I-Thm 3.3] − Le pro-syste`me local V muni de ces deux filtrations de´finies
fibre a` fibre de´finit un objet de pro-V SHMU(A, π).
De´finition 3.8 − L’objet de pro-V SHMU(A, π) du the´ore`me pre´ce´dent est appele´ logarithme de
A/S et est note´ LogA/S,s ou simplement Logs lorsqu’il n’y a pas de confusion possible quant au
sche´ma abe´lien que l’on conside`re.
On a un morphisme de variations de Q-structures de Hodge sur S canonique, 1 : Q(0)→ e∗Logs
qui est induit par la structure de Q-alge`bre de Q[π1(As, a)]
b. On caracte´rise maintenant Logs et
Logs par les proprie´te´s suivantes qui sont des versions relatives des The´ore`mes 3.4 et 3.5.
The´ore`me 3.9 [W, I-Thm 3.5] − La transformation naturelle entre foncteurs de V SHMU(A, π)
vers V SHM(S) :
π∗Hom(Logs, ·) → e
∗
ϕ 7→ e∗(ϕ)(1)
est un isomorphisme de foncteurs.
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The´ore`me 3.10 [W, I-Thm 3.5] − La transformation naturelle entre foncteurs de la cate´gorie(
Q-syste`mes locaux sur A admettant une filtration dont les
gradue´s sont des pullbacks par π de syste`mes locaux sur S
)
⊆
pleine
FQ(A)
vers la cate´gorie des Q-syste`mes locaux sur S :
π∗Hom(Logs, ·) → e
∗
ϕ 7→ (e∗ϕ)(1)
est un isomorphisme de foncteurs.
Soit s′ ∈ S(C). Tout chemin allant de s′ a` s induit un isomorphisme de pro-variations Logs′
∼
→
Logs. La proprie´te´ universelle du logarithme implique que cet isomorphisme est en fait inde´pendant
du choix de chemin. Ainsi, on note simplement Log l’objet Logs. On pourra e´galement noter le
logarithme LogA/S lorsque l’on voudra pre´ciser le sche´ma abe´lien.
3.2 Comparaison avec la de´finition du logarithme due a` Kings [Ki]
Soient s ∈ S(C) et a := e(s). On note as le noyau de l’augmentation εs : Q[π1(As, a)]→ Q. On
a une suite exacte de Q-vectoriels munie d’un scindage canonique :
(Σ) 0 // as/a
2
s
// Q[π1(As, a)]/a
2
s
ε
(1)
s // Q
1
(1)
s
oo // 0 .
dans laquelle ε
(1)
s (resp. 1
(1)
s ) est l’augmentation (resp. le morphisme de structure de Q-alge`bre)
de Q[π1(As, a)]/a
2
s . On munit chacun des termes de cette suite d’une action de π1(A, a) =
π1(As, a) ⋊ π1(S, s). Le groupe π1(A, a) agit trivialement sur Q. Sur Q[π1(As, a)]/a
2
s et as/a
2
s,
π1(As, a) agit par multiplication et π1(S, s) agit par conjugaison. On remarque que π1(As, a) agit
trivialement sur as/a
2
s. On ve´rifie alors que (Σ) est une suite exacte de π1(A, a)-modules (non
scinde´e si d ≥ 1), que l’on conside`re comme une suite exacte de Q-syste`mes locaux sur A.
On va maintenant installer des filtrations sur ces syte`mes locaux. Pour tout s′ ∈ S(C), on
applique le foncteur «restriction a` As′» a` (Σ). Le re´sultat est une suite exacte de π1(As′ , e(s
′))-
modules canoniquement isomorphe a` :
0→ as′/a
2
s′ → Q[π1(As′ , e(s
′))]/a2s′ → Q→ 0.
Chacun de ces syste`mes locaux est sous-jacent a` une variation de structures de Hodge sur As′ .
En effet, sur Q[π1(As′ , e(s
′))]/a2s′ les filtrations proviennent de la the´orie des inte´grales ite´re´es
de Chen (voir la partie 3.1.1) et l’augmentation Q[π1(As′ , e(s
′))]/a2s′ → Q est sous-jacente a` un
morphisme de variations de structures de Hodge de but la variation triviale Q(0). Les filtrations
sur as′/a
2
s′ sont celles induites par celles de Q[π1(As′ , e(s
′))]/a2s′ . En fait, as′/a
2
s′ est la variation
constante sur As′ associe´e a` H1(As′ ,Q).
Ainsi, sur chacune des fibres de π, on dispose de filtrations pour les trois syste`mes locaux. Il
existe trois variations de Q-structure de Hodge admissibles sur A dont les syste`mes locaux sous-
jacents et les filtrations fibre a` fibre co¨ıncident avec les donne´es pre´ce´dentes.
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a) On note (abusivement) as/a
2
s le syste`me local sur B associe´ a` as/a
2
s muni de l’action de
π1(S, s) par multiplication. L’isomorphisme canonique as/a
2
s → H1(As,Q) fournit un iso-
morphisme de syte`mes locaux sur S entre as/a
2
s et (R
1π∗Q)∨. On rappelle que H de´signe la
variation de structures de Hodge pures de poids −1 (R1π∗Q)
∨. On e´quipe le Q-syste`me local
as/a
2
s sur A de la structure de Q-variations de π
∗H (π1(As, a) agit trivialement sur as/a
2
s).
b) Pour Q[π1(As, a)]/a
2
s , on est dans la situation d’une variation sur un espace de chemins (cf.
[HZ] et la construction de Log [W, I-Thm 3.3]). Les filtrations de´finies pre´ce´demment fibre
a` fibre de´finissent donc une Q-variation admissible sur A note´e Log
(1)
A,s ou simplement Logs
lorsque le sche´ma abe´lien est implicite, et on munit le Q-syste`me local Q[π1(As, a)]/a
2
s sur A
de cette structure.
c) Pour Q, on choisit Q(0).
Les morphismes figurant dans la suite exacte (Σ) respectent les filtrations, d’ou` une suite exacte
dans V SHM(A) :
(Σ′) 0→ π∗H → Log(1)s → Q(0)→ 0.
On remarque que, puisque HomV SHM(A)(Q(0), π
∗H) = 0, en raison des poids, le terme me´dian
d’une suite exacte courte repre´sentant un e´le´ment de Ext1V SHM(A)(Q(0), π
∗H) dans la description
des Ext-groupes de Yoneda est bien de´fini a` isomorphisme unique pre`s. On notera ainsi e´galement
Log1s la classe dans Ext
1
V SHM(A)(Q(0), π
∗H) de la suite exacte (Σ′).
On cherche maintenant a` caracte´riser Log
(1)
s dans le groupe d’extensions Ext
1
V SHM(A)(Q(0), π
∗H).
La suite spectrale de Leray de la composition RHomMHM(S)(Q(0), ·) ◦ π∗ applique´e a` π
∗H donne
la suite exacte courte scinde´e :
0 // Ext
1
MHM(S)(Q(0),H) π∗
// H1RHomMHM(A)(Q(0), π
∗H)

e∗pp
HomMHM(S)(Q(0),H
1π∗π
∗H) // 0.
En effet pour des raisons de poids, Ext2MHM(S)(Q(0),H) = 0. D’autre part H
1π∗π
∗H = H⊗H∨
(formule de projection) et donc, par dualite´,
HomMHM(S)(Q(0),H
1π∗π
∗H) = HomMHM(S)(H,H) = EndV SHM(S)(H).
De plus, le foncteur exact et pleinement fide`le canonique ιS : V SHM(S) → MHM(S) induit
un isomorphisme entre Ext1V SHM(S)(Q(0),H) et Ext
1
MHM(S)(Q(0),H). C’est une conse´quence de
la remarque suivant le The´ore`me 3.27 de [S]. De fac¸on analogue, le foncteur ιA : V SHM(A) →
MHM(A) induit un isomorphisme entre Ext1V SHM(A)(Q(0), π
∗H) et Ext1MHM(A)(Q(0), π
∗H). La
suite exacte pre´ce´dente se re´e´crit donc comme suit :
0 // Ext
1
V SHM(S)(Q(0),H) π∗
// Ext1V SHM(A)(Q(0), π
∗H)
∂

e∗pp
EndV SHM(S)(H) // 0.
Proposition 3.11 − L’extension Log
(1)
s ve´rifie e∗Log
(1)
s = 0 et ∂Log
(1)
s = IdH.
De´monstration −
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a) On conside`re la suite exacte (Σ) comme suite exacte de π(S, s)-modules. On remarque que
le morphisme 1
(1)
s est π(S, s)-e´quivariant. Ainsi, 1
(1)
s fournit un scindage de la suite exacte
e∗(Σ) au niveau des Q-syste`mes locaux. Pour de´montrer que e∗Log
(1)
s = 0 est nul, il suffit
donc de voir que 1
(1)
s respecte les filtrations ce qui peut se ve´rifier fibre a` fibre. Si s′ ∈ S(C),
le choix d’un chemin de s′ a` s fournit une identification de Log
(1)
s et Log
(1)
s′ . Aussi suffit-il
de montrer que 1
(1)
s respecte les filtrations de la fibre en s. En utilisant la fonctorialite´ des
constructions pre´ce´dentes, cette assertion est conse´quence du fait que le morphisme
1: Q(0)→ Q[π(As, e(s))]
b
est un morphisme dans la cate´gorie SHM (cf. partie 3.1.1).
b) Pour de´montrer que ∂Log
(1)
s = IdH, il suffit de prouver cette identite´ fibre a` fibre. Comme
en a), on re´duit ainsi l’e´tude au cas ou` A est une varie´te´ abe´lienne.
Dans ce cas Log(1) correspond a` la suite exacte
0→ a/a2 → Q[π1(A, e)]/a
2 → Q(0)→ 0,
ou` a est le noyau de l’augmentation ε : Q[π1(A, e)]→ Q. Le morphisme ∂Log
(1) se de´duit par
dualite´ d’un morphisme de bord δ apparaissant dans la suite exacte longue de cohomologie
associe´e au triangle distingue´ π∗π
∗
a/a2 → π∗Q[π1(A, e)]/a
2 → π∗Q(0)→ π∗π
∗
a/a2[1] :
0→ H0π∗π
∗
a/a2 → H0π∗Q[π1(A, e)]/a
2 → H0π∗π
∗Q(0)
δ // H1π∗π
∗
a/a2 → . . . .
On souhaite donc de´montrer que For(δ) co¨ıncide avec Ida/a2 via l’identification
HomQ-vect(Q,H
1π∗π
∗
a/a2) = HomQ-vect(a/a
2, a/a2).
La compatibilite´, via le foncteur For, entre les formalismes des six foncteurs au niveau
des modules de Hodges d’une part, et au niveau topologique d’autre part, implique que
For(δ) apparaˆıt dans la suite exacte longue de cohomologie associe´e au triangle distingue´
Rπ∗a/a
2 → Rπ∗Q[π1(A, e)]/a
2 → Rπ∗(Q)→ Rπ∗(a/a
2)[1] :
0→ H0Rπ∗a/a
2 → H0Rπ∗Q[π1(A, e)]/a
2 → H0Rπ∗Q
For(δ) // H1Rπ∗a/a
2 → . . . .
Comme A est un tore, c’est un K(Γ, 1). On peut donc utiliser la cohomologie du groupe
π1(A, e) pour calculer For(δ) . Ce dernier est pre´sent dans la suite exacte longue de co-
homologie associe´e a` la suite exacte courte de repre´sentations de π1(A, e) 0 → a/a
2 →
Q[π1(A, e)]/a
2 → Q→ 0 :
0→ a/a2 → (Q[π1(A, e)]/a
2)π1(A,e) → Q
For(δ) // H1(π1(A, e), a/a
2)→ . . . .
Pour calculer For(δ), on introduit le diagramme suivant :
0 // a/a2
ι //
d′0

Q[π1(A, e)]/a
2 ǫ
(1)
//
d0

Q
d′′0

// 0
L1(a/a
2)
ι∗ //
d′1

L1(Q[π1(A, e)]/a
2)
(ǫ(1))∗ //
d1

L1(Q)
d′′1

L2(a/a
2)
ι∗ // L2(Q[π1(A, e)]/a
2)
(ǫ(1))∗ // L2(Q)
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dans lequel Li(V ) (i ∈ N, V Q-vectoriel) de´signe l’ensemble des applications du produit
π1(A, e)
i dans V (muni de la structure deQ-vectoriel e´vidente) et ou` les morphismes verticaux
sont les diffe´rentielles usuelles. On se donne de plus un isomorphisme de groupes abe´liens
π1(A, e) ≃ Z
2d et on identifie Q[π1(A, e)] a` Q[X1, ..,X2d,X
−1
1 , ..,X
−1
2d ]. On ve´rifie alors que
le morphisme suivant est un isomorphisme de groupes abe´liens.
γ : π1(A, e)→ a/a
2, (n1, . . . , n2d) 7→ n1(X1 − 1) + · · ·+ n2d(X2d − 1)
On a :
H1(π1(A, e), a/a
2) = Ker(d′1)/Im(d′0)
= HomZ-Mod(π1(A, e), a/a
2) (π1(A, e) agit tivialement sur a/a
2)
≃
(∗)
HomZ-Mod(a/a
2, a/a2) (via l’isomorphisme γ)
et pour tout x ∈ Q, For(δ)(x) ∈ H1(π1(A, e), a/a
2) est donne´ par la classe dansH1(π1(A, e), a/a
2)
de l’e´le´ment (bien de´fini) ι−1∗ d
0 (ǫ(1))−1 (x) ∈ Ker(d′1).
En raison de la Q-line´arite´, il suffit de montrer que For(δ)(1) co¨ıncide avec Ida/a2 via l’iden-
tification (∗). Or un calcul e´le´mentaire montre que ι−1∗ d
0 (ǫ(1))−1 (1) est l’isomorphisme
γ.
✷
On note que les deux proprie´te´s pre´ce´dentes caracte´risent l’extension/la Q-variation Log
(1)
s .
D’autre part, Log
(1)
s est e´quipe´ d’un morphisme canonique ε
(1)
s : Log
(1)
s → Q(0) dans la cate´gorie
V SHM(A) et d’un morphisme 1
(1)
s : Q(0)→ e∗Log
(1)
s dans V SHM(S) . Comme on l’a remarque´
pre´ce´demment, le couple (Log
(1)
s , ε
(1)
s ) est rigide et par suite ne de´pend pas du choix de s. On
s’autorisera donc a` noter simplement (Log(1), ε(1)) le couple (Log
(1)
s , ε
(1)
s ).
Notations 3.12 −
Log(n) := SymnLog(1), pour n ∈ N,
cn(χ) l’application de Sym
n V vers Symn−1 V , qui associe a` [v1 ⊗ · · · ⊗ vn] l’e´le´ment
1
n!
∑
σ∈Sn
χ(vσ(1)) [vσ(2) ⊗ ..⊗ vσ(n)],
pour n ∈ N∗, ou` V est une Q-repre´sentation de dimension finie de π1(A, a) et
χ : V → Q une forme line´aire π1(A, a)-invariante.
On conside`re le pro-objet de V SHM(A) lim
←−
n≥0
Log(n) dont les morphismes de transition sont
donne´s au niveau des Q-syste`mes locaux par les cn(ε(1)), n ≥ 0.
Remarque 3.13 − Dans [Ki], Kings de´finit le logarithme du sche´ma abe´lien A/S comme e´tant
lim
←−
n≥0
Log(n).
On de´montre maintenant que lim
←−
n≥0
Log(n) est isomorphe a` Log de´fini dans la partie 3.1.2. Pour
tout n ≥ 1, soit 1
(n)
s : Q(0)→ e∗Log
(n)
s le morphisme induit par :
14
n
⊗ 1
(1)
s :
n
⊗ Q(0) →
n
⊗ e∗Log
(1)
s .
On applique alors le The´ore`me 3.9 pour associer a` 1
(n)
s , pour n ∈ N, le morphisme ϕ
(n)
s
ϕ(n)s : Log → Log
(n)
s .
Puisque pour tout n ≥ 1, cn(ε(1)) ◦ 1
(n)
s = 1
(n−1)
s ,
(
ϕ
(n)
s
)
n∈N
de´finit un morphisme dans pro-
V SHM(A)
ϕs : Log → lim
←−
n≥0
Log(n).
Proposition 3.14 − Le morphisme ϕs est un isomorphisme.
De´monstration − Il suffit de prouver que ϕs induit un morphisme sur chacune des fibres. Par fonc-
torialite´ de la construction de ϕs, on re´duit l’assertion au cas ou` A est une varie´te´ abe´lienne. Dans
ce cas, on supprime l’indice s dans les notations. Il est suffisant de prouver que ϕ : Q[π1(A, e)]
b→
lim
←−
n≥0
Symn(Q[π1(A, e)]/a
2) est un isomorphisme de Q-vectoriels, ou` a de´signe le noyau de l’aug-
mentation de Q[π1(A, e)]. On fixe un isomorphisme π1(A, e) ≃ Z
2d. Celui-ci de´termine un isomor-
phisme Q[π1(A, e)] ≃ Q[X1,X
−1
1 , ..,X2d,X
−1
2d ]. Soit n ∈ N. Puisque Log
(n)
A est (n+ 1)-unipotente
(sa filtration par le poids a (n + 1)-gradue´s non triviaux qui sont des variations constantes), le
morphisme ϕ(n) se factorise donc a` travers la projection Q[π1(A, e)]
b → Q[π1(A, e)]/a
n+1. L’action
de π1(A, e) sur Q[π1(A, e)]/a
2 e´tant donne´e par la multiplication, on en de´duit que ϕ(n) est donne´
par la composition :
Q[π1(A, e)]
b → Q[π1(A, e)]/a
n+1 ψ
(n)
→ Symn(Q[π1(A, e)]/a
2)
Xi11 ..X
i2d
2d 7→ [[X
i1
1 ..X
i2d
2d ]⊗ ..⊗ [[X
i1
1 ..X
i2d
2d ]]
.
On remarque que ψ(0) = IdQ. On conside`re le diagramme commutatif suivant :
0 // an+1/an+2 //
ψ
(n+1)
|

Q[π1(A, e)]/a
n+2 //
ψ(n+1)

Q[π1(A, e)]/a
n+1 //
ψ(n)

0
0 // Symn+1(a/a2)
in+1
// Symn+1(Q[π1(A, e)]/a
2)
cn+1(ε(1))
// Symn(Q[π1]/a
2) // 0
ou` le morphisme in+1 est induit par l’inclusion a/a
2 ⊂ Q[π1(A, e)]/a
2. On prouve maintenant que
ψ
(n+1)
| est un isomorphisme. La famille(
[(X1 − 1)
i1 ..(X2d − 1)
i2d ]
)
{(i1,..,i2d)∈N2d / i1+..+i2d=n+1}
est une base de an+1/an+2. Pour tout (i1, .., i2d) ∈ N
2d / i1 + ..+ i2d = n+ 1, on a
ψ(n+1)([(X1 − 1)
i1 ..(X2d − 1)
i2d ]) = [
i1
⊗[X1 − 1]⊗ ..⊗
i2d
⊗ [X2d − 1]].
Or {[X1 − 1], .., [X2d − 1]} est une famille libre de Q[π1(A, e)]/a
2. Donc ψ
(n+1)
| est injective. On
conclut a` la bijectivite´ a` l’aide des dimensions. A` l’aide d’une re´currence, on de´duit donc que les
ψn sont des isomorphismes.
✷
15
3.3 Le pro-syste`me local sous-jacent au logarithme
Dans cette partie on de´crit le pro-syste`me local de R-vectoriels LogR a` l’aide d’un pro-fibre´
vectoriel a` connexion inte´grable sur A∞ en utilisant la construction de Levin (cf. [L, Part 2]).
3.3.1 Le fibre´ tangent d’une famille de tores re´els
Soit B une varie´te´ diffe´rentielle.
De´finition 3.15 − Une famille de groupes de Lie re´els au-dessus de B est la donne´e d’une
fibration en tores re´els p : X → B et de trois morphismes de varie´te´s diffe´rentielles 0 : B → X
(unite´) section de p, m : X ×B X → X (multiplication) compatible avec les projections sur B,
i : G → G (inverse) tel que p ◦ i = p, de sorte que le quadruplet (p, 0,m, i) de´finit un objet en
groupes dans la cate´gorie des varie´te´s diffe´rentielles au-dessus de B. On note que p e´tant une
fibration, le produit fibre´ X ×B X dans la cate´gorie des varie´te´s diffe´rentielles est bien de´fini. Si
les fibres de p sont des tores re´els, on dit que (p, 0,m, i) est une famille de tores re´els au-dessus
de B.
On a une notion e´vidente de morphisme entre familles de groupes de Lie re´els au-dessus de B.
On note Lie/B la cate´gorie des familles de groupes de Lie re´els au-dessus de B.
Soit Γ un syste`me local de groupes abe´liens libres de rang fini au-dessus de B. Il existe une
construction classique qui permet d’associer au faisceau de OB-modules localement libres Γ⊗OB
un fibre´ vectoriel au-dessus de B que l’on note E(Γ) dont la fibre au-dessus de b ∈ B est (Γb)R et
tel que le faisceau des sections de E(Γ) est Γ⊗OB .
Fait 3.16 − On peut, de manie`re analogue, construire a` partir de Γ une famille de tores re´els
au-dessus de B, note´e p : E(Γ)/Γ → B, dont la fibre au-dessus de b ∈ B est (Γb)R/Γb. Par
construction E(Γ)/Γ se trouve eˆtre muni d’un morphisme canonique
q : E(Γ)→ E(Γ)/Γ
dans Lie/B qui est universel, i.e. pour tout morphisme r : E(Γ)→ X dans Lie/B tel que Γ est un
sous-faisceau du faisceau des sections du noyau de r, il existe un unique morphisme r : E(Γ)/Γ→
X dans Lie/B tel que r ◦ p = r. De plus, on a une de´composition canonique du fibre´ tangent de
E(Γ)/Γ :
TE(Γ)/Γ = p∗E(Γ)⊕ p∗TB.
En fait, toute famille de tores re´els au-dessus de B est isomorphe a` une famille de tores re´els
au-dessus de B ainsi construite. Soit (p : X → B, 0,m, i) une famille de tores re´els au-dessus de B.
L’exponentielle fibre a` fibre de´finit une application diffe´rentielle exp: 0∗TX/B → X ou` TX/B est
le noyau de Tp : TX → TB. Le faisceau des sections du noyau de exp s’identifie a` Γ := (R1p∗Z)
∨.
Le faisceau des sections de 0∗TX/B est donc canoniquement isomorphe a` Γ ⊗Z OB . Ainsi, en
factorisant par q : E(Γ) → E(Γ)/Γ, on en de´duit un morphisme exp: TE(Γ)/Γ → X dans Lie/B
qui est un isomorphisme. En effet, c’est un isomorphisme sur les fibres au-dessus de B. On obtient
donc une de´composition canonique du fibre´ tangent de X
TX = p∗E(Γ)⊕ p∗TB.
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3.3.2 Description de LogR
La varie´te´ diffe´rentielle π∞ : A∞ au-dessus de S∞ est munie d’une structure de famille de tores
re´els au-dessus de S∞ he´rite´e des lois de structure du sche´ma abe´lien A/S. On note Γ le syste`me
local (R1πZ)∨ sur S∞ et simplement E le fibre´ vectoriel re´el E(Γ) sur S∞. On remarque qu’avec
les notations introduites, on a H = ΓQ.
Le morphisme ∂ : Ext1V SHM(A)(Q(0), π
∗H) → EndV SHM(S)(H) de la Proposition 3.11 a e´te´
construit en conside´rant la the´orie des modules de Hodge mixtes. On peut, de fac¸on analogue,
construire un morphisme
For(∂)R : Ext
1
FR(A)
(R, π∗ΓR)→ EndFR(S)(ΓR)
en se plac¸ant, cette fois, au niveau topologique. On de´duit de la Proposition 3.11 que le syste`me
local de R-vectoriels (Log(1))R est caracte´rise´ par
e∗(Log(1))R = 0 et For(∂)R((Log(1))R) = IdΓR .
On a vu dans la partie pre´ce´dente que l’exponentielle fibre a` fibre induisait une de´composition
du fibre´ tangent de A∞ : TA∞ = (π∞)∗E ⊕ (π∞)∗TB. On note ν la 1-forme diffe´rentielle sur A∞
a` valeurs dans (π∞)∗E correspondant a` la projection canonique de TA∞ sur (π∞)∗E.
Lemme 3.17 − Soit ∇GM la connexion de Gauss-Manin sur E. La forme ν est ferme´e, i.e.
∇GM (ν) = 0, et sa classe [ν] dans H
1(A, π∗ΓR) ve´rifie For(∂)R([ν]) = IdΓR.
De´monstration −
a) Pour la preuve de la premie`re assertion, on renvoie le lecteur a` [L, p. 216].
b) Pour la seconde, il suffit de ve´rifier l’identite´ sur les fibres. Les constructions e´tant foncto-
rielles, on s’est ainsi ramene´ a` prouver la relation dans le cas ou` A est une varie´te´ abe´lienne.
Dans ce cas, le morphisme For(∂)R est donne´ par la composition :
H1(A,H1(A,R)) = H
1(A,R)⊗H1(A,R) → End(H1(A,R)).
ω ⊗ c 7→ (c′ 7→< ω, c′ > c)
On fixe un isomorphisme A∞ ≃ R2d/Z2d. On obtient alors des coordonne´es et on exprime ν
relativement a` celles-ci. On calcule For(∂)R([ν]) a` l’aide de la composition donne´e ci-dessus
pour e´tablir For(∂)R([ν] = IdH1(A,R).
✷
On peut maintenant expliciter un fibre´ a` connexion candidat pour repre´senter le syste`me local
(Log(1))R. On conside`re le fibre´ vectoriel E
′ := OA∞ ⊕ (π
∞)∗E muni de la connexion ∇1 :
∇1 : OA∞ ⊕ (π
∞)∗E −→ Ω1A∞ ⊕ Ω
1
A∞ ⊗ (π
∞)∗E.
(f, g ⊗ h) 7→ (df, dg ⊗ h+ fν)
La connexion ∇1 est plate (ν est ferme´e). Le faisceau E := Ker(∇1) est donc un syste`me local.
On a une suite exacte de fibre´s vectoriels munis de connexions :
0 → ((π∞)∗E,∇GM ) →
(
OA∞ ⊕ (π
∞)∗E,∇1
)
→ (OA∞ , d) → 0,
g ⊗ h 7→ (0, g ⊗ h)
(f, g ⊗ h) 7→ f
ou` ∇GM de´signe la connexion de Gauss-Manin. Celle-ci correspond a` une suite exacte de syste`mes
locaux 0→ π∗H → E→ R→ 0 dont la classe dans Ext1FR(A)(R, π
∗ΓR) est note´e [E].
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Proposition 3.18 On a les identite´s suivantes :
e∗([E]) = 0 et For(∂)R([E]) = IdΓR ,
i.e. E = (Log(1))R.
De´monstration − La premie`re identite´ est e´vidente. Pour de´montrer la deuxie`me, on utilise la
re´solution de E construite a` partir de (E′,∇1) pour expliciter [E] ∈ H1(A, π∗ΓR) :
π∗H //

E //

R
i

(π∞)∗E //

OA∞ ⊕ (π
∞)∗E
p //
∇1

OA∞ //

0.
0 // Ω1A∞ ⊗ (π
∞)∗E
j //
d1

Ω1A∞ ⊕
(
Ω1A∞ ⊗ (π
∞)∗E
)
//

Ω1A∞

Ω2A∞ ⊗ (π
∞)∗E // Ω2A∞ ⊕
(
Ω2A∞ ⊗ (π
∞)∗E
)
// Ω2A∞
Alors j−1 ∇1 p−1 i (1) est dans Ker(d1) et sa classe dans H1(A, π∗ΓR) co¨ıncide avec [E] ∈
H1(A, π∗ΓR). Or j
−1 ∇1 p−1 i (1) = ν. On conclut a` l’aide du Lemme 3.17.
✷
Apre`s avoir obtenu cette description de (Log(1))R, on e´tudie LogR. Tout d’abord, ∇
1 sur E′
induit une connexion ∇n sur SymnE′, pour n ∈ N∗.
Soit νn : Sym
n(π∞)∗E → (Symn+1(π∞)∗E)⊗ Ω1A∞ , n ≥ 0, de´finie comme e´tant la compose´e :
Symn(π∞)∗E
Id⊗ν // (Symn(π∞)∗E)⊗ (π∞)∗E ⊗ Ω1A∞
mult⊗Id
// (Symn+1(π∞)∗E)⊗ Ω1A∞ .
On introduit alors le pro-fibre´ a` connexion
(G,∇) :=

∏
n≥0
Symn(π∞)∗E,
∏
n≥0
(∇nGM + νn)

 ,
ou` ∇nGM est la connexion de Gauss-Manin sur Sym
n(π∞)∗E.
Soit l ∈ N≥2. On remarque que le sous-fibre´ vectoriel Wl :=
∏
k≥l+1
Symk(π∞)∗E est stable par
∇ et on de´finit :
(Gl,∇l) le fibre´ a` connexion plate quotient (G,∇)/Wl,
pl la projection canonique (G,∇)→ (Gl,∇l),
pl+1,l la projection canonique (Gl+1,∇l+1)→ (Gl,∇l).
On remarque que les morphismes pl induisent un morphisme de pro-fibre´s vectoriels a` connexions
plates
p : (G,∇)→ lim
←−
l≥1
(Gl,∇l)
qui est un isomorphisme (les morphismes de transition de l’objet de droite sont les morphismes
pl+1,l).
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Proposition 3.19 − Il existe une famille d’isomorphismes de fibre´s vectoriels a` connexions
plates (θn : (Gn,∇n) → (Sym
nE′,∇n))n∈N qui induit un isomorphisme de pro-fibre´s vectoriels
a` connexions :
θ : (G,∇) = lim
←−
n≥1
(Gn,∇n)→ lim
←−
n≥1
(SymnE′,∇n).
Et donc, le noyau de ∇ s’identifie a` LogR.
De´monstration − On commence par remarquer que la dernie`re assertion se de´duit de l’existence
d’un tel isomorphisme θ et de la Proposition 3.18.
D’une part, Gn =
⊕
0≤k≤n
Symk(π∞)∗E et d’autre part, on a un isomorphisme naturel de fibre´s
vectoriels :
ψn :
⊕
0≤k≤n
Symk(π∞)∗E → Symk(OA∞ ⊕ (π
∞)∗E).
[h1 ⊗ ..⊗ hk] 7→ [1⊗ ..⊗ 1⊗ h1 ⊗ ..⊗ hk]
Pour n ≥ 2, ψn n’est ni compatible avec les morphismes de transition, ni compatible avec les
connexions. On corrige ce de´faut a` l’aide d’un automorphisme αn de
⊕
0≤k≤n
Symk(π∗H ⊗ OA∞)
de´fini facteur par facteur par une homothe´tie de rapport
αkn :=
n!
(n− k)!
, n ∈ N, 0 ≤ k ≤ n.
non nul. Si on pose maintenant pour tout n ≥ 0, θn := ψ
n ◦αn, on ve´rifie que la famille (θn)n≥0 est
bien une famille d’isomorphismes de fibre´s vectoriels a` connexions compatibles avec les morphismes
de transitions. Ainsi, elle induit un isomorphisme
θ : (G,∇) = lim
←−
n≥1
(Gn,∇n)→ lim
←−
n≥1
(SymnE′,∇n).
✷
3.4 Proprie´te´s du logarithme d’un sche´ma abe´lien
On rappelle que H de´signe (R1π∗Q)
∨ ∈ Ob(V SHM(A)).
3.4.1 Gradue´s par le poids
Puisque l’on dispose d’une suite exacte canonique
0→ π∗H → Log(1)
ε(1)
→ Q(0)→ 0,
on a une identification naturelle entre le gradue´ par le poids de Log(1) est Q(0) ⊕ π∗H. De cette
proprie´te´ et de l’isomorphisme Log = lim
←−
n≥1
SymnLog(1), ou` les morphismes de transition dans le
membre de droite sont induits par ε(1), on de´duit que
GrWLog = ⊕
n≥0
Sym π∗H.
3.4.2 Principe de scindage pour la section unite´
On a vu que e∗Log(1) = Q(0)⊕H (cf. Proposition 3.11). A` nouveau en utilisant l’isomorphisme
canonique Log = lim
←−
n≥1
SymnLog(1), on montre que
e∗Log =
∏
n≥0
SymnH.
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3.4.3 Principe de scindage pour une section de torsion
Soit x : S → A une section de N -torsion. Soit [N ] : A→ A l’isoge´nie donne´e par la multiplica-
tion par N . On applique [N ]∗ a` la suite exacte
0→ π∗H → Log1 → Q(0)→ 0
pour obtenir une suite exacte
0→ π∗H = [N ]∗π∗H → [N ]∗Log1 → Q(0)→ 0
dont on note [[N ]∗Log1] la classe dans Ext1V SHM(A)(Q(0), π
∗H). De e∗[Log1] = 0 et ∂[Log1] = IdH,
on de´duit e∗[[N ]∗Log1] = 0 et ∂[[N ]∗Log1] = IdH. Par conse´quent, [[N ]
∗Log1] = [Log1] (cf.
Proposition 3.11) et donc [N ]∗Log1 = Log1. Ainsi
[N ]∗Log = Log(= lim
←−
n≥1
SymnLog(1)).
Proposition 3.20 [W, III-Prop 6.1] − x∗Log =
∏
k≥0
SymkH.
De´monstration − x∗Log = x∗[N ]∗Log = e∗Log =
∏
k≥0
SymkH (cf. partie 3.4.2).
✷
3.5 Images directes supe´rieures du logarithme
The´ore`me 3.21 −
a) On a Hkπ∗Log(d) = 0 si k 6= 2d. Le morphisme Log(d)→ Q(d) induit par ε : Log → Q(0)
induit le morphisme
H2dπ∗Log(d)→ H
2dπ∗Q(d) = Q(0).
Ce dernier est un isomorphisme.
b) Des deux identite´s e∗Log =
∏
k≥0
SymkH (cf. partie 3.4.2) et e!Log(d) = e∗Log[−2d],
on de´duit que Hke!Log(d) = 0, si k 6= 2d et H2de!Log(d) =
∏
k≥0
SymkH. Cette proprie´te´, a)
et la suite exacte longue de cohomologie associe´e au triangle distingue´ :
e!Log(d)→ π∗Log(d)→ (πU )∗Log(d)U → e
!Log(d)[1]
donnent Hk(πU )∗LogU (d) = 0 si k 6= 2d− 1 et une suite exacte courte :
0→ H2d−1(πU )∗Log(d)U → H
2de!Log(d)→ H2dπ∗Log(d)→ 0.
On ve´rifie que celle-ci s’inse`re dans le diagramme commutatif suivant :
0 // H2d−1(πU )∗Log(d)U
ρ′ //
∏
k≥0
SymkH prk=0 // Q(0) // 0.
0 // H2d−1(πU )∗Log(d)U // H
2de!Log(d) // H2dπ∗Log(d)
a)
OO
// 0
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La factorisation canonique de ρ′ a` travers
∏
k>0
SymkH →֒
∏
k≥0
SymkH donne le morphisme
re´sidu
ρ : H2d−1(πU )∗Log(d)U →
∏
k>0
SymkH
qui est un isomorphisme.
De´monstration − Pour a), on renvoie a` [W, I-Cor 4.4], [W, III-Thm 1.3] ou [Ki, Prop 1.1.3].
✷
4 Le polylogarithme d’un sche´ma abe´lien
4.1 De´finition du polylogarithme d’un sche´ma abe´lien
Les proprie´te´s du logarithme e´nonce´es dans la partie 3.4 ont des analogues topologiques e´vidents,
e.g. Ri(πU )∗LogU (d) = 0 pour tout i 6= 2d−1 et le morphisme re´sidu R
2d−1(πU )∗LogU (d)→ e
∗Log
induit un isomorphisme ρ : R2d−1(πU )∗LogU (d)
∼
→
∞∏
n=1
SymnH.
On de´finit deux isomorphismes κ et κ par le diagramme commutatif, note´ D1, suivant.
Ext2d−1MHM(U)(π
∗
UH,LogU (d))
For //
(adjonction)
GF
@A
κ ∼
//
Ext2d−1FQ(U)(πU
∗H,LogU (d)) ED
BC
κ∼
oo
Ext2d−1MHM(S)(H, (πU )∗LogU (d))
For //
Thm3.21
Ext2d−1FQ(S)(H, RπU ∗LogU (d))
HomMHM(S)(H,H
2d−1(πU )∗LogU (d))
For //
ρ∗ ∼

(prop. d) de Log)
HomFQ(S)(H, R
2d−1πU ∗LogU (d))
ρ∗∼

HomMHM(S)(H,
∞∏
n=1
SymnH) 
 For // HomFQ(S)(H,
∞∏
n=1
SymnH)
La commutativite´ du centre de ce diagramme re´sulte de la compatibilite´ du formalisme des 6
foncteurs de DbMHM(·) et de celui de Dbc(·) via le foncteur For, e.g. For ◦ f∗ = Rf∗ ◦For pour f
un morphisme entre sche´mas de type fini, se´pare´s sur C. On remarque que le but de κ s’identifie
naturellement a` HomV SHM(S)(H,H) (cf. pleine fide´lite´ de ιS et poids).
De´finition 4.1 − Le polylogarithme du sche´ma abe´lien A/S, note´ Pol, est de´fini par
Ext2d−1MHM(U)(π
∗
UH,LogU (d)) ∋ Pol := κ
−1(IdH).
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4.2 Proprie´te´s du polylogarithme d’un sche´ma abe´lien
4.2.1 Description comple`te dans le cas elliptique (d = 1)
Pour tout V,W ∈ Ob(V SHM(U)), le foncteur ιU induit un isomorphisme (cf. remarque suivant
le The´ore`me 3.27 de [S])
Ext1MHM(U)(V,W)
∼
→ Ext1V SHM(U)(V,W).
Le polylogarithme est une 1-extension dans V SHM(U) dont une description comple`te a e´te´ donne´e
par Beilinson et Levin dans [BL, 4.8]. On peut e´galement consulter le the´ore`me [W, V-Thm 3.4]
et sa preuve.
4.2.2 Sur une description en dimensions supe´rieures (d ≥ 2)
On de´montre que le polylogarithme n’est pas dans l’image du morphisme
Ext2d−1V SHM(U)(π
∗
UH,LogU (d))→ Ext
2d−1
MHM(U)(π
∗
UH,LogU (d))
induit par ιS (cf. [W, III-Thm 2.3 b)]).
4.2.3 Rigidite´ du polylogarithme d’un sche´ma abe´lien
Lemme 4.2 − L’application For : Ext2d−1MHMQ(U)(π
∗
UH,LogU (d)) → Ext
2d−1
FQ(U)
(πU
∗H,LogU (d)) est
injective et For(Pol) est caracte´rise´ par
κ(For(Pol)) = IdH.
De´monstration − C’est une conse´quence de la commutativite´ du diagramme D1 et de la de´finition
de Pol.
✷
On a mentionne´ au de´but de la partie 4.1 que les proprie´te´s du logarithme (cf. partie 3.4)
admettent des analogues topologiques. On a alors donne´ un exemple en conside´rant des coeffi-
cients rationnels. En fait, ces proprie´te´s au niveau topologique peuvent e´galement se de´montrer
en conside´rant des coefficients complexes et on a des re´sultats de compatibilite´s par extension des
scalaires de Q a` C. Par exemple, Ri(πU )∗LogU (d)C = 0 pour tout i 6= 2d−1 et le morphisme re´sidu
R2d−1(πU )∗LogU (d)C → e
∗LogC induit un isomorphisme ρC : R
2d−1(πU )∗LogU (d)C
∼
→
∞∏
n=1
SymnHC.
On de´finit un morphisme κC par le diagramme commutatif, note´ D2, suivant
Ext2d−1FQ(U)(πU
∗H,LogU (d)) //
(adjonction)
GF
@A
κ ∼
//
Ext2d−1FC(U)(πU
∗HC,LogU (d)C) ED
BC
κC∼
oo
Ext2d−1FQ(S)(H, RπU ∗LogU (d))
//
(prop. du log.)
Ext2d−1FC(S)(HC, RπU ∗LogU (d)C)
HomFQ(S)(H, R
2d−1πU ∗LogU (d)) //
ρ∗ ∼

HomFC(S)(HC, R
2d−1πU∗LogU (d)C)
(ρC)∗∼

HomFQ(S)(H,
∞∏
n=1
SymnH) 
 // HomFC(S)(HC,
∞∏
n=1
SymnHC)
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dans lequel les fle`ches horizontales sont induites par l’extension des scalaires de Q a` C.
Lemme 4.3 − L’extension For(Pol) ∈ Ext2d−1FQ(U)(πU
∗H,LogU (d)) ⊆ Ext
2d−1
FC(U)
(πU
∗HC,LogU (d)C)
est caracte´rise´e par
κC(For(Pol)) = IdHC .
De´monstration − L’inclusion Ext2d−1FQ(U)(πU
∗H,LogU (d)) ⊆ Ext
2d−1
FC(U)
(πU
∗HC,LogU (d)C) re´sulte
de la commutativite´ du diagramme D2 et de la caracte´risation du Lemme 4.2.
✷
4.3 Description du polylogarithme d’un sche´ma abe´lien au niveau topologique
L’objectif de cette partie est de de´montrer que les courants de´finis par Levin dans [L] permettent
de de´crire
For(Pol) ∈ Ext2d−1FQ(U)(πU
∗H,LogU (d)) ⊆ Ext
2d−1
FC(U)
(πU
∗HC,LogU (d)C).
On de´montre ainsi un re´sultat qui avait e´te´ conjecture´ par Levin.
4.3.1 E´quation diffe´rentielle et polylogarithme
On conside`re le complexe de de Rham des courants sur A∞ a` valeurs dans le pro-fibre´ vecto-
riel G(d)C (cf. partie 2.7), (A
•(G(d)C) :=
∞∏
n=0
((Symnπ∗H)(d)C) ⊗A
•
A∞ ,∇
•
C). C’est une re´solution
π∗-acyclique de (Log(d))C.
Notation 4.4 − Soit f : πU
∗HC → A
2d−1(G(d)C)|U un morphisme tel que (∇
2d−1
C )|U ◦ f = 0. Le
diagramme
0 // πU
∗HC
//
f

0
0 // (G(d)C)|U
(∇C)|U // . . . // A2d−1(G(d)C)|U
(∇2d−1
C
)|U// A2d(G(d)C)|U // . . .
0 // (LogU (d))C
qis
OO
// 0
de´finit un e´le´ment de HomDb(FC(U))(πU
∗HC, (LogU (d))C[2d− 1]) que l’on note M(f).
The´ore`me 4.5 − Soit f : π∗HC → A
2d−1
A∞ (G(d)C) un morphisme dans FC(A) ve´rifiant la pro-
prie´te´ (P ) suivante :
(P ) ∇2d−1 ◦ f = (2πi)d δS∞ Idπ∗HC ,
ou` S∞ est vue comme une sous-varie´te´ ferme´e de A∞ via e∞. Alors, on a :
1. ∇2d−1
|U
◦ f|U = 0.
2. M(f|U) = Pol.
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Notations 4.6 Pour (E,∇) un fibre´ vectoriel re´el a` connexion plate et f : (E1,∇1) → (E2,∇2)
un morphisme de fibre´s vectoriels re´els a` connexions plates, on note :
E◦ le syste`me local Ker(∇),
f◦ le morphisme de syste`mes locaux induit par f entre E◦1 et E
◦
2 .
De´monstration −
1. C’est une conse´quence imme´diate de la proprie´te´ (P ).
2. D’apre`s le Lemme 4.3, il suffit de de´montrer l’assertion suivante
(A1) κC(M(f|U)) = IdHC ,
ce que l’on fait ci-dessous.
a) On commence par re´duire le calcul de κC(M(f|U )) dans lequel interviennent des courants
a` valeurs dans un pro-fibre´ vectoriel G(d)C a` plusieurs calculs ne mettant en jeu que des
courants a` valeurs dans des fibre´s vectoriels (les fibre´s Gl(d)C, tronque´s de G(d)C). On
rappelle que le morphisme κC est donne´ par la composition
(ρC)∗ ◦H
0 ◦ adj,
ou`
adj : HomDbFC(U)(π
∗
UHC,LogU (d)C[2d − 1]) → HomDbFC(S)(HC, R(πU )∗LogU (d)C[2d − 1])
est l’isomorphisme d’adjonction,
H0 : HomDbFC(S)(HC, R(πU )∗LogU (d)C[2d− 1])→ HomFC(S)(HC, R
2d−1(πU )∗LogU (d)C),
ρC : R
2d−1(πU )∗LogU (d)C → e
∗LogC est un morphisme de bord qui apparaˆıt dans la suite
exacte longue de cohomologie locale associe´e a` la situation ge´ome´trique suivante :
e : S
 
| // A U?
_
◦oo ,
avec comme coefficient le pro-syste`me local Log(d)C.
Pour prouver la relation κC(M(f|U )) = IdHC , il suffit de de´montrer que pour tout l ∈ N
≥2,
l’assertion suivante est valide :
(Al2) κ
l
C(M
l((pcl ◦ f)U)) = IdHC ,
ou`
κlC : HomDbFC(U)(π
∗
UHC, (G
◦
l )U (d)C[2d−1])→ e
∗(G◦l )C =
l∏
k=1
SymkHC est de´fini de manie`re
analogue a` κC en prenant cette fois G
◦
l (d)C comme coefficient,
M l((pcl ◦ f)U) est de´fini de manie`re analogue a` M(f|U ) en conside´rant G
◦
l (d)C comme
coefficient (cf. ci-dessous),
pcl : A
2d−1
A∞ (G(d)C) → A
2d−1
A∞ (Gl(d)C) est le morphisme obtenu en poussant les (2d − 1)-
courants sur A∞ a` valeurs dans G(d)C a` l’aide du morphisme pl dans la partie 3.3.2.
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On fixe l ∈ N≥2 pour la suite de la de´monstration. Puisque f ve´rifie la proprie´te´ (P ), pcl ◦f
ve´rifie la proprie´te´ suivante :
∇2d−1l ◦ p
c
l ◦ f = (2πi)
d δS∞ Idπ∗HC
et en particulier (∇2d−1l ◦ p
c
l ◦ f)|U = 0, ce qui implique que M
l((pcl ◦ f)U ) est bien de´fini.
b) L’assertion (Al2) est de nature locale. Soient s ∈ S(C) et V un voisinage ouvert connexe
et simplement connexe de s dans S(C). On souhaite de´crire le morphisme
κlC(M
l((pcl ◦ f)U))V : Γ(V,HC)→ Γ(V,HC).
On introduit, pour ce faire, la notation suivante. Soient X une varie´te´ alge´brique com-
plexe, F une sous-varie´te´ alge´brique ferme´e de codimension pure d, i : F →֒ X l’immersion
ferme´e correspondante et V un (pro-)syste`me local de R-vectoriels sur X . Alors on a une
identification canonique i
!
V = i
∗
V (−d)[−2d]. Soient F ′ un ouvert de F et X ′ un ouvert
de X contenant F ′. On note
ρ(F ′,X ′,V) : H2d−1(X ′ \ F ′,V(d)C)→ H
2d(F ′, i
!
V(d)C) = Γ(F
′, i
∗
VC)
le morphisme de bord qui apparaˆıt dans la suite exacte longue de cohomologie locale.
Le κlC(M
l((pcl ◦ f)U ))V est donne´ par la composition suivante :
Γ(V,HC)
Γ(π−1(V ), π∗HC)
(pcl ◦f)pi−1(V )
{
c ∈ Γ(π−1(V ),A2d−1A∞ ((Gl(d))C)) : (∇
2d−1
l (c))|π−1(V )\V = 0
}

H2d−1(π−1(V ) \ V, (G◦l (d))C))
ρ(V,π−1(V ),G◦l )

Γ(V, e∗(G◦l )C)
l∏
k=0
SymkΓ(V,HC).
Pour de´montrer localement en s l’assertion (Al2), il suffit donc de prouver que :
(Al3) pour tout h ∈ Γ(V,HC), c ∈ Γ(π
−1(V ),A2d−1A∞ (Gl(d)C)) tel que
∇2d−1l (c) = (2πi)
d δV h, on a ρ(V, π
−1(V ),G◦l )([c|π−1(V )\V ]) = h.
c) On explique maintenant comment passer du coefficient G◦l au coefficient trivial R. Le
morphisme ρ(V, π−1(V ),G◦l ) e´tant un morphisme de bord dans une suite exacte de coho-
mologie locale, on peut remplacer π−1(V ) par un voisinage ouvert de V dans A. Soit W
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un voisinage ouvert de e(s) dans A sur lequel le fibre´ vectoriel re´el a` connexion inte´grable
(Gl,∇l) est isomorphe au fibre´ trivial de fibre
l∏
k=0
SymkΓ(V,HR) muni de la connexion de
Gauss-Manin. Quitte a` remplacer V par un voisinage ouvert de s dans S qui est connexe
et simplement connexe, on peut supposer que V ⊆ W . On est ainsi ramene´ au cas ou` le
coefficient est trivial, i.e. il suffit de de´montrer que :
(A4) pour tout c ∈ Γ(W,A
2d−1
A∞ (R(d)C)) tel que dc = (2πi)
d δV , on a
ρ(V,W,R)([c|W\V ]) = 1.
d) Compte-tenu du caracte`re local de l’assertion (A4) et de la structure locale des immersions
ferme´es en ge´ome´trie analytique, il suffit, modulo l’application d’un biholomorphisme, de
de´montrer l’assertion (A4) dans la situation ge´ome´trique suivante :
i) V est une boule ouverte de Cn contenant 0 (n ∈ N).
ii) s = 0 ∈ V .
iii) W = V ×B(0, 1) ou` B(0, 1) est la boule ouverte de Cd centre´e en 0 et de rayon 1.
iv) L’immersion ferme´e e∞ : V →֒ V ×B(0, 1) est donne´e par v 7→ (v, 0).
On se place de´sormais dans ce contexte ge´ome´trique. On souhaite maintenant re´duire la
de´monstration de l’assertion (A4) a` la preuve d’un cas particulier de celle-ci : V = {0},
W = B(0, 1) et c est le courant associe´ a` la forme de Bochner-Martinelli dont on rappelle
succinctement la construction. On donne e´galement l’e´quation diffe´rentielle que satisfait
ce courant.
Soit β la (2d − 1)-forme diffe´rentielle sur B(0, 1) \ {0}
β := F ∗K,
ou` K de´signe le noyau de Bochner-Martinelli et F est l’application de B(0, 1) \ {0} dans
Cd × Cd de´finie par F (z) = (2z, z) pour z ∈ B(0, 1) \ {0} (cf. [GH, p. 371 et 655]). Alors
dβ = 0 et les coefficients de β sont localement L1. Ainsi, β de´finit un courant sur B(0, 1)
que l’on note β. La de´rive´e de ce courant ve´rifie dβ = δ0 (cf. [GH, p. 371 et 372]).
On introduit alors l’assertion suivante
(A5) ρ({0}, B(0, 1),R)((2πi)
dβ) = 1.
et on de´montre que celle-ci implique (A4).
On suppose l’assertion (A5) ve´rifie´e et on fixe c ∈ Γ(V × B,A
2d−1
A∞ (R(d)C)) tel que dc =
(2πi)d δV .
• Soit pr : V × B(0, 1) → B(0, 1) la projection canonique. On remarque, en conside´rant
l’expression en coordonne´es de β que tous les coefficients de (pr|B(0,1)\{0})∗β sont L1. La
forme diffe´rentielle (pr|B(0,1)\{0})∗β de´finit donc un courant que l’on note pr∗β. (L’exis-
tence d’un pullback n’est pas assure´e pour les courants en gene´ral et c’est cette proprie´te´
d’extension de la forme (pr|B(0,1)\{0})∗β en un courant de´fini sur W qui explique, entre
autre, la conside´ration de β. Une autre motivation est la formule de Bochner-Martinelli
utilise´e ci-apre`s.) D’autre part, on ve´rifie, a` l’aide de l’e´quation dβ = δ0 que le courant
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pr∗β satisfait l’e´quation :
(∗) d pr∗β = δV .
• Comme ρ(V,W,R) est le morphisme bord d’une suite exacte longue de cohomologie
locale et dc = (2πi)dd pr∗β (d’apre`s (*)), on a
ρ(V,W,R)([c|W\V ]) = ρ(V,W,R)([(2πi)
d(pr∗β)|W\V ])
= (2πi)dρ(V,W,R)([pr|B(0,1)\{0})∗β]).
Il suffit donc de conside´rer le cas particulier c = (2πi)dpr∗β pour de´montrer (A4).
• On conside`re le diagramme suivant :
V
  e∞ // V ×B(0, 1)
{0} 

(e∞)0
//
?
i
OO
B(0, 1)
?
i′
OO
dans lequel les morphismes i, i′ et (e∞)0 sont de´finis par
i(0) = 0, ∀ b ∈ B(0, 1) i′(b) = (0, b) et (e∞)0(0) = 0.
On ve´rifie que l’on a la relation suivante :
ρ(V,W,R)([(pr|B(0,1)\{0})
∗β]) = ρ({0}, B(0, 1),R)((i′|B(0,1)\{0})
∗[(pr|B(0,1)\{0})∗β])
= ρ({0}, B(0, 1),R)([(i′|B(0,1)\{0})
∗(pr|B(0,1)\{0})∗β])
= ρ({0}, B(0, 1),R)([β]).
La preuve de l’implication (A5)⇒ (A4) est ainsi acheve´e.
e) Il reste donc a` de´montrer l’assertion (A5). D’apre`s [I, V.7], on a :
ρ({0}, B(0, 1),R)([β]) = (2πi)−d
∫
∂B(0,r)
β|∂B(0,r),
ou` B(0, r) est la boule de Cd centre´e en 0 et de rayon r ∈ ]0, 1[. L’assertion (A5) est alors
conse´quence de la formule de Bochner-Martinelli (cf. [GH, p. 372]) :∫
∂B(0,r)
β|∂B(0,r) = 1.
✷
4.3.2 Les courants de Levin
Soit ω une polarisation du sche´ma abe´lien π : A→ S. Dans [L], Levin de´finit, a` partir de ω, des
se´ries de formes diffe´rentielles sur A∞ a` valeurs dans Syma−1(OA∞ ⊗ π∗HC), note´es g
′
a (a ∈ N
∗).
On pre´cise ci-dessous en quel sens ces se´ries convergent et on donne des indications quant a` la
manie`re d’e´tablir ces re´sultats de convergence.
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• Pour a > 2d, g′a converge uniforme´ment vers une forme diffe´rentielle sur A
∞.
En effet, comme il s’agit d’une assertion de nature locale, on peut supposer que S est un
ouvert de Cn et que (π : A → S, ω) est un pullback de la famille universelle de varie´te´s
abe´liennes polarise´e conside´re´e par Levin (cf. [L, 2.3]), en modifiant e´ventuellement la pola-
risation qu’il introduit, de manie`re a` tenir compte du type de la polarisation ω. Dans ce cas,
on dispose de coordonne´es globales et d’une formule ”explicite” pour g′a. On montre alors la
convergence de g′a en utilisant que la se´rie nume´rique∑
n1+···+n2d∈Z2d\{0}
(n21 + · · · + n
2
2d)
−a/2
converge si a > 2d.
• Pour a ≤ 2d, g′a, vues comme se´ries de courants, convergent au sens des courants (cf. partie
2.6).
Pour le voir, l’e´nonce´ e´tant local, on peut proce´der comme ci-dessus pour obtenir une for-
mule ”explicite” de g′a. On applique alors un ope´rateur de Laplace (associe´ aux coordonne´es
verticales), e´ventuellement plusieurs fois, a` des se´ries de formes diffe´rentielles convergeant
uniforme´ment (dont la convergence peut s’e´tablir comme celle des se´ries g′a pour a > 2d)
pour obtenir g′a et conclure. La de´monstration est analogue a` celle de [T, Thm 3 1.3].
A` l’aide de ces se´ries, il construit un morphisme Pω : π
∗HC → A
2d−1(G(d)C) (cf. [L, Thm 3.4.4]).
Pour une expression explicite de Pω, dans le cas ou` le sche´ma abe´lien est une famille modulaire
de Siegel (resp. Hilbert-Blumenthal), on peut consulter [L, 2.3] (resp. [B]). Levin de´montre que
Pω ve´rifie la proprie´te´ (P ) du the´ore`me pre´ce´dent [L, Thm 3.4.4] et conjecture que ce morphisme
de´crit Pol. Du The´ore`me 4.5, on de´duit une preuve de cette conjecture. Pre´cise´ment, on a le
corollaire suivant.
Corollaire 4.7 − Soit ω une polarisation du sche´ma abe´lien A/S. Le morphisme Pω de Levin
de´crit le polylogarithme au niveau topologique, i.e. M((Pω)|U ) = For(Pol). For(Pol) co¨ıncide
donc avec l’e´le´ment de HomDb(FC(U))(πU
∗HC, (LogU (d))C[2d−1]) de´fini par le diagramme suivant :
0 // πU
∗HC
//
(Pω)|U

0
0 // (G(d)C)|U
(∇C)|U // . . . // A2d−1(G(d)C)|U
(∇2d−1
C
)|U// A2d(G(d)C)|U // . . .
0 // (LogU (d))C
qis
OO
// 0.
On termine cette partie avec un re´sultat concernant la lissite´ des courants de Levin.
Proposition 4.8 (Levin) − Pour tout ouvert V de U , tout h ∈ Γ(V, π∗HC), le courant le courant
Pω(h) est lisse sur V .
De´monstration − L’assertion se de´duit de [L, Proposition 3.4.2] et de la Proposition A2.1 de
l’appendice. ✷
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5 Les classes d’Eisenstein d’un sche´ma abe´lien
Soit x : S → A une section de torsion et soit l ∈ N. On de´finit deux applications vallx et val
l
x
par le diagramme commutatif (cf. compatibilite´ des formalismes des 6 foncteurs au niveau des
modules de Hodge et au niveau topologique via le foncteur For) suivant note´ D3.
Ext2d−1MHM(U)(π
∗
UH,LogU (d))GF
@A
vallx
//
For //
x∗

(cf. partie 3.4.3)
Ext2d−1FQ(U)(π
∗
UH,LogU (d))
x∗

ED
BC
vallx
oo
Ext2d−1MHM(S)(H,
∞∏
n=0
(SymnH)(d)) For //
(dualite´)
Ext2d−1FQ(S)(H,
∞∏
n=0
(SymnH)(d))
Ext2d−1MHM(S)(Q(0),
∞∏
n=0
(SymnH)⊗H∨(d)) For //
prl+1

H2d−1Betti (S,
∞∏
n=0
(SymnH)⊗H∨(d)))
prl+1

Ext2d−1MHM(S)(Q(0), (Sym
l+1H)⊗H∨(d))
contraction

For // H2d−1Betti (S, (Sym
l+1H)⊗H∨(d)))
contraction

Ext2d−1MHM(S)(Q(0), (Sym
lH)(d)) For // H2d−1Betti (S, (Sym
lH)(d))
De´finition 5.1 − L’extension vallx(Pol) est appele´e l-ie`me classe d’Eisenstein du sche´ma abe´lien
π : A→ S associe´e a` x et note´e Eislx.
Remarque 5.2 − D’apre`s un the´ore`me de Kings, Eislx est d’origine motivique (voir [Ki]).
L’application vallx a un analogue pour des coefficients complexes que l’on de´finit par le dia-
gramme commutatif suivant note´ D4 .
Ext2d−1FQ(U)(π
∗
UH,LogU (d))GF
@A
vallx
//
//
x∗

(cf. partie 3.4.3)
Ext2d−1FC(U)(π
∗
UHC,LogU (d)C)
x∗

ED
BC
(vallx)C
oo
Ext2d−1FQ(S)(H,
∞∏
n=0
(SymnH)(d)) //
(dualite´)
Ext2d−1FC(S)(HC,
∞∏
n=0
(SymnH)(d)C)
H2d−1Betti (S,
∞∏
n=0
(SymnH)⊗H∨(d))) //
prl+1

H2d−1Betti (S,
∞∏
n=0
(SymnH)C ⊗H
∨(d))C)
prl+1

H2d−1Betti (S, (Sym
l+1H)⊗H∨(d)))
contraction

// H2d−1Betti (S, (Sym
l+1H)C ⊗H
∨(d))C)
contraction

H2d−1Betti (S, (Sym
lH)(d))
  // H2d−1Betti (S, (Sym
lH)(d)C)
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dans lequel les fle`ches horizontales sont induites par l’extension des scalaires de Q a` C.
Remarque 5.3 − E´tant donne´e une polarisation ω du sche´ma abe´lien A/S, on peut alors expli-
citer
For(Eislx) ∈ H
2d−1
Betti (S, (Sym
lH)(d)) ⊆ H2d−1Betti (S, (Sym
lH)(d)C)
a` l’aide de l’identite´
For(Eislx) = (val
l
x)C(M((Pω)|U ))
qui se de´duit du Corollaire 4.7 et de la commutativite´ des diagrammes D3 et D4, dans le cas ou`
l > 2d (cf. convergence des se´ries de Levin discute´e dans la partie 4.3.2).
Dans [B], on effectue ce calcul pour le sche´ma abe´lien universel au-dessus d’une varie´te´ de
Hilbert-Blumenthal. Le re´sultat est que, dans ce cas, For(Eislx) s’exprime a` l’aide de se´ries
d’Eisenstein-Kronecker et l’on de´montre, en utilisant le Corollaire 4.7, que certaines classes d’Ei-
senstein sont non nulles en e´tablissant qu’elles de´ge´ne`rent au bord de la compactification de Baily-
Borel de la base en des valeurs spe´ciales de fonctions L associe´es au corps de nombres totalement
re´el sous-jacent.
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Appendix
by
Andrey Levin
email : alevin@wave.sio.rssi.ru
We prove a smoothness result for the polylogarithmic current defined in [L]. Essentially this is
rather standard exercice in the Riemann method for analytic continuation of the ζ-function.
Notations − For X a complex analytic variety, we denote
X∞ the C∞ differential variety associated to X,
OX∞ the sheaf of real valued differentiable functions on X
∞,
TX∞ the real tangent bundle of X∞.
A1. Polylogarithmic currents
Let S be a complex analytic variety and (π : X → S, e : S → B,ω) be a family of abelian
varieties over S as defined in [L, 1.1.2], i.e. π is a proper smooth morphism of complex analytic
varieties of relative dimension d, Xs := π
−1(s) is a d-dimensional complex torus for each s ∈ S, e
is a section of π and ω is a (1, 1)-cohomology class on X∞ such that the restriction to each Xs is
a polarization for each s ∈ B.
Let Λ be the dual of the local system R1π∗Z over S. Its stalk at s ∈ S is H1(Xb,Z) and it is
equipped with a natural structure of variation of pure Hodge structures of type {(−1, 0), (0,−1)}
over S. Thus the complex vector bundle H := Λ⊗OS∞ ⊗C has a canonical Hodge decomposition
H = H−1,0 ⊕H0,−1.
The polylogarithmic current is a (2d − 2)-current on X∞ with values in the complex vector
bundle
∏
k≥0
Symkπ∗H. In this part we recall the definition of these currents when S is simply
connected. For arbitrary S, the polylogarithmic currents can be obtained by gluing the objects
resulting to the local construction we are going to explain.
A1.1 The fibrewise exponential map
We have the following exact sequence of abelian groups over S :
0→ Λ
i
→ e∗T(X∞/S∞)
expX∞/S∞
→ X∞ → 0, (1)
where T(X∞/S∞) is the relative tangent bundle of π : X∞ → S∞ and expX∞/S∞ is the fibre-
wise exponential map. The monomorphism i induces an isomorphism i˜ : Λ⊗OS∞
∼
→ e∗T(X∞/S∞).
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A1.2 C∞-trivialisation
Assumption − Let S be simply connected.
We fix a base point s0 ∈ S. Since S is simply connected, there exists a canonical isomorphism
ι : Λs0
∼
→ Λ, where Λs0 is the constant sheaf on S associated to Λs0 = H1(As0 ,Z). The isomorphism
i˜ ◦ ι⊗ IdOS∞ : Λs0 ⊗OS∞ → e
∗T(X∞/S∞) of sheaves of locally free OS∞-modules corresponds to
a unique isomorphism of vector bundles over S∞ which we also denote i˜ ◦ ι⊗ IdOS∞
i˜ ◦ ι⊗ IdOS∞ : S
∞ × (Λs0 ⊗ R)→ e
∗T(X∞/S∞).
We observe that expX∞/S∞ ◦(˜i ◦ ι ⊗ IdOS∞ ) : S
∞ × (Λs0 ⊗ R) → X
∞ induces (cf exact sequence
(1)) an isomorphism of families of real tori over S∞
ϕ : S∞ × (Λs0 ⊗ R/Λs0)→ X
∞.
The tangent bundle of Λs0 ⊗ R/Λs0 can be naturally identified with the trivial vector bundle
(Λs0 ⊗ R/Λs0)× (Λs0 ⊗ R). Thus we have a natural identification
T(S∞ × (Λs0 ⊗ R/Λs0)) = pr
∗
1 TS
∞ ⊕ (S∞ × (Λs0 ⊗ R/Λs0))× (Λs0 ⊗ R), (2)
where pr1 is the canonical projection S
∞ × (Λs0 ⊗ R/Λs0)→ S
∞.
A1.3 Polarisation form and symplectic pairings
The (1, 1)-form ω on X∞ induces a pairing < ·, · > : Λs0 ∧ Λs0 → Z(1). Extending this pairing
by linearity we get two other pairings
(Λs0 ⊗ C) ∧ (Λs0 ⊗ C)→ C, and (Λs0 ⊗OX∞) ∧ (Λs0 ⊗OX∞)→ OX∞
also denoted by the symbol < ·, · >.
We remark that the symplectic pairing < ·, · > : (Λs0⊗C)∧(Λs0⊗C)→ C, which corresponds to
an element in
∧2HomC(Λs0⊗C,C), induces a complex differentiable 2-form on S∞×(Λs0⊗R/Λs0)
(see (2)) which corresponds to 2 ϕ∗ω (cf proof of the proposition 2.2.4 in [L]).
A1.4 Definition of the functions χλ
Let Λ′s0 be the 2πi-dual of Λs0 with respect to < ·, · >, i.e.
Λ′s0 := {λ
′ ∈ Λs0 ⊗ C | < λ
′, λ >∈ 2πiZ},
κ be the index [Λ′s0 : Λs0 ] and λ ∈ Λ
′
s0 . We define a complex valued function χλ on X
∞ by
χλ(x) = exp(< λ, pr2 ◦ ϕ
−1(x) >) for all x ∈ X,
where pr2 denotes the natural projection S
∞ × (Λs0 ⊗ R/Λs0)→ Λs0 ⊗ R/Λs0 .
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A1.5 Construction of vector fields
The tangent map of ϕ induces an isomorphism (see (2))
pr∗1 TS
∞ ⊗ C⊕ (S∞ × (Λs0 ⊗ R/Λs0))× (Λs0 ⊗ C)
∼
→ TA∞ ⊗ C.
Using this isomorphism we associate to each section of
H := Λ⊗ C⊗OS∞
ι−1⊗IdC⊗OS∞= Λs0 ⊗ C⊗OS∞ (3)
a complex vertical vector field on X∞.
Convention − We can canonically associate to a section of H over S∞ a section of π∗H over
X∞ and a complex vertical vector field on X∞ as explained before. These three objects are
denoted by the same symbol. For example, if λ ∈ Λ′s0 (viewed as a section of H over S
∞ via
(3)) and λ = λ−1,0 + λ0,−1 is the decomposition of λ with respect to the Hodge decomposition
H = H−1,0 ⊕H0,−1, the convention holds for the sections λ−1,0 and λ0,−1 of H.
A1.6 Definition of the polylogarithmic current
The polylogarithmic current is defined as g :=
∑
n≥2
∑
a,b≥1, a+b=n
(−1)aga,b where for each
a, b ≥ 1
ga,b :=
(−1)d
d!κ
∑
λ∈Λ′s0\{0}
iλ−1,0iλ0,−1χλ
(λ0,−1)a−1(λ−1,0)b−1
(< λ−1,0, λ0,−1 > −[λ−1,0])a+b
ωd.
Here iλ−1,0 (resp. iλ0,−1) denotes the contraction operator associated to the vector field λ
−1,0 (resp.
λ0,−1) and [λ−1,0] is the Lie derative corresponding to the vector field λ−1,0. Using the power series
expansion of (c− x)−(a+b) and the vanishing of [γ−1,0]kωd for k > 2d [L, Prop 3.2.2], we get
ga,b =
2d∑
k=0
(−1)d(a+ b+ k − 1)!
(a+ b− 1)!k!d!κ
∑
λ∈Λ′b0
\{0}
χλ
(λ0,−1)a−1(λ−1,0)b−1
(< λ−1,0, λ0,−1 >)a+b+k
iλ−1,0 iλ0,−1 [λ
−1,0]k ωd
︸ ︷︷ ︸
=:gka,b
.
One can check that the definition of g does not depend on the choice of the base point s0.
A2. A smoothness result for the polylogarithmic current
We keep the notations of the previous part.
Proposition A2.1 − The restriction of the polylogarithmic current g over X∞ \ e(S∞) is a
smooth current.
Proof − Since the smoothness is a local property we may assume that S is simply connected and
there exists global coordinates x1, . . . , x2r on S
∞, where r is the dimension of the complex analytic
variety S. We fix a base point s0 ∈ S as in the part A1. Considering the definition of g recalled in
the part A1 we observe that it is enough to prove the smoothness of gka,b over X
∞\e(S∞) (a, b ≥ 1,
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0 ≤ k ≤ 2d). This is equivalent to prove the smoothness of ϕ∗gka,b on S
∞ × (Λs0 ⊗ R/Λs0 \ {0}).
We observe that ϕ∗gka,b is an expression of the shape
∑
λ∈Λ′s0\{0}
χ′λ
P (λ)
(Q(λ))m
where χ′λ : S
∞ × (Λs0 ⊗ R/Λs0) → C is the smooth function defined by χ
′
λ(s, u) = exp(< λ, u >)
for all (s, u) ∈ S∞ × (Λs0 ⊗ R/Λs0), Q is a positively definite quadratic form on the lattice Λs0
and P is a homogeneous polynomial function of degree m on the lattice with values in some
finite-dimensional vector space (this space is tensor product of three spaces : the symmetric po-
wer Symk(Λs0 ⊗C), the space
∧•HomC(Λs0 ⊗C,C) and the space ∧• SpanC(dx1, . . . , dx2r). The
quadratic form and the polynomial are smooth functions on the base S∞.
Consider the convergent for s ∈ C such that ℜ(s)≫ 0 series K(Q,P, s)
∑
λ∈Λ′s0\{0}
χ′λ
P (λ)
(Q(λ))s
.
It converges uniformly with respect to the base. For rather big ℜ(s) we have the following expres-
sion for the product Γ(s)K(Q,P, s) of K(Q,P, s) and the Γ-function (Γ(s) =
∫ ∞
0
ts−1e−td t) :
Γ(s)K(Q,P, s) =
∑
λ∈Λ′s0\{0}
χ′λΓ(s)
P (λ)
(Q(λ))s
=
∫ ∞
0
∑
λ∈Λ′s0\{0}
χ′λt
s−1e−t
P (λ)
(Q(λ))s
d t
=
∫ ∞
0
∑
λ∈Λ′s0\{0}
χ′λe
−t(Q(λ))P (λ)ts−1d t =
∫ ∞
0
(Θ(Q,P, u, t)− P (0))ts−1d t,
where Θ(Q,P, u, t) =
∑
λ∈Λ′s0
exp(< λ, u >)e−t(Q(λ))P (λ) for u ∈ Λs0 ⊗ R/Λs0 , t ∈ R
>0.
We split the domain of integration into two subdomains : from zero to some nonzero constant
A and from A to infinity.
Over a compact subset on the base we have a bound Q(λ) > C
∑
|λi|
2 where λi are coordinates
of λ with respect to some basis of Λ′s0 and C is some positive real number. Hence for t ≫ 0 one
have an uniform with respect to the base S bound (Θ(Q,P, u, t) − P (0)) = O(exp(−Kt)), so the
integral from A to ∞ converges for any s.
The integral from 0 to A can be calculated via Poisson summation formula. We recall this
formula in our context. Let vol be a volume form on Λs0 ⊗R such that the covolume of Λs0 equals
1. For a rapidly decreasing function f on Λs0 denote by f˜ its Fourier transform with respect to
the pairing < ·, · > : (Λs0 ⊗ R) ∧ (Λs0 ⊗ R)→ R(1) and the volume form vol :
f˜(p) =
∫
Λs0⊗R
f(x) exp(< x, p >)volx, p ∈ Λs0 ⊗ R.
Then
∑
λ′∈Λ′s0
f(λ′) =
∑
λ∈Λs0
f˜(λ).
34
Let h ∈ Λs0⊗R and let u be the image of h under the natural projection Λs0⊗R→ Λs0⊗R/Λs0 .
The value at p ∈ Λs0⊗R of the Fourier transform of the function exp(< x, h >) exp(−tQ(x))P (x)
in x ∈ Λs0 ⊗ R is equal to
πdDisc(tQ)−1/2 exp
(
−
π2
t
Q∨(p+ h)
)
Pˆ (p) = t−dπdDisc(Q)−1/2 exp
(
−
π2
t
Q∨(p+ h)
)
Pˆ (p),
where Disc denotes the discriminant of the quadratic form with respect to the volume form vol,
Q∨ is the dual (with respect to the pairing < ·, · >) to Q quadratic form and Pˆ is some polynomial
of the same degree as P .
We denote the sum
∑
λ∈Λs0
e−t(π
2Q∨(λ+h))Pˆ (λ) (which depends only on u) by Θˆ(Q∨, Pˆ , u, t).
Then from the Poisson summation formula we get
Θ(Q,P, u, t) = t−dπdDisc(Q)−1/2Θˆ(Q∨, Pˆ , u, t−1).
Hence∫ A
0
(Θ(Q,P, u, t) − P (0))ts−1d t = πdDisc(Q)−1/2
∫ A
0
t−dΘˆ(Q∨, Pˆ , u, t−1)ts−1d t− P (0)
∫ A
0
ts−1d t
= πdDisc(Q)−1/2
∫ ∞
A−1
Θˆ(Q∨, Pˆ , u, x)xd−s−1dx− P (0)
1
s
ts|A0 .
For x ≫ 0 one has an uniform with respect to the base S and u 6= 0 bound Θˆ(Q∨, Pˆ , u, x) =
O(exp(−Kx)). So the first summand convergent integral is a smooth function in u 6= 0 for any s.
The second −P (0)As/s vanishes as P is homogeneous. This finishes the proof of the smoothness
of the polylogarithmic currents.
✷
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