ABSTRACT
INTRODUCTION
Nelson [14] propose two sequential selection procedures for steady-state simulation to identify the system with the largest mean response from a set of simulated alternatives. In the stochastic simulation literature, steady-state simulation typically refers to Monte Carlo experiments designed to estimate some parameter of the limiting distribution of a stochastic output process (for example, the mean of the limiting distribution of the sojourn times of customers observed in a queueing system simulation). The procedures of Kim and Nelson [14] adopt the indifference-zone formulation from the ranking-and-selection (R&S) literature in which the goal of the procedure is to guarantee a prespecified probability of correct selection (PCS) when the largest mean is at least a user-specified amount δ > 0 larger than all the other means (see, for instance, Bechhofer, Santner, and Goldsman [8] ). Kim and Nelson [14] assume that only a single long replication is obtained from each system, so the most optimistic assumption they can make is that the corresponding output processes are stationary stochastic processes that satisfy a functional central limit theorem. Providing a finite-sample PCS guarantee for such general output processes has proved elusive, so Kim and Nelson [14] establish the validity of their procedures in an asymptotic (large-sample) sense. Three asymptotic regimes have been adopted in the R&S literature (see, for instance, Kim and Nelson [15] ):
PCS as δ → 0: To evaluate the ability of a procedure to attain the desired PCS, at least approximately, in large samples, the indifference-zone parameter δ may be driven to zero. Done naively, this drives the sample sizes from all systems to infinity and the PCS to 1. Therefore, to make the analysis useful, the selection problem must become more difficult as δ → 0.
Efficiency as δ → 0:
The indifference-zone parameter δ may also be driven to zero to evaluate the efficiency of a procedure that estimates unknown variances relative to a corresponding known-variance procedure.
Efficiency as PCS → 1:
To compare the efficiency of competing procedures, the nominal PCS may be driven to 1. This, too, will drive the sample sizes to infinity; but if the rate at which they grow can be determined, then the rates of competing procedures can be compared.
This article is a follow-up to the recent work of Kim and Nelson [14] in which the they perform an asymptotic analysis of the first type so as to establish the validity of their sequential selection procedures KN + and KN ++ as δ → 0. To provide a complete justification for the way in which Kim and Nelson [14] apply the generalized continuous mapping theorem in the proofs of their Theorems 1 and 2, we analyze the way that a certain Brownian motion process with drift first hits the boundary of the continuation region. We are given the following:
1. a sequence of functions (which are right-continuous with left-hand limits) converging to a realization of the relevant Brownian motion process on the unit interval; and 2. a sequence of triangular continuation regions corresponding to the functions in sequence 1 and converging to the triangular continuation region for the Brownian motion process.
From each function in sequence 1 and its corresponding triangular continuation region in sequence 2, we obtain the associated boundary-hitting point; and we show that the resulting sequence of boundary-hitting points converges almost surely to the boundary-hitting point for the Brownian motion process and its triangular continuation region. Therefore, the generalized continuous mapping theorem can be used to show that asymptotically, the procedures KN + and KN ++ work in the sense that they deliver at least the userspecified PCS in all configurations of interest as δ → ∞.
In this article we specifically consider the triangular continuation regions of Kim and Nelson [14] , but our approach can be adapted to study continuation regions of various shapes that arise in other sequentialanalysis procedures. For example, Anderson [3] , Armitage [6] , Fabian [12] , and Kim and Nelson [14] use triangular continuation regions, while Batur and Kim [7] and Zhu et al. [20] use parabolic continuation regions. Moreover, the development presented in this article has been adapted to establish key asymptotic properties of procedures for steady-state simulation output analysis as the simulation run length (total sample size) tends to infinity.
Specifically, we have used these techniques to establish the asymptotic distribution of certain estimators of the variance parameter of a stationary simulation-generated process (that is, the sum of covariances at all lags for the process) based on the methods of overlapping batch means [1, 2] and standardized time series [4] .
Finally, our approach can be applied to the analysis of statistical process control schemes for autocorrelated data such as those schemes proposed by Kim et al. [13] This article is organized as follows. In Section 2 we define the notation used throughout the article and state precisely the type of result we seek. Section 3 provides a proof of the almost-sure convergence properties followed by conclusions in Section 4.
SETUP AND NOTATION
To make the discussion self-contained, in this section we summarize the relevant aspects of the setup of Kim and Nelson [14] for formulating sequential selection procedures for steady-state simulation. In this way we introduce the notation used throughout the discussion, and we motivate the results derived in the next section.
We consider a sequential test statistic computed from a simulation-generated time series {Z(j ) : j = [9] . We are interested in the point at which G(·, r) first reaches the boundary of a triangular continuation region whose upper and lower boundaries are defined respectively by the lines
where A > 0, B > 0, and A/B ≤ 1.
and define the function s :
Sometimes we will write T Y (U ) rather than T Y to emphasize the dependence on U of the first-passage ("hitting") time T Y (U ) at which the process Y first reaches ("hits") the boundary defined by U and L, the reflection of U about the horizontal axis.
Given a monotonically decreasing sequence {δ n : n = 1, 2, . . .} tending to zero so that
we define quantities A(δ n ) and B(δ n ) that satisfy
and that specify triangular continuation regions whose upper and lower boundaries are given, respectively, by the lines
Notice that U n (t) and L n (t) are the analogues of U(t) and L(t), respectively, as defined in (1). We have the following analogue of Definition 1.
and define the function
Remark 1. Actually Kim and Nelson [14] 
define the quantities A(δ), B(δ), T Y,δ , and s δ (Y ) for δ > 0 and then
analyze the behavior of these quantities as δ → 0. To simplify the presentation in this article, we define the
, and s n (Y ) as they depend on δ n ; and in view of (4), we can analyze the same asymptotic behavior as in Kim and Nelson [14] by letting n → ∞.
Remark 2. Notice that if A(δ
for all t ∈ [0, 1] and for all n so there is a single continuation region under consideration; and in this situation we see that the functions s(·) and s n (·) coincide for all n. The derivation presented in the next section is designed to handle every possible configuration of the continuation region(s).
We 
and
(See p. 111 of Billingsley [9] .)
denote the set of elements in D[0, 1] for which the convergence property of interest fails to hold.
Definition 5. Let W (·) denote a Brownian motion process on [0, ∞) with drift parameter > 0 so that E[W (t)] = t and Var[W (t)]
= t for all t ≥ 0. As in Kim and Nelson [14] , we take = 2cB, where c is a positive integer. Although Kim and Nelson [14] use W(·, ) to denote a Brownian motion process with drift parameter , we use the symbol W (·) to simplify many of the expressions that arise in the following discussion. No confusion should result from this simplification.
Remark 3.
In proving Theorems 1 and 2 of Kim and Nelson [14] , the authors show that under broadly applicable assumptions on the simulation-generated output process {Z(j ) : j = 1, 2, . . . , r}, the corresponding standardized and relocated continuous-time process G(·, r) has asymptotic behavior described by the functional central limit theorem
A key step in their proofs is to use (12) to show that
To invoke the generalized continuous mapping theorem-that is, Theorem 5.5 of Billingsley [9] -as justification for (13) in this situation, we will prove that the set D s defined by (11) has Wiener measure zero. In other words, we will show that if the sequence {x n (·)} converges to a realization W (·) of a Brownian motion process with a positive drift parameter, then the corresponding sequence {s n (x n )} converges to s(W ) almost surely when we consider the distribution of probability over all possible realizations of W (·) in the sample space D [0, 1] that is induced by the given Brownian motion process. This remark provides not only a context but also some motivation for the results derived in the next section. In Remark 6 and Proposition 2 at the end of the next section, we particularize the development to the specific result required to complete the proofs of Theorems 1 and 2 of Kim and Nelson [14] .
ALMOST-SURE CONVERGENCE PROPERTIES Proposition 1. If s(·)
and s n (·) are defined by (3) and (8), respectively, with the event D s as in (11), then
Proof. We will show that
from which the desired conclusion (14) follows immediately. For simplicity, we consider (i) the event
so that the process in question first hits the boundary of the continuation region in the upper arm of the V-mask
(1); and (ii) the complementary event W T W = −A + BT W so that the process first hits the boundary of the continuation region in the lower arm of the V-mask (1). We know that
see Anderson [3] or Fabian [12] . We will show that
and a similar analysis can be used to establish that
so that the desired result (15) will follow immediately from (17)- (20) and the law of total probability.
Conditional on the event (16), we exploit three key properties of W (·) that each hold almost surely. The first property is the continuity of sample paths of W (·):
With probability 1, the function W (t) is continuous at every t ≥ 0; (21) see §41.3.A of Loève [18] or p. 64 of Billingsley [9] . The second property is the law of the iterated logarithm for Brownian motion:
With probability 1, for every fixed t ≥ 0 we have lim sup
see §41.3.B of Loève [18] or Theorem 2.6 of Knight [16] . The third property is that With probability 1, the random variable T W ∈ (0, 1);
see, for example, Fabian [12] . We observe that T W is a stopping time for W (see Billingsley [10] ); and since W has independent increments, it follows from (22) and (23) that With probability 1, we have lim sup
Thus without loss of generality, we may assume that we are restricting our attention to an event
Choose W ∈ H arbitrarily. To establish the desired result (15), we will prove that for every sequence
the corresponding sequence {s n (x n )} converges to s(W ):
If {x n } converges to W ∈ H, then {s n (x n )} converges s(W );
and therefore (25) and (26) will yield (19) . Virtually all quantities introduced in the rest of this proof depend on the given realization W of Brownian motion with drift parameter that was selected arbitrarily from H.
First we define an envelope (wedge-shaped region) indexed by n that includes the lines defined by the functions U(t) and U n (t) for t ≥ 0 in the upper half-plane and that shrinks to the line U(t) as n → ∞; then
we use this envelope to obtain appropriate upper and lower bounds on the boundary-hitting times T W (U ) and
. . ; and finally we derive the corresponding limits for the boundary-hitting function values s(W ) = W T W (U )
and s n (x n ) = x n T x n (U n ) as n → ∞ to establish (26) and thus to complete the proof of Proposition 1. In terms of the coefficients
we define the envelope boundaries, 
From equations (27)- (29), we see that
for all t ≥ 0 and for n = 1, 2, . . . .
We select any sequence
In view of Definition 3, equation (31) ensures that for n = 1, 2, . . . , there exists λ n ∈ such that sup t∈ [0, 1] |λ n (t) − t| ≤ ρ(x n , W ) + n −1 and sup
The sample-path continuity property (21) and Theorem 4.47 of Apostol [5] imply that W (t) is uniformly continuous on [0, 1]; and thus for every ε > 0, there exists ζ(ε) > 0 such that
With the definition
it follows from (31), (32), and (33) that lim n→∞ g n = 0. Moreover, if we take
then we see that {ε n } is a monotonically decreasing sequence of positive numbers with limit zero, ε n > ε n+1 > 0 for n = 1, 2, . . . , and lim
For W (t), the "shifted-up" function W (t) + ε n , and the "shifted-down" function W (t) − ε n , we formulate key inequalities involving the times that these functions first hit the boundaries of the continuation regions defined by (6) and (28) for n = 1, 2, . . . . Similar to the definition (7), we take
to define the times that the shifted-up function W (t) + ε n first hits the boundaries U ± n (·) of the envelope defined by (28) and (30). We also define the times that the shifted-down function W (t) − ε n first hits the boundaries U ± n (·) of the envelope defined by (28) and (30),
Since ε n > 0 for n = 1, 2, . . . , we have
for n = 1, 2, . . . ; and from (39) we see that
The central idea of the rest of the proof of Proposition 1 is to establish that
and then to exploit the consequences of (42) First we prove that t * = T W (U ) by showing that for any t 0 < T W (U ), we must have t 0 ≤ t * . Let
By the definition (2) of T W (U ), we see that |W (t)| < U (t) for 0 ≤ t ≤ t 0 since t 0 < T W (U ); and since
, we must have ψ > 0 by Theorem 4.28 of Apostol [5] . By equation (36), there exists a positive integer N 1 sufficiently large so that ε n < ψ for every n ≥ N 1 .
Moreover, equations (5) and (28) imply there exists a positive integer N 2 sufficiently large so that
From the definition (27), we see that
moreover for every t ∈ [0, t 0 ] and n ≥ max{N 1 , N 2 }, we have
From the definition (37) of T W +ε n U − n and equation (47), we see that
and letting n → ∞ in (48), we have
Since t 0 is arbitrary, equations (40) and (49) imply that
The next intermediate result to establish is that t * = T W (U ). In view of (23) and (24), for any ξ ∈ (0, 1) selected arbitrarily, there exists a monotonically decreasing sequence
and for k = 1, 2, . . . , we have
Notice that
. . , and lim
Pick k arbitrarily. We need to show that for n sufficiently large,
and thus by (5), (27)- (28), (53), (54), and (36), there exists a positive integer N 3 such that
If n ≥ N 3 , then
and from the definition (38) of T W −ε n U + n , it follows immediately that
From equations (41) and (56) we see that
Since k is arbitrary, we can combine (51), (57), and (41) to obtain
From equations (50) and (58), we finally obtain equation (42).
To exploit fully the central result (42), we must establish that for n = 1, 2, . . . , the function x n (·) lies within a band of half-width ε n centered on W (·) so that we can obtain useful bounds on T x n (U n ), the time at which the process x n (·) first hits the boundary defined by U n (·) . From the definition (35) of ε n , it follows immediately that ρ(x n , W ) < ε n /2 and g n < ε n /2 for n = 1, 2, . . . .
Applying the triangle inequality, Definition 3, equation (34), and equation (59), we see that for every t ∈ [0, 1],
so that we have
From (60) 
We are finally in a position to put all the pieces together to prove (26). From (42) and (61), we see that
Taking t = T x n (U n ) in (60), we have
and finally (62), (63), (36), and the continuity of W (·) ensure that
Since the sequence {x n } ⊂ D[0, 1] was arbitrarily selected, this establishes (26).
Remark 4.
The intuition behind the proof of (15) and W T W at their respective boundary-hitting times T x n and T W must also be close to each other in the manner specified by (64). This is precisely the behavior that we need to occur with probability one-that is, for almost all realizations of W . 
in which the required convergence fails to occur.
Corollary 1. If s(·)
is defined by (3) with the event E s as in (65), then Pr{W ∈ E s } = 0.
Remark 6.
In the proofs of Theorems 1 and 2 of Kim and Nelson [14] , the authors consider two systems, indexed by k and i, whose respective steady-state means μ k and μ i satisfy μ k ≥ μ i + δ n . Let X kj and X ij respectively denote the j th observations sampled from systems k and i for j = 1, 2, . . . , r. The difference Corresponding to the indifference-zone parameter δ n , Kim and Nelson [14] formulate a maximum sample size N ik (δ n ) to be taken from both systems such that 
the drift parameter in our Brownian motion process as specified in Definition 5. Thus in their setup for using the functional central limit theorem (12), Kim and Nelson [14] replace G(t, r) with the following specific 
Equations (66)-(68) enable us to establish the asymptotic result required by Kim and Nelson [14] to complete the proofs of their Theorems 1 and 2. 
Proof. Equation (69) follows immediately from equations (68) and (14) together with the generalized continuous mapping theorem (Theorem 5.5 of Billingsley [9] ; see also problem 5 on p. 151 of Ethier and
CONCLUSION
This article provides a method of proof that is useful in establishing the asymptotic properties of sequential ranking-and-selection procedures for steady-state simulation. More generally, the development can be adapted to the asymptotic analysis of sequential procedures for statistical process control using autocorrelated data [13] as well as sequential and nonsequential procedures for steady-state simulation output analysis [1, 2, 4] .
Surprisingly, at least to the authors, we have been able to find few results pertaining to the boundary-hitting points of a sequence of functions that converge to Brownian motion, despite the widespread use of Brownianmotion approximations in statistical testing (for example, Lerche [17] and Siegmund [19] ). Therefore, we believe that this article is also of independent interest to the statistics and stochastic processes communities.
