Abstract-This paper provides an implementable dynamic policy for the rapid containment of a contagious process modeled as an SIS epidemic. We show that for graphs with low CutWidth (sublinear) rapid containment defined as achieving sublinear expected extinction time for the epidemic is feasible with sublinear budget and is achieved by this policy.
I. INTRODUCTION
Many contagion processes over large networks can lead to highly costly cascades unless controlled by outside interventions. Examples include epidemics spreading over a population of individuals, a virus attacking a network of connected computers or financial contagion among a network of banks. In this paper we study how this type of contagion can be prevented or contained by dynamically "curing" some of the infected nodes under budget constraints.
More specifically, we consider a canonical SIS epidemic model with a common infection rate β and an endogenous, node specific curing rate ρ i (t). The dynamic policy of a central network planner can be conditioned on the history of the evolution of the epidemic and on the network structure. The network planner has a total budget to be allocated across different nodes at each point in time.
Our previous work [7] characterizes the class of networks for which a contagion process can be rapidly contained, i.e., in sublinear (in the number of nodes) time using sublinear curing budget. This characterization uses the notion of CutWidth of the graph which is associated with the problem of finding the order with which one should deterministically cure nodes of the graph starting from every node infected so that the maximum cut between healthy and infected nodes encountered during the process is minimized. It shows that for networks with small CutWidth (sublinear in the number of nodes) there exists a dynamic policy that achieves such rapid containment using sublinear budget while for graphs with large CutWidth (linear) such a policy does not exist. On the other hand, our proof is existential and does not prescribe an implementable policy.
In this paper we propose an explicitly implementable policy which achieves rapid containment for any set of initially infected nodes. This policy is based on a key finding which guarantees the existence, for any subset of nodes, of a deterministic order (which we will call a target path) of removing nodes from the subset one by one such that the maximum cut encountered during this process is upper bounded by the CutWidth of the graph and the cut of the initial bag. The main idea of the presented policy is to allocate all available budget to the appropriate nodes in order to stay on the target path. The condition of small CutWidth guarantees that the process stays on the target path most of the time thus achieving rapid containment.
A similar model, but in which the curing rate allocation is done statically (open-loop) has been studied in [6] , [9] , [5] , [12] , and the proposed methods were either heuristic or based on mean-field approximations of the evolution process. Closer to our work, the authors of [3] let the curing rates be proportional to the degree of each node -independent of the current state of the network, which means that curing resources may be wasted on healthy nodes. On a graph with bounded degree, the policy in [3] achieves sublinear time to extinction, but requires a curing budget that is proportional to the number of nodes. In contrast, our policy achieves the same performance (sublinear time to extinction) for all bounded degree graphs with small CutWidth, by properly focusing the curing resources. As an extreme example, consider a line graph with n nodes, and assume that the n/2 leftmost nodes are initially infected. The degree-based policy of [3] requires a total budget proportional to n and allocates it proportional to the degree. In contrast, our policy can achieve sublinear expected time to extinction with a Ω(log n) but sublinear budget. This is because, instead of allocating the available budget to all nodes, our policy focuses on specific nodes on the boundary between healthy and infected nodes, in this instance on the rightmost infected node. By extending this idea, our policy achieves a similar improvement for all graphs with sublinear CutWidth. A summary of our contributions can be found in Table I .
The rest of the paper is organized as follows. In Section III we study relevant graph-theoretic properties and present our main combinatorial result. Informally, we prove that for any subset of nodes whose cut is sublinear, on a graph with sublinear CutWidth, there exist an order of deterministically curing nodes one by one such that the maximum cut encountered during the removal process is also sublinear. In Section IV-A we present the policy and analyze its performance.
II. THE MODEL
We consider a network, represented by an undirected graph G = (V, E), where V denotes the set of nodes and E denotes the set of edges. Two nodes u, v ∈ V are neighbors if (u, v) ∈ E and we write u ∼ v. We denote by ∆ the maximum degree of all nodes of the graph. We assume that nodes in a set I 0 are initially infected and the infection spreads according to a controlled contact process where Policy Fast extinction Slow extinction Budget Papers
, [11] , [13] , [1] 
TABLE I: Summary of contributions We denote by G n the network with n nodes. Moreover, we denote by d v the degree of node v. The parameters λ 1 (G n ) and λ 2 (G n ) depend on the network structure. Specifically, for star graph and power-law graphs λ 2 (G n ) → 0. The total budget may depend on β (which is a constant).
the rate at which infected agents get cured is endogenous and determined by a network controller. Specifically each agent can be in one of two states: infected or healthy. The controlled contact process -SIS epidemic -on G is a continuous time Markov process X(t) = {X v (t)} v∈V on {0, 1} |V | where X v (t) is an indicator random variable that represents the state of agent v at time t, i.e., X v (t) = 1 if agent v is infected at time t and X v (t) = 0 if agent v is healthy at time t. We denote by I t ⊆ V the set of infected nodes at time t, i.e. I t = {v ∈ V : X v (t) = 1}.
State transitions at each node occur independently according to the following dynamics: a) Each healthy node becomes infected at rate β times the number of its infected neighbors. b) Each infected node gets cured at a rate ρ v (t) that is determined by a network controller as a function of the current and past states of the epidemic. 1 We assume a budget constraint for this problem given by
at every time instant t reflecting the fact that curing is costly. A curing policy is a mapping from the set of possible histories until time t to the curing effort ρ(t) = {ρ v (t)} v∈V at time t that satisfies (1). More precisely, the process can be described by X v (0) = 1 Note that we assume that the network controller has access to full observations of the evolution of the epidemic and therefore the curing effort can be represented as a function of the states of the epidemic up to time t. For notational convenience we suppress the dependence on the infection history and use the notation ρv(t) to denote the curing rate.
We assume that X v (t) is right-continuous. We use the notation 1 x∈A to indicate a function which is equal to 1 if and only if x ∈ A and is 0 otherwise. Let P ρ I0 be the probability measure induced by X v (0) = 1 v∈I0 for all i ∈ V and the policy ρ. The expectation corresponding to P ρ I0 is denoted by E ρ I0 . At any time instant there are two competing processes which govern the evolution of the epidemic:
(i) The infection process which is a Markov process with rate
The infection process is obtained by merging Poisson processes associated with each edge that connects infected and healthy nodes. We denote by {T i } ∞ i=0 the times of arrivals associated with the infection process.
(ii) The recovery process with total rate equal to the available budget R. The recovery process is in turn obtained by merging of the Poisson process associated with every curing effort ρ v (t) at time t. We denote 2 Throughout the paper we use the following notation for defining a continuous time Markov process Rt. We write Rt : i → j at rate ν to indicate that the (i, j) entry of the transition rate matrix at time t is equal to ν.
the times of arrivals associated with the recovery process. Finally the merged epidemic process is obtained by merging the infection and the recovery process . We denote by {Q i } ∞ i=0 the times of arrivals from the merged process.
denote the time where all agents are cured ,which we refer to as extinction time. Throughout the paper we focus on the quantity E ρ I0
[τ ], or the expected extinction time as the performance metric of a curing policy.
In our previous paper [7] we established a lower bound for the expected extinction time as a function of the available budget R and the CutWidth of the underlying graph. Specifically, in the regime where there exists some α such that CW (G) ≥ αn and R is o(n) the obtained lower bound can be used to establish that the expected extinction time
is Ω(n) assuming that initially all agents of the network are infected (which is the worst case under the optimal policy). Moreover, if the CutWidth of the graph is o(n) we prove that that the optimal policy achieves, using budget R which is o(n) expected extinction time O(log n) in the worst case starting from all nodes infected. On the other hand, the proof argues the existence of such a policy but does not prescribe the optimal policy or a policy that achieves this performance.
In the rest of this paper we present an implementable policy which prescribes for any set of initially infected nodes an allocation strategy which achieves O(log n) extinction time with o(n) budget whenever this is possible, i.e. whenever CW (G) is o(n).
III. GRAPH THEORY
In this section we introduce some important graph theoretic concepts that will be used for the description of the CURE policy. Moreover, we present a key graph-theoretic result which will be exploited to guarantee the desired performance of the CURE policy.
A. CutWidth
In order to define the CutWidth of a graph we first introduce the concepts of a bag and a crusade. Definition 1: A bag A ⊆ V is a subset of the set of nodes V . We denote by |A| the number of nodes belonging to the bag A.
To simplify notation we introduce two common operators on a bag A and we write
We also use the notation A \ B = {v ∈ A : v / ∈ B}. We next define the concept of a crusade. A crusade from A to B is a sequence of bags that starts from A and arrives to B with the restriction that at every step of this sequence arbitrarily many nodes may be added to the previous bag but at most one can be removed. A and B, an (A-B) crusade ω is a sequence (ω 0 , ω 1 , . . . , ω k−1 ) of bags, of length |ω| = k, with the following properties:
Definition 2: For any two bags
Property (iii) states that at every step of a crusade arbitrarily many nodes can be added to the current bag but at most one node may be removed from the bag. Note that the definition of a crusade allows non-monotone moves, since a bag at any step can be a subset, a superset or not comparable to the preceding bag. We denote by Ω(A − B) the set of all (A-B)-crusades. We also consider a special case of crusades, the monotone crusades for which only removal of nodes is allowed at each step. Specifically, for any two bags A and B, A, B ⊆ V , a (A ↓ B)-monotone crusade ω is an (A-B)-crusade (ω 0 , ω 1 , . . . , ω k−1 ) with the additional property:
For every bag, the number of edges connecting the bag with its complement is called the cut of the bag.
The cut function c(·) possesses important properties. First, it is a submodular set function, a concept similar to the convexity of real valued functions. This property is crucial for some combinatorial result, that we will need (cf. Lemma 1). Moreover, a bag with size A cannot have a cut that is larger than |A|∆. Proposition 1: For any graph G = (V, E), the corresponding cut function satisfies:
(i) c(·) is submodular, i.e. for any bags A, B,
Equivalently for any bags C, D such that C ⊆ D, and any v ∈ C,
Similar to the cut of a bag, we define the width of a crusade ω as the maximum cut encountered during the crusade.
Note that in the definition above, we do not include the first step, ω 0 in the maximization.
We now formally define the CutWidth of a graph G as the minimum over all monotone crusades from V to the empty set of the corresponding crusade width.
Definition 5: For any given graph G the CutWidth
Intuitively, this metric indicates the maximum cut that is encountered during a crusade which clears the graph. Next, we introduce a related concept, the resistance of a bag A.
Definition 6: For any bag A ⊆ V we define the resistance of A to be δ(A) . = min
Intuitively, this metric δ(A) indicates the maximum cut that is encountered during a crusade which clears a bag A.
Note that in contrast to the definition of the CutWidth of a graph the minimization in the definition of the resistance, is over all crusades, not just monotone crusades.
It can be seen that the resistance of a bag A satisfies the Bellman equation:
B. Characterization of optimal crusades and their implications
The optimization problems posed in (2) and (3) are of similar flavor but the former is minimizing over monotone crusades while the latter over all crusades. A natural question is whether the two are related, i.e. whether the resistance of a graph δ(V ) is related to its CutWidth. Clearly, δ(V ) ≤ CW (G) since the set of monotone crusades is a subset of all crusades. The authors in [2] establish that δ(V ) = CW (G). Unfortunately this result cannot be generalized to an arbitrary bag.
In our problem, the network planner has control over curing the nodes but cannot affect infections. Consequently, the network planner can only implement (with high probability) sample paths that correspond to monotone crusades. To analyze the performance of every such sample path, it is required to provide an upper bound to the maximum cut encountered along a monotone crusade. In the next lemma we provide such an upper bound in terms of the CutWidth of the graph and the cut of the initial bag which will be assumed in our analysis small compared to the budget.
Lemma 1: Consider a graph G and a bag A. Then, there exists a monotone crusadeω A ∈ Ω(A ↓ ∅) for which
IV. EFFICIENT CURING POLICIES
In this section we present the CURE policy and analyze its performance. We focus on the regime where R ≥ 4βCW (G) + 4βn/ log(n) and establish that in this regime E[τ ] is o(n). An important implication of this result is that when CW (G) is o(n) then with sublinear budget, the CURE policy achieves sublinear extinction time.
The main idea of the policy can be summarized as follows. Assume that we start from a bag A that has a small cut c(A) ≤ n/ log(n). Then, by Lemma 1 there exists a monotone crusade along which the maximum cut encountered is CW (G) + n/ log n. Therefore, along this crusade, and in the regime R ≥ 4βCW (G) + 4βn/ log(n), the available budget is larger than the total infection rate βc(I t ). The latter implies that if the budget is allocated so that the process stays on the monotone crusade (which we call a target path) the probability of deviation from it will be small and the process will mostly stay on the target path. While on a target path, as we argued, infections happen at a rate βc(I t ) and recoveries happen at a rate R with R > βc(I t ) and therefore extinction is fast.
A. Description of the CURE policy
By Lemma 1 for any bag A, there exists a monotone crusadeω A ∈ Ω(A ↓ ∅) such that for all i ≥ 0, c(ω 
In other words, the processÎ i corresponds to the set of infected agents, right after each arrival from the merged Poisson process.
The CURE policy is defined in terms of a hierarchical structure: it consists of a set of attempts, each attempt consists of a sequence of segments followed by a waiting period and in turn each segment consists of two consecutive phases:
Initialization: We do not allocate the available budget to any node until the time when the cut of infected nodes drops below log(n)/n. At that time, denoted by N 0 , the first attempt begins.
Attempt An attempt always starts at a bag A for which c(A) ≤ log(n)/n. The time at which an attempt starts is N 0 . Each attempt is associated with such an initial bag A and a target pathω A , through which the epidemic can potentially be cleared. Moreover, each subsequent attempt starts after the
path-following phase short excursion long excursion next attempt segment segment segment segment Fig. 1 : A typical attempt of the CURE policy.
previous attempt has failed and consists of a random number of segments followed (potentially) by a waiting period. Segment: A typical segment starts at a bag B on the target pathω A associated with the attempt and consists of three phases.
(i) Path-following phase: The first phase, called pathfollowing, starts at the beginning of the segment or at the end of the previous phase (if short excursion) and finishes when an infection occurs. We denote by N i the time that the path-following phase of the i-th segment begins. During a path-following phase, the whole available budget is allocated to the first node of the sequence (v
where A is the bag associated with the current attempt. The phase finishes when the first infection occurs at time E i = Q Ji . where
If all nodes are healthy while on a path-following phase, the attempt is successful and the process is over.
(ii) Excursion: The second phase, called an excursion begins when a path-following phase ends, at time E i . Let q i be such thatω A qi =Î Ji−1 or in other words q i is the point on the target path where the process was right before the infection at time E i occured. We denote by
the set of nodes that belong to the difference between the currently infected nodes and the next bag on the optimal path from where the excursion started. During an excursion we allocate all the available budget on an arbitrarily selected node from D t i . The excursion ends either when |D i t | becomes zero or larger than CW (G)/∆+n/(∆ log(n)). The time that this happens is denoted by L i , i.e.
At time L i there are two possibilities. If |D i Li | = 0 the process is back on the target path we say that the excursion was short, in which case a new segment begins and N i+1 = L i . If on the other hand |D i Li | ≥ CW (G)/∆+n/(∆ log(n)) we say that the excursion was long and a waiting period is initiated.
Waiting period: A waiting period starts after the end of a long excursion at time L i . During this phase the budget is not allocated to any node. The waiting period ends when a bag A for which the cut is smaller than n/ log(n) is reached, at time
and A = I N0 . At this time the next attempt initiates with the associated bag being A.
A schematic diagram of an attempt can be seen in Figure  1 and of the whole policy in Figure 2 .
B. Performance analysis for the CURE policy
In this section we focus on the regime R ≥ 4βCW (G) + 4βn/ log(n) and we prove that in this case the expected extinction time is at most O(log n). The latter establishes that if CW (G) is o(n) then with R = 4βCW (G) + 4βn/ log(n) which is also o(n) the expected extinction time is O(log n). If the process always stayed on the optimal path, that is if we had no infections, and since theω A crusade is monotone, the expected extinction time would be the time until n arrivals from the recovery process occur and the expected extinction time would be n/R. The events that delay the process of cleaning the network from the epidemic are the infections which, according to the CURE policy initiate excursions. There are two kinds of excursions to consider, depending on their type. We consider short excursions for which |D i Li | = 0 and long excursions for which |D i Li | > CW (G)/∆ + n/ log n.
During each excursion, the size of D t can be at most CW/∆ + n/(∆ log n), and therefore, during each excursion, the cut of the set of infected nodes c(I t ) can be at most CW (G) + n/ log n away from the cut of c(ω qi+1 ). Sincê ω qi+1 is on the target path c(ω qi+1 ) ≤ CW (G) + n/ log n which in turn implies that the cut of the set of infected nodes c(I t ) during an excursion can be at most 2CW (G) + 2n/ log n. Therefore, the probability of an excursion being long is small, since R = 4βCW (G)+4βn/ log n ≥ 2βc(I t ). Moreover, since with relatively high probability each excursion is short, the duration of each excursion is also small. Therefore, the process mostly stays on the optimal path, and whenever it deviates it returns to it in a short time. As a result, the expected extinction time behaves similar to the case where we do not consider the possibility of excursions and is therefore small. A formal version of this argument is the content of the rest of this section.
C. Excursion analysis
We first argue that the probability of short as opposed to long excursions is high. Indeed, as we argued c(I t ) ≤ 2CW (G) + 2n/ log n for all t in the excursion and therefore, one can use the a random walk on the integers (as presented in the Appendix) to bound the probability of a long excursion. This is the content of the following lemma.
Lemma 2: Assume that R = 4βCW (G)+4βn/ log n and consider some i such that E i ≤ τ . Then,
where γ(·) is given by (5) . Proof: By the definition of E i , |Î Ei \ω
A is a monotone crusade, |ω
Moreover, the dynamics of |D i t | can be written as follows:
with rate βc(I t ),
This is because the number of nodes in the difference I t \ I qi+1 increases by one whenever an arrival from the infection process occurs and decreases by one whenever an arrival from the recovery process occurs. The latter follows from the fact that the CURE policy allocates the whole budget R to some node within D i t . We argue that for all sample paths of the process and for all t ∈ [E i , N i ] we have c(I t ) ≤ 2CW (G) + 2n/ log n ≤ R/(2β). Indeed, by the definition of
Since the stateÎ q1+1 belongs in the target crusade, c(Î q1+1 ) ≤ CW (G) + n/ log n from which we conclude that c(I t ) ≤ 2CW (G) + 2n/ log n ≤ R/(2β). Since βc(I t ) ≤ R/2 the process |D i t | is stochastically dominated by the process Z t of the Appendix with µ = R/2, λ = R, L = n/ log n. Therefore,
To prove the second statement in the lemma, we consider the process
and the stopped version,Ĥ t =Ĥ t∧Ni . It is straight forward to verify thatĤ t is a supermartingale since the upward drift of the process is βc(I t ) ≤ R/2 and the downward drift is R and thus the total downward drift at least R/2. Using Doob's optional stopping theorem we obtain
From the analysis above we observe that the probability of a long excursion as well as the expected duration of excursions are both small. Therefore, the CURE policy keeps the process on an optimal path most of the time. If a long excursion happens, which is an event with exponentially low probability, then the CURE policy waits until the cut of the set of infected nodes drops below n/ log n. This, in expectation takes at most log n/β time. If the cut of the set of infected nodes stayed above n/ log n then the time until the whole graph gets infected would be at most n β n log n = log n β .
At some point until the whole graph gets infected, c(I t ) must drop below n/ log n and therefore the expected time until this happens is upper bounded by the above. The following lemma formalizes this analysis.
Proof: For all times t ∈ [L i , N i+1 ) the CURE policy does not allocate curing effort to any node and therefore, the process which governs the evolution of the epidemic is the infection process with rate βc(I t ). We define the process
and the stopped version,Ĥ t =Ĥ t∧N0 . For all t ∈ [L i , N 0 ) the upward drift of the process |I t | is βc(I t ) ≥ βn/ log n and thereforeĤ t =Ĥ t∧N0 is a submartingale. Using Doob's optional stopping theorem we obtain
Obviously E[|I N0 | − |I Li |] ≤ n and therefore,
which concludes the proof. The latter establishes that waiting periods are short. In the rest of this section we combine the duration of the individual phases derived so far in order to characterize the performance of the CURE policy. Let B be a worst bag in terms of performance of the CU RE policy, i.e., a bag for which
Proposition 2: If R ≥ 4βCW (G) + 4βn/ log n then
Proof: Suppose that initially the set of infected nodes I 0 is B. The initialization is essentially a waiting period until time N 0 at which a bag A =Î N0 is visited and from this point the first attempt is initiated. In other words,
where the second inequality follows from lemma 3. Moreover, for all i ≥ 0,
To see why the above inequality is true, note that if an arrival from the recovery Poisson process occurs first (which happens with probability R/(βc(ω i ) + R)) the process remains on the target path and proceeds to the next step. Such an arrival requires, in expectation 1/R time. If an infection occurs first, then an excursion begins. The duration of this excursion is upper bounded in Lemma 2 by 4/R. If this excursion is a long excursion (which happens with probability at most p by Lemma 2), then after the excursion the process waits until the cut drops below n/ log n which takes at most log n/β by lemma 3 and then a new attempt begins. The time to extinction in the latter case cannot be worse than T B by definition of B. If it is a short excursion the time to extinction is given by EωA i+1
[τ ]. Rearranging terms in the above and observing that for all i ∈ {0, . . . , n}, c(ω
and thus
where the second inequality follows from |A| ≤ n. Therefore,
and solving for T B yields the desired result.
V. ASYMPTORIC PERFORMANCE OF THE CURE POLICY
In this section we discuss the efficiency properties of the CURE policy. In other work we have shown that if we consider graphs for which CW (G) is proportional to n and R is a sublinear function of n, then the expected extinction time is lower bounded by a linear function of n, i.e. E V [τ ] = Ω(n). In other words, a sublinear budget is not enough to guarantee sublinear extinction time when the CutWidth of the graph scales linearly with the size of the graph. In contrast, we argue in [7] that if CW (n) = o(n) then there exists a policy which achieves E V [τ ] = O(log n) with R = o(n). In other words, there exists a policy, when the CutWidth of the graph is sublinear, which achieves sublinear extinction time and uses sublinear budget. However, only the existence of such a policy is proved in [7] using a nonconstructive argument.
On the other hand, in this paper we establish that the CURE policy achieves a O(log n) performance using o(n) budget when CW (G) = o(n), as the following theorem illustrates.
Theorem 1: Suppose that CW (G) = o(n). Then, for the CURE policy if R = 4βCW (G) + 4β∆n/ log n = o(n) the expected extinction time starting with any set I 0 of initially infected nodes I 0 , satisfies E[τ ] = O(log n). Proof: The result follows from proposition 2 using lim n→∞ np = 0
VI. CONCLUSIONS
In this paper, we present an efficient dynamic curing policy for the problem of allocating the available budget to the nodes of the graph which achieves sublinear extinction time using sublinear budget whenever this is possible, i.e. whenever the CutWidth of the graph is sublinear. This policy applies to any subset of initially infected nodes.
In this paper we assume that the network defender dynamically allocates the curing budget to the nodes of a static and known network. In practice, the underlying network changes over time as an outcome of the temporal changes in agent interactions or as part of the defender's decisions (e.g., a quarantine). Therefore, extending our analysis to such dynamic settings and incorporating changes of the network structure as part of the curing strategies are important future directions of our work. Another possible direction concerns the case of partial observations of the agent states (healthy or infected) and their connectivity.
APPENDIX PROOF LEMMA 1
Consider a monotone crusade ω ∈ Ω(V ↓ ∅) whose width is equal to the CutWidth CW (G). This crusade starts with V and removes nodes one at a time, until the empty set is obtained. Let v 1 , v 2 , . . . , v n be the nodes in V , arranged in the order in which they are removed.
Let us now fix a bag A. We construct a monotone crusadê ω ∈ Ω(A ↓ ∅) as follows. We start with A and remove its nodes one at a time, according to the order prescribed by ω. For example, if n = 4, and A = {v 2 , v 4 }, the monotone crusade that starts from A first removes node v 2 and then removes node v 4 .
At any intermediate step during the crusadeω, the current bag is of the form A ∩ {v k , . . . , v n }, for some k. It only remains to show that the cut of this bag is upper bounded by c(A) + CW (G). Let F = {v 1 , . . . , v k−1 }. Note that c(F ) ≤ CW (G), because of the definition of the width and the assumption that the width of ω is CW (G). Note also that the current bag is simply A ∩ F c .
