Abstract. We introduce the class C (AO) of von Neumann algebras as the smallest class that contains all the von Neumann algebras with separable predual satisfying a strengthening of Ozawa's condition (AO) (e.g. von Neumann algebras associated with bi-exact discrete groups and free quantum groups; free Araki-Woods factors) and that is stable under taking von Neumann subalgebras with normal expectation. We show that whenever m ≥ 1 and M1, . . . , Mm are nonamenable factors in the class C (AO) , the tensor product factor M1 ⊗ · · · ⊗ Mm retains the integer m and each factor Mi up to stable isomorphism, after permutation of the indices. Our approach unifies the Unique Prime Factorization (UPF) results from [OP03, Is14] and moreover provides new UPF results in the case when M1, . . . , Mm are free Araki-Woods factors. In order to obtain the aforementioned UPF results, we show that Connes's bicentralizer problem has a positive solution for all type III1 factors in the class C (AO) .
Introduction and statement of the main results
The first Unique Prime Factorization (UPF) results in the framework of von Neumann algebras were discovered by Ozawa-Popa in [OP03] . Among other things, they showed that whenever m ≥ 1 and Γ 1 , . . . , Γ m are icc nonamenable bi-exact discrete groups [BO08] (e.g. Gromov word hyperbolic groups), the tensor product II 1 factor L(Γ 1 ) ⊗ · · · ⊗ L(Γ m ) retains the integer m and each II 1 factor L(Γ i ) up to unitary conjugacy and amplification, after permutation of the indices. Ozawa-Popa's strategy [OP03] was based on a combination of Ozawa's C * -algebraic techniques [Oz03] via the Akemann-Ostrand (AO) property and Popa's intertwining techniques [Po01, Po03] . Very recently, the second named author in [Is14] further developed Ozawa-Popa's strategy for von Neumann algebras endowed with almost periodic states and obtained the first UPF results in the framework of type III factors. He showed that whenever m ≥ 1 and M 1 , . . . , M m are factors associated with free quantum groups, the tensor product factor M 1 ⊗ · · · ⊗ M m retains the integer m and each factor M i up to stable isomorphism, after permutation of the indices. For other UPF results in the framework of II 1 factors, we refer the reader to [CKP14, CSU11, Pe06, Sa09, SW11] .
In this paper, we prove UPF results for tensor product factors M 1 ⊗· · ·⊗M m where M 1 , . . . , M m are nonamenable factors belonging to the class C (AO) defined below. As we will see, our approach unifies the UPF results from [OP03] and [Is14] and moreover provides new UPF results in the framework of type III factors. Before stating our main results, we first introduce some terminology. We will say that a von Neumann subalgebra M ⊂ M is with expectation if there exists a faithful normal conditional expectation E M : M → M . Two von Neumann algebras M and N are stably isomorphic if M ⊗ B(ℓ 2 ) ∼ = N ⊗ B(ℓ 2 ).
We next introduce the class C (AO) of von Neumann algebras as the smallest class that contains all the von Neumann algebras with separable predual satisfying the strong condition (AO) in the sense of Definition 2.6 and that is stable under taking von Neumann subalgebras with expectation. Without going into details, we simply point out that all known examples of von Neumann algebras satisfying Ozawa's condition (AO) of [Oz03] actually do satisfy the strong condition (AO) of Definition 2.6. Examples of von Neumann algebras satisfying the strong condition (AO) include amenable von Neumann algebras, von Neumann algebras associated with bi-exact discrete groups [BO08] , von Neumann algebras associated with free quantum groups [Is13b, VV05] and free Araki-Woods factors [Sh96, Ho07] . The class C (AO) is also stable under taking free products with respect to arbitrary faithful normal states (see Example 2.8). By Ozawa's result [Oz03] , any von Neumann algebra M belonging to the class C (AO) is solid in the sense that for any diffuse subalgebra with expectation A ⊂ M , the relative commutant A ′ ∩ M is amenable (see also [VV05] ). In particular, any nonamenable factor M belonging to the class C (AO) is prime in the sense that whenever M = M 1 ⊗ M 2 , there exists i ∈ {1, 2} such that M i is a type I factor.
Our first main result is the following classification theorem for all tensor products of nonamenable factors belonging to the class C (AO) with (possibly trivial) amenable factors.
Theorem A. Let m, n ≥ 1 be any integers. Let M 1 , . . . , M m , N 1 , . . . , N n be any nonamenable factors belonging to the class C (AO) . Let M 0 and N 0 be any amenable factors (possibly trivial) with separable predual.
Then the tensor product factors M 0 ⊗M 1 ⊗· · ·⊗M m and N 0 ⊗N 1 ⊗· · ·⊗N n are stably isomorphic if and only if m = n, M 0 and N 0 are stably isomorphic and there exists a permutation σ ∈ S n such that M σ(j) and N j are stably isomorphic for all 1 ≤ j ≤ n.
We point out that Theorem A applies to all free Araki-Woods factors [Sh96] and hence provides many new non-isomorphism results in the framework of type III factors. In particular, when M = Γ(L 2 (R), λ R ) ′′ is the type III 1 free Araki-Woods factor associated with the left regular representation λ R : R → U (L 2 (R)), we obtain that the tensor product type III 1 factors
are pairwise non-isomorphic for m ≥ 1.
As we will see, Theorem A will be a consequence of a general UPF result for tensor products of nonamenable C (AO) factors. We need to introduce further terminology. We will say that a σ-finite factor M possesses a state with large centralizer if there exists a faithful normal state ϕ ∈ M * such that (M ϕ ) ′ ∩ M = C1. Observe that by Connes's results on the classification of type III factors [Co72] , all σ-finite type III λ factors, with 0 < λ < 1, always possess a state with large centralizer while σ-finite type III 0 factors never do. Hence, a σ-finite factor that possesses a state with large centralizer is necessarily either of type I n , with 1 ≤ n < +∞, or of type II 1 or of type III λ with 0 < λ ≤ 1. By Haagerup's result [Ha85, Theorem 3 .1], a type III 1 factor with separable predual possesses a state with large centralizer if and only if M has a trivial bicentralizer.
It is an open problem, known as Connes's bicentralizer problem, to decide whether all type III 1 factors with separable predual have a trivial bicentralizer [Ha85] . We will provide in Section 3 a large new class of type III 1 factors with separable predual and trivial bicentralizer (see Theorem 3.7).
Notation. For any von Neumann subalgebras with expectation A, B ⊂ M , we will write A ∼ M B if there exist projections p ∈ A, p ′ ∈ A ′ ∩ M , q ∈ B and q ′ ∈ B ′ ∩ M and a nonzero partial isometry v ∈ M such that v * v = pp ′ , vv * =′ and vpApp ′ v * = qBqq ′ .
Our second main result is a UPF theorem for tensor products of nonamenable factors belonging to the class C (AO) under the assumption that each non type I factor appearing in the 'unknown' tensor product decomposition possesses a state with large centralizer. More precisely, we prove the following result.
Theorem B. Let m, n ≥ 1 be any integers. For each 1 ≤ i ≤ m, let M i be any nonamenable factor belonging to the class C (AO) . For each 1 ≤ j ≤ n, let N j be any non type I factor that possesses a state with large centralizer.
(1) Assume that M 1 ⊗ · · · ⊗ M m = N 1 ⊗ · · · ⊗ N n . Then we have m ≥ n.
(2) Assume that m = n and
Then there exists a unique permutation σ ∈ S n such that N j ∼ M M σ(j) for all 1 ≤ j ≤ n. In particular, M σ(j) and N j are stably isomorphic for all 1 ≤ j ≤ n. If M 1 , . . . , M n are moreover type III factors, then M σ(j) and N j are unitarily conjugate inside M for all 1 ≤ j ≤ n.
We refer to Theorem 5.6 for a more general UPF result dealing also with tensor products with amenable factors with separable predual. The proof of Theorem B follows Ozawa-Popa's original strategy [OP03] . However, unlike [Is14] , we do not appeal to the Connes-Takesaki decomposition theory and we work inside the tensor product factor M = M 1 ⊗ · · · ⊗ M m rather than inside its continuous core c(M ). This is the main novelty of our approach compared to the one developed in [Is14] .
For this strategy to work, we prove a generalization of Popa's intertwining theorem [Po01, Po03] that allows us to 'intertwine with expectation' finite von Neumann subalgebras with expectation A ⊂ M into arbitrary von Neumann subalgebras with expectation B ⊂ M inside M (see Theorem 4.3). Using this new intertwining theorem and exploiting the strong condition (AO), we can then locate finite von Neumann subalgebras with expectation in M that have a nonamenable relative commutant (see Theorem 5.1). Using this 'location' theorem, exploiting the fact that all the factors N 1 , . . . , N n possess a state with large centralizer and reasoning by induction over n ≥ 1, we can finally locate all the factors N 1 , . . . , N n inside M and prove Theorem B.
Note that our approach consisting in working inside M rather than inside its continuous core c(M ) allows us to remove the almost periodicity assumption that was necessary in [Is14, Theorem A]. Therefore, Theorem B above generalizes and strengthens [Is14, Theorem A] and moreover provides new UPF results when M 1 , . . . , M m are free Araki-Woods factors [Sh96] , many of which have no almost periodic state (e.g. Γ(L 2 (R), λ R ) ′′ ). We strongly believe that this novel approach will have further applications in the structure theory of type III factors.
In order to apply Theorem B and to obtain classification results for tensor products of nonamenable C (AO) factors as in Theorem A, we show that any nonamenable type III factor belonging to the class C (AO) possesses a state with large centralizer. This is our third main result.
Theorem C. Let M be any nonamenable type III factor belonging to the class C (AO) . Then M possesses a state with large centralizer.
Observe that any nonamenable factor M belonging to the class C (AO) is necessarily full by [HR14, Theorem A] and hence cannot be of type III 0 by [Co74, Theorem 2.12]. Therefore, we may assume that M is of type III 1 in the statement of Theorem C. In that case, we first show that M has a trivial bicentralizer and then use Haagerup's result [Ha85, Theorem 3.1] to deduce that M possesses a state with large centralizer (see Theorem 3.7 for a more general result). In order to show that M has a trivial bicentralizer, we prove several new results regarding the structure of bicentralizer algebras.
First, for all σ-finite type III 1 factors (P, ϕ) endowed with a faithful normal state, we provide a very simple and yet very useful interpretation of the corresponding bicentralizer algebra B(P, ϕ) in terms of ultraproduct von Neumann algebras (see Proposition 3.3). Then using AndoHaagerup's result [AH12, Proposition 4.24], we show in Theorem 3.5 the following dichotomy result for the bicentralizer algebra B(P, ϕ), assuming moreover that P has separable predual : either B(P, ϕ) = C1 or B(P, ϕ) ⊂ P is a McDuff type III 1 subfactor (globally invariant under the modular automorphism group (σ every faithful normal state ϕ ∈ M * , the formula ϕ U = ϕ • E U defines a faithful normal state on
Let Q ⊂ M be any von Neumann subalgebra with faithful normal conditional expectation E Q : M → Q. Choose a faithful normal state ϕ on Q and still denote by ϕ the faithful
We will be using the ultraproduct von Neumann algebra framework in Section 3 for I = N and in Section 4 for possibly uncountable directed sets I. For more on ultraproduct von Neumann algebras, we refer the reader to [AH12, BO08, Oc85] .
Modular theory. Let M be any von Neumann algebra. For any faithful normal semifinite weight Φ on M , put
We will denote by L 2 (M, Φ) the L 2 -completion of n Φ with respect to Φ, by Λ Φ : n Φ → L 2 (M, Φ) the canonical injection, by ∆ Φ and J Φ the modular operator and conjugation on L 2 (M, Φ), and by (σ Φ t ) the modular automorphism group associated with Φ. We have xΛ Φ (y) = Λ Φ (xy) for all x ∈ M and all y ∈ n Φ . We will simply write x Φ := Φ(x * x) for all x ∈ n Φ . The Hilbert space L 2 (M, Φ), together with its positive part and J Φ is called the standard representation of M and does not depend on the choice of Φ. We will use the notation (M, H, J, P) for a standard form of the von Neumann algebra M . The centralizer algebra M Φ is defined as the fixed point algebra of the modular automorphism group (σ Φ t ). For all a ∈ M Φ and all x ∈ m Φ , we have ax, xa ∈ m Φ and Φ(ax) = Φ(xa).
Let A ⊂ M be any inclusion of σ-finite von Neumann algebras with faithful normal conditional expectation E A : M → A and let ϕ A be any faithful normal state on A. Let ϕ ∈ B * be any faithful normal state and denote by ξ ϕ•E B ∈ P the unique vector representing the state ϕ • E B ∈ M * . By [Ko88, Lemma A], the Jones projection e M B : H → H : xξ ϕ•E B → E B (x)ξ ϕ•E B does not depend on the choice of the state ϕ. We moreover have e M B ∈ B ′ ∩ B(H) and Je B M = e B M J. As observed in [Ko88, Appendix I], the Jones projection e M B is uniquely determined by P and E B . If no confusion is possible, we will simply denote the Jones projection e M B by e B . The basic construction of the inclusion B ⊂ M is defined by
The basic construction M, B is uniquely determined by P.
Fix a faithful normal semifinite weight Φ on M such that Φ = Φ•E B . Extend the faithful normal conditional expectation E B : M → B to E B : M, B → B by the formula E B (x)e B = e B xe B for all x ∈ M, B . We define the corresponding faithful normal semifinite weight Φ on M, B as follows. Put H = L 2 (M, Φ). Let q ∈ B be any projection such that z B (q) = 1 B = 1 M (possibly q = 1 B ), where z B (q) is the central support in B of the projection q ∈ B. Then it is easy to see that z M,B (e B q) = Jz B (q)J = 1 M . Hence, there exists a family of partial isometries (v i ) i∈I in M, B such that v * i v i ≤ qe B for all i ∈ I and i∈I v i v * i = 1 M . Then using the identification qe B M, B qe B = qBqe B ∼ = qBq, we can define the (not necessarily unital) normal * -embedding
where (e i,j ) i,j is a matrix unit in B(ℓ 2 (I)). Then Φ := (Φ ⊗ Tr B(ℓ 2 (I)) ) • π defines a faithful normal semifinite weight on M, B . By definition, we have Φ(
be any nonzero projection such that Bz is semifinite and observe that JzJ ∈ Z( M, B ). Assume that the weight Φ is tracial on Bz and write Tr Bz := Φ(·z) on Bz. It is easy to see π(JzJ) = π(1)(z ⊗ 1) and hence π( M, B JzJ) is contained in qBqz ⊗ B(ℓ 2 (I)). Thus the weight Φ(·JzJ) = (Φ ⊗ Tr B(ℓ 2 (I)) ) • π(·JzJ) is tracial on M, B JzJ. Observe that JzJqe B = qze B and E B (JzJxe B y) = zE B (x)E B (y) for all x, y ∈ M . Then for all x ∈ M , we have
and hence Φ((x * e B x)JzJ) does not depend on the choices of q and (v i ) i∈I . Let now p n ∈ Bz be a sequence of projections converging to 1 M σ-strongly and such that Tr Bz (p n ) < +∞ for all n ∈ N. Then the trace Φ(·JzJ) takes finite values on the σ-weakly dense subset n∈N M p n e B p n M in M, B JzJ and hence, by [Ta03, Proposition VIII 3.15], Tr M,B JzJ := Φ(·JzJ) is the unique trace on M, B JzJ which satisfies
Assume now that Tr Bz (qz) < +∞ and let p ∈ M, B be any projection. Then pJqzJL 2 (M, Φ) is a right qBzq-module. In this case, the right dimension with respect to (qBzq, Tr Bz ) (e.g. [BO08, Appendix F]) is given by Φ(pJzJ).
Operator valued weights. Let M be any von Neumann algebra. The extended positive cone M + of M is defined as the set of all the lower semicontinuous functions m :
Let B ⊂ M be any von Neumann subalgebra. Recall that a map T : M + → B + is an operator valued weight from M to B if it satisfies the following three conditions:
• T(λx) = λT(x) for all x ∈ M + and all λ ≥ 0,
Let T : M + → B + be any operator valued weight. Put
Then T has a unique extension T : m T → B that is B-B-bimodular. In particular T extends to a conditional expectation if T(1 M ) = 1 B . The operator valued weight T is said to be
In this paper, all the operator valued weights that we consider are assumed to be faithful, normal and semifinite. For more on operator valued weights, we refer the reader to [Ha77a, Ha77b, Ko85, ILP96] . The following two lemmas are well-known.
Lemma 2.1. Let B ⊂ M be any inclusion of von Neumann algebras, T any faithful normal semifinite operator valued weight from M to B and Φ any faithful normal semifinite weight on B.
(1) The composition Φ • T defines a faithful normal semifinite weight on M that satisfies 
Then there exists a projection z ∈ Z(B) such that q := zp ∈ Z(B)p is nonzero, the element qT (p) −1/2 is well defined and the map qM + q ∋ qxq → qT(p) −1/2 T(qxq) qT (p) −1/2 ∈ B + q extends to a faithful normal conditional expectation from qM q onto Bq.
Proof. Observe that we have T(p) ∈ Z(B). The spectral projection z ∈ Z(B) of T(p) ∈ Z(B) corresponding to the bounded interval [
is well defined and pzT(p) −1/2 is nonzero since
Put q := pz and observe that q = 0 since qT(p) −1/2 = 0.
Denote by E : qM + q → B + q the map as in the statement of the lemma. Then E is well-defined and bounded by q, since for all x ∈ M + , we have
By construction, E is a normal operator valued weight from qM q to Bq. Denote by
Finally since E(q) = q, it is extended to a faithful normal conditional expectation from qM q onto Bq. This finishes the proof of Lemma 2.2. ,1] (E B (p))p ∈ Z(B)p) such that z n → p σ-strongly and the inclusion Bz n ⊂ z n M z n is with expectation for all n ∈ N.
We will also need the following useful fact.
Remark 2.4. Let B ⊂ M be any unital inclusion of σ-finite von Neumann algebras with expectation. Then for every nonzero central projection z ∈ Z(B ′ ∩ M ) or z ∈ Z(M ), the unital inclusion Bz ⊂ zM z is with expectation. Indeed, choose a faithful normal state ϕ ∈ M * such that B is globally invariant under the modular automorphism group (σ ϕ t ). Observe that B ′ ∩M is also globally invariant under the modular automorphism group (σ ϕ t ). This implies that σ In order to show Theorem B, we will need to introduce a stronger notion than condition (AO) that behaves well with respect to taking tensor products. We will use the following terminology. Remarks 2.7. We point out the following observations.
(1) If B ⊂ B(H) is a nuclear C * -algebra, then B + K(H) is also a nuclear C * -algebra, since it is an extension of B/(B ∩ K(H)) by K(H), both of which are nuclear C * -algebras. Hence in the definition above, we can always assume that C contains K(H). (2) It is not difficult to show that the strong condition (AO) of Definition 2.6 implies Ozawa's condition (AO). In fact, by the last condition in Definition 2.6, the multiplication map ν : C ⊗ alg JAJ → B(H)/K(H) is a well-defined * -homomorphism. It follows that ν is continuous with respect to the maximal tensor norm and hence with respect to the minimal tensor norm by nuclearlity of C. Examples 2.8. We observe that all known examples of von Neumann algebras that satisfy Ozawa's condition (AO) actually do satisfy the strong condition (AO) from Definition 2.6.
(1) Any amenable von Neumann algebra M (with separable predual) is AFD [Co75] , and hence we can find a σ-weakly dense nuclear C * -subalgebra A ⊂ M. Obviously, M satisfies the strong condition (AO). Let m ≥ 1. For all 1 ≤ i ≤ m, let M i be any von Neumann algebra with standard form (M i , H i , J i , P i ) that satisfies the strong condition (AO) with corresponding C * -algebras A i and C i . Assume that the von Neumann algebra M 0 with standard form (M 0 , H 0 , J 0 , P 0 ) and separable predual is amenable and hence AFD by [Co75] , and assume that A 0 = C 0 ⊂ M 0 is a σ-weakly dense nuclear C * -algebra. Write (M, H, J, P) for the standard form of M :
Since K i is a norm closed two-sided ideal in the C * -algebra B(H 0 ) ⊗ min · · · ⊗ min B(H m ), it follows that J is a C * -algebra. The next proposition will be used in the proof of Theorem 5.1 (see also [OP03,  Lemma 10] and [Is14, Proposition 3.1.2] for a similar statement).
Proposition 2.9. Denote by M(J ) ⊂ B(H) the multiplier algebra of J . The following assertions are true:
(1) The C * -algebra C is unital and nuclear and the C * -algebra A is unital, exact and σ-weakly dense in M. Proof.
(1) It is clear that C is a nuclear unital C * -algebra and A ⊂ C is a unital, exact C * -algebra that is σ-weakly dense in M.
(3) Finally, the multiplication map C ⊗ alg JAJ → M(J )/J is continuous with respect to the maximal tensor norm and hence with respect to the minimal tensor norm since C is nuclear. By restriction, we obtain that the multiplication map ν : A ⊗ alg JAJ → M(J )/J is continuous with respect to the minimal tensor norm.
Recall that the class of von Neumann algebras C (AO) is defined as the smallest class that contains all the von Neumann algebras with separable predual satisfying the strong condition (AO) in the sense of Definition 2.6 and that is stable under taking von Neumann subalgebras with expectation. Observe that using item (5) in Examples 2.8, it is easy to see that the class C (AO) is also stable under taking free products with respect to arbitrary faithful normal states.
Proposition 2.10. Let M be any von Neumann algebra. The following assertions are true:
If M is a factor belonging to the class C (AO) , then pM p belongs to the class C (AO) for any nonzero projection p ∈ M .
Proof.
(1) Let M be a von Neumann algebra satisfying the strong condition (AO) and such that the inclusion M ⊂ M is with expectation. Let A ⊂ M and A ⊂ C be C * -algebras as in the definition of the strong condition (AO) for M. Let H be any Hilbert space and Tr a canonical trace on B(H).
is with expectation. This shows that M ⊗ B(H) belong to the class C (AO) for any separable Hilbert space H.
(2) Let M be a von Neumann algebra with separable predual satisfying the strong condition (AO) and such that the inclusion M ⊗ B(ℓ 2 ) ⊂ M is with expectation. Since the inclusion M ⊂ M ⊗ B(ℓ 2 ) is with expectation, we have that M belongs to the class C (AO) .
(3) Let p ∈ M be any nonzero projection. Observe that pM p ⊗ B(ℓ 2 ) ∼ = M ⊗ B(ℓ 2 ). Since M belongs to the class C (AO) , so does M ⊗ B(ℓ 2 ) by item (1). Since pM p ⊗ B(ℓ 2 ) belongs to the class C (AO) , so does pM p by item (2).
Structure of bicentralizer von Neumann algebras
In this section, we show that the bicentralizer algebra as defined by Connes (see [Ha85] ) has a simple interpretation in terms of ultraproduct von Neumann algebras. While this result is very elementary, it enables us to provide in Theorem 3.7 a new class of type III 1 factors with separable predual and trivial bicentralizer.
Bicentralizer von Neumann algebras in the ultraproduct framework.
Definition 3.1. Let M be any σ-finite von Neumann algebra and ϕ ∈ M * any faithful normal state. Let ω ∈ β(N) \ N be any nonprincipal ultrafilter on N.
We define the asymptotic centralizer (resp. ω-asymptotic centralizer) of ϕ by
Here, for all a, b ∈ M , the normal form aϕb ∈ M * is given by (aϕb)(x) := ϕ(bxa) for all x ∈ M . We define the bicentralizer (resp. ω-bicentralizer) of ϕ by
The following proposition shows that the bicentralizer B(M, ϕ) as defined by Connes coincides with the ω-bicentralizer
Proposition 3.2. Let M be any σ-finite von Neumann algebra and ϕ ∈ M * any faithful normal state. Then for every ω ∈ β(N) \ N, we have
Proof. The proof is essentially the same as the one of [Ha85, Lemma 1.2]. We include it for the sake of completeness. Since AC ω (M, ϕ) is a unital C * -algebra, it is generated by its group of unitaries given by
It follows that
and hence
For all a ∈ M and all δ > 0, define the σ-weakly closed convex subset
Since the map M → [0, +∞) : x → x ϕ is σ-weakly lower semicontinuous, we have x − a ϕ ≤ ε(a, δ) for all x ∈ K ϕ (a, δ).
). For every n ∈ N, using the definition of ε(a, 1 n+1 ), we may choose a unitary u n ∈ U (M ) such that u n ϕ − ϕu n ≤ 1 n+1 and ε(a,
, we have lim n→ω u * n au n − a ϕ = 0 and hence lim n→ω ε(a,
Conversely, let a / ∈ B ω (M, ϕ). Then there exists a sequence of unitaries (u n ) n ∈ U (AC ω (M, ϕ)) such that lim n→ω u n ϕ − ϕu n = 0 and ε := lim n→ω u * n au n − a ϕ > 0. Next, define b := σ-weak lim n→ω u * n au n ∈ M . For every δ > 0, we have {n ∈ N : u n ϕ − ϕu n ≤ δ} ∈ ω. Since {n ∈ N : u n ϕ − ϕu n ≤ δ} ⊂ {n ∈ N : u * n au n ∈ K ϕ (a, δ)}, we have {n ∈ N : u * n au n ∈ K ϕ (a, δ)} ∈ ω. This implies that b ∈ K ϕ (a, δ) for all δ > 0, that is, b ∈ δ>0 K ϕ (a, δ). We next show that b = a. Indeed, observe that since lim n→ω u n ϕ − ϕu n = 0, we have
Thus b = a and hence δ>0 K ϕ (a, δ) = {a}.
We have proved that a ∈ B ω (M, ϕ) if and only
From now on, we fix a nonprincipal ultrafilter ω ∈ β(N) \ N. Recall that for all (
Proposition 3.3. Let M be any σ-finite von Neumann algebra and ϕ ∈ M * any faithful normal state. We have
Neumann subalgebra that is globally invariant under the modular automorphism group (σ ϕ t ).
Proof. Thanks to Proposition 3.2, we have
Proposition 3.4. Let M be any σ-finite von Neumann algebra and ϕ ∈ M * any faithful normal state. Write ψ = ϕ| B(M,ϕ) . Then
In other words, the von Neumann algebra B(M, ϕ) is equal to its own bicentralizer with respect to the state ϕ| B(M,ϕ) .
, we obtain lim n→∞ ax n − x n a ϕ = 0 and hence a ∈ B(B(M, ϕ), ψ). This implies that B(B(M, ϕ), ψ) = B(M, ϕ).
From the previous propositions, we deduce a very simple and yet very useful dichotomy result for bicentralizer von Neumann algebras. We refer to [Co74, Theorem 2.9] for the definition of the asymptotic centralizer M ω of a σ-finite von Neumann algebra M .
Theorem 3.5. Let M be any type III 1 factor with separable predual and ϕ ∈ M * any faithful normal state. Then either From the previous theorem, we deduce a new characterization of type III 1 factors with separable predual and trivial bicentralizer in terms of the existence of a maximal abelian subalgebra with expectation.
Corollary 3.6. Let M be any type III 1 factor with separable predual. The following conditions are equivalent.
(1) B(M, ϕ) = C1 for some or any faithful normal state ϕ ∈ M * . (2) There exists a maximal abelian subalgebra A ⊂ M with faithful normal conditional expectation E A : M → A.
(2) ⇒ (1) Fix a faithful normal state τ ∈ A * and put 
4).
We have M ∼ = M ⊗ R where R is the unique AFD II 1 factor. Since M is semisolid, we obtain We will say that A embeds with expectation into B inside M and write A M B if there exist projections e ∈ A and f ∈ B, a nonzero partial isometry v ∈ eM f and a unital normal * -homomorphism θ : eAe → f Bf such that the inclusion θ(eAe) ⊂ f Bf is with expectation and av = vθ(a) for all a ∈ eAe.
Remark 4.2. We observe the following basic facts for the embedding . Keep the notation A, B, M, E A , and E B as in Definition 4.1.
(1) In the definition of A M B, the nonzero element v ∈ eM f need not be a partial isometry. Indeed, for e, f, θ as in Definition 4.1, assume that there exists a nonzero element x ∈ eM f such that ax = xθ(a) for all a ∈ eAe. Write x = v|x| for the polar decomposition of x ∈ eM f . Then for all a ∈ U (eAe), we have x = axθ(a * ) = avθ(a * )|x| and hence v = avθ(a * ) by uniqueness of the polar decomposition. Thus, v ∈ eM f is a nonzero partial isometry such that av = vθ(a) for all a ∈ eAe. Keep the same notation as in Definition 4.1 and moreover assume that A is finite. We fix the following setup. See Section 2 for items below. (1) A M B.
(2) At least one of the following conditions holds: (a) There exist a projection e ∈ A and a finite trace projection f ∈ B 1 , a nonzero partial isometry v ∈ eM f and a unital normal * -homomorphism θ : eAe → f B 1 f such that av = vθ(a) for all a ∈ eAe. (b) There exist projections e ∈ A and f ∈ B 2 , a nonzero partial isometry v ∈ eM f and a unital normal * -homomorphism θ : eAe → f B 2 f such that the inclusion θ(eAe) ⊂ f B 2 f is with expectation and av = vθ(a) for all a ∈ eAe. (3) There exist n ≥ 1, a projection q ∈ B ⊗ M n , a nonzero partial isometry w ∈ (1 A ⊗ e 1,1 )(M ⊗ M n )q and a unital normal * -homomorphism π : A → q(B ⊗ M n )q such that the inclusion π(A) ⊂ q(B ⊗ M n )q is with expectation and (a ⊗ 1 n )w = wπ(a) for all a ∈ A, where (e i,j ) 1≤i,j≤n is a fixed matrix unit in M n . (4) There exists no net (w i ) i∈I of unitaries in U (A) such that E B (b * w i a) → 0 in the σ- * -strong topology for all a, b ∈ 1 A M 1 B . (5) For any σ-weakly dense subset X ⊂ M , there exists no net (w i ) i∈I of unitaries in U (A)
such that
Before proving Theorem 4.3, we first recall a simple lemma that we will need for the proof of Theorem 4.3.
Lemma 4.4. Let M be any von Neumann algebra and Θ any faithful normal semifinite weight on M. Then the map x → Λ Θ (x) is σ-weak-weak continuous from Ω :
It follows that if C is a σ-weakly closed convex subset of M that is both bounded for the uniform norm and for the · Θ -norm, then
Proof. Let x i ∈ Ω be a net converging to x ∈ Ω in the σ-weak topology. We show that
for some analytic element a ∈ M with Θ(a * a) < +∞ and some b ∈ M with Θ(b * b) < +∞. Note that since the subspace spanned by such elements η is · Θ -dense in L 2 (M, Θ) and since the vectors Λ Θ (x − x i ) are bounded in L 2 (M, Θ), this will indeed prove that
We have
Next, let C be a σ-weakly closed convex subset of M that is both bounded for the uniform norm and for the · Θ -norm. Then since C is σ-weakly compact and since the map given in the statement is σ-weak-weak continuous, Λ Θ (C) is weakly compact and hence is weakly closed in L 2 (M, Θ). Since Λ Θ (C) is a convex set, it is · Θ -norm closed in L 2 (M, Θ) by the Hahn-Banach separation theorem. ,+∞) (T ) for some k ≥ 1 such that vf 1 = 0. So, up to replacing f by f f 1 , v by vf 1 and θ by θf 1 and using Remark 4.2.
(1), we may assume that the projection f ∈ B 1 is of finite trace and that the nonzero partial isometry v satisfies v ∈ eM f . Observe that since f B 1 f is finite, the unital inclusion θ(eAe) ⊂ f B 1 f is with expectation.
(2) ⇒ (1) It is obvious.
(1) ⇒ (3) Let e, f, v, θ witnessing the fact that A M B as in Remark 4.2.(3). Since A is finite, [KR97, Proposition 8.2.1] implies that there exist n ≥ 1 and nonzero pairwise equivalent projections e 1 , . . . , e n ∈ A such that e 1 ≤ e and r = n i=1 e i ∈ Z(A). Observe that e 1 v = 0 by the choice of e ∈ A as in Remark 4.2.(3). For every 1 ≤ i ≤ n, let u i ∈ A be a partial isometry satisfying u * i u i = e 1 and u i u * i = e i . Put q = Diag(θ(e 1 ))
Note that w = 0. We have (a ⊗ 1 n )w = wπ(a) for all a ∈ A. Observe that the unital inclusion θ(e 1 Ae 1 ) ⊕ C(1 B − θ(e 1 )) ⊂ B is with expectation and so is the unital inclusion (θ(e 1 Ae 1 ) ⊕ C(1 B − θ(e 1 )))⊗M n ⊂ B ⊗ M n . This implies that q ((θ(e 1 Ae 1 ) ⊕ C(1 B − θ(e 1 ))) ⊗ M n ) q ⊂ q(B ⊗ M n )q is with expectation. Since the inclusion π(A) ⊂ q ((θ(e 1 Ae 1 ) ⊕ C(1 B − θ(e 1 ))) ⊗ M n ) q is unital and q ((θ(e 1 Ae 1 ) ⊕ C(1 B − θ(e 1 ))) ⊗ M n ) q is finite, this implies that the unital inclusion π(A) ⊂ q(B ⊗ M n )q is with expectation.
(3) ⇒ (4) Let n, w, π as in (3). Denote by tr n the normalized trace on M n . Put ϕ n := ϕ ⊗ tr n on M ⊗ M n . Suppose by contradiction that there exists a net of unitaries (u i ) i in U (A) as in (4). Then we have
Thus, we obtain E B⊗Mn (w * w) = 0 and hence w = 0, which is a contradiction.
(4) ⇒ (5) We prove the implication by contraposition using ultraproduct techniques. Let X ⊂ M be a σ-weakly dense subset and (w i ) i∈I a net of unitaries in U (A) such that E B (b * w i a) → 0 in the σ-strong topology as i → ∞ for all a, b ∈ 1 A X1 B . Fix a cofinal ultrafilter U on the directed set I. We will be working inside the ultraproduct von Neumann algebra M U . Recall that M ⊂ M U is a von Neumann subalgebra with faithful normal conditional expectation E U : M U → M (see Section 2 for further details).
Since A is a finite von Neumann algebra, the uniformly bounded net (w i ) i∈I defines an element W = (w i ) U ∈ ( A) U . Since A ⊂ M (resp. B ⊂ M ) is a von Neumann subalgebra with expectation, it follows that ( A) U ⊂ M U (resp. ( B) U ⊂ M U ) is a von Neumann subalgebra with expectation. We then have
Since U is a cofinal ultrafilter on the directed set I, for all a, b ∈ 1 A X1 B , we have
Therefore, for every ε > 0 and every finite subset
(5) ⇒ (6) Consider the σ-weakly dense subset X ⊂ M defined by
is a finite trace projection} .
By assumption, there exist δ > 0, a finite trace projection p ∈ B 1 and a finite subset F ⊂ 1 A M (p + 1 B 2 ) such that Denote by K the σ-weak closure in 1 A M, B 1 A of the convex hull of the uniformly bounded subset {w
Then K is uniformly bounded. Observe that for all y ∈ M, B + , we have y * y = y 1/2 y y 1/2 ≤ y 1/2 y ∞ 1 y 1/2 = y ∞ y and hence
Indeed, let x ∈ K and choose a net (x i ) i∈I in co{w * d 0 w | w ∈ U (A)} such that x i → x σ-weakly. Since Ψ(x i ) = Ψ(d 0 ) for all i ∈ I and since the weight Ψ is σ-weakly lower semi-continuous on M, B + by [Ta03, Theorem VII.1.11 (iii)], we have
Using Lemma 4.4, we may regard K as a closed convex bounded subset of L 2 ( M, B , Ψ). In particular, there exists a unique element d ∈ K of minimal · Ψ -norm. We still have
Thus, by minimality of the · Ψ -norm, we have wdw * = d for all w ∈ U (A) and hence
We first show that d = 0. Indeed, for all w ∈ U (A), we have
By taking convex combinations and σ-weak limits, we obtain x∈F dΛ ϕ (x), Λ ϕ (x) ϕ ≥ δ and hence d = 0.
We next show that Tr(d J1 B 1 J) < +∞. Indeed, for all w ∈ U (A), we have
and hence Tr(y J1
We finally show that
This will be a consequence of the next claim.
Proof of the Claim. We fix a normal positive linear functional φ ∈ M * and observe that φ • T M is a normal semifinite weight on M, B . Let (x i ) i∈I be any net in co{w
This finishes the proof of the claim.
Recall that any normal linear functional φ ∈ M * has a unique decomposition φ = (φ 1 − φ 2 ) + i(φ 3 − φ 4 ) where φ 1 , φ 2 , φ 3 , φ 4 ∈ M * are normal positive linear functionals such that φ 1 − φ 2 = φ 1 + φ 2 and φ 3 − φ 4 = φ 3 + φ 4 . By the Claim, we obtain
(6) ⇒ (1) Take a nonzero spectral projection q of d such that q ≤ λd for some λ > 0. Then q satisfies exactly the same assumption as d, namely q 1 A J1 B J = q, Tr(q J1 B 1 J) < +∞ and T M (q J1 B 2 J) ∈ 1 A M 1 A . Since q = q J1 B J, we have either q J1 B 1 J = 0 or q J1 B 2 J = 0.
We first assume that q J1 B 1 J = 0. In this case, up to replacing q by q J1 B 1 J, we may assume that q belongs to Since q ∈ A ′ ∩ 1 A M, B 1 A and q = V * V , the map θ : A → f B 2 f : x → V xV * defines a unital normal * -homomorphism. Observe that since the inclusion Aq ⊂ q M, B q is with expectation and since V * V = q and V V * = f e B ≃ f , so is the inclusion In the next lemma, we study the effect of taking tensor products.
Lemma 4.6. Let M and N be any σ-finite von Neumann algebras, 1 A and 1 B any nonzero projections in M , A ⊂ 1 A M 1 A any finite von Neumann subalgebra with expectation and B ⊂ 1 B M 1 B any von Neumann subalgebra with expectation E B : 1 B M 1 B → B. We will simply denote by B ⊗ N the von Neumann subalgebra of
The following conditions are equivalent:
Proof. It is obvious that (1) ⇒ (2) ⇒ (3). 
Observe that the mapping
The next corollary will be useful in the proof of Theorem 5.1 below.
Corollary 4.7. Let M be any von Neumann algebra with separable predual, 1 A and 1 B any nonzero projections in M , A ⊂ 1 A M 1 A any finite von Neumann subalgebra with expectation and B n ⊂ 1 Bn M 1 Bn any von Neumann subalgebra with expectation for all n ∈ N. If A M B n for all n ∈ N, then there exists a diffuse abelian von Neumann subalgebra A 0 ⊂ A such that A 0 M B n for all n ∈ N.
Proof. Since M is assumed to have separable predual, the net that appears in item (5) of Theorem 4.3 for A M B n can be taken to be a sequence for all n ∈ N. Then the proof of [BO08, Corollary F.14] applies mutatis mutandis.
Further results. In this subsection, we gather various useful facts and permanence properties of the symbol A M B when A ⊂ 1 A M 1 A and B ⊂ 1 B M 1 B are any von Neumann subalgebras with expectation. We start by studying the effect of taking unital subalgebras of A. First assume that Az 2 M B. Since the unital inclusion Dz 2 ⊂ Az 2 is with expectation by Remark 2.4, we may assume without loss of generality that z 2 = 1 A . Take e, f, v, θ as in Definition 4.1. Then e is equivalent to its central support z A (e) in A and hence we may assume that e ∈ Z(A). Using Remark 4.2.(3), we may further assume that the unital normal * -homomorphism ψ : Ae → v * vθ(Ae) : a → v * vθ(a) = v * av is injective. This implies in particular that the unital normal * -homomorphism θ : Ae → f Bf is injective. By Remark 2.4, the unital inclusion De ⊂ Ae is with expectation. Since θ : Ae → θ(Ae) is a unital normal * -isomorphism, the unital inclusion θ(De) ⊂ θ(Ae) is also with expectation. Since the unital inclusion θ(Ae) ⊂ θ(e)Bθ(e) is with expectation, so is the unital inclusion θ(De) ⊂ θ(e)Bθ(e). Then, taking the restriction θ| De of θ : Ae → f Bf to De shows that De M B. Thus, we obtain D M B.
Next assume that Az 1 M B. Since the unital inclusion Dz 1 ⊂ Az 1 is with expectation by Remark 2.4, we may assume without loss of generality that z 1 = 1 A . We first prove that D M B in the case when D is finite. Since A is semifinite and D ⊂ A is finite with expectation, the same reasoning as in the proof of (1) ⇒ (2) in Theorem 4.3 shows that any faithful normal semifinite trace on A is still semifinite on the relative commutant D ′ ∩ A. In particular, there exists an increasing sequence (p n ) n of projections in D ′ ∩ A such that p n converges to 1 A σ-strongly and each projection p n is finite in A. Denote by z A (p n ) the central support in A of the projection of p n ∈ A. Since z A (p n ) converges to 1 A σ-strongly, there exists n such that Az A (p n ) M B (see e.g. Remark 4.2.(2)). Then by Remark 4.2.(4), we have p n Ap n M B. Since p n Ap n is finite and since p n commutes with D, it follows that Dp n ⊂ p n Ap n is a unital von Neumann subalgebra and we have Dp n M B by Theorem 4.3 (3). Thus, we obtain D M B.
We finally prove the general case. Since D is semifinite, there exists a finite projection
Since pDp ⊂ pAp is finite, we have pDp M B by the previous case. Thus, we obtain D M B.
We next study the effect of taking relative commutants. 
Proof. This proposition follows by the same argument as in [Va07, Lemma 3.5] (see also [Is14, Lemma 2.3.10]). However, for the reader's convenience, we give a complete proof below.
By assumption, there exist projections e ∈ A and f ∈ B, a nonzero partial isometry v ∈ eM f and a unital normal * -homomorphism θ : eAe → f Bf such that the inclusion θ(eAe) ⊂ f Bf is with expectation and av = vθ(a) for all a ∈ eAe.
Since the inclusion A ⊂ 1 A M 1 A is with expectation, so is the inclusion
Write 1 D := v * v. Since the inclusion θ(eAe) ⊂ f M f is with expectation, so are the inclusions
and hence by Remark 4.2.(2)
Since the inclusion f Bf ⊂ f M f is with expectation, so is the inclusion (
with expectation and by Lemma 4.8, we have
Thus, we obtain
We next prove a useful characterization of A M B when A is either finite or of type III.
Lemma 4.10. Let M be any σ-finite von Neumann algebra, 1 A and 1 B any nonzero projections in M , A ⊂ 1 A M 1 A and B ⊂ 1 B M 1 B any von Neumann subalgebras with expectation. Assume moreover that A is either finite or of type III. The following conditions are equivalent:
(1) A M B (in the sense of Definition 4.1).
(2) There exist n ≥ 1, a projection q ∈ B ⊗ M n , a nonzero partial isometry w ∈ (1 A ⊗ e 1,1 )(M ⊗ M n )q and a unital normal * -homomorphism π : A → q(B ⊗ M n )q such that the inclusion π(A) ⊂ q(B ⊗ M n )q is with expectation and (a ⊗ 1 n )w = wπ(a) for all a ∈ A, where (e i,j ) 1≤i,j≤n is a fixed matrix unit in M n .
Proof. The proof is essentially contained in [Is14, Proposition 2.3.8]. In the case when A is finite, the equivalence between (1) and (2) was already proved in Theorem 4.3 (1) ⇔ (3). We may next assume that A is of type III.
Assume (1) holds. Take e, f, v, θ witnessing the fact that A M B as in Definition 4.1. Denote by z A (e) the central support in A of the projection e ∈ A. Since A is of type III, there exists a partial isometry u ∈ A such that u * u = e and uu * = z A (e). Put ι : A → Az A (e) = a → az A (e). Therefore (2) holds for n = 1, q = f , w = uv and
Assume (2) holds. Since π(A) is of type III and since the unital inclusion π(A) ⊂ q(B ⊗M n )q is with expectation, using Remark 2.3, we may assume that B is of type III. The central support in B ⊗ M n of the projection q ∈ B ⊗ M n is of the form z ⊗ 1 with z ∈ Z(B). Since the central support in B ⊗ M n of the projection z ⊗ e 1,1 ∈ B ⊗ M n is also z ⊗ 1, there exists a partial isometry u ∈ B ⊗ M n such that u * u = q and uu * = z ⊗ e 1,1 by [KR97, Corollary 6.3.5]. Define the partial isometry v ∈ 1 A M z such that v ⊗ e 1,1 = wu * and θ : A → Bz the unital normal * -homomorphism such that θ(a) ⊗ e 1,1 = uπ(a)u * for all a ∈ A. Then θ(A) ⊂ Bz is with expectation and av = vθ(a) for all a ∈ A. Therefore (1) holds.
Let M, A, B be as in Definition 4.1. Following [Va07, Definition 3.1], we write A f M B if for any nonzero projection p ∈ A ′ ∩ 1 A M 1 A such that Ap ⊂ pM p is with expectation, we have Ap M B. Recall from Remark 2.3 that for every nonzero projection p ∈ A ′ ∩ 1 A M 1 A , there exists an increasing sequence (z n ) n of nonzero projections in Z(A)p such that z n → p σ-strongly and the inclusion Az n ⊂ z n M z n is with expectation for all n ∈ N.
Lemma 4.11. Let M be any σ-finite von Neumann algebra, 1 A and 1 B any nonzero projections in M , A ⊂ 1 A M 1 A and B ⊂ 1 B M 1 B any von Neumann subalgebras with expectation. Assume moreover that A is either finite or of type III and A f M B. Then one can choose n, q, w, π as in Condition (2) of Lemma 4.10 such that the projection ww * ∈ A ′ ∩ 1 A M 1 A is arbitrarily close to 1 A in the σ-strong topology.
Proof. By Zorn's lemma, there exists a maximal family ((n i , q i , w i , π i )) i∈I (with respect to inclusion) of quadruples (n i , q i , w i , π i ) witnessing the fact that A M B as in Condition (2) of Lemma 4.10 such that the projections p i = w i w * i ∈ A ′ ∩ 1 A M 1 A are pairwise orthogonal and Ap i ⊂ p i M p i is with expectation for all i ∈ I. We claim that i∈I p i = 1 A . Indeed, if not, put p = 1 A − i p i ∈ A ′ ∩ 1 A M 1 A . By Remark 2.3, choose a nonzero projection z ∈ Z(A)p such that Az ⊂ zM z is with expectation. Since A f M B, we have Az M B.
Take (n, q, w, π) as in Condition (2) of Lemma 4.10 witnessing the fact that Az M B. We regard π : A → q(B ⊗ M n )q such that the unital inclusion π(A) ⊂ q(B ⊗ M n )q is with expectation and ww * ≤ z. By the same reasoning as before, we may further choose the nonzero partial isometry w in such a way that ww * ≤ z and Aww * ⊂ ww * M ww * is with expectation. Then the family (((n i , q i , w i , π i )) i∈I , (n, q, w, π)) contradicts the maximality of the family ((n i , q i , w i , π i )) i∈I . This shows that i∈I p i = 1.
Let V ⊂ A be any σ-strong neighborhood of 1 A . There exists a finite subset F ⊂ I such that p F := i∈F p i ∈ V. Put n = i∈F n i , q = Diag(q i ) i∈F ∈ B ⊗ M n , w = [w n i ] i∈F ∈ (1 A ⊗e 1,1 )(M ⊗M n )q and π : A → q(B⊗M n )q : a → Diag(π i (a)) i∈F . Then we have (a⊗1 n )w = wπ(a) for all a ∈ A and ww * = p F ∈ V. Moreover, the unital inclusion π(A) ⊂ q(B ⊗ M n )q is with expectation. Indeed, first observe that the unital inclusions Diag(π i (A)) i∈F ⊂ Diag(q i (B ⊗ M n i )q i ) i∈F and Diag(q i (B ⊗ M n i )q i ) i∈F ⊂ q(B ⊗ M n )q are with expectation. Thus, the unital inclusion Diag(π i (A)) i∈F ⊂ q(B ⊗ M n )q is with expectation. We next show that π(A) ⊂ Diag(π i (A)) i∈F is with expectation. To do so, for every i ∈ F, denote by z i ∈ Z(A) the unique central projection that satisfies ker π i = A(1 A − z i ). We will identify π i (A) with Az i via the unital normal * -isomorphism π i (A) → Az i : π i (a) → az i . We have Diag(π i (A)) i∈F ≃ i∈F Az i and so we may and will write π(a) = (az i ) i∈F for all a ∈ A. Let ϕ be a faithful normal state on A and define Φ ∈ ( i∈F Az i ) * by Φ((a i z i ) i∈F ) = i∈F λ i ϕ(a i z i ) for all a i ∈ A, where λ i > 0 satisfy i∈F λ i ϕ(z i ) = 1. By [Co72, Lemme 3.2.6], the modular automorphism group of Φ is given by σ Φ t ((a i z i ) i∈F ) = (σ ϕ t (a i )z i ) i∈F and hence π(A) is globally invariant under the modular automorphism group (σ Φ t ). Thus the unital inclusion π(A) ⊂ i∈F Az i is with expectation. This shows that the unital inclusion π(A) ⊂ Diag(π i (A)) i∈F is with expectation. Therefore, we finally obtain that the unital inclusion π(A) ⊂ q(B ⊗ M n )q is with expectation.
The next lemma shows that f M provides a sufficient condition for the transitivity of M . Lemma 4.12. Let M be any σ-finite von Neumann algebra, 1 A , 1 B and 1 C any nonzero projections in M , A ⊂ 1 A M 1 A , B ⊂ 1 B M 1 B and C ⊂ 1 C M 1 C any von Neumann subalgebras with expectation.
(1) Let p ∈ A (resp. r ∈ B) be any projection whose central support in A (resp. in B) is equal to 1 A (resp. 1 B ). Then Proof.
(1) By Remark 4.5, we may assume that r = 1 B . Assume that pAp f M B and take a nonzero projection q ∈ A ′ ∩ 1 A M 1 A such that Aq ⊂ qM q is with expectation. Since pq = 0, pq ∈ (pAp) ′ ∩ pM p and pApq = pq Aq pq ⊂ pq qM q pq = pqM pq is with expectation, we have pApq M B. Thus, we obtain that Aq M B. This shows that A f M B. Assume next that A f M B and take a nonzero projection q ∈ (pAp) ′ ∩ pM p = (A ′ ∩ 1 A M 1 A )p such that pAp q ⊂ q pM p q is with expectation. We may choose a projection q ∈ A ′ ∩ 1 A M 1 A such that qp = q. By Remark 2.3, take a nonzero projection z ∈ Z(A) q such that Az ⊂ zM z is with expectation. Write z = z 0 q for some central projection z 0 ∈ Z(A). By assumption, we have Az M B. Since the central support in Az of the projection pz ∈ Az is equal to z, we have pApz M B by Remark 4.2.(4) (n.b. the unital inclusion pApz ⊂ pzM pz is with expectation). Since pz = pz 0 q = pqz 0 , we obtain that pApq M B. This shows that pAp f M B. (2) The 'if' direction is trivial. We assume that A M B and take e, f, v, θ as in Remark 4.2.(3). Observe that vv * ∈ (eAe) ′ ∩ eM e. Let p ∈ (A ′ ∩ 1 A M 1 A )e ⊂ (eAe) ′ be any nonzero projection such that p ≤ vv * and such that the unital inclusion eAep ⊂ pM p is with expectation. Denote by z ∈ Z(eAe) the central support in (eAe) ′ of the projection p ∈ (eAe) ′ . We have eAez p = eAe p and eAez ∼ = eAep. Define the unital normal * -isomorphism ι : eAep → eAez.
We may then define the unital normal * -homomorphism θ : eAep → θ(z)Bθ(z) : y → θ(ι(y)). By assumption and since z ∈ eAe is a nonzero projection, we have zv = 0 and θ(z) = 0. The unital inclusion θ(eAep) = θ(eAez) ⊂ θ(z)Bθ(z) is moreover with expectation. We finally have a pv = ι(a) pv = p ι(a)v = p vθ(ι(a)) = pv θ(a) for all a ∈ eAep. Since pv = 0 (n.b. p ≤ vv * ), the above reasoning shows that eAep M B for any nonzero projection p ∈ (eAe) ′ ∩ eM e such that p ≤ vv * and such that the unital inclusion eAep ⊂ pM p is with expectation.
Let now q ∈ A ′ ∩ 1 A M 1 A be any nonzero projection such that Aq ⊂ qM q is with expectation. Since A ′ ∩ 1 A M 1 A is a factor, the projection qe ∈ (A ′ ∩ 1 A M 1 A )e is nonzero. Since qe, vv * ∈ (A ′ ∩ 1 A M 1 A )e and since (A ′ ∩ 1 A M 1 A )e is a factor, there exist nonzero subprojections q 0 ≤ qe and p ≤ vv * that are equivalent in ( (2) of Lemma 4.10 in such a way that (v ⊗ 1 n )w = 0. Observe that we have (a ⊗ 1 n ) (v ⊗ 1 n )w = (v ⊗ 1 n )w π(θ(a)) for all a ∈ eAe. The unital inclusion π(θ(eAe)) ⊂ π(f )(C ⊗ M n )π(f ) is moreover with expectation. Indeed, first observe that the unital inclusion π(f Bf ) ⊂ π(f )(C ⊗M n )π(f ) is with expectation. Next, denote by z ∈ Z(f Bf ) the unique central projection such that π : f Bf z → π(f Bf ) is a unital normal * -isomorphism. Since the unital inclusion θ(eAe)z ⊂ f Bf z is with expectation by Remark 2.4, it follows that the unital inclusion π(θ(eAe)) = π(θ(eAe)z) ⊂ π(f Bf z) = π(f Bf ) is with expectation. Therefore, the unital inclusion π(θ(eAe)) ⊂ π(f )(C ⊗ M n )π(f ) is with expectation. Write (v ⊗ 1 n )w = u|(v ⊗ 1 n )w| for the polar decomposition of (v ⊗ 1 n )w ∈ M ⊗ M n . Since A is either finite or of type III, u = 0 and (a ⊗ 1 n ) u = u π(θ(a)) for all a ∈ eAe and π(θ(eAe)) ⊂ π(f )(C ⊗ M n )π(f ) is with expectation, Lemma 4.10 finally shows that eAe M C and hence A M C.
Recall that whenever P ⊂ M is an inclusion of σ-finite von Neumann algebras with expectation such that P is a factor and M = P ∨ (P ′ ∩ M ), we have M ∼ = P ⊗ (P ′ ∩ M ). In that case, we will simply write M = P ⊗ (P ′ ∩ M ). The next intertwining lemma inside tensor product factors will be crucial in the proof of Theorem B.
Lemma 4.13. Let M 1 , M 2 , N 1 , N 2 be any σ-finite diffuse factors. Put M := M 1 ⊗ M 2 and assume that M = N 1 ⊗ N 2 . If M 1 M N 1 , then for every i ∈ {1, 2}, there exist projections p i ∈ M i , q i ∈ N i and a nonzero partial isometry v ∈ M with v * v = p 1 p 2 =: p and vv * = q 1 q 2 =: q such that the inclusion vM 1 v * ⊂ qN 1 q is with expectation.
Moreover, P = (vM 1 v * ) ′ ∩ qN 1 q ⊂ qN 1 q is a subfactor with expectation satisfying
If M 2 (resp. N 2 ) is a type III factor, then we can take p 2 = 1 (resp. q 2 = 1). 
the unique central projection such that Lz is semifinite and L(1 − z) is of type III. Then, up to replacing θ and v by θ(·)z and vz (resp. by θ(·)(1 − z) and v(1 − z)) and observing that the unital inclusion θ(eM 1 e)z ⊂ zN 1 z (resp. θ(eM 1 e)(1 − z) ⊂ (1 − z)N 1 (1 − z)) is with expectation by Remark 2.4, we may assume that L is either semifinite or of type III. Then L ⊗ N 2 f is also either semifinite or of type III. In this setting, we first show that for every i ∈ {1, 2}, there exist a nonzero projection q i ∈ N i such that q 1 q 2 ∈ θ(eM 1 e) ′ ∩ f M f and
First assume that L ⊗ N 2 f is of type III. Note that this is always the case if N 2 is of type III. If we denote by
Thus, we can put q 1 := z and q 2 := 1 N 2 .
Next assume that L⊗N 2 f is semifinite. Then N 2 f is a type II 1 or type II ∞ factor. Fix a faithful normal semifinite trace Tr N 2 f on N 2 f and a faithful normal semifinite extended center valued trace T L on L. Then T := T L ⊗ Tr N 2 f is a faithful normal semifinite extended center valued trace on L ⊗ N 2 f . Since T(v * v) is nonzero, there exists a nonzero central projection z 1 ∈ Z(L) and λ > 0 such that λz 1 ≤ T(v * v). Then there exists a nonzero (finite) projection q 1 ∈ Lz 1 such that T L (q 1 ) ≤ nz 1 for some n ∈ N. Let q 2 ∈ N 2 be a nonzero (finite) projection such that
Let u ∈ L ⊗ N 2 f = θ(eM 1 e) ′ ∩ f M f be a partial isometry such that uu * ≤ v * v and u * u = q 1 q 2 . Then the nonzero partial isometry vu satisfies avu = vθ(a)u = vuθ(a) for all a ∈ eM 1 e.
Thus, up to replacing the partial isometry v by vu, we may assume that v * v = q 1 q 2 and vv * ∈ M 2 e. Since vv * ∈ M 2 e, we may write vv * = ep 2 for some projection p 2 ∈ M 2 . Put p 1 := e. Now, consider the mapping
The map θ defines a unital normal * -isomorphism from
Hence the inclusion θ(p 1 p 2 M 1 p 1 p 2 ) ⊂ q 1 q 2 N 1 q 1 q 2 is with expectation. Thus, we obtained the desired partial isometry v * which satisfies the first part of the statement of Lemma 4.13. We note that if M 2 is of type III, we have p 2 ∼ 1 M 2 in M 2 and hence we may replace p 1 p 2 by p 1 . Also, if N 2 is of type III, then by the above proof, we can take q 2 = 1 N 2 . Now, put P = (vM 1 v * ) ′ ∩ qN 1 q as in the second part of the statement of Lemma 4.13 and observe that P ⊂ qN 1 q is with expectation. Since vM v * = qM q = qN 1 q ⊗ qN 2 q and since vM 1 v * ⊂ qN 1 q, we obtain
Likewise, we obtain qN 1 q = vM 1 v * ⊗ P .
Proofs of Theorems A and B
In this section, all the von Neumann algebras that we consider are assumed to have separable predual. We will be using the following notations. For any von Neumann algebra M , the standard form of M will be denoted by (M, L 2 (M ), J, P) and we will regard M ⊂ B(L 2 (M )). For any m ≥ 1, any tensor product von Neumann algebra
When we consider a faithful normal conditional expectation from M onto a tensor component (e.g. M i or M c i ), it will be always assumed to preserve a fixed faithful normal product state ϕ = ϕ 0 ⊗ ϕ 1 ⊗ · · · ⊗ ϕ n . Note that as we mentioned in Remark 4.2.(5), the notion of embedding with expectation A M B does not depend on the choice of E B . Therefore, the faithful normal states ϕ i can always be replaced when we consider A M B with B a tensor component.
Recall that R ∞ denotes the unique amenable type III 1 factor with separable predual. It follows from the classification of amenable factors with separable predual [Co72, Co75, Ha85] that for any amenable factor P with separable predual, we have
A key intermediate result. We first prove the following key rigidity result for tensor products of von Neumann algebras that belong to the class C (AO) . This is a generalization of [OP03, Proposition 11]. Then at least one of the following conditions hold:
This finishes the proof of Theorem 5.1 in the general case.
vM i v * ⊂ qM q pairwise commute for all 0 ≤ i ≤ m as well as the von Neumann subalgebras qN j q ⊂ qM q for all 0 ≤ j ≤ n. Thus, we have
Finally, we obtain
This finishes the proof of Lemma 5.2.
Lemma 5.3. Keep the same assumption as in Lemma 5.2.
Proof. We prove the result by induction over n ≥ 1. When n = 1, this is obvious since by assumption we have m ≥ 1 = n.
Next, assume that n ≥ 2. By Lemma 5.2, there exists 1 Since M m M N n , choose v, p 0 , . . . , p m , q 0 , . . . , q n and define P = (vM m v * ) ′ ∩ qN n q as in the conclusion of Lemma 5.2. We have
Observe that for every 1 ≤ i ≤ m − 1, we have vM i v * ∼ = p i M i p i and hence vM i v * belongs to the class C (AO) by Proposition 2.10. Since qN 0 q is amenable, since qN n−1 q ⊗ P is nonamenable and since the factor qN j q ∼ = q j N j q j has a state with large centralizer for every 1 ≤ j ≤ n − 1, we may apply the induction hypothesis and we obtain m − 1 ≥ n − 1. Thus, m ≥ n. This finishes the proof of the induction and hence the one of Lemma 5.3. 
We may further assume that m ≥ 1 is the minimum integer for which the property P m holds. Theorem 5.6. Let n ≥ 1 be any integer. For all 1 ≤ i ≤ n, let M i be any nonamenable factor belonging to the class C (AO) . For all 1 ≤ j ≤ n, let N j be any non-McDuff factor that possesses a state with large centralizer. Finally, let M 0 and N 0 be any amenable factors (possibly trivial) with separable predual.
Assume that
Then there exists a unique permutation σ ∈ S n such that N 0 ∼ M M 0 and N j ∼ M M σ(j) for all 1 ≤ j ≤ n.
In particular, M 0 and N 0 are stably isomorphic and M σ(j) and N j are stably isomorphic for all 1 ≤ j ≤ n.
Proof. We first prove the existence of a permutation σ ∈ S n satisfying the property as in the statement of Theorem 5.6 by induction over n ≥ 1.
Assume that n = 1. By Lemma 5.2, we have M 1 M N 1 . Choose v, p 0 , p 1 , q 0 , q 1 and define P = (vM 1 v * ) ′ ∩ qN 1 q as in the conclusion of Lemma 5.2. We have qN 1 q = vM 1 v * ⊗ P and vM 0 v * = qN 0 q ⊗ P.
Note that P is amenable since M 0 is amenable and P ⊂ vM 0 v * is with expectation. Since N 1 is not McDuff, qN 1 q is not McDuff either and hence P is a type I factor. Therefore, we obtain N 0 ∼ M M 0 and N 1 ∼ M 1 . This proves the case when n = 1 and hence the first step of the induction.
Next, assume that n ≥ 2. By Lemma 5.2, there exists 1 ≤ i 0 ≤ n such that M i 0 M N n . To simplify the notation, we may assume that i 0 = n. Since M n M N n , choose v, p 0 , . . . , p n , q 0 , . . . , q n and define P = (vM n v * ) ′ ∩ qN n q as in the conclusion of Lemma 5.2. We have qN n q = vM n v * ⊗ P vM 0 v * ⊗ vM 1 v * ⊗ · · · ⊗ vM n−1 v * = qN 0 q ⊗ · · · ⊗ qN n−2 q ⊗ qN n−1 q ⊗ P.
Observe that using Lemma 5.3, the second equation implies that P is amenable. Since N n is not McDuff, qN n q is not McDuff either and hence the first equation implies that P is a type I factor. This implies in particular that N n ∼ M M n .
Theorem A.2. Let U : R → O(H R ) be any orthogonal representation on a separable real Hilbert space. Then the von Neumann algebra Γ(H R , U t ) ′′ satisfies the strong condition (AO).
Proof. Put M := Γ(H R , U t ) ′′ and denote by (M, H, J, P) a standard form for M . We will use the identification H = M Ω = F(H). Put A := Γ(H R , U t ) and C := C * (ℓ(ξ) : ξ ∈ K R ).
Observe that the unital C * -algebra C is always nuclear. Indeed, if dim H R < +∞, then C is an extension of O dim H R by the compact operators (see [Cu77, Proposition 3 .1]) and hence is nuclear by [Bl06, Proposition IV.3.1.3]. If dim H R = +∞, then C ∼ = O ∞ and hence is nuclear. By construction, the unital C * -algebra A ⊂ M ∩ C is exact and σ-weakly dense in M .
Put K an := λ>1 1 [λ −1 ,λ] (A)(H) ⊂ K R + iK R . Observe that K an ⊂ K R + iK R is a dense subspace of elements η ∈ K R + iK R for which the map R → K R + iK R : t → U t η extends to an (K R + iK R )-valued entire analytic function and that K an = K an . For all η ∈ K an , the element W (η) is analytic with respect to the modular automorphism group (σ ϕ U t ) and we have σ ϕ U z (W (η)) = W (A iz η) for all z ∈ C. Denote by A ⊂ A the unital C * -algebra generated by 1 and by all the elements W (ζ) for ζ ∈ K an . Since A is uniformly dense in A, it follows that A is σ-weakly dense in M and exact. Moreover, for all η ∈ K an , all n ≥ 1 and all ξ 1 , . . . , ξ n ∈ K R + iK R , using [ 
