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ABSTRACT
The solar low-degree low-frequency modes of oscillation are of particular interest as their
frequencies can be measured with very high precision and hence provide good constraints on
seismic models. Here we detect and characterize these valuable measures of the solar interior
from a 22 yr Birmingham Solar Oscillations Network data set. We report mode frequencies,
line widths, heights, amplitudes, and rotational splitting, all with robust uncertainties. The
new values of frequency, rotational splitting, amplitude, and line width we provide will help
place new constraints on hydrostatic and rotational structure, plus diagnostics of near-surface
convection. Further to this, by assuming simple power laws, we extrapolate mode properties
to lower frequencies. We demonstrate that the low-l low-frequency p modes have a low signal-
to-noise ratio and that this cannot be overcome simply by continued observation. It will be
necessary to observe the Sun in novel ways to ‘beat’ the intrinsic granulation noise.
Key words: methods: data analysis – Sun: helioseismology – Sun: oscillations.
1 IN T RO D U C T I O N
One of the major observational challenges of modern low angular
degree (l) helioseismology is the detection of modes of oscilla-
tion below 1 mHz (Chaplin et al. 2003). Key to these detections is
very long temporal-baseline observations with low noise character-
istics and good duty cycles. With over 20 yr of high quality, high
duty-cycle Birmingham Solar Oscillations Network (BiSON) ob-
servations, now is the time to re-examine the low-frequency region
of the solar oscillation spectrum.
We can use the properties of the low-degree solar acoustic (p) and
gravity (g) modes to constrain the conditions throughout the Sun
including its deep interior. While controversy surrounds the claimed
observations of g modes (Garcı´a et al. 2007; Appourchaux et al.
2010), detection of low-frequency p modes (≤1.3 mHz) is possible
with very long data sets (Chaplin et al. 2001; Garcia et al. 2001;
Broomhall et al. 2007). Observationally we find that acoustic mode
lifetime is a function of frequency. Below around 2 mHz lifetime
increases as frequency decreases. The long mode lifetimes observed
at low frequency produce very narrow peaks in frequency in the
spectra of long time series, which allows mode frequencies to be
determined with high accuracy and precision (Chaplin et al. 2002).
However, the additional constraint on solar structure and dynamics
provided by low-frequency p modes does not come easily. With
 E-mail: grd349@gmail.com
decreasing frequency (decreasing radial order n), the upper turning
point of the acoustic cavity occurs at increasing depth in and below
the solar photosphere, so there is a greater distance between the
mode cavity and the energy source in the very outer layers of the
Sun. In addition to decreasing signal strength at lower frequency,
the magnitude of the solar noise in radial velocity measurements
(primarily due to granulation) increases at lower frequency. Put
simply, the signal-to-noise ratio of low-frequency modes is poor.
The detection of low-frequency p modes in the low signal-to-
noise regime provides a challenge that has led helioseismologists
to develop robust methods of analysis. Typically one asks ‘is the
observed peak or structure a genuine signal or a result of noise?’
Both frequentist (Broomhall et al. 2007) and Bayesian (Broomhall
et al. 2010; Appourchaux 2011) approaches have been applied to
estimate the probability that a peak is due to noise (the H0 null
hypothesis) or that some observed structure is a mode of oscilla-
tion (the H1 hypothesis). Given some detection threshold, a peak is
typically classified as either a mode candidate or just noise. Mode
candidates that present characteristics that are consistent with ex-
pectations (guided by both patterns in existing observations and
results from modelling) may be elevated to detections.
Further information can be extracted from the observed signa-
tures of modes in the power spectrum; for example: the line width,
amplitude, and rotational splitting. Acoustic modes of oscillation
are stochastically excited and intrinsically damped by broad-band
noise generated near the top of the convective zone. By analogy
with a damped harmonic oscillator, the mode shape expected in the
C© 2014 The Authors
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frequency domain is a Lorentzian. The mode line width is propor-
tional to the inverse of the mode lifetime, revealing information on
the time-scale of the damping (Chaplin et al. 1998). Furthermore,
the mode amplitude is sensitive to the mode lifetime and to the rate
of convective energy input, giving insight into the convective pro-
cess (Houdek et al. 1999). Finally non-radial modes, modes with
degree (l) greater than zero, have their degeneracy lifted by rotation,
thus revealing the dynamical solar interior (Thompson et al. 2003).
Here we present parameters of the low-degree low-frequency
solar p modes from an analysis of data collected by the BiSON be-
tween 1991 January and 2012 December. In Section 2 we detail the
data preparation and analysis procedures to identify and parametrize
modes. The detections are contained in Section 3 along with results
of regression analyses to fit the mode line width and amplitude
as a function of frequency. Using the determined relationships we
demonstrate the extent of the challenge of improving our knowledge
of solar modes of oscillation at low frequency. Finally, we draw our
conclusions in Section 4.
2 A NA LY SIS
We use the data collected using resonance scattering spectrometers
(RSS; Brookes, Isaak & van der Raay 1978) of the six station
BiSON (Elsworth et al. 1995). BiSON RSS compare the Doppler
shifted solar 769.9 nm K D1 absorption line to a reference line in the
laboratory frame. These shifts are measured as variations in resonant
scattered intensity which are calibrated into radial velocities each
day for each of the six stations. Using these data, a time series is
built based on a routine that attempts to maximize the signal-to-
noise ratio in the low-frequency region (0.8–1.3 mHz). Here we use
40-s cadence BiSON data selecting a start date of 1991 January
01 and running to 2012 December 31. We do not use the BiSON
data back as far as the beginning of the network in 1978 as it was
not until early 1991 that the network consisted of 5, and later in
the year 6, reliably working stations providing high duty cycles.
As detailed analysis is run in the frequency domain the time series
is converted to a frequency power spectrum. We have developed
tools specifically to improve the signal-to-noise ratio in the low-
frequency regime and will devote some time here to detailing the
procedures and decisions made.
2.1 Data preparation
2.1.1 Daily calibration
The daily calibration procedure is based around that of Elsworth
et al. (1995) which uses the large variations in observed radial ve-
locity due to the Earth’s rotation and orbit to calibrate the relatively
small radial velocities caused by to the Sun. To improve the noise
characteristics of the data set we apply the correction for terrestrial
atmospheric differential extinction of Davies (in preparation). Dif-
ferential extinction across the solar disc introduces low-frequency
drifts at the extreme ends of the observational day. By modelling
and correcting for these drifts one realizes large improvements in
the noise characteristics at low frequency. The addition of this cor-
rection improves the low-frequency signal-to-noise ratio by up to
25 per cent primarily by removing the otherwise present large dis-
continuities in the time series that appear at early morning and late
evening for each station. In addition to reducing noise, this correc-
tion allows for the acceptance of more data at the extremes of each
day thereby increasing the final duty cycle.
2.1.2 Time series construction
After daily calibration, we are left with six time series of varying
noise levels, one from each observation site that must be combined
to produce a final time series. In the best case scenario as many as
four sites observe contemporaneously (i.e. at the same time), and
in the worst case bad weather will preclude observations from any
site. Here we detail a procedure to combine data from all stations
to produce a single time series observation optimized for the best
signal-to-noise ratio at low frequency.
Assembling BiSON data to maximize low-frequency signal-to-
noise ratio is a balancing act between getting a high duty cycle in
the time series and a low noise level in the power spectrum low-
frequency band. Once the data have been collected and calibrated,
the only decision required is whether or not to include a subset
of the data in the final time series. Including only the best data
produces the lowest noise levels but the drop in duty cycle severely
impacts the signal levels. Including all data gives the best duty
cycle but results in a high noise level. Clearly a compromise is
required.
The BiSON low-frequency time series construction procedure
sets a noise threshold (q) above which subsections of data are re-
jected and below which they are accepted. The metric we use to
assess the noise level is the mean power of the 0.8–1.3 mHz fre-
quency range, since the power in that frequency range is primarily
noise. A somewhat arbitrary choice is made to individually assess
subsections defined by the boundaries of overlaps between different
stations. In the case of contemporaneous data, only the subsection
with the lowest noise parameter is accepted in accordance with the
findings of Chaplin et al. (1997a).
In the following section we define a proxy for the signal-to-noise
ratio which is to be maximized by varying the noise threshold in the
data assembly procedure.
2.1.3 The relation between duty cycle and signal
The observational duty cycle impacts the magnitude of a signal in an
observed power spectrum because power leaks from the signal into
the background. The effect of missing data in a time series on its
spectrum is characterized by the window function and it affects the
observed amplitude of the signal. Given an uninterrupted signal s(t),
or S(ν), modified by some observation window w(t), or W(ν), the
resulting power spectrum P(ν), scaled to match variance and total
power, is the convolution of the signal and window in the frequency
domain (Lazrek & Hill 1993):
P (ν) = S(ν)W (ν). (1)
With this we can define duty-cycle efficiency, η(q, ν0), with the
noise threshold, q, defined in Section 2.1.2, as the strength of signal
observed in the power spectrum divided by the strength of the
original signal measured at the underlying frequency of the signal,
ν0,
η(q, ν0) = P (ν0)
S(ν0)
= S(ν0)Wq (ν0)
S(ν0)
, (2)
where the choice of q leads to a given Wq(ν).
Modes of oscillation in the low-frequency regime are expected to
have long lifetimes and hence narrow line widths (a few frequency
bins in a 22 yr observation). If we assume our signal S(ν) to be
very narrow, that we approximate by a delta function, the resulting
P(ν) will be the window function itself. Then the height of the
window function at ν0, W(ν0), will be a measure of the duty cycle
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efficiency, i.e.
η(q, ν0) ≈ Wq (ν0). (3)
The noise threshold (q) for a subsection of data does not linearly
correspond to the measured noise level in the power spectrum gen-
erated from the full data set. The noise level across the previously
defined frequency band in the full 22 yr spectrum (Qfull) is a combi-
nation of the noise seen in each subset and the noise from combining
different subsets, typically introduced by low-frequency offsets that
vary for each station. We have tested a number of values for q and
have chosen the data set which maximizes the ratio of the duty-cycle
efficiency to the low-frequency noise in the full power spectrum, i.e.
η(q, ν0)/Qfull. This results in a best data set for q = 35 m2 s−2 Hz−1
with statistics for the duty-cycle efficiency of 68.3 per cent and full
time series noise level of Qfull = 52.6 m2 s−2 Hz−1.
2.1.4 The power spectrum
Having selected the optimum time series we convert to the fre-
quency domain using a fast Fourier transform (FFT) and produce a
power spectrum scaled as power per Hz. Low signal-to-noise ratio
peaks are more visible if the power spectrum is displayed as the
signal-to-noise ratio. This conversion is achieved by simply divid-
ing the power spectrum by the local background function which
is determined using a very wide (130 μHz) box-car smooth. The
signal-to-noise ratio in the region of interest is displayed in Fig. 1.
Fig. 1 gives us an indication of the signal present in the data but
we can do better with a more quantitative approach. In the absence
of a signal, a signal-to-noise ratio spectrum would have a mean
value of unity with a χ22 noise distribution. With this information
we can determine the probability of observing a given signal-to-
noise ratio, i.e. we can apply an H0 test. Here we apply the H0 test
specified in Appourchaux et al. (2012) where the test is considered
over a frequency width of half the width of the large spacing (the
average frequency distance between consecutive l = 0 modes).
Furthermore, we can apply the test to signal-to-noise ratio spectra
with different levels of re-binning applied. This takes advantage of
the knowledge that modes in the low-frequency region, although
narrow, are distributed over a number of frequency bins (the bin
width of the original power spectrum is 1.44 nHz). The signal-to-
noise ratio spectrum, box-car re-binned over N bins has a χ22N noise
distribution. Fig. 2 shows a graphical representation of the results
Figure 1. Frequency signal-to-noise ratio spectrum from the optimum data
preparation pipeline with modelled frequency predictions as vertical lines.
Figure 2. 50 individual re-binned spectra plotted on the same axes, with
re-binning widths from 1 to 50 bins plotted as the signal-to-noise ratio and
then divided by H0 detection threshold at the 1 per cent level. Points above
1.0 suggest the power is ‘unlikely’ to be a result of noise alone, although with
50 different spectra plotted some (≈8) false positives are to be expected.
Modelled frequency predictions as shown as vertical lines.
from the H0 tests applied by displaying the signal-to-noise ratio
normalized by the H0 detection threshold. In this way, plotting re-
binned spectra allows peaks that fail the test to fall into the noise
but peaks with significant power to show prominently.
In detail, Fig. 2 shows 50 individual signal-to-noise ratio spectra
overplotted on the same axes. Each spectrum has been re-binned
over a different width with values varying from N = 1 to 50 bin
widths, and each spectrum has been normalized by the 1 per cent
H0 detection threshold. We rebin up to 50 bin widths in increments
of one as this is expected to produce around eight false positives
in the whole plot. The plot range is 1.1 mHz and H0 is assessed
over 67 μHz with a 1 per cent threshold. This makes the number of
tests 50 × 1100 / 67, which will give the expectation value for the
number of false positives when multiplied by the 0.01 threshold.
Hence, we expect around eight false positives from a few hundred
true positives. This allows us to say that peaks above the threshold
of unity are relatively unlikely to be a result of the χ22N degrees-
of-freedom noise distribution. Hence, we have used a frequentist
approach to demonstrate that there is structure in the low-frequency
region of the power spectrum that is ‘unlikely’ to be a result of
noise.
2.2 Bayesian mode detection
The frequentist H0 tests applied so far are sufficient to demonstrate
that there is signal in the low-frequency regime but these tests
are known to be prone to false positives. There is a more robust
approach that can be formulated in the Bayesian framework. This
approach assesses the probability that a mode is present, in contrast
to the frequentist approach that tests that the data are consistent with
being pure noise. In addition to being more robust, our Bayesian
formulation allows us to bring to bear the strong a priori information
that can be extrapolated from easy to detect modes. Here we have
searched both smoothed and unsmoothed power spectra for modes
using the Bayesian statistics described in Appourchaux, Samadi &
Dupret (2009) as well as in Broomhall et al. (2010). For the rest of
this paper we use modes that were detected by the Bayesian method
and in the following section estimate their intrinsic properties.
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2.3 Mode parameter estimation
Parameter estimation of modes detected in the previous section
was performed using a Markov chain Monte Carlo (MCMC) fitting
code. In this section we will first define the model used to describe
the data, then the likelihood function, and finally discuss the actual
fitting process.
2.3.1 Power spectrum model
Acoustic modes of oscillation are considered as stochastically ex-
cited and intrinsically damped harmonic oscillators. Consequently,
the observed structure in the power spectrum due to a single mode
is a Lorentzian profile multiplied by the χ2 2 degrees-of-freedom
forcing function (Anderson, Duvall & Jefferies 1990). In fact, there
are additional contributions to the χ22 function from the background
but here we will constrain ourselves to considering only the mode
of oscillation. The limit spectrum (at the limit of infinite observa-
tion) for a given degree (l) and radial order (n) is described by a
Lorentzian profile with height hn, l, width wn, l, truncated asymme-
try (Fletcher et al. 2009b) bn, l, and central frequency νn, l. Hence
the model for a single mode of oscillation, M(ν), is
Mn,l(ν) = hn,l(1 + 2bn,lx)1 + x2 , (4)
where
x = 2
wn,l
(
ν − νn,l
)
. (5)
The inclusion of rotation lifts the degeneracy of non-radial modes so
that the frequency of a split component is dependent on azimuthal
order, m. Modes are rotationally split into 2l + 1 components with
the splitting distance in frequency, m δνn, l, determined to first order
only by the weighted mean of the solar rotation rate. This assump-
tion of equidistant splitting ignores the negligible effects in the Sun
of centrifugal distortion (Ballot 2010), differential rotation effects
which at solar magnitudes are virtually indistinguishable from solid
body rotation, and asymmetries in the splitting caused by near sur-
face magnetic fields, which again are very difficult to detect even at
high signal-to-noise ratios (see Gough & Thompson 1990; Chaplin
2011). So the rotationally split frequencies may be written simply
as
νn,l,m = νn,l + mδνn,l . (6)
In reality, the height, width, and asymmetry are dependent upon the
azimuthal order. Here we make the assumption that mode width and
asymmetry are defined by their position in frequency in the coro-
tating frame of reference. We have assumed that inertial forces are
negligible and consider the intrinsic properties of the rotationally
split modes to be the same. Hence, we define the azimuthal compo-
nents of the same mode to have a single width and asymmetry, i.e.
wn, l, m = wn, l and bn, l, m = bn, l. Furthermore, the height parameter
is in principle determined only by the geometry of the degree and
azimuthal order. However, the nature of the ground-based BiSON
observations analysed here introduces significant departure from
the theoretical azimuthal visibility. One could estimate the relative
hn, l, m given enough information about the temporally averaged disc
weighting from the terrestrial atmosphere and optical depth effects
in the BiSON instrument (Christensen-Dalsgaard 1989). However,
Chaplin et al. (1996) have shown that their best estimated are sig-
nificantly different from those observed so here we determine the
relative heights of hn, l, m empirically.
To determine the empirical factors hn, l, m we re-parametrize in
terms of the mode height (hn, l) and the correction dependent on
degree and azimuthal order (l, m). We define
hn,l,m = hn,ll,m. (7)
In this formulation we set the sectoral correction, l, m = l, to a value
of unity thus keeping hn, l and l, m as independent parameters. In ad-
dition, energy equipartition is expected between components of the
same |m| if the length of observation time-scale is greater than a few
mode lifetimes (this is valid for lowest frequency non-radial mode
reported in this study). This simplification allows us to constrain
the parameter space by setting l, m = l, −m.
Furthermore, we will ignore the small contribution from az-
imuthal components where l − m is odd. The solar angular mo-
mentum vector lies almost but not perfectly in the projected plane
of the sky and so only components with even l − m are observed
(Chaplin et al. 2013). There is some small contribution1 from the
odd l − m components generated by the non-zero solar tilt angle,
but this effect has not been detected with significance for BiSON
data in the best signal-to-noise ratio regions.
We have constrained l, |m| for l ≤ 3 for all but two combinations:
l = 2, m = 0, and l = 3, m = 1. These two values must be determined
by the fitting process. We can then modify equation (4) to include
our prescription for rotational splitting:
Mn,l(ν) =
l∑
m=−l
l,|m| hn,l(1 + 2bn,lx)
1 + x2 , (8)
where x is now defined as
x = 2
wn,l
(
ν − νn,l − mδνn,l
)
. (9)
The chosen BiSON data set, collected by a ground-based global
network of telescopes, is subject to interruption from bad weather
and occasional equipment malfunction. This reduction in duty cy-
cle is known to impact the observed power spectrum (see earlier,
Fletcher et al. 2009a, 2011) and hence the limit spectrum will be
modified. To compensate for this we convolve the proposed model
with the window function in the frequency domain. Adding a white
noise background (B) to the mode and applying the window function
convolution gives our final model,
Mobs(ν) =
[
l∑
m=−l
l,|m| hn,l(1 + 2bn,lx)
1 + x2 + B
]
W (ν). (10)
As is clear from the model, we assume that the range in frequency
over which we assess the background is sufficiently narrow that the
background is well described by a DC term, i.e. that the rate of
change of the local background is small in our narrow region. This
assumption is just valid at around 2 mHz, where the tails of nearby
strong modes introduce a small gradient, but become increasingly
valid at low-frequency as a result of increasing narrowness and
small amplitude in the nearby modes.
While we fit the parameter of mode height, the intrinsic parameter
of interest is actually the mode amplitude squared (V2), otherwise
known as the mode power. The definition of mode height we have
chosen, that the reported height is that of the |m| = l components,
1 The solar tilt angle varies between approximately +7.◦25 and −7.◦25. If we
assume the time averaged tilt angle is 3.◦625 and consider only the geometric
arguments then we have 1, 0 = 0.008, 2, 1 = 0.016, 3, 2 = 0.024, and
3, 0 = 0.029.
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means we must compensate for all components when calculating
the mode power. Hence the definition of the mode power is
V 2n,l =
πhn,lwn,l
2
l∑
m=−l
l,|m|. (11)
We move on to discuss the assessment of the likelihood function.
2.3.2 Likelihood function
In order to perform the MCMC integration over the parameter space
we must define a likelihood function. We know the noise in the
power spectrum is distributed as χ22 . As a result, Anderson et al.
(1990) have shown that the negative log likelihood function for
model M, with parameters θ , and observation O is
− ln(L) =
∑
i
{
ln (Mi(θ )) + Oi
Mi(θ )
}
, (12)
where i describes the frequency bin. Maximizing the likelihood is
equivalent to minimizing the negative log likelihood.
Following from Bayes’ theorem for a model assumed to be true,
we can state that the posterior probability, p(θ |O, I), is proportional
to the likelihood function, L(O|θ ), multiplied by a prior probability
function p(θ |I), where I is the prior information,
p(θ |O, I ) ∝ L(O|θ )p(θ |I ). (13)
When we fit a model to a peak in the power spectrum we work with
the negative logarithm of the likelihood, so transforming and disre-
garding the constant term (the ignored term, the global likelihood,
is treated as constant because we have assumed our model to be
true) gives
− ln[p(θ |O, I )] = − ln[L(O|θ )] − ln[p(θ |I )] . (14)
We wish to determine the probability density distributions of the
parameters given the observations and the prior probability.
2.3.3 Parameter estimation algorithm
In this work, parameter estimation is achieved using a standard
flavour of MCMC – the Metropolis algorithm (Metropolis et al.
1953). In brief, MCMC is a method based on drawing values of θ
from proposal distributions and then correcting those draws to bet-
ter approximate the target posterior distribution. Specifically, the
Metropolis algorithm is an adaptation of a random walk that uses
an acceptance rule to converge to our desired distribution. Note that
the ubiquitous Metropolis–Hastings algorithm, which allows asym-
metric proposal distributions, is an extension to the basic Metropolis
algorithm that requires symmetric proposal distributions.
In the low-frequency regime, where modes have narrow line
widths, there is little sensitivity to mode asymmetry. One approach
might be to set the mode asymmetry to zero or some other arbitrary
value but we can do better. Mode asymmetry in the low-frequency
regime is of some interest but the nature of the model, the intrinsic
mode parameters, and the resulting sensitivity to asymmetry pro-
vide little to no constraint. A strength of Bayesian methods, here
the MCMC method, is that we are able to account for our lack of
constraint or knowledge in ‘nuisance’ parameters-like mode asym-
metry. Our lack of a posteriori knowledge of mode asymmetry is
accounted for in the marginalized posterior probability distributions
(PPDs) for our parameters of interest. Put more simply, the possi-
ble values of mode asymmetry are considered in the estimates of
other parameters and when asymmetry is correlated with another
parameter (for example mode frequency) the measured PPDs are
slightly wider. This increase in uncertainty is real and it is right that
we account for it.
The background model we apply is that of a flat local background
which does not represent a physical model but we consider this to
be reasonable when assessed over a narrow range in frequency. As
is defined by our model we fit on a mode-by-mode basis, i.e. we
consider only one mode at a time. This allows us to define a single
parameter to describe the background. In reality, the background is
made up of at least three contributions: solar granulation, stochas-
tic noise, and the Lorentzian tails of nearby modes. As with mode
asymmetry, marginalization propagates the uncertainty in the back-
ground value into the mode parameters of interest. However, we do
note that because we assume our model to be true, this propagation
of uncertainty only applies for the chosen model.
Mode parameters vary with the solar cycle but for low-frequency
modes the variation is essentially undetectable because mode cavi-
ties do not (strongly) overlap radially with the source of the variation
(Basu et al. 2012). We cannot study the solar cycle variation of the
low signal-to-noise ratio low-frequency modes using short time se-
ries as the signal from these modes drops into the noise. As a result
we are forced to measure the time averaged properties of the modes.
Broomhall et al. (2009) proposed a correction to raw frequencies
to recover frequencies pertinent to a quiescent Sun but this correc-
tion has to be extrapolated to frequencies lower than 1.5 mHz. The
extrapolation suggests that any correction is of a similar magnitude
to the uncertainties found here. Hence, the results we report are the
raw fitted parameters uncorrected for the effects of the solar cycle.
3 R ESULTS
Table 1 gives the median values together with the 67 per cent confi-
dence intervals for frequency, line width, height, amplitude squared,
and rotational splitting for BiSON modes at low frequency using
the fitting analysis described above. For the first time we detect
the low-frequency mode n = 7, l = 0 and both components of the
sectoral multiplet structure of the n = 7, l = 1 mode. In addition we
provide many previously unpublished values of mode height, line
width, amplitude, and rotational splitting, all produced from a ro-
bust and homogeneous analysis. The marginalized PPDs for width,
height, and amplitude are log-normal distributions so here we re-
port the descriptive statistics, the median and 67 per cent confidence
intervals, for the natural log of these parameters.
3.1 Mode line width and height
Fig. 3 shows mode line width as a function of mode frequency.
A power law fitted to the widths of the modes whose frequencies
are below 1.7 mHz is shown to approximate the variation of w
with respect to the mode frequency at low frequency. It should
be noted that this is not a good approximation at all frequencies
and that the gradient/exponent returned from the fit is sensitive to
the maximum mode frequency considered. Here we have ignored
modes with frequencies above 1.7 mHz which provides a balance
between minimizing the impact of the flattening of the curve at
higher frequencies but still maintaining enough points for good
constraint.
We do not suggest that the returned exponent (or offset) is a robust
measure – the values of line width for each mode are the parameters
any further study should use. Having said that, historically it is
this exponent that has been the focus of discussion. The result
MNRAS 439, 2025–2032 (2014)
2030 G. R. Davies et al.
Table 1. Results from fitting to modes detected in the power spectra. Quoted errors are the 67
per cent confidence intervals.
n l Frequency Ln width Ln height Ln amplitude2 Splitting
(µHz) (µHz) (m2 s−2 µHz−1) (m2 s−2) (µHz)
6 0 972.615+0.002−0.002 −5.2+0.8−0.6 5.8+0.9−0.9 1.2+0.4−0.4 –
7 0 1117.993+0.004−0.004 −4.7+0.5−0.4 5.3+0.5−0.4 1.0+0.4−0.4 –
7 1 1185.604+0.003−0.003 −4.7+0.6−1.2 5.4+1.6−0.5 2.0+0.3−0.3 0.402+0.003−0.003
8 0 1263.198+0.005−0.005 −3.8+0.6−1.5 5.3+1.8−0.5 2.0+0.3−0.3 –
8 1 1329.635+0.003−0.003 −3.8+0.3−0.2 5.5+0.3−0.3 2.8+0.2−0.2 0.397+0.003−0.003
8 2 1394.689+0.005−0.005 −3.5+0.3−0.3 4.6+0.3−0.3 2.5+0.2−0.2 0.405+0.002−0.002
9 0 1407.472+0.006−0.006 −3.4+0.4−0.4 5.3+0.4−0.4 2.4+0.2−0.2 –
9 1 1472.839+0.006−0.006 −2.5+0.2−0.2 4.9+0.2−0.2 3.5+0.1−0.1 0.398+0.005−0.005
9 2 1535.853+0.005−0.005 −2.6+0.2−0.1 5.0+0.2−0.2 3.7+0.1−0.1 0.407+0.003−0.003
10 0 1548.336+0.007−0.007 −2.5+0.2−0.2 5.4+0.2−0.2 3.4+0.1−0.1 –
9 3 1591.536+0.014−0.014 −2.4+0.3−0.3 3.7+0.3−0.3 2.77+0.2−0.2 0.400+0.005−0.005
10 1 1612.724+0.006−0.006 −2.2+0.2−0.1 5.6+0.1−0.2 4.56+0.06−0.06 0.404+0.005−0.005
10 2 1674.538+0.008−0.008 −1.8+0.1−0.1 4.9+0.1−0.1 4.55+0.06−0.06 0.402+0.004−0.004
11 0 1686.594+0.012−0.012 −1.6+0.1−0.1 5.3+0.1−0.1 4.18+0.08−0.08 –
10 3 1729.088+0.022−0.022 −1.4+0.2−0.2 3.5+0.2−0.2 3.65+0.12−0.12 –
11 1 1749.285+0.007−0.007 −1.7+0.1−0.1 5.8+0.1−0.1 5.26+0.05−0.05 0.407+0.008−0.008
11 2 1810.308+0.009−0.009 −1.3+0.1−0.1 5.2+0.1−0.1 5.28+0.04−0.04 0.403+0.004−0.004
12 0 1822.202+0.012−0.012 −1.2+0.1−0.1 5.8+0.1−0.1 5.04+0.05−0.05 –
11 3 1865.280+0.016−0.016 −1.0+0.1−0.1 4.2+0.1−0.1 4.66+0.06−0.06 0.395+0.005−0.005
12 1 1885.089+0.009−0.009 −1.1+<0.1−<0.1 6.0+<0.1−<0.1 6.03+0.03−0.03 0.403+0.008−0.008
12 2 1945.824+0.013−0.013 −0.8+<0.1−<0.1 5.4+<0.1−<0.1 5.99+0.03−0.03 0.392+0.006−0.006
13 0 1957.452+0.012−0.012 −0.9+<0.1−<0.1 6.1+0.1−0.1 5.66+0.04−0.04 –
Figure 3. Mode line widths as a function of frequency from fitting to the
BiSON power spectrum, plotted in ln–ln space. The dashed horizontal line
is the frequency resolution, i.e. the bin width.
we report here is α = 7.9 ± 0.6 which is consistent, albeit with
smaller uncertainty, with observations by Chaplin et al. (1997b)
(α = 7.0 ± 1.5) and Roca Corte´s et al. (1999) (α = 8.2 ± 1.5), and
in agreement with theory from Balmforth (1992) and Goldreich,
Murray & Kumar (1994) (α = 8.0).
3.2 Mode amplitude
Fig. 4 shows the mode amplitude squared (or mode power) as a
function of mode frequency. Fits to the data have been performed
separately for l = 0, 1, and 2. Again the fits performed to the obser-
vations match a power law in frequency. Again we reiterate that the
robust results here are the individual amplitudes not the fits made
Figure 4. Mode amplitudes squared as a function of frequency from fitting
to the BiSON power spectrum, plotted in ln-ln space.
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Figure 5. Mode rotational splitting as a function of frequency from fitting
to the BiSON power spectrum, plotted in ln-linear space.
to these data. We make the fits only for the purpose of allowing the
study of mode detectability at low frequency – the focus of a later
section.
3.3 Mode rotational splitting
Fig. 5 shows the measured mode rotational splitting as a function
of mode frequency. The results show no significant gradient with
frequency. We fitted a linear model to the splitting as a function of
frequency. In addition, fitting a higher order polynomial provides
no statistically significant improvement when accounting for the
additional model complexity. Hence we conclude that we see no
significant variation in rotational splitting as a function of frequency.
3.4 Mode detectability at low frequency
The detectability of a mode in a very long time series is dependent
on the mode amplitude, the mode line width, and the length of
observation (T). We have estimated the frequency dependency of
line width and amplitude and here combine this with the length
of time series to estimate a maximum height in the limit spectrum.
The observed height of a frequency bin is defined by the limit
spectrum multiplied by the noise function. Here we remove the
stochastic nature of modes of oscillation and consider only the limit
spectrum. From earlier, the limit spectrum (Y(ν)) is the convolution
of the signal (S(ν)) with the window function W(ν),
Y (ν) = S(ν)W (ν). (15)
Here we define the signal as a radial mode of oscillation:
Ssym(ν) = h
1 + 4
w2
(ν − νc)2
, (16)
where νc is the central frequency of the mode. To determine the
height and width we use the power-law relations (V 2(ν) and w(ν))
determined in this paper assessed at νc where,
h(νc) = 2 V
2(νc)
πw(νc)
. (17)
The window function of a continuous but finite observation is a
sinc2 function with width equal to the spectral resolution,
W (ν) = 2T sinc2(2πT ν). (18)
Figure 6. Radial mode detectability at low frequency, for different length
of observation, extrapolated from measurements presented in this paper.
The maximum bin height (Z) will be realized when the νc is equal
to the bin frequency (ν). We can then, for a given T, determine Z at
a range of mode central frequencies,
Z(νc; T ) = P (ν = νc; T ). (19)
The required convolution is computed numerically in the frequency
domain giving us the ability to calculate Z(νc; T ) at a range of mode
frequencies and for different lengths of observation.
Fig. 6 shows the calculated height of the signal but in terms of
the mode detectability, which is much better characterized by the
signal plus the background divided by the background, (Z + B)/B.
Here we use the BiSON 22 yr background scaled as power per Hz to
provide something that is comparable to the background that might
be measured for time series of different lengths.
Fig. 6 demonstrates why the detection limit of low-frequency p
modes has remained around 1 mHz for the last decade. A combi-
nation of the intrinsic mode properties and the noise conspire to
obscure the low-frequency p modes below the current limits. Per-
forming nothing more than continued observation does not signif-
icantly reduce these limits. Detections may be possible below the
current limits with better or novel treatments of the background
noise or unusually large mode excitations. It is possible that combi-
nations of observations can be constructed that share coherent sig-
nal yet incoherent backgrounds, for example observing at varying
height in the solar atmosphere. However, the possibility of observ-
ing modes below 950 μHz appears to be a significant observational
challenge.
4 C O N C L U S I O N S
This paper presents the measured the properties of the low-
frequency p modes as observed by BiSON over 22 yr including
new mode detections. We have detected and characterized the pre-
viously unpublished l = 0, n = 7 mode at ≈1118 μHz and have
unambiguously detected both of the sectoral components (m = ±1)
for the l = 1, n = 7 mode at ≈1186 μHz. These frequencies can be
used in detailed helioseismic modelling and should be particularly
prized for their very small uncertainties.
We have reported new and robust values of rotational splitting
which may be used in rotational inversions. The error bars on the
lowest frequency rotational splitting again provide the potential for
new constraint and inference. In addition, we have reported new
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values of mode height, line width, and amplitude that will provide
diagnostics on the poorly understood near-surface convection.
The analysis provided is a demonstration of cutting-edge helio-
seismic peak-bagging techniques. Each reported mode has been
detected using robust Bayesian detection statistics and then further
analysed to determine robust mode characteristics by estimating the
posterior probability density function for each parameter. The use
of MCMC methods, instead of maximum likelihood estimates plus
formal error estimates through the inverse Hessian matrix (which
are lower limits on the uncertainty), provides accurate 67 per cent
confidence intervals for all parameters. Using these values we have
fitted a simple power law to the mode line width to allow for com-
parison with previous studies and extrapolation at lower frequency.
For the mode line width dependence with respect to frequency we
find good agreement between previous studies. Our uncertainty on
the exponent is significantly smaller than those quoted previously,
and is in good agreement with theoretical values.
We put forward a justification for the apparent difficulty in ex-
tending the frequency range for which low-frequency modes are
detected. The data presented allow us to introduce a parametriza-
tion of the mode characterization which permits the prediction of the
signal-to-noise ratio at frequencies below the detection threshold.
We have shown that the intrinsic properties of the low-frequency p
modes make further detections at frequencies below 950 μHz a real
observational challenge. Our analysis tells us that the best approach
to extending the low-frequency range is to develop a method to
overcome the low-frequency noise due to solar granulation or in-
strumental effects and to observe for an extended period of time.
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