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Abstract-3D stereoscopic film has inherently the problem 
of large frame size that many 3D images compression 
algorithms already investigated for exploiting complex 
method, outputting poorly displayed frame, andtakings a 
long processing time. Consequently, this paper presents 
the development of a unique technique of clipping the 
redundant areas from the frames that do not appear in 3D 
stereoscopic film which delivered side-by-side (SbS) 
format over anorthodox packet-based network.  This 
implies reducing the size of the 3D film with natural depth 
perception. 
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I. INTRODUCTION  
 
3D stereoscopic film processing may significantly have 
optimized by reducing the size of the 3D film with natural 
depth perception. The redundant areas from the frames that do 
not appear in which delivered side-by-side (SbS) format[1]. 
This the first time think to reduce the frames size before the 
compression. 
In the stereoscopic film sequence, the perceived stereo-
depth is dependent on the fact that subsequent frame images 
are captured from a different perspective and possibly by two 
different cameras.  That gives rise to the research question 
whether one needs all the size of images from Left and right 
frames to produce stereo depth or might only use the most 
informative part of the frames which appear in the 3D film. 
Thus, the redundant part will be removed after capturing the 
scene from the parallel camera Side-by-Side, through 
computing the correlation coefficient between the data of left 
and right frames without losing image feature and quality.  
Most studies thought that the distortion types in the 
conventional film are due to the impact of transmission errors 
in 3D stereoscopic film. The results shows the current 
experiments find just 6% of frames not felt visual. The 
removal of the redundant area from the 3D film frames is 
achieved by computing the correlation coefficient between left 
and right frames to reduce the size of the frames which is the 
aim of this project. Firstly, the left and right frame is divided 
into [250x1080] sub-matrix. Secondly, scan the sub-matrix by 
calculating the Half Mean Correlation Coefficient to remove 
non-similarity between left and right frames.  
The objective of this part of work is removing segments 
of the images that don't contribute to the 3D perceived depth, 
and evaluating the reduction is necessary to avoid the most 
important problem of conventional in broadcast systems. The 
structure of 3D film consists of frame pairs, thus, naturally the 
storage requirement is doubled and longer broadcasting time is 
need high internet quality[2]. 
To reduce the size of the sequential spatial multiplex of 
left and right frames are structured as the base framework of 
this study[3]. The compression process is proposed by 
removing the redundant area of just 6% from the original 
frames to reduce the size, enhance observability and increase 
the accuracy. 
The contributions achieved in this paper can be 
summarized as following: 
 Stereoscopic movie compression 
 Achieving a compression process by removing the 
redundant area of 6% from the original frames. 
 Enhancingmovie observability 





Three dimensional stereo images are produced by 
simulating the way human eyes observe objects from two 
perspectives. That means at least two images are necessary for 
the production of one 3D image[4][5][6][7]. The two lenses in 
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characteristics to enable them to acquire a stereo image pair   
[1]. The distance between two lenses in a stereo camera
65mm has called Interaxial, effect on the distance between the 
image planes and the location of the cameras. 3D image(x, y, 
z) is a point in the scene, which is projected onto the image 
planes at left frame and right frame,which the images are 
superimposed they do not coincide. To enable these frames to 
be transmitted to produced 3D images at the receiving end, 
needs twice the bandwidth in comparison to transmitting a 
monocular image. 
But no one consider the approach of clipping
redundant areas in the images, it could reduce the size of the 
images then it will cause to reduce the size of the film. As 
shown in Fig.1and Fig. 1, how the scenes has captured by 
parallel cameras and typical broadcasting architecture 
Though over the next few years, digital terrestrial 
television will mature to enable the viewing of 3D films more 
prevalent[3]. On the other hand this technique 
reduce the width of left and right so this paper will work about 




In this paper, images (left and right) are captured using 
two identical cameras with displaced perspective. As shown in 
Fig. 2, the corresponding image from these two cameras will 
result in small section of images [A] that does not correspond 
to each other.  
 




is worked to 
[8].  
 
Hence, these sections do not contribute to the perceived 
3D scene. The aims are to identify these sections and remove 
them and test to see whether the quality of the image is affect 
or not? Furthermore, to calculate the potential efficiency 
measure from such editing.   
To remove the spatial redundancies that are present in 
both images and movie sequences (areas A), and the siz
frames will crop the size of display screen as shown in Fig. 2
Fig. 3, by using Eq (5).  
 
 
That means the display screen can be known to remove 
the redundant area from the frames b
size of view part of the frame depends on a 
film. Depending on International S
(ISO) Table1, the sizes of the display screen are different and 
this project wants to find a way to compress the film with any 
kind of display and the size of the frames so to sort 
problem should find another way to calculate the redundant 
area.  
As shown in Fig. 3, the structure of 
to human eyes, which are separated by approximately 65mm
In a 3D camera, the term for the







ut at the same time the 
way of display the 
tandards Organization 
this 
a 3D camera is similar 
. 
 offset between the two lenses 




The principle of 3D stereoscopic production is 
fundamentally based on replicating this ocular offset. If the 
two cameras are not properly aligned, parallax issues can arise 
that affect post-processing during editorial visual effects, 
which the screen Negative parallax [11][12]:
 
• 6 m screen  = 22 pixels/mm
• 12 m screen = 11 pixels/mm
• 18 m screen = 7   pixels/mm
The redundant area size in left and right frames (A) in 
Fig. 2 can be found by computing the Correlation Coefficient 
in Eq (6)[1], Fig. 3: 
 
𝐫 =
∑ ∑ (𝑿𝒎𝒏  𝑿)  (𝒀𝒎𝒏  𝒀)𝒏𝒎
∑ ∑ (𝐗𝐦𝐧  𝐗)
𝟐





In this equation X and Y are matrices representing the
and right frames,which are the same size. X and Y can be 
numeric or logical. The return value r is a scalar double. m and 
n are the dimensions of the matrices for the left and right 
frames. The mean of array X is calculated 
columns of X as vectors, returning a row vector of mean 
value. 
The size of the redundant area is half of the mean 
correlation coefficient between the two frames. This may be 
computed using appropriate software such as
However, the frames in the film have the same size of 
matrices and each frame requires three matrices 
 











by treating the 
 MATLAB [13].   
– Red, Green 
and Blue – but only one matrix 
calculate the size of the redundant areas and remove it from all 
matrices. The first step is to
matrices to [250x1080] sub matrix of Fig
sub matrix to calculate the Mean Correlation Coefficient 
because in 3D image the objects look like have a shadow and 
lose the quality of the origina
frame is slight different from the right frame.
 
 It comes from the near position of the left and right 
lenses 3D camera when capture the same since. While 
calculating the Mean Correlation Coefficient between the left 
and right frame and remove it that caused lose the quality of 
the image because the left and right frames are already 
different so remove more than should be, Fig. 5
Consequently, the size of the redundant area between two 
frames without losing the quality of 
Correlation Coefficient so it is [108x 1080]. The result of 
redundant area is 6% from the original frame.
To compare the result between the original frame and new 
frame by calculate Peak Signal to Noise Ratio (PSNR) and 
Mean Square Error (MSE) are used to comparing the squared 
error between the original image and the reconstructed image. 
However, there is an inverse relationship between PSNR and 
MSE higher PSNR value indicates the higher quality of the 
image, the mean square error
thus defined as: 
The more Y is similar to
Obviously, the greatest similarity is achieved when MSE equal 
to 0, PSNR is so defined as: 
 
 




The prototype has programmed to remove the unobserved 
area from the frames via implementing the mean correlation 
coefficient between two frames to measure the similarity to 
elimination the redundant area, without losing the feature
the frames and will never deteriorate the 3D stereoscopic film 
quality. Consequently, this optimized solution is reducing the 
cost of 3D stereoscopic film solution, lowering the storage 
181 
for the left and right frames to 
 divide the left and right red 
. 4, and then scan the 




the image is Half Mean 
the 
 
 between the two signals is 
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requirements, speeding up the film broadcasting with bit better 
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