ABSTRACT. We provide two examples of smooth projective surfaces of tame CM type, by showing that the parameter space of isomorphism classes of indecomposable ACM bundles with fixed rank and determinant on a rational quartic scroll in P 5 is either a single point or a projective line. These are the only known smooth projective varieties of tame CM type besides elliptic curves, [Ati57].
INTRODUCTION
Let X ⊂ P n be a smooth, m-dimensional subvariety, with m > 0, and assume the graded coordinate R X ring of X is Cohen-Macaulay, i.e. X is arithmetically Cohen-Macaulay (briefly, ACM). Then X supports infinitely many indecomposable ACM vector bundles (i.e. whose R X -module of global sections H 0 * (X , ) is Cohen-Macaulay), unless X is P n itself, or a quadric hypersurface, or a rational normal curve, or one of the two sporadic cases: the Veronese surface V 2 2 in P 5 and (cf. §1.2) the rational cubic scroll S(1, 2) in P 4 , see [EH88] . Actually, for most ACM varieties X , much more is true. Namely X supports families of arbitrarily large dimension of indecomposable ACM bundles, all non-isomorphic to one another (varieties like this are of "wild CM type"). CM-wild varieties include curves of genus ≥ 2, hypersurfaces of degree d ≥ 4 in P n with n ≥ 2, complete intersections in P n of codimension ≥ 3, having one defining polynomial of degree ≥ 3 (cf. [CL11, DT12] ), the third Veronese embedding of any variety of dimension ≥ 2 cf. [Mir13] . In many cases, these families are provided by Ulrich bundles, i.e. those such that H 0 * (X , ) achieves the maximum number of generators, namely d X rk( ), where we write d X for the degree of X . For instance, Segre embeddings are treated in [CMRPL12] , smooth rational ACM surfaces in P 4 in [MRPL13] , cubic surfaces and threefolds in [CH11, CHGS12] , del Pezzo surfaces in [PLT09, CKM13] .
In spite of this, there is a special class of varieties X with intermediate behaviour, namely X supports continuous families of indecomposable ACM bundles, all non-isomorphic to one another, but, for each rank r, these bundles form finitely many irreducible families of dimension at most one. Then X is called of tame CM type. It is the case of the elliptic curve, [Ati57] .
In this note we provide the first examples of smooth positive-dimensional projective CM-tame varieties, besides elliptic curves. Part of this was announced in [FM13] .
Theorem A. Let X be a smooth quartic scroll in P 5 . Then, for any r ≥ 1, there is a family of isomorphism classes of indecomposable Ulrich bundles of rank 2r, parametrized by P 1 .
Conversely, any indecomposable ACM bundle on X is rigid or belongs to one of these families (up to a twist). In particular, X is of tame CM type.
Recalling del Pezzo and Bertini's classification of smooth varieties of minimal degree, i.e. with d X = codim(X ) + 1, as V For CM-wild varieties, an interesting issue is to study rigid ACM bundles (by definition is rigid if Ext 1 X ( , ) = 0). Important instances of classification of such bundles are given in [IY08, KMVdB11] , for the Veronese surface V 2 3 and threefold V 3 2 in P 9 . Our first result in this direction deals with Ulrich bundles. Given a rational surface scroll X , we set H for the hyperplane class, F for the class of a fibre of the projection X → P 1 , and = X ((d X − 1)F − H). For w ≥ 2 we define the Fibonacci numbers by the relations φ w,0 = 0, φ w,1 = 1 and φ w,k+1 = wφ w,k − φ w,k−1 . We set φ w,−1 = 0. (ii) if moreover is rigid then a = φ w,k and b = φ w,k±1 , for some k ≥ 0; (iii) for any k ∈ Z, there is a unique indecomposable rigid Ulrich bundle U k with:
Furthermore, each U k is a exceptional, and U k (−H) ≃ U * 1−k ⊗ ω X . Here, a bundle is exceptional if RHom X ( , ) = 〈id 〉. "Up to twist" means "up to tensoring with X (t H) for some t ∈ Z". The following result should be compared to [CH11] .
Corollary. There is no stable Ulrich bundle of rank grater than one on a surface of minimal degree. If this degree is 4, any non-Ulrich indecomposable ACM bundle is rigid.
Our next result concerning the classification of rigid ACM sheaves deals with the CM-wild scrolls S(ϑ − 1, ϑ) and S(ϑ, ϑ) for ϑ ≥ 3. To state it we anticipate from cf. §1.2.2 and §4.1. Consider the braid group B 3 , whose standard generators σ 1 and σ 2 act by right mutation over 3-terms exceptional collections ( 1 , 2 , 3 ) over X , starting with
1 · · · , and σ = 1. The exceptional collection B k obtained by σ k can be extended to a full exceptional collection
Thinking of the Euler characteristic
) (with cyclic indexes) of pairs of bundles in the mutated 3-term collection B k , we define an operation of B 3 on Z 3 , by:
To B corresponds v = (2, d X − 4, d X − 2). Sett ∈ {0, 1} for the remainder of the division of an integer t by 2. Given k = (k 1 , . . . , k s ) and t ≤ s, we write the truncation k(t) = (k 1 , . . . , k t−1 ).
Having this set up, we finally define the set:
Theorem C. With any vector k ∈ K is associated an exceptional ACM bundle F k which is the middle element of the exceptional collection B k . If ϑ = 3, any indecomposable rigid ACM bundle is of the form
The structure of the paper is as follows. In §1 we write the basic form of a resolution of ACM bundles on scrolls relying on the structure of the derived category of a P 1 -bundle. We also provide here some cohomological splitting criteria for scrolls of low degree. In §2 we study Ulrich bundles on surfaces of minimal degree in terms of representations of Kronecker quivers and prove Theorem B using Kac's classification of Schur roots. In §3 we focus on quartic scrolls and prove their tameness according to Theorem A. In §4, we give the proof of Theorem C.
RESOLUTIONS FOR BUNDLES ON SCROLLS
In this section, after providing some essential terminology, we give our basic technique to classify ACM bundles on ruled surfaces. Indeed, it is shown in §1.4 that such bundle has a functorial two-sided resolution computed upon certain cohomology groups of . We derive in §1.5 a splitting criterion over scrolls of low degree.
1.1. Background. Let k be an algebraically closed field. Given a vector space V over k, we let PV be the projective space of 1-dimensional quotients of V . If dim(V ) = n+1, we write P n = PV . It will be understood that a small letter denotes the dimension of a vector space in capital letter, for instance if is a coherent sheaf on a variety X then h
. For a pair of coherent sheaves i , 2 on X , the Euler characteristic is χ( 1 , 2 ) = (−1) j ext j X ( 1 , 2 ). We abbreviate χ( X , ) to χ( ). A (vector) bundle is a coherent locally free sheaf.
1.1.1. Derived categories. We will use the derived category D b (X ) of bounded complexes of coherent sheaves on X . We refer to [Huy06] for a detailed account of it. An object of D b (X ) is a bounded complex of coherent sheaves on X , we will denote by H
• (X , ) the total complex associated with the hypercohomology of . If is concentrated in degree i, then we write | | for the coherent sheaf
, we write 〈S〉 for the smallest full triangulated subcategory of D b (X ) containing all objects of S. The same notation is used for a collection S of subcategories of D b (X ). Given a pair of objects and of D b (X ) we have the left and right mutations L ( ) and R ( ) defined respectively by the distinguished triangles given by natural evaluations:
Arithmetically Cohen-Macaulay varieties and sheaves.
A polarized or embedded variety is a pair (X , H), where X is an m-dimensional integral variety and H is a very ample divisor class on
x n ] and the homogeneous coordinate R X is R/I X . The variety X ⊂ P n is ACM (for arithmetically Cohen-Macaulay) if R X is a Cohen-Macaulay ring, i.e. the R-projective dimension of R X is n − m.
Given a coherent sheaf on a polarized variety (X , H), and i ∈ N, we write:
We write (t) for (t H).
is a finitely generated module over R X . We say that is initialized if H 0 (X , ) = 0 and H 0 (X , (−1)) = 0, i.e. if H 0 * (X , ) is zero in negative degrees and non-zero in positive degrees. Any torsion-free sheaf on a positive-dimensional variety has an initialized twist, i.e. there is a unique integer t 0 such that (t 0 ) is initialized. The R X -module H 0 * (X , ) is also finitely generated in this case. Given m ≥ 1, a vector bundle on an smooth ACM m-dimensional variety X is ACM (for arithmetically Cohen-Macaulay) if has no intermediate cohomology:
is a maximal Cohen-Macaulay module over R X , i.e., depth(E) = dim(E) = m + 1. The initialized twist (t 0 H) of satisfies h 0 (X , (t 0 H)) ≤ d X rk( ). We say that is Ulrich if equality is attained in the previous inequality.
We will use Gieseker-Maruyama and slope-semi-stability of bundles with respect to a given polarization. We refer to [HL97] .
1.2. Reminder on Hirzebruch surfaces and their derived categories. Let U be a 2-dimensional k-vector space, and let P 1 = PU so that U = H 0 (P 1 , P 1 (1)). There is a canonical identification U ≃ U * . Let ε ≥ 0 be an integer and consider the Hirzebruch surface F ε = P( P 1 ⊕ P 1 (ε)). Write π : F ε → P 1 for the projection on the base, let F = c 1 (π * ( P 1 (1))) be the class of a fibre of π, and π (1) be the relatively ample tautological line bundle on F ε . For any integer ϑ > 1, setting d X = 2ϑ + ε, the surface F ε is embedded in P d X +1 by the line bundle
, as a ruled surface of degree d X . We denote by X (H) this line bundle, so that the polarized variety (F ε , H) is a rational normal scroll S(ϑ, ϑ + ε). Of course, we have F 2 = 0 and
For ε > 0, denote by ∆ ∈ | X (H − (ϑ + ε)F )| the negative section of X , i.e. the section of π with self-intersection −ε. We have for a ≥ 0:
On the other hand H k (X , X (bF − H)) = 0 for all k, while h k (X , X (aH + bF )) can be computed for a ≤ −2 by Serre duality. We fix the notation: 
In turn, by Beilinson's theorem, see for instance [Huy06, §8], we have:
The right adjoint of π * is Rπ * . Let us denote by Θ : 
To compute the expression of these functors, we first use (1.2) with t = 0 to check that π * Rπ * ( ) fits into a functorial distinguished triangle:
i.e., π * Rπ * is the cone of α. Computing Θ * ( ), cf. [Huy06, §3], and using (1.2) with t = 1 we get the distinguished triangle:
Exceptional collections and braid group action. Let ε ≥ 0 and set
. Any full exceptional collection on X has r = 3. As consequence of Orlov's theorem recalled above, one of them is:
A motivation for this notation will be apparent in §4.1. Let us describe the action of the braid group B 4 in 4 strands, which we number from 0 to 3, on the set of exceptional collections. Let σ i be the generator of B 4 corresponding to the crossing of the i-th strand above the (i + 1)-st one. With σ i we associate R i+1 i so that σ i sends an exceptional collection C = ( 0 , . . . , 3 ) to a new collection σ i C where we replace
i . This satisfies the braid group relations. The subgroups B 4 of braids not involving a given strand operate on partial exceptional collections.
Assume now X = F ε is a del Pezzo surface, i.e. if ε ∈ {0, 1}. Then it turns out (although we will not need this) that this action is transitive on the set of all full exceptional collections, cf. [GK04, Theorem 6.1.1]. Also, in this case the objects i are sheaves up to a shift, and actually (shifted) vector bundles if torsion-free. Finally, in this case for j < k there is at most one i such that Ext Given an irregular exceptional pair ( , ) on X = F ε (for any ε ≥ 0), we set 0 = | |[−1] and 1 = | | and define:
Note that the two relations we have just written are both formally valid for any k ∈ Z. It turns out that k is concentrated in degree 1 for k ≤ 0, and in degree 0 for k ≥ 1.
Explicitly, we set w = hom X ( 0 , 1 ) and suppose w ≥ 2. For k ≤ 0 we have the sequences:
For positive k we have:
For the values around 0 the sequences take the special form:
Let us recall one more feature of the exceptional objects k generated by an irregular exceptional pair ( , ), related to generalized Fibonacci numbers. Set w = ext 1 X (| |, | |) and define the integers φ w,k recursively as:
Then, for all k, there are exact sequences of sheaves:
The existence of these sequences (which we sometimes call Fibonacci sequences) is easily carried over to our case from [Bra08] . The first Fibonacci sequences look like:
1.3. ACM line bundles on scrolls. ACM line bundles on Hirzebruch surfaces, and more generally on rational normal scrolls are well-known, cf.
[MR13].
Lemma 1.1. Let be an initialized ACM line bundle on S(
1.4. Basic form of ACM bundles on surface scrolls. Let now be an ACM sheaf on X . We will compute in more detail the resolution (1.3). Set:
We also set a = a 1,1 and b = b 1,0 . Since is ACM we have a 1,0 = b 1,1 = 0. Then, (1.4) can be broken up into two exact sequences:
Since ΘΘ * is the cone of (1.5), we read its cohomology in the exact sequences:
Taking cohomology of (1.3) we get the long exact sequence:
Let I and J be the images of the middle maps of (1.9) and (1.11), so that:
We claim:
Indeed, looking at (1.9), we have to check that π * π * → X (−F ) a splits, and it suffices to prove that Ext 1 X ( X (−F ), I ) = 0. This in turn is obtained twisting (1.14) by X (F ) and computing cohomology. In a similar way one proves that b → 0 ΘΘ * splits. Now observe that the restriction of π * π * → to the summand X (−F ) a of π * π * is injective. Indeed, its kernel is −1 ΘΘ * , which is dominated by the bundle b 0,0 in view of (1.12). But there are no non-trivial maps → X (−F ). Similarly, → 0 ΘΘ * is surjective onto b . We define thus the sheaves P and Q by the sequences:
Summing up, we have shown the following basic result.
Lemma 1.2. Let be an ACM bundle on X . Then fits into:
where P and Q fit into (1.17) and (1.16).
1.5. A splitting criterion for scrolls of low degree. Let us now assume, for the rest of the section, ε + ϑ ≤ 3. Namely, we focus on the following scrolls (we display their representation type, although tameness of quartic scrolls will be apparent from §3).
finite tame wild
Lemma 1.3. Let be ACM on X , and P and Q as in Lemma 1.2. Then Ext 1 X (Q, P) = 0. Proof. To show this, we apply Hom X (Q, −) to (1.17), obtaining:
We want to show that the outer terms of this exact sequence vanish. For the leftmost term, using (1.14), we are reduced to show:
where the isomorphisms are given by Serre duality. For the rightmost term, by (1.12) we need:
In turn, by (1.16), it suffices to show:
The first line follows by taking global sections of (1.15), twisted by (−H), or by X (−H − F ). Similarly, the first vanishing required for (1.21) follows from (1.15) and Serre duality, since H 2 (X , * ) = 0 and H 1 (X , * (F )) = 0 for ε + ϑ ≤ 3 (here is where the bound on the invariants appears). The last vanishing follows taking global sections of (1.10), twisted by (−F − H). Proposition 1.4. Any non-zero ACM bundle satisfying:
splits as a direct sum of line bundles.
Proof. We borrow the notation from the above discussion, and we assume a = b = 0. First note that the sheaves I and −1 ΘΘ * are torsion-free and in fact locally free, since they are obtained as pull-back of direct images of and (−H) via π. More precisely, by (1.14), there are integers r ≥ 1 and a i ≥ 0 such that:
We can assume that is initialized, hence H 0 (X , (−H)) = 0. We get:
In view of the previous lemma, we have that is the direct sum of P and Q. Since H 0 (X , Q) = 0, to conclude, it remains to prove that P is a direct sum of line bundles (by splitting off P from and using induction on the rank, the proof of our lemma will be settled). Using (1.24), the exact sequence (1.17) becomes:
Twisting this sequence by
But this space must be zero, since P is a direct summand of , and satisfies (1.22). We deduce P ≃ i=1,...,r X (a i F ).
This allows to give the following refinement of Lemma 1.2. Proof. As in the proof of Proposition 1.4, I takes the form (1.23). We rewrite I as:
with a ′ i ≥ 1. This time, by (1.12) we get a splitting of −1 ΘΘ * of the form:
for some integers t, s ≥ 0 and b i ≥ 1. We now observe that the map ϕ appearing in (1.13) is zero, when restricted to the summand p X of I . Indeed, on one hand no summand (b i F ) of −1 ΘΘ * maps non-trivially to p X , because H 0 (X , * (−cF )) = 0 for c ≥ 1 or ϑ ≥ 2. On the other hand, when ϑ = 1 any nonzero map t → p X has a non-zero direct sum of copies of ∆ as cokernel, which contradicts being locally free. Therefore, P is a direct sum of p X and P ′ , where P ′ fits into:
Next, we use that is indecomposable. We tensor the previous exact sequence with * and note that a 
Then fits into:
1.6. Monads. Let ε + ϑ ≤ 3. Given an indecomposable ACM bundle on X = S(ϑ, ϑ + ε), by Proposition 1.6 we can consider the kernel of the natural projection → (−F ) d , and be the cokernel of the natural injection c X → . This injection factors through and we let be cokernel. We will see in a minute that is an Ulrich bundle. We have thus a complex whose cohomology is (a monad) of the form:
The display of the monad is the following commutative exact diagram:
Example 1.7. Let X = S(1, 3), and observe that h 1 (X , * ) = 1. Define the rank-2 bundle as the non-trivial extension: 0 → X → → → 0.
So in this case c = b = 1 and a = d = 0. Note that is slope-unstable, and of course ACM. It is clear that H 1 (X , * ) = 0, since 1 ∈ H 0 (X , X ) is sent by the boundary map to the generator of H 1 (X , * ). Also, ⊗ * fits into:
and it easily follows that Ext 1 X ( , ) = 0, so is rigid (albeit not simple, since hom X ( , ) = 2). Taking (−F ), we get a monad with a = d = 1 and b = c = 0.
PARAMETRIZING ULRICH BUNDLES VIA THE KRONECKER QUIVER
Let again X be the scroll S(ϑ, ϑ +ε) of degree d X = 2ϑ +ε. We will carry out here a description of Ulrich bundles on X as extensions, and relate them to representations of a Kronecker quiver.
2.1. Ulrich bundles as extensions. The first consequence of the computation we carried out in the previous section is the next result, which proves part (i) of Theorem B.
Proposition 2.1. A vector bundle on X is Ulrich iff, up to a twist, it fits into:
with a = h 1 (X , (−F )) and b = h 1 (X , (F − H) ).
Proof. Let us borrow notations from §1.4. By Lemma 1.1, if fits into (2.1) for some a and b, then it is obviously Ulrich. Also, in this case the integers a and b equal a 1,1 and, respectively, b 1,0 as one sees by tensoring (2.1) with X (−F ) and X (F − H) and taking cohomology. Conversely, if is Ulrich, then (up to a twist) we may assume a 0,0 = b 2,1 = 0 by [ESW03, Proposition 2.1]. Therefore, by (1.14) and (1.15) we get I = J = 0 hence P = Q = 0 by (1.17) and (1.16). We conclude by Lemma 1.2. Proof. If is an Ulrich bundle of rank r, then by Proposition 2.1 fits into an exact sequence of the form (2.1), with a 1,1 + b 1,0 = r. Set a = a 1,1 , so b 0,1 = r − a. Since X (−F ) and have the same Hilbert polynomial, the graded object associated with is X (−F ) a ⊕ r−a . Hence the S-equivalence class of only depends on a, and in turn a is clearly determined by c 1 ( ).
Kronecker quivers.
Let w ≥ 2 and let Υ w be the Kronecker quiver with two vertexes e 1 , e 2 and w arrows from e 1 to e 2 . Let W be a vector space of dimension w with a basis indexed by the arrows of Υ w . The representation then corresponds uniquely to an element ξ of A⊗ B ⊗ W * , so we write = ξ . We write M ξ the matrix corresponding to ξ ∈ A⊗ B ⊗ W * . It is customary to write
Geometrically, the space PW parametrizes isomorphism classes of nonzero representations of Υ w with dimension vector (1, 1). The matrix M ξ is naturally written as a morphism of sheaves over the dual space:
Via the natural isomorphism H 0 (PW, P W (1)) ≃ W * ≃ H 0 (PW, PW (−1)), the matrix M ξ is transformed into a matrix of twisted vector fields.
We write D b (Υ w ) for the derived category of k-representations of Υ w . It is naturally equivalent to the full subcategory 〈Ω PW (1), PW 〉 of D b (PW ). Given a non-zero vector of W * and the corresponding point u ∈ PW , there is a morphism Ω PW (1) → PW vanishing at u. The cone S u of this morphism is mapped by this equivalence to the associated (1, 1)-representation u of Υ w .
Irregular exceptional pairs and the universal extension.
Let ( , ) be an exceptional pair over a surface scroll X , with = | | and = | |, and Ext
Over X × PW we have the universal extension:
Write u for the extension of by corresponding to u ∈ PW . We have:
Lemma 2.4. Let w ≥ 2, ξ ∈ A⊗ B ⊗ W * and set = ξ and = Φ( ).
i) We have Ext
, and this space is zero for i = 0, 1. 
ii) The bundle is indecomposable if and only if is irreducible. iii) Let (b, a) be the dimension vector of . Then we have the cases: (a) if ψ(a, b) < 0 then is decomposable, hence so is . (b) If is indecomposable and rigid then ψ(a, b) = 0, and this happens if and only if
{a, b} = {φ w,k , φ w,k+1 } for some k ≥ 0, cf. §1.2
.2. (c) If ψ(a, b) = 0, then is exceptional for general ξ. Also, is exceptional if and only if
≃ k for some k ≥ 1 or ≃ k [1] for some k ≤ 0. iv)≃ | k | a k ⊕ | k+1 | a k+1 .
Proof. (i) is clear since Φ is fully faithful and representations of Υ w form a hereditary category. For (ii), note that is decomposable if and only if Hom Υ w ( , ) contains a non-trivial idempotent. By (i), this happens if and only if Hom
Then, there is some ξ ∈ A⊗ B ⊗ W * determined up to a non-zero scalar such that ≃ Φ( ξ ), and we write = ξ . Note that and X (−F ) have the same Hilbert polynomial, and are trivially stable, so that all hypothesis of Lemma 2.4 are satisfied.
Having this in mind, we see that, if is indecomposable and rigid, then looking at the weight vector (b, a) of ξ , the unordered pair {a, b} must give a Schur root, i.e. a and b must be two Fibonacci numbers of the form φ w,k , φ w,k−1 , for k ≥ 1. Moreover for the weight vector (b, a) = (φ w,k−1 , φ w,k ) there is a unique indecomposable bundle, which we denote by U k , and each U k is exceptional. Therefore, since X (−F ) and are interchanged by dualizing and twisting by ω X (H), the bundles U k (−H) and U * 1−k ⊗ ω X are both indecomposable and rigid with the same weight vector, and must then be isomorphic.
As an explicit example, over X = S(2, 3), the first Fibonacci sequences for U k are:
2.3. Matrix pencils. Representations of Kronecker quivers are completely classified only if w = 2. In this case we canonically have W * ≃ W . We write
, and morphisms of the form M = M ξ are matrix pencils. These are classified by Kronecker-Weierstrass theory, which we recall for the reader's convenience. We refer to [BCS97, Chapter 19.1] for proofs. Fixing variables x , y on P 1 , and given positive integers u, v, n and u ∈ k one defines:
and J u,n = x I n + y J u,n , where C u has size (u+1)×u, B v has size v ×(v +1), and J u,n ∈ k n×n . The next lemma is obtained combining [BCS97, Theorem 19.2 and 19.3], with the caveat that, up to changing basis in P 1 , we can assume that a matrix pencil M has no infinite elementary divisors, i.e., the morphism M : B * ⊗ P 1 (−1) → A⊗ P 1 has constant rank around ∞ = (0 : 1) ∈ P 1 .
Lemma 2.5. Up to possibly changing basis in P 1 , any matrix pencil M is equivalent to:
for some integers r, s, t, a 0 , b 0 and u i , v j , n k , and some u 1 , . . . , u t ∈ k.
We have the following straightforward isomorphisms:
where nu is the skyscraper sheaf over the point u with multiplicity n. Allowing u to vary in P Proof. By Lemma 2.4 we can assume that M is irreducible, so that M is itself isomorphic to one of the summands appearing in Lemma 2.5. Consider the equivalence:
If M ≃ C u , then this equivalence maps to coker(C u ) ≃ P 1 (u), with u ≥ 1. Since P 1 (u) is exceptional, Using part (i) of Lemma 2.4, we get that is an also an exceptional bundle, hence is simple, and a fortiori indecomposable. For the case B v , (2.3) sends to ker(
, with v ≥ 1. Again is then exceptional. The same argument works for Z 1,0 in which case ≃ is mapped to P 1 (−1)[1], and for Z 0,1 , whose counterpart on P 1 is P 1 , and of course ≃ X (−F ).
It remains to look at the case M ≃ J n,u , so that is mapped under (2.3) to = nu . In this case, is filtered by the sheaves m = mu , for 1 ≤ m ≤ n and m / m−1 ≃ 1 . This induces a filtration of be the sheaves m , image of m via (2.3), having quotients m / m−1 ≃ u , recall (2.2). Note that u is a simple bundle with Ext 1 X ( u , u ) ≃ k once more by Lemma 2.4, and Ext 2 X ( u , u ) = 0. Bundles of the form u are of course parametrized by P 1 . Deformations of are thus provided by the motions in P 1 of each of the factors u of its filtration. But only bundles associated with sheaves of the form nu ′ continue to be indecomposable, so deformations of giving rise to indecomposable bundles correspond exactly to the motions of nu in P 1 itself.
QUARTIC SCROLLS ARE OF TAME REPRESENTATION TYPE
Here we give a complete classification of ACM bundles on smooth quartic scrolls. The next result is a more detailed version of Theorem A from the introduction.
Theorem 3.1. Let X = S(2, 2) or X = S(1, 3), and let be an indecomposable ACM bundle on X . Then, up to a twist, either is X or X (F ) or (−F ), or or (−F ) in case X = S (1, 3) , either is Ulrich, and can be expressed as an extension:
for some a, b ≥ 0 with |a − b| ≤ 1. In this case: i) for any (a, b) with a = b ± 1, there exists a unique indecomposable bundle of the form as above, and moreover this bundle is exceptional;
ii) for a = b ≥ 1, the isomorphism classes of indecomposable bundles of the form are parametrized by P 1 .
Remark 3.2. Theorem 3.1 (and hence Theorem A) hold, except for part ii, over an arbitrary field k. In turn, if k is not algebraically closed, part (ii) holds for geometrically indecomposable (i.e., is indecomposable over the algebraic closure of k). Otherwise, indecomposable ACM bundles over k are obtained from companion block matrices associated with irreducible polynomials in one variable over k, cf. again [BCS97] .
We need some preparation to prove Theorem 3.1, especially to deal with X = S(1, 3) . We refer to §2.2.3 for notation. ξ on S(1, 3) , not containing as a direct summand, satisfies
Lemma 3.3. Any bundle of the form
Proof. Observe that U = H 0 (X , X (F )) is identified with H 1 (X , * (−F )) and that W and U are also canonically identified. Let = ξ , for some ξ ∈ A⊗ B ⊗ U. We prove that H 1 (X , * ) = 0 if has no copy of as direct summand, the other statement is analogous. We dualize (2.1):
Cup product gives a map:
Restricting to 〈ξ〉 ⊂ Ext 1 X (B ⊗ , A⊗ X (−F )) we get a mapξ : A * ⊗ U → B which is the boundary map associated with global sections of (3.1), and we have: Proof. Cup product gives an isomorphism:
, In a suitable basis, the associated linear map C * → D * sends each copy of 1 ∈ H 0 (X , X ) to the generator of H 1 (X , * ), or to zero. Each time a generator is hit, we get a copy of as a direct summand of , and each basis vector sent to zero gives a copy of X as direct summand of . Completing to a basis of D * with respect to the image of the boundary map gives as many copies of as direct summands of as the codimension of this image. This proves the claim. 
Then, using Lemma 3.3 we get H 1 (X , * ξ ′ ) = 0. Hence by the middle row of (1.28), we get ≃ ξ ′ ⊕ ′ with ′ = 0 since c = 0. Also, again Lemma 3.3 says H 1 (X , ξ ′ ⊗ * (F )) = 0, so by the middle row of (1.28) we get that contains ξ ′ as a direct summand. Once more c = 0 guarantees that contains other non-zero direct summands besides ξ ′ , so by indecomposability of we conclude
is X (−F ) a plus a non-zero direct sum of copies of X , , . Since Ext 1 X ( (F ), −) vanishes on X , and , and since is indecomposable, we get a = d = 0, and is either , or X , or . But only in the first case we have P = 0 and b = 0, so ≃ .
Proof of Theorem 3.1. Let us first prove that, if is an indecomposable ACM bundle which is not Ulrich over X = S(2, 2), then is a line bundle. In view of Proposition 2.1, we know that replacing with (t H) for any t ∈ Z, we always get P = 0 or Q = 0. But, if P = 0, then b = 0 by Lemma 1.5 since ϑ + ε = 2, and Q = 0 by Claim 1.3. By Lemma 1.2 we now deduce a = 0. Likewise if we start with Q = 0 we conclude a = b = 0. By Proposition 1.4, we deduce that is a line bundle.
Similarly we show that, if is an indecomposable ACM bundle which is not Ulrich over X = S (1, 3) , then is a line bundle, or , or (−F ). By Proposition 3.5, if is not nor (−F ), for all twists of we may assume that P = Q = 0 or b = a = 0, or P = 0, a = 0, or Q = 0, b = 0. The first alternative is excluded since is not Ulrich, and for the same reason the last two alternatives force respectively b = 0 and a = 0 by Lemma 1.2. We are left with the case that b = a = 0, for all twists of . But in this case is a line bundle by Proposition 1.4.
We can now assume that is Ulrich. In this case, by Proposition 2.1 the bundle fits into an extension like (2.1). It only remains to prove (i) and (ii). But this is done by Proposition 2.6.
RIGID BUNDLES ON SCROLLS OF HIGHER DEGREE
In this section we set X = F ε with ε = 0, 1, so X is a del Pezzo surface, and we assume d X ≥ 5, hence X is of wild representation type. For the rest of the paper, we assume char(k) = 0.
4.1. Construction of rigid ACM bundles. Let s ≥ 0 be an integer, and consider a vector of s integers k = (k 1 , . . . , k s ). With k we associate the word σ k of the braid group B 4 by:
This means that σ k belongs to the copy of B 3 in B 4 consisting of braids not involving the first strand. Clearly, up to adding k i−1 and k i+1 , we may assume k i = 0, for i > 1.
This subgroup operates on 3-terms exceptional collections over X , in view of the B 4 -action on full exceptional collections described in §1.2.2. Set B for the subcollection
The generators of B 3 thus operate on Z 3 , by sending a vector v = (v 1 , v 2 , v 3 ) to:
The inverse of σ 1 and σ 2 operate by similar formulas. For the basic collection B itself we have:
We set v k ∈ Z 3 for the vector corresponding to B k , i.e. v k = σ k .v .
Next, we sett ∈ {0, 1} for the remainder of the division of an integer t by 2. Given k = (k 1 , . . . , k s ) and t ≤ s, we write the truncation k(t) = (k 1 , . . . , k t−1 ). We define:
Observe that belonging to K imposes no restriction on the last coordinate k s of k.
Next we provide an existence result for rigid ACM bundles indexed by k ∈ K. There might be k = k ′ such that σ k = σ k ′ in view of the Braid group relation σ 1 σ 2 σ 1 = σ 2 σ 1 σ 2 . The correspondence described by the next theorem has to be understood up to this ambiguity. The next result proves the existence part of Theorem C. Proof. We first give a step-by-step algorithm to construct F k .
Step 1. Take s = 1 and start with B = B , cf. (1.6). Observe that the exceptional pair ( 1 , 2 ) is irregular,
Consider then the objects k in the notation of §1.2.2, and set F k = | k 1 +1 |. In the notation of §2.2.3, we have F k 1 ≃ U k 1 +1 , i.e. the case s = 1 corresponds to Ulrich bundles.
To prepare the next step, modify B by keeping 3 unchanged, but replacing 1 with k 1 and 2 with k 1 +1 . We observed that (4.1) imposes no condition for s = 1 so k 1 is arbitrary in Z if s = 1. On the other hand, for s ≥ 2, taking t = 2 leads to assume k 1 (σ k(2) .v) 1 ≤ 0. One can check right away that this simply means k 1 ≤ 0.
For instance, take k = (−3), i.e. σ = σ −3 1 , so F −3 = U −2 . We draw the corresponding braid of B 4 , and the associated mutations, starting from the basic exceptional collection B :
for k 1 = −1;
Step 2. Take s ≥ 2 even. It turns out (cf. Lemma 4.2) that the condition k ∈ K implies that, in the collection B defined inductively by the truncation σ k(s) , the pair ( 2 , 3 ) is irregular. Then, it can be used to construct the objects k as in §1.2.2. Next, we define F k = | k s | and modify B by keeping 1 unchanged and replacing the pair ( 2 , 3 ) with ( k s , k s +1 ).
Take e.g. σ = σ −3 1 σ 2 2 , i.e. k = (−3, 2). The associated mutations start from B −3 and give:
for k = (−3, 1);
Step 3. Take s ≥ 3 odd. Again apply Lemma 4.2 to the collection C k(s) . This time the irregular pair is ( 1 , 2 ), and we use it to construct the objects k , cf. §1.2.2. Put F k = | k s +1 |. As in Step 1, modify the collection B by keeping 3 and replacing 1 with k s and 2 with k s +1 .
Take for example k = (−3, 2, −2). This lies in K for X = S(2, 3). The bundle F = F −3,2,−1 has canonical slope c 1 (F) · c 1 (ω X )/ rk(F) = 37/216. The associated mutations give:
for k = (−3, 2);
Having this in mind, it is clear that F k is exceptional, by the basic properties of mutations. Also, by induction on s we see that F k is an ACM bundle, as it is an extension of ACM bundles, in view of the Fibonacci sequences (1.7) and (1.8). To conclude we need the following lemma. 
For s odd, ( 2 , 3 ) is an irregular pair if and only if: , where U k are the exceptional Ulrich bundles, and F k = U k+1 . Now, in Lemma 4.2 we computed:
Up to possibly a shift by 1, the exceptional pair (U k , U k+1 ) is completed to the full exceptional collection Let us consider the case k < 0. Before going further, note that analyzing this case is enough, indeed if k > 0, then replacing with * ⊗ ω X we get another rigid ACM bundle, whose Ulrich part will be this time in the range k < 0.
Assuming thus k < 0, by (4.7), looking back at (1.28), we see that ≃ ⊕ (−F ) d . Then we note that, over S(2, 3) and S(3, 3), we have Ext 1 X ( (−F ), X ) = 0, so that (−F ) d is a direct summand of . So, since is indecomposable, we get d = 0, or ≃ (−F ). In the second case, * ⊗ ω X (H) ≃ X = F −1,1 . Hence we assume d = 0, so lies in the subcategory generated by the subcollection B k of C k . Our goal is to show that can be constructed by the steps of Theorem 4.1, when we set k 1 = k. This is clear for = 0, in which case ≃ X . Also, it is clear for c = 0, as we may assume a k 1 = 0 and a k 1 +1 = 1 by indecomposability of , so ≃ U k 1 +1 ≃ F k 1 .
To study the case c = 0, = 0, first note that again indecomposability of forces ( 2 , 3 ) to be an irregular pair, which gives back k 1 < 0 and k = (k 1 , k 2 ) ∈ K, ∀k 2 = 0. Then, we use again . We get a new bundle fitting into:
is an exceptional sequence with vanishing Ext 2 groups, Lemma 4.5 applies and shows that is rigid. So, again by By Lemma 2.4, part (iv), there are integers k 2 , a k 1 ,k 2 and a k 1 ,k 2 +1 such that, in the notation of Theorem 4.1:
, Next, note that the bundle belongs to the subcategory generated by the new exceptional sequence B k 1 ,k 2 . Up to shifts, B k 1 ,k 2 takes the form (F k 1 −1 , F k 1 ,k 2 , F k 1 ,k 2 +1 ). If a k 1 = 0 then ≃ so since is indecomposable we see that the form F k , with s = 2 in the notation of Theorem 4.1. Otherwise, the new exceptional pair ( 1 , 2 ) in B k 1 ,k 2 must be irregular, so Lemma 4.2 ensures that k = (k 1 , k 2 , k 3 ) lies in K for any k 3 = 0. Further, Lemma 4.5 can be used again, this time with = F k 1 ,k 2 , p = a k 1 ,k 2 +1 and = F k 1 −1 , q = a k 1 to see that the new bundle is rigid and hence a direct sum for some k 3 = 0 and integers a k 1 ,k 2 ,k 3 , a k 1 ,k 2 ,k 3 +1 . This process may be iterated, and eventually must stop because has finite rank. We finally get that the bundle is of the form F k for some vector k lying in K.
