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We study pairs of binary linear codes Cl(n, nR1), C2(n, nR 2) with the property that for any 
nonzero cl c C~ and c2~ C 2, there are coordinates in which both c, and c 2 are nonzero. 
1. Introduction 
Let C be a binary l inear (n, k, d) code, i.e., a k-d imensional  subspace of 
with min imum Hamming distance d. That  is, for  any c, c' ~ C, d(c, c'), defined as 
the number  of coordinates in which c and c'  differ, is at least d. Equivalently, 
Icl=d(c,O)>~d for all nonzero code words c. For  a=(at ,  a2 . . . . .  a,) and b= 
(bl, b2 . . . . .  b,)  in F~2 define their termwise product  as a * b = 
(a~b~, a2b2 . . . . .  a,b,). The logarithms are to the base 2. 
Del lnit ion 1. Two codes C~ and (72 are r-intersecting if for any nonzero ca c C~ 
and c2cC2 we have Icl * c21~r. We write this as ClI~C2; if C1=C2=C we say 
that C is an (n, k, d, r), or r- intersecting code; if r = 1 we say " intersect ing" and 
write ClIC2. 
Example  1. C = {(000), (110), (101), (011)} is a (3, 2, 2, 1) code. 
2. Some properties of intersecting codes 
Let dm~ = max d(cl, c2), ci c Ci, i = 1, 2 and Io be the universal relation. Then,  
f rom d(a, b)= l a l+ lb l -2  la * bl the following property  is obtained. 
(P1) For every pair Ci(n,k, di), i=1 ,2 ;  if r=max((dl+d2-dm~)/2,0),  then 
CILC2; if Ca = C2 = C and CIrC, then r<~d/2. 
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Deleting the last component from every codeword in ('(n. k, d!, 
obtains a shortened code C'(n' = n - 1, k' = k, d'>~ d - 1 t 
(P2) If C~I, C2, then C'~L,C;, with r'>~ r -1 .  
Denoting by B(n, d) the greatest number of codewords in any lin,.~a~ 
code of length n and distance d [3, Chapter 17], we have 
Proposit ion 1. I[ two linear codes Cl(n, kl, dO and C2(n, k2, d2) are r-iJlte,,: 
then k~<log B(d2, r) and k2~<log B(dl,  r). 
Proof. Let c' ~ (?2 with [c'[ = dE. Consider the set T1 = {a * c' [ a ~ C1}. TI k,: i 
ping ]' from Cx, f :a  ~ a * c', is linear and injective because the existellc. 
nonzero c in ker f  would give c * c' = 0, contradicting C~IC2. Hence IT1[ .... 
2 k,. But every s ~ T~ can be identified with a subset of supp(c') = {i I c'i = 1}. ~, : 
that Isupp(c')l = d2, this gives that T~ is a (d2, k~, r) code; T2, defined like 'l't. 
(all, kz, r) code. [] 
Corollary 1. I f  CI and C2 are r-intersecgng, r >t 1, then 
d~>~k2+r-1,  d2>~k~+r-1.  
Proof. This is a consequence of the Singleton bound [3, Chapter 17] applied I:,t~ 
and T2. For r = 1, it gives d~/> k2, d2 ~> kl, a result already obtained in [2]. 
Example 2. Let C be the (15, 6, 6) code consisting of the even weight codewc ~ 
of the (15, 7, 5) double error correcting BCH code [3]. The nonzero weights ,~i: 
are 1c1=6,8, 10 and, by (P1), C is intersecting. By Corollary 1, it is i 
2-intersecting, because d = k. 
Example 3. For a simplex code C'(2 m - 1, m, 2 "-1) both bounds in (P1) coilet::i 
and C' is 2"-2-intersecting. For m = 4, C' is contained in C of Example 2, a]: :1 
and C' are 2-intersecting by (P1). 
3. Some constructions 
One can readily verify the following proposition. 
Proposition 2. From an (n, k, d, 1) code with generator matrix G, one can cortsl,; 
an (n + k + 1, k + 1, k + 1, 1) code with the following generator matrix. (irk den'.p 
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the identity matrix of order k.) 
0 0 0 
G 






1 1 1 - - .  1 1 
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Example 4. Starting from the (15, 6, 6) code of Example 2, one obtains, succes- 
sively, the (22, 7, 7), (30, 8, 8), (39, 9, 9) etc., intersecting codes. Proposition 2 
also holds for pairs of intersecting codes with the same dimension C~(n, k, d~), 
i=  1, 2, giving by the same construction a pair (C~, C~) with parameters 
(n+k+l ,  k+l ,  k+l ) .  
Proposition 3. The direct product of two codes C~(ne, k~, d~, r~), i= 1, 2 is a 
(nln2, klk2, did2, rlr2) code. 
Proot. See [3, Chapter 18] for the definition of the product, which we denote by 
C~Cz. Let A and B be two nonzero codewords of C~C2, i.e., nonzero nl x nz 
matrices. A and B have at least rx nonzero rows in common position. For each of 
these rows, A and B are nonzero in at least r2 common places. [] 
Example 5. Take C~ and C2 to be the (3, 2, 2, 1) code C of Example 1. Then C 2 
is a (9,4,4,  1) code. By iteration we get C~(3~,2~,2~, 1) codes. This class is 
obtained in [4]. For C s, one has k = n 1°*,2. 
More generally, if C is the simplex code (2" - 1, m, 2 "-1, 2 "-2) of Example 3, 
C ~ has k = n ~°g2"-,~"). For m = 2, 3, 4 this gives an asymptotically greater dimen- 
sion than Proposition 2, for which k = (2n)~. 
Proposition 3 extends easily to 
Propos i t ion  3'. Let Ci(n, k~, d~) and C'~(n', k'i, d'~), i = 1, 2 with ClI, C2 and C'~Ir,C~, 
then CIC'1I~,C2C~. 
4.  Nonconst ruct ive  bounds  
The following result is due to Komlbs (unpublished). 
For a in F~, lal = i, there exist 2" - i -1  nonzero b, such that a * b =0. Thus 
1 n (2" - i  there are ~ ~i=1 (i) -1 )= (3" -2"+1+ 1)/2 unordered pairs (a, b) of nonzero 
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vectors with a * b = 0. Each pair is in [~-2] linear (n, k) codes (see, c.g.  
Chapter 15] for the definition of the Gaussian binomial coefficient [~] and also 
In]  [n--2 ]/'~n 9,1 el Appendix B, Theorem 4]). Hence at least tk J - - tk_2P J  - -~  ~ 1)/2 linear (t~, 
codes are intersecting. For k/n <~½ log ~, this quantity is positive. 
Proposition 4. For any R, 0~<R~<½1og.~, there exists an infinite sequence 
(n, nR ) intersecting codes. 
Suppose now that R<½1og~-r ,  r>0.  Then a fraction of at least 1 -2  -2"` 
the (n, nR) codes are intersecting. For fixed r, this fraction goes to 1 whe~, 
increases, i.e., almost all (n, nR) codes are intersecting. 
An upper bound on R is derived in [1] by combining R<~H(½-~) : )  
f(6) (McEliece, Rodemich, Rumsey, and Welch bound) with R ~ 6 (Corollary 
to obtain R~<0.283 (the solution of f (x )=x) .  Here 6 =d/n and H(x) 
-x  log x - (1 - x)log(1 - x) is the binary entropy function. 
Proposition 5. For n large enough, maximal intersecting codes are such tIl< 
½ log-~ ~< R ~< 0.283, or 0.207 < R ~< 0.283. 
Proposition 4 can be strengthened as follows. For any R in the range 0 ~< R ,  
1 4 ~log~, almost all (n, nR) codes are intersecting. But it is known that almost a l 
(n, nR) codes satisfy the Varshamov-Gilbert bound (see, e.g., [3, Chapter 17 [: 
namely, 
H(8) >/1 - R. 
and almost no codes are better. Combining this with Proposition 1, i.e., R ~--" ti 
and letting Ro denote the smallest solution of x = 1 -  H(x), we obtain, 
Corollary 2. For almost all (n, nR) intersecting codes with R in [0, ½ log ][, we hay,! 
8 >/H- ' (1 - R) I> H- ' (1  - ½ log 3) ~ 0.24 > R. 
In the range ½ log-~< R < 0.283, we cannot say anything. If intersecting code:~ 
exist with R =Ro~0.22  they meet the V--G bound. If intersecting codes exJi.,t 
with R > Ro, they are better than those satisfying the V-G bound, which is ver,~ 
unlikely. Thus the following is most probable. 
Conjecture. For n large enough, maximal intersecting codes satisfy 0.207 ~< R-'~ 
0.22. 
Let us give the following extension of Proposition 4. We exclude trivial cases 
when R1R2 = 0 (e.g., C1 = ~ and C2 the repetition code {0, 1}). 
Proposition 6. For r fixed and n large enough, maximal (for RI+R2)  r-intersecting 
pairs (C1, C2) are such that logg~<Rl+R2~<0.566. 
L inear  intersecting codes _, 
Proof. The lower bound is an easy generalization of Proposition 4. As for the 
upper bound we have Rl<~f(81)<~f(R2) since R2<~81, similarly R2<~f(R1). 
This gives for the pair (R1, R2) the admissible region delimited by R2=f(R~); 
R I=f(R2) .  Hence a majoration for R I+R2 is obtained when R~=R2 = 
0.283. [] 
In that case too, it is probable that the obtained codes lie under the V-G 
bound, i.e., 
RI~I-H(~1)<~I-H(R2) and R2<~I-H(RI). 
This would give 0.44 as a majoration for RI+R2, obtained for R1 = R2. The 
study of y = 1 -H(x )+x- log{ ,  shows that y >/0 and in the range 0.22<x <0.5, 
y = 0 for x = ~. We have proved 
Proposition 7. There exists an infinite family of pairs of intersecting codes 
Cl(n, ½n), C2(n, (log~-~)n) at least as good as the V-G bound. 
For this family, it is probable that 8 2 = R1 = 13, 81 = R2 = log ~- ] .  All these facts 
are summarized in Fig. 1, which is symmetric with respect o the line RI = R2. For 
RI+R2 strictly less than log~, like in Corollary 2, almost all pairs (C1, C2) are 
intersecting and satisfy the V-G bound. 
R 2 
0.5 l
0.414 ~ ~  2 =f'l(R1) 
1/3 ~, . \  ~ R2=H-1(1°R1) 
j,/" R2= I_H(R 1 
0.081 I -/ i 
0.081 0.22 0.283 1/3 0.414 0.5 :R 1 
Fig. 1. 
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5. Cyd ic  codes 
In this section codes are cyclic, i.e., if c = (c~, c2 . . . . .  cn) is in C, so are the 
cyclic shifts of c: (c,n, c,,+~ . . . . .  c,, c~ . . . . .  c,,-1), 2 ~< m ~< n. 
Identifying a codeword c with c (x )= c~ + cax +" ' '  + c,x "-~, cyclic codes can be 
viewed as ideals of A=F2[x] / (x" - l ) .  the ring of binary polynomials with 
multipl ication modulo  (x" -1 ) .  Defining the generator g(x) of C as the polyno- 
mial of minimal degree in C, one has C = g(x) • A. For more details, see [3]. 
Proposition 8. I[ Cl(n, kl ,  d~) and C2(n, k2, d2) are r-intersecting and (?2 is a 
cyclic code, then d~d2 >~ nr. 
Proof .  Let c and c' be minimal weight codewords in Ct and (:72 respectively, M 
the array whose rows are c * c', c * Tc', . . . .  c * T"-~c ', where T is the cyclic 
shift operator .  Every row of M has at least r ones by hypothesis, so M has at least 
n • r ones. But any component  i of c will appear  multiplied by any component  j of 
c' in M exactly once, namely in entry Mii. Hence M has dl " d2 ones. [] 
When C~ = (?2, r = 1, this is reminiscent of the square-root  bound for QR codes 
[3, Chapter  16]. 
Proposit ion 9. I f  C is a BCH code of length n = 2" -1  and designed distance 
2t+1<~2"~2+3,  then the dual, C, of C is intersecting. 
Proof .  From Theorem 18 of Chapter  9 in [3], the nonzero weights w of 1) are in 
the range 
2" -~-  (t - 1)2"~2 ~ < w ~< 2" -x  + (t - 1)2 "~2. 
It is easy to verify that if 2 t+ 1 <~2"~2+ 3 then a -½am~ is positive and the result 
follows f rom (P1). [ ]  
Example 6. In [3, Chapter  8], an infinite family of (2 m - 1, 2m)  cyclic codes with 
three different nonzero weights is given for odd m. By (P1), these codes are 
intersecting. The first few of these codes are: (31 ,10,12) ,  (127,14,56) ,  
(511, 18,240).  
For every c I~C,  c i (x )=g(x)Y . iE rx  i, It_.{0, 1 . . . . .  k - l} .  Hence for a cyclic 
code to be intersecting, we must have (g(x)Y.~,~x')* (g(x)~.iGJxi)5~O for any 
nonempty subsets /, J of  {0, 1 . . . . .  k - 1}. Setting & = g * (xig) = (xig) * g and 
noticing that if j t> i, then (x~g) * (x Jg)= xigi_i, we obtain the fol lowing result. 
Proposit ion 10. C is intersecting if[ for all nonempty L J c_ {0, 1 . . . . .  k - 1} 
xm~"J~g,_jl(X) ¢ 0. 
iEI, jEJ 
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6. The nonbinary case 
Proposit ion 1 extends in a straightforward manner  to codes over any field Fq. 
But we can say a little more:  if one of the codes is max imum distance separable, 
i.e,, satisfies d = n - k + 1, then 
Corol lary 1 is 'iff'. 
Proposition 11. I f  Cl(n, kl, dl) and C2(n, k2, d2) are codes over Fq with dl = 
n-k l  + l and dE~>kl+r -1 ,  then CII, C2. 
Proof .  We have dl+d2>~n+r and thus CII, C2. Also, k~<~d2-r+l<~ 
n-k2+2- r  so that n-k~+l=dl>~k2+r-1  holds automatical ly.  [ ]  
For  example,  any Reed-So lomon code [3, Chapter  10] is intersecting iff d I> k. 
7. Highly intersecting binary codes 
Miklbs [4] has studied the existence of binary codes which are ns-intersecting, 
for  some constant s, and proved: 
Proposit ion 12. For any s, 0 <~ s <~ 0.074, and any R such that 
0 ~< R <~½(1 - s)log ~-½H(s) = g(s) 
there exists an inIinite family of (n, nR) LnsJ-intersecting codes. 
(1) 
Let C be a (n, nR) [ns]- intersect ing code. Def ine T as in the proof of the 
Proposit ion 1. Then T is a (6n, Rn, sn) code, and the McEl iece et al. bound (see 
proof  of Proposit ion 5) gives R/8 <~f(s/8). Setting ), = s/6, )t <~½, we get Rs-l)t <~ 
f0t ) ,  and combined with Proposit ion 12 
Proposition 13. For any s, 0<~s~<0.074, there exists an infinite family of 
(n, Rn, 8n, sn ) codes, with R >I g(s) and 6 >1 6o(S) with )to = S/6o(S ), ko<~½, being the 
solution of 
xo'f(Xo) = s-Xg(s). (2) 
A few numerical values for Eq. (2) are given in Table  1. 
Table 1 
s g(s) 8o(s) 
0 0.207 0.207 
0.02 0.133 0.20 
0.04 0.078 0.16 
0.06 0.030 0.15 
0.074 0 0.148 
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Remark.  For s~>0.075, the RHS term of (1) is negative, so the exist,:tk~ 
intersecting codes is not proved. If they do exist, then of coarse 3 ~-~ 2s ~ (t ' - I  
(P1). Hence, for all s, optimal (for the distance) ns-intersecting code, 
d>~0.148n. 
The following generalization to pairs (CI, C2) is easy 
Proposition 14. For any s, 0~<0.074, any R~, R2 such that 
0 ~< R~ + R2 ~< (1 - s) log ] -  H(s) = 2g(s) 
there exists an infinite family of pairs Ci(n, nRi, nSi, ns) codes, i = 1, 2 with ~ 
82 large s.t. R1/82 <~f(s/~2) and R~JSl<~f(s/~O. 
An example of application 
Let us suppose that two users U1 and [/2 want to communicate simultane: 
over a common channel with perfect message synchronisation and ~flaa 
collision of messages cl and c2 gives cl * c2 (in short distance mobile comrnu~ 
tion with MFSK modulation, in the absence of noise, the received vector wou~ 
the componentwise 'or' ,  which is equivalent o our hypothesis by complem.~ 
tion of the codewords). If U~ and U2 use a (n, k, d, r) code, they may correct ,: 
[ ( r /2 ) - l J  errors on cx+c2 and recover one another's message, since t: 
receiving y=cx+c2+e,  and knowing c~,/-/1 constructs T~(d,k,r), where 
cx * C. Then U1 decodes y in T1, getting ci * c2 and c 2. Let us now take fol 
code the simplex code S(2 m - 1, m, 2 " - t ,  2 "-2) of Example 3. Then the folle' ~. , 
holds. 
Proposition 15. For any non-zero different codewords q, g, ck, c~ in S, [q * : 
2 "-2 and d(q * g, ck * c0>~2 "-2,  
Iq * g * ckl = / 0 if q+g =ck,  
[ 2 " -3  otherwise. 
These properties are true because S is obtained from the first order 1;',~:~ 
Muller code [3, Chapter 13] by shortening. Hence q * q and c~ * q * ck b,e:ll~ 
to the second and third order shortened Reed-Mul ler codes respectively. 
Suppose two or more users are interconnected by the 'and' channel previc,~ 
described and use code S \{0}. The maximum likelihood decoding rule will I::,e 
follows, for any user having received a vector y: 
(1) If lyl>3" 2 "-2, nobody has emitted. 
(2) If 3 .2" -2>1y[>3 • 2 "-3,  one user has emitted, the decoder for S ~:1 
correct up to 2 " -3 -  1 errors. 
(3) If 3 -2" -4<1y1<3-2  "-3,  two users have emitted, up to 2" -4 -1  en,:l, 
may be corrected by a second order Reed-Mul ler code decoder. 
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(4) If l y [<3.2  m-4, at least three users have emitted and are detected. 
Hence the systems automatically adapts its error correcting power to the 
number of users. It is better than time-sharing if the probability of multiple 
collision is small. 
Remark.  The property d(q  * q, ck * Cl)~ > r does not hold in general for inter- 
secting codes. It is true for Reed-Mul ler  codes, enabling the interconnection of
more than two users and decoding for every one. In the case of two users, the 
weaker property d(c l  * c, cl  * c')>~ r is enough for correction. 
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