The kernel function and convolution-smoothing methods developed to estimate a probability density function and distribution are essentially a way of smoothing the empirical distribution function. This paper shows how one can generalize these methods to estimate signals for a semimartingale model. A convolution-smoothed estimate is used to obtain an absolutely continuous estimate for an absolutely continuous signal of a semimartingale model. This provides a method of obtaining a convolution-smoothed estimate of the cumulative hazard function in the censored case, an open problem proposed by~lack (Bulletin of Informatics and Cybernetics 21 (1984) 29-3.5 ). Asymptotic properties of the convolution-smoothed estimate are discussed in some detail.
INTRODUCTION
Let X 1 ,X 2 , · · · ,X n be identically distributed independent random variables with density J and a distribution F. The corresponding empirical cumulative distribution function (e.c.d.f.) is 
I-F(t) setting J(t )=I[Y(t )>0]
, he treated the kernel function estimate as 
SMOOTHED ESTIMATES FOR SEMIMARTINGLES

Kernel Estimates
In the interest of generality, consider the semimartingale model of the form
where R t is predictable and of bounded variation; Aft is a zero mean locally square t integrable martingale with variance process~\f>t given by <Af>t = Ja (8 ) (ii) when AI is a local martingale (martingale) the above model corresponds to Gill's
(iii) when Q , R are deterministic and M t is an appropriately defined locally square integrable martingale then the above model corresponds to the extended gamma process model defined in Dykstra and Laud (1981) , with o(t) and R t representing the "scale" and "shape" parameters respectively.
Definition 2.1: Let w be a continuous function having compact support and integral 1. and let b be a positive parameter. The corresponding kernel estimator for the intensity Q is given by the Stieltjes integral
o where i'1(!l={ J(s{.t~(s) ,the nonparametric estimate of (3·(t).
• -5-2.2 :Mean and variance 'of the kernel estimator.
The mean of 6: , its variance, and an unbiased estimator of the variance are contained in the following proposition.
and an unbiased estimate of cr(t) is given by
Proof: Follows from the properties of stochastic integrals with respect to martingales. 
Hence 'the convolution-smoothed estimate would be 
c?(t)=JH 12 (t-u) J(u) dN(u). o b }12(u)
In general (i) implies that the convolution-smoothed estimator is not an unbiased estimator of (3*(t).
Proof:
Hence the result.
(ii)
Using a property of the Ito stochastic integral w.r.t. a martingale the R.H.S. equals
The proof of (ii) b is similar to that of (i); note that when the model describes a count- 
Relation (4) follows from the definition of (3**(t) , and by (i) of Proposition 2.4.1, and by the fact that the sequence of functions { ll"(.i.=!:.) ) is a Heaviside sequen c(' l'lS b n n -+00 i.e. Under the conditions stated, the convolution-smoothed estimator is asymptotically unbiased.
• -9-
Asymptotic normality
In this section, we prove the asymptotic normality of the convolution-smoothed estimate using the martingale central limit theorem proved by Liptser and Shiryayev (1980) . Hence we can write
, and Remark: The problem of the choice of window size may be attacked various ways. As in the case of ordinary density estimation, one may derive an asymptotically optimal window or choose a window which minimizes some compelling error criterion such as the average squared error or the integrated square error. Marron (1985) argues that this type of result is virtually useless in practice because the optimal kernel is a function of the (unknown) smoothness of the density. See, for example, Rosenblatt (Hl56).
Parzen (1962), or Watson and Leadbetter (1963) . Marron (1985) proposes a datadriven method of choosing a kernel.
Since experience with these methods is still weak, we can choose a window which gins a reasonable picture of the cumulative hazard rate (c.f. Ramlau-Hansen (1983)). In this connection, it is worth mentioning that if the hazard rate is a linear function over -14 -intervals of the form (t-b,t+b) ,then the kernel estimate will be unbiased. This gives a weak but practical guideline in our choice of window.
