Abstract. Ant colony optimisation techniques are usually guided by pheromone and heuristic cost information when choosing the next element to add to a solution. However, while an individual element may be attractive, usually its long term consequences are neither known nor considered. For instance, a short link in a TSP may be incorporated into an ant's solution, yet, as a consequence of this link, the rest of the path may be longer than if another link was chosen. The Accumulated Experience Ant Colony uses the previous experiences of the colony to guide in the choice of elements. This is in addition to the normal pheromone and heuristic costs. The results indicate that on some problems this helps to find improved solutions to the travelling salesman problem.
Introduction
Ant Colony Optimisation (ACO) meta-heuristics have proved to be remarkably successful in solving a range of discrete optimisation problems. The core principal on which these techniques operate is to use a collective memory of the characteristics of the problem being solved, built up over time. Each ant consults this memory when augmenting its solution. This memory usually stores the colony's preference for adding a particular element with respect to the current element. For instance, given a travelling salesman problem (TSP) in which a Hamiltonian circuit of minimum total length is sought, an ant would choose the next city based on the pheromone amount associated between the current city and the potential next city in conjunction with the distance. The accumulated experience ant colony (AEAC) adds another dimension to this by considering how the choice of elements affects the solution quality after it has been incorporated. As such, we have modified the characteristic element selection equations to incorporate a weighting term for the accumulated experience component. This weighting is based on the characteristics of partial solutions generated within the current iteration. Elements that appear to lead to better solutions are valued more highly, while those that lead to poorer solutions are made less desirable.
Heusse, Gurin, Snyders and Kuntz [3] propose a similar information sharing system for routing in packet-switched networks, called Co-operating Asymmetric Forward routing (CAF routing). Nodes in CAF routing send out agents to calculate the current delay on network routes. The exact route each agent takes is based on the same routing information used for normal data packets, but is modified by information gathered by agents travelling on the same route in the opposite direction. Thus, CAF routing uses knowledge gathered from many agents to report on the current state of network routes. This differs from AEAC, however, which uses accumulated experience in a heuristic fashion to estimate the utility of individual solution elements. This paper is organised as follows. Section 2 has a brief overview of ACO while Section 3 explains how we adapt it to incorporate the accumulated experience component. Section 4 shows the results of AEAC on some benchmark TSPs while Section 5 gives the conclusions of this work.
ACO
ACO is an umbrella term for a number of similar meta-heuristics [2] . The Ant Colony System (ACS) [1] meta-heuristic will be described here in order to demonstrate the underlying principals of ACO. ACS can best be described with the TSP metaphor. Consider a set of cities, with known distances between each pair of cities. The aim of the TSP is to find the shortest path to traverse all cities exactly once and return to the starting city. ACS is applied to this problem in the following way. Consider a TSP with N cities. Cities i and j are separated by distance d(i, j). Scatter m ants randomly on these cities (m ≤ N ). In discrete time steps, all ants select their next city then simultaneously move to their next city. Ants deposit a substance known as pheromone to communicate with the colony about the utility (goodness) of the edges. Denote the accumulated strength of pheromone on edge (i, j) by τ (i, j).
At the commencement of each time step, Equations 1 and 2 are used to select the next city s for ant k currently at city r. Equation 1 is a greedy selection technique favouring cities which possess the best combination of short distance and large pheromone levels. Equation 2 balances this by allowing a probabilistic selection of the next city.
Note that q ∈ [0, 1] is a uniform random number and q 0 is a parameter. To maintain the restriction of unique visitation, ant k is prohibited from selecting a city which it has already visited. The cities which have not yet been visited by ant k are indexed by J k (r). It is typical that the parameter β is negative so that shorter edges are favoured. Linear dependence on τ (r, s) ensures preference is given to links that are well traversed (i.e. have a high pheromone level). The pheromone level on the selected edge is updated according to the local updating rule in Equation 3 .
Where:
ρ is the local pheromone decay parameter, 0 < ρ < 1. τ 0 is the initial amount of pheromone deposited on each of the edges.
Upon conclusion of an iteration (i.e. once all ants have constructed a tour), global updating of the pheromone takes place. Edges that compose the best solution are rewarded with an increase in their pheromone level. This is expressed in Equation 4 .
∆τ (r, s) is used to enforce the pheromone on the edges of the the solution (see Equation 5 ). L is the length of the best (shortest) tour to date while Q is a problem dependent parameter [1] . γ is the global pheromone decay parameter, 0 < γ < 1.
Accumulated Experience Ant Colony
The AEAC described herein is based on ACS, although it is possible to apply it in a range of ACO meta-heuristics. Essentially a new term w is incorporated into Equations 1 and 2 giving Equations 6 and 7 respectively.
Given that u ∈ J k (r), w(r, u) represents the relative weighting of link (r, u) compared to all other choices from node r, 0 ≤ w(r, u) ≤ 2. This is calculated for all ants that have incorporated link (r, u) into their solution within the current iteration. If link (r, u) has been found to lead to longer paths after it has been incorporated into the solution, then the weighting w(r, u) < 1. On the other hand, if the reverse is the case, then w(r, u) > 1. If the colony as a whole has never incorporated link (r, u), its weighting is simply 1. Therefore, links that have historically been shown to induce shorter overall paths will be favoured over those that have not. This represents a longer term approach than just using pheromone alone.
The value of w is updated at the beginning of each step for all links that are reachable by an ant during that step. This reduces computation time without affecting the algorithm's overall behaviour, as it is not necessary to evaluate the probability (Equation 7) of links that cannot be considered by an ant. Before calculating w, the costs of the partial tours so far constructed are linearly scaled in the range [-1, 1], where -1 is the scaled value of the minimum length path and 1 is the corresponding value for the maximum length path. Then, for a given link (r, u), w(r, u) is calculated by the following. The mean scaled cost of all paths that have used (r, u) is computed and, in the case of a minimisation problem such as the TSP, subtracted from 1. Hence, if (r, u) has been used predominantly in shorter paths, the mean of the scaled costs will be closer to -1 and as such the value of w(r, u) will be closer to 2. In the opposite situation, where a link has been used predominantly in longer paths, the correspondingly higher mean scaled cost will yield a value of w closer to 0. It is worth noting that as the number of ants that have used (r, u) approaches m, w(r, u) will in general approach 1 given a uniform distribution of partial tour costs. This is because it becomes difficult to determine the individual contribution of (r, u) to the cost of solutions. The algorithm for updating w for all links is summarised in Figure 1 
Computational Experience
A control strategy (normal ACS) and the AEAC are run in order to evaluate the performance of the system. Table 1 describes the TSP instances [5] with which the AEAC meta-heuristic is tested. The computing platform used to perform the experiments is a 550 MHz Linux machine. The computer programs are written in the C language. Each problem instance is run across 10 random seeds. The ACS parameter settings are given in Table 2 .
Results
The results are given in Tables 3 and 4 . The first contains the results of the control strategy while the latter contains the AEAC results. The minimum (Min), median (Med), maximum (Max) and inter-quartile range (IQR) are used to summarise the results.
AEAC performed well on a number of the problems, achieving lower minimum costs on bays29, eil51, st70, pr76 and ch130, and equivalent minimum costs on gr24, hk48 and eil76 compared to the control strategy. On gr24, bays29 and hk48 it found the optimal solution, while the control strategy only found the optimal for gr24 and hk48. On all problems up to 200 cities, the median cost achieved by AEAC was within 3.3% of the optimal cost.
The upper bounds on costs reported by AEAC were also better than the control strategy on a number of the problems. This result, in conjunction with the generally smaller IQR exhibited by AEAC, suggests that AEAC focuses the search onto a smaller area of the solution space.
Above 100 cities, AEAC performed worse than the control strategy on all problems except ch130. On the problems with more than 130 cities, the median costs achieved by AEAC were between 0.5% and 8.5% of those achieved by the control strategy. However, as the number of cities increases, so does the gap Table 2 . Parameter settings used in this study. between the solutions' costs produced by AEAC and the corresponding optimal costs.
Parameter Value
The computational overhead associated with calculating w adversely affects the CPU time used by AEAC. On all problems AEAC had longer CPU times than the control strategy. This effect is particularly evident on the smaller problems, but decreases in proportion to the inverse square of the number of cities. This decay is to be expected, however, as the procedure for determining w only considers the reachable links at each step. Since the number of ants remains constant, the number of reachable links at each step also decays with the inverse square of the number of cities.
Conclusions
The AEAC approach relies on historical information and patterns developed over time in order to calculate which element to add to a solution at a particular step of the algorithm. An alternative approach is to use speculative information about an element by looking ahead at all (or some) of the possible future choices.
Our AEAC performed most successfully on the smaller problems (those with less than 100 cities), finding the optimal solution to three and equalling or bettering the best solution found by the control strategy. It appears to produce more consistent results than the control strategy, although it remains to be shown whether this has any significant effect on its performance. As the number of cities exceeds 100, AEAC's performance becomes poorer. It is possible that this is because the number of links increases with the square of the number of cities. Hence, as the number of cities increases, the proportion of links which have been incorporated into solutions decreases, thereby reducing the amount of information available to calculate meaningful values of w. This may have detrimental effects on larger problems, as those links that have been used attract a weighting while most others do not, unfairly biasing the search away from some links and towards others. Future work could investigate ways of estimating the value of w for those links that have not yet been used. This should improve the performance of AEAC on larger problems by making the comparisons between used and unused links fairer. Another technique for gathering the required information is to use a greater number of ants, although this would have a negative impact on the algorithm's computational requirements.
An important limitation of the AEAC described is that experience is only accumulated over a single iteration and then discarded. At the beginning of each iteration none of the links have been chosen and so there is no information available to adjust their weightings. It is likely that this limitation greatly restricts the performance of AEAC. Future work will involve accumulated experience strategies that use experience gathered over all iterations. One such scheme is to keep track of the mean cost of complete solutions that have made use of each link. This is an extended form of the AEAC described here and may be better able to make objective evaluations of the utility of each link. Furthermore, if the cause of AEAC's poor performance on large problems is due to the lack of accumulated knowledge on a large proportion of links, then this scheme may help to overcome the problem. Over the course of many iterations, information will be gathered about many more links than those used in just one iteration. We would expect this to lead to improved performance in our AEAC.
The AEAC is part of a wider strategy that is looking at ways of producing generic strategies to enhance ant based meta-heuristics [4] . Our next step is to determine how well AEAC applies across a range of problems, particularly those in which there is no obvious relation between adjacent elements.
