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1. Introduction
The aim of this talk is to investigate the structure of positive radial solutions to
(1.1) $\Delta u+\frac{1}{2}x\cdot\nabla u+\lambda u+\ltimes \mathrm{r}-1u=0,$ $x\in \mathrm{R}^{n}$ ,
where $p>1,$ $n\geq 3$ and $\lambda\geq 0$ . Since we are interested in radial solutions (i.e., $y=y(\Gamma)$ with
$r=\mathrm{N})$ , we will study the following imitial value problem
(IVP) $\{$
$u_{rr}+ \frac{n-1}{r}u_{r}+\frac{r}{2}u_{r}+\lambda u+\mu|^{p- 1}u=0,$ $r>0$ ,
$u(0)=\alpha>0$ .
Equation (1.1) comes from the study of a semilinear heat equation of the form
(1.2) $f_{t}-ff-W^{-_{1}}f=0,$ $(t,x)\in(\mathrm{o},\infty)\cross \mathrm{R}^{n}$
When we discuss the following function, which is called a self-similar solution,
$f(C,x):=t-1/\mathrm{t}p-1)u(\chi/\sqrt{t})$ ,
it can be seen that $f$ satisfies (1.2) if and only if $u$ satisfies (1.1) with $\lambda=1/(p-1)$ .
In Section 3, it will be shown that (IVP) has a unique solution $u(r)\in \mathrm{C}^{2}([\mathrm{o},\infty))$ with
$u_{r}(\mathrm{o})=0$ , which is denoted by $u(r;\alpha)$ . Moreover, if we define $z:=\dot{\mathrm{m}}\mathrm{f}\mathrm{t}>0$ ; $u^{(_{\Gamma\alpha}};$ ) $=01$ ,
then $u(r;\alpha)$ is decreasing in [$\mathrm{O},z^{)}$ . By the decreasing property of $u(r;\alpha)$ , we can classify
solutions of (IVP) in the following mamer:
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(i) $u(r;\alpha)$ is a crossing solution if $0<z<+\infty$ ,
(ii) $u(r;\alpha)$ is a decaying solution if $z=+\infty$ , i.e. $u(r;\alpha)>0$ in $[0,\infty)$ .
These terminologies are used by Yanagida and Yotsutani [YY1].
Many authors have studied (IVP). Weissler [W1] has proved that, if $\lambda\geq n/2$ , then $u(r;\alpha)$
is a crossing solution for every $\alpha>0$ . For $0<\lambda<n/2$ , the mitical exponent
$p=(n+2)/(_{n}-2)$ is important. Set $L:=1\dot{\mathrm{m}}\Gamma rarrow\infty 2\lambda u^{(}\gamma;\alpha$ ). In the supercritical case
$p\geq(n+2)/(n-2)$ , Atkinson and Peletier [AP] and Peletier, Terman and Weissler [PTW]
have proved that, if $0< \lambda\leq\max^{\{}1,n/4$}, then $u(r;\alpha)$ is a decaying solution with $0<L<+\infty$
for every $\alpha>0$ . Especially in the mitical case $p=(n+2)/(n-2)$ , Escobedo and Kavian [EK]
have got the following result; if $\max\Lambda,n/4$} $<\lambda<n/2$ , then there exists a decaying solution
with $L=0$ , i.e.,
$u(r;\alpha)=c\exp(-r^{2}/4)r^{2\lambda}- n[1+\mathit{0}(^{-}r^{2})]$ as $rarrow\infty$,
where $C$ is a positive constant. In the subcritical case $1<p<(n+2)/(n-2)$ , Weissler [W1]
has proved that, if $\lambda>0$ , then $u(r;\alpha)$ is a crossing solution for sufficiently large $\alpha$ . Moreover,
Haraux and Weissler [HW] have given an interesting result. Put
$\alpha.:=\inf$ {$\alpha>0$ ; $u(r;\alpha)$ is a crossing solution}.
If $\lambda>1/2(P-1)$ and $\lambda<n/2$ , then $0<\alpha_{*}<+\infty$ and $u(r;a.)$ is a decaying solution with
$L=0$ . Moreover, $u(r;\alpha\rangle$ is a decaying solution with $0<L<+\infty$ for sufficiently small a.
Although we have picked up a part of known results, it seems that there are no works about
the structure of solutions to (IVP) with $\lambda=0$ , and that the complete information for the
structure of solutions to (IVP) with $\lambda>0$ has not known. In this paper, we will show the
structure ofpositive radial solutions to (IVP) with $\lambda=0$ , using the classification theorem by
Yanagida and Yotsutani (see Section 4). Moreover, we will apply the same argument to (IVP)
with $\lambda=1$ , and give more detailed information than the result in [HW].
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2. Main Results
Our problem is to decide whether each $u(r;\alpha)$ is a crossing solution or a decaying solution
when imitial value $\alpha$ moves from $0\mathrm{t}\mathrm{o}+\infty$ . In the case $\lambda=0$ , we obtain the following result.
Theorem 1. Iaet $\lambda=0$ .
(i) If $p\geq(n+2)/(n-2)$ , then $u(r;\alpha)$ is a decaying solution for every $\alpha>0$ .
(ii) If $1<p<(n+2)/(n-2)$ , then there exists a unique positive number $\alpha_{0}$ such that $y(_{r;\alpha})$ is
a decaying solution for every $\alpha\in(0,\alpha_{0}]$ and a crossing solution for every $a\in(\alpha_{0},\infty)$ .
Moreover, $u(r;\alpha_{0})$ is the most rapidly decaying solution among decaying solutions such that
(2.1) $u(r;\alpha_{0})=\mathit{0}$ (r $\exp($-n $-r^{2}/4)$) as $rarrow\infty$ .
In [YY1], Yanagida and Yotsutani have studied the structure of positive radial solutions to
the IAne-Emden equation
(2.2) $\Delta u+u^{P}=0,$ $x\in \mathrm{R}^{n}$
A fundamental difference to the sffucture of positive radial solutions between (1.1) with $\lambda=0$
and (2.2) appears in the subcritical case $1<p<(n+2)/(_{n}-2)$ because every positive radial
solution to (2.2) is a crossing solution.
In the case $\lambda=1$ , we can show a similar result to the case $\lambda=0$ .
Theorem 2. $\mathrm{I}x\mathrm{t}\lambda=1$ .
(i) If $p\geq(n+2)/(_{n}-2)$ , then $u(r;\alpha)$ is a decaying solution for every $\alpha>0$ .
(ii) If $1<p<(n+2)/(_{n}-2)$ , then there exists a unique positive number $\alpha_{1}$ such that $u(r;\alpha)$ is
a decaying solution for every $\alpha\in(0,\alpha_{1}]$ and a crossing solution for every $\alpha\in(\alpha_{1},\infty)$ . Moreover,
$u(r;\alpha_{1})$ is the most rapidly decaying solution among decaying solutions such that
(2.3) $u(r;\alpha_{1})=\mathit{0}$ (r- $\mathrm{e}$2n $\mathrm{x}\mathrm{p}(-\Gamma^{2}/4)$ ) as $rarrow\infty$ .
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Theorem 2 gives us more detailed structure of solutions to (IVP) with $\lambda=1$ than the result
established by Haraux and Weissler [HW].
3. Preliminary Results
In this section, we will give some fundamental properties of solutions to (IVP).
Proposition 3.1. ne following two conditions are equivalent:
(i) $u(r;\alpha)\in \mathrm{C}([0,\infty))\cap \mathrm{C}^{2}((0,\infty))$ satisfies (IVP).
(ii) $u(r;\alpha)\in \mathrm{C}([\mathrm{o},\infty))$ satisfies
(3.1) $u( \gamma;\alpha)_{=\alpha\int_{0}’d}-c\int_{0}^{t}(\mathrm{S}/t)^{n-1}\exp\{(s-t^{2})2/4\}(\lambda u+\mathrm{b}l\mathrm{r}^{- 1}u)d_{S}$ .
Moreover, in both cases, the following properties holds;
(a) $u$ ($r;\alpha^{)}$ is decreasing in $[0,z^{)}$ , where $z:= \inf\{r>0$ ; $\iota \mathrm{X}r;\alpha$ ) $=0\}$ . (If $u(_{r;\alpha})_{>0}$ in $[0,\infty$),
then we put $z=\infty.$)
(b) $u(r;\alpha^{)}\in \mathrm{C}^{2}([0,\infty))$ and $u_{r}(0;\alpha)_{=}0$ .
(c) $\mu_{r;\alpha)}|\leq c(1+\Gamma)^{- 2}\lambda$ and }$\mathit{1}_{r}(_{r\alpha)|};\leq C(1+\Gamma)^{2\lambda 1}--$ for all $r\geq 0$ , where $C$ depends boundedly
on $a$ .
Proof. We frrst show that (i) implies (ii). For this purpose, we begin with the proof of (a).
First we note that the equation of (IVP) is equivalent to
(3.2) $\{\Gamma^{n- 1}\exp(\gamma 2/4)_{u_{r}}\}_{r}+r^{n- 1(r}\exp 2/4)(\lambda y+\mathrm{W}- 1)u=0$.
Integrating (3.2) over $[\theta,r]$ leads to
(3.3) $r^{n-1} \exp(r^{2}/4)u_{r}(r;a)-\theta n- 1\mathrm{p}\mathrm{e}\mathrm{x}(\theta^{2}/4)u_{r}(\theta;\alpha)=-\int_{\theta}^{r}S\exp(n- 1s^{2}/4)(\lambda u+\mathrm{b}|^{p- 1}u)d\mathrm{s}$ .
Since $\mathrm{s}^{n-1}\exp(\mathrm{s}^{2}/4)(\lambda u+\mathrm{b}|^{p-1}u)\in \mathrm{L}^{1}((\}r)$ , there exists lin $\thetaarrow 0\theta^{n-1}u(r\theta;a)$ . Now we will
prove $1\dot{\mathrm{r}}_{rarrow 0^{r^{n- 1}}}u_{r}^{(}r;\alpha)_{=}0$ by contradiction. Suppose that
(3.4) $]\dot{\mathrm{m}}rarrow 0r^{n-}u^{(r\alpha^{)}}1r;=:\eta>0$ .
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(We can also derive a contradiction in the case $\eta<0.$) Let $\epsilon$ be any sufficiently small positive
number. From (3.4), we can take sufficiently $\mathrm{s}\mathrm{m}\mathrm{a}\mathrm{l}\mathrm{l}\delta(_{\mathcal{E}})>0$ such that
(3.5) $r^{1-n}(\eta-\mathcal{E})<u_{r}(_{r;}\alpha^{)_{<r})}1- n(\eta+\epsilon$
for $r\in(\mathrm{o},\delta(\epsilon\rangle)$ . Integrating (3.5) from $r$ to $\delta$ , we get
$u( \delta;\alpha)-\frac{\eta+\epsilon}{n-2}(r--2n\delta^{2n}-)<u(r;a)<u(\delta;a)-\frac{\eta-\epsilon}{n-2}(^{2-n}r-\delta 2- n)_{;}$
which implies ]$\dot{\mathrm{m}}_{rarrow 0^{u}}(r;\alpha)_{=-}\infty$ . Since this is absurd, we get $1\dot{\mathrm{m}}_{\thetaarrow 0}\theta^{n}-1u_{r}(\theta;\alpha)=0$ .
Therefore, letting $\thetaarrow 0$ in (3.3), we obtain
(3.6) $u_{r}(r; \alpha)_{=}-\int_{0}^{r}(_{s}/r^{)^{n-}}1\exp\{(s^{2}-\gamma^{2})/4\}(\lambda u+\mathrm{b}\mathrm{r}-1)ud_{S}$ .
Thu$s$ as far as $u(r;a^{)}$ is positive, $u_{r}(r;\alpha^{)}$ is negative; so that $u$ ($r;\alpha^{)}$ is decreasing in $[\mathrm{o}_{2},$).
Moreover, Integrating (3.6) over [$\mathrm{O},r^{]}$ and using $u(\mathrm{O})=\alpha$ , we get (3.1). Thu$s$ we have
shown that (i) implies (ii). Conversely, it is readily seen that (ii) implies (i). Conceming the
proofs of (b) and (c), see [W2] and [HW], respectively. $\mathrm{Q}.\mathrm{E}$ .D.
Proposition 3.2. There exists a unique solution $u(r;\alpha^{)}\in \mathrm{c}^{2}([\mathrm{o},\infty))$ of (IVP).
Proof. By Proposition 3.1, it is sufficient to show the uniqueness and existence of
solutions for (3.1). The uniqueness is easily proved by $\mathrm{G}\mathrm{r}\mathrm{o}\mathrm{n}\mathrm{w}\mathrm{a}\mathrm{l}1^{\dagger}\mathrm{S}$ inequality. The existence is
obtained as follows. For $0\leq r\leq\delta$ with a suitably small $\delta>0$ , we use the successive
approximation method to obtain the local existence. For $r>\delta$ , we introduce
$E(_{\gamma}):= \frac{1}{2}u_{r}^{(_{r;}}\alpha^{)^{2}}+\frac{\lambda}{2}u(r;a^{)^{2}}+\frac{1}{p+1}\mathrm{b}r(_{\Gamma;\alpha})\mathrm{r}^{+}1$
Differentiatin$\mathrm{g}E(_{r^{)}}$ , we obtain
$E’(r^{)}=- \{\frac{n-1}{r}+\frac{r}{2}\}u\leq 0r2$ .
Thus, since $u(r:\alpha^{)}$ and $u_{r}(r:\alpha^{)}$ can never blow up, the global existence of $u(_{r:\alpha})$ for every
$r>0$ can be proved in the standard manner. Q.E.D.
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4. The Classification Theorem by Yanagida and Yotsutani
In this section, for the purpose to prove Theorems 1 and 2, we will explain the classification




where $u^{+}= \max\{u,0\}$ . We suppose that $g^{(}r^{)}$ and $K(r)$ satisfy
$(g)$ $\{$
$g^{(\gamma)}\in \mathrm{C}^{1}([0,\infty))$;











Moreover, define the following functions
$G(r):= \frac{2}{p+1}g(r)h(r)K(r)-\int_{0}g(\mathrm{s}r)K(S\nu \mathrm{s}$ ,
$H(r):= \frac{2}{p+1}h(r)^{2}\{\frac{h(r)}{g(r)}\}p\{K(r)-\int_{r}^{h}(S)\frac{h(s)}{g(s)}\infty\}^{p}K(S)dS$ ,
and set
$r_{G}:= \inf \mathrm{t}’\in(0,\infty);G(r)<0\},$ $r_{H}:= \sup\{\gamma\in(0,\infty);H(\gamma)<0\}$.
Remark 4.1. We can show that (4.1) has a unique solution $u(r;a)$ for each $\alpha>0$ under the
first, second and third conditions in $(K)$ .
Now we will state their result.
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Theorem 4.1. $(1^{\mathrm{Y}\mathrm{Y}2}])$ Suppose that $G(r)\not\equiv \mathrm{O}$ in [$0,\infty\rangle$ . $\mathrm{I}x\mathrm{t}u(_{\Gamma};a)$ be the solution of (4.1).
(a) If $r_{G}=\infty$ (i.e., $G(r)\geq 0$ in $(0,\infty)$), then $u(r;\alpha)$ is a crossing solution for every $\alpha>0$ .
(b) If $r_{G}<\infty$ and $r_{H}=0$ (i.e., $H(r)\geq 0$ in $(0,\infty)$ ), then $u(r;\alpha)$ is a decaying solution with
$1\dot{\mathrm{m}}_{rarrow\infty}$ &(r)/h $(r)\}u(_{\Gamma;}a)=\infty$ for every $\alpha>0$ .
(c) If $0<r_{H}\leq\Gamma<\infty G$ ’ then there exists a unique positive number $a_{f}$ such that $u(r;\alpha)$ is a
crossing solution for every $\alpha\S a_{f},\infty$), and a decaying solution with
$1\dot{\mathrm{A}}_{rarrow\infty}\mathrm{g}(_{r)}/h(_{r})\}u(r;a)=\infty$ for every $\alpha\in(0,\alpha_{f})$ . Moreover, if $\alpha=\alpha_{f}$ , then $u(_{\Gamma;\alpha)}$ is a
decaying solution with $0< \lim_{rarrow\infty}$ &(r)/h(r) $\}$u$(r; a)_{<\infty}$ , which means that $u(r;\alpha_{f})$ is the
most rapidly decaying solution among decaying solutions.
Remark 4.2. If $G(r)\equiv 0$ in $[0,\infty)$ , then for every $\alpha>0,$ $u(_{r\alpha};)$ is a decaying solution
with $0< \lim_{rarrow\infty}\ (r)/h(r) \}u(_{\Gamma a};)<\infty$ .




the following imitial value problem
$u_{\prime},+ \frac{n-1}{r}ur+\frac{r}{2}u_{r}+(u^{+})^{p}=0,$ $r>0$,
$u(0)=\alpha>0$ ,
where $u^{+}= \max\{u,0\}$ . The equation of (5.1) is equivalent to
$\mathrm{t}r^{n- 1}\exp(r2/4)y_{r}\}_{r}+\Gamma^{n- 1}\exp(r^{2}/4)(u^{+})^{p}=0$ .
If we put $g^{(_{\gamma})}:=r-1\mathrm{p}\mathrm{e}\mathrm{x}(nr^{2}/4)$ and $K(_{\Gamma}):=1$ in (4.1), then it is easily seen that $g^{(_{\Gamma})}$ and $K(_{\Gamma})$
satisfy $(g)$ and $(K)$ , respectively. Moreover, we obtain
$G(_{\Gamma})_{=2(1}p+)-_{1}r^{2}\exp(\hslash- 2r2/2)_{\int_{r}^{\infty}}S^{1^{-n}}\exp(-S^{2}/4)_{d-\int_{0}}Ss-1(^{2}rn\exp s/4)ds$ ,
$H(r)=2(p+1)^{- 1\Re- 2}r \exp(r^{2}/2)\mathrm{t}\int_{r}S^{1n}\exp(--\infty S^{2}/4)_{ds}\}^{\prime 2}\star$
$- \int_{r}^{\infty}s^{n1}\mathrm{e}- \mathrm{x}\mathrm{p}(^{2}\mathrm{s}/4)\{\mathrm{r}_{s}^{t^{- n}}\exp(-C\infty 2/4)_{dc}\}^{p\star}1ds$ .
After some calculations,
154
(5.2) $G^{1}(r^{\rangle}=2(p+1)-1n-r\mathrm{e}\mathrm{x}\mathrm{p}1(\gamma/4)2\{\mathrm{g}_{\Gamma})-(p+3)/2\}\equiv \mathrm{t}\mathrm{r}_{r}s^{1-}\exp(n-_{S^{2}}/4)\infty dS\}^{- p1}- H^{\dagger}(_{r}\rangle$ ,
where
(5.3) $\Phi(r):=\{2(_{n1}-)+r^{2}\}$r $\mathrm{e}\mathrm{x}$n-2 \mathrm{p}(r2/4)\int_{r}s\exp\infty 1^{-}n(-s^{2}/4)ds$ .
In order to apply Theorem 4.1, we must know the location of $r_{G}$ and $r_{H}$ . For this purpose,
we will investigate the profiles of $G(r)$ and $H(r)$ . In view of (5.2), it is important to study
$\Phi(r)$ . First we obtain the following lemma.
Lemma 5.1.
(i) $1\dot{\mathrm{m}}\Phi rarrow 0(r^{)=2}(n-1)/(_{n-2})$ .
(ii) $\Phi(r)=2-4\Gamma^{-}2+o(r^{-2})$ as $rarrow\infty$ .
(iii) There exists a unique number $r_{0}\in(0,\sqrt{dn-1)}$ ) such that $\Phi(_{\Gamma})$ is decreasing in $[0,r_{0})$ and
increasing in $(r_{0},\infty)$ . Moreover, $\Phi(r_{0})<2$ .
Proof. (i) By $1^{1}\mathrm{H}\mathrm{o}\mathrm{s}\mathrm{p}\mathrm{i}\mathrm{t}\mathrm{a}1^{\uparrow}\mathrm{S}$ theorem,
$1 \dot{\mathrm{m}}_{0}\Phi rarrow(_{r})=\lim_{rarrow 0}\{2(n-1)+r^{2}\}r^{n-2}\exp(r2/4)_{\int_{r}S}\infty 1-\hslash\exp(-S2/4)ds$
$=1\dot{\mathrm{m}}^{\frac{\{\mathrm{r}_{r}^{s^{1-n}}\exp(-s/4)2dS\},\infty}{\{[\{2(n-1)+\Gamma 2\}\Gamma-]^{1}n2-\}_{r}}}rarrow 0$
$=1 \dot{\mathrm{m}}\frac{4(n-1)2+4(n-1)\Gamma^{2}+r^{4}}{2(n-1)(n-2\rangle+nr2}=rarrow 0\frac{2(n-1)}{n-2}$ .
(ii) Integrating by parts, we obtain
(5.4) $\int_{r}S^{1n}\infty-\exp(-S^{2}/4)dS$
$=2r^{-n} \exp(-r^{2}/4)-2n\int_{r}S^{-1^{-n}}\exp(-S^{2}\infty/4\mu_{S}$
$=2r^{-n} \exp(-_{\Gamma^{2}}/4)-4nr^{-n-}\exp(2-\Gamma^{2}/4)+4n(n+2)\int_{r}^{\infty}s^{-}\exp 3- n(-_{S^{2}}/4)d\mathrm{s}$ .
Thus we get
$\Phi(r)=2-4r^{-}-28n(_{n}-1)\Gamma^{-4}+4n(n+2)\{2(_{n}-1)+r^{2}\}$rn-2 $\exp(r2/4)_{\int_{r}^{\infty}}s^{-}3\dashv \mathrm{I}\exp(-s2/4)d\mathrm{s}$ ,
which implies (ii).
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(iii) From (ii), $\Phi(,)$ is increasing for sufficiently large $r$ and converges to 2. Moreover,
since $2(n-0/(n-2)_{>}2, \Phi(r)$ must have a local imum at some $r_{0}\in(0,\infty)$ , and it is
smaller than 2. We will show that there are no other mitical points of $\Phi(r)$ . By direct calculations,
(5.5) $\Phi^{1(r^{)=-}}2(_{n1}-)\Gamma^{-}-\Gamma 1$
$+\mathrm{t}2(_{n-1})(n-2)+(2n-1)\gamma^{2}+r^{4}/2\}r^{n- 3}\exp(\Gamma^{2}/4)_{\int_{r}}\infty s^{1n}\mathrm{e}- \mathrm{x}\mathrm{p}(-S^{2}/4)ds$ ,
(5.6) $\Phi^{\mathrm{t}}’(\Gamma)=-2(n-1)(_{n3)}-\gamma^{-2}-2n-r2/2$
$+\{2(_{n-}1)(n-2)(_{n}-3)+3(_{n-}1)2\Gamma^{2}+3nr^{4}/2+r^{6}/4\}r\mathrm{e}\mathrm{x}n- 4\mathrm{p}(\Gamma 2/4)_{\int_{r}}S\mathrm{e}\infty 1- n\mathrm{x}\mathrm{p}(-S^{2}/4)d\mathrm{s}$ .
Suppose that there exists a positive number $\tilde{r}$ such that $\Phi^{1}(\tilde{r}^{)=}0$ . It follows from (5.5) that
(5.7) $\tilde{\Gamma}^{n-2}\mathrm{e}\mathrm{X}d\tilde{r}2/4)_{\int \mathrm{p}}\Gamma\infty s^{1-}n\mathrm{e}\mathrm{x}(-\mathrm{s}/4)2d\mathrm{s}=\frac{2F^{2}+4(n-1)}{\tilde{r}^{4}+2(2n-1)\tilde{r}+4(2n-1)(n-2)}$ .
Combining (5.6) and (5.7) leads to
(5.8) $\Phi^{\uparrow 1}(\tilde{r})=\frac{-4(\tilde{r}+\sqrt{\mathit{6}(n-1)})(\tilde{r}-\sqrt{an-1)})}{\tilde{r}^{4}+2(2n-1)\tilde{r}+4(2n-1)(n-2)}$.
From (5.8), $\Phi^{\mathrm{t}\dagger}(_{\tilde{\Gamma}})>0$ if $\tilde{r}\S 0,\sqrt{6(_{n}-1)})$ and $\Phi^{\mathfrak{l}\uparrow}$ ( if $\tilde{r}\exists\sqrt{6(_{n}-1)},$ $\infty$). Therefore, if
$\Phi(r)$ has a critical point, then it must be a local imum in $(0,\sqrt{6(n-])})$ and a local maximum
in $(\sqrt{6(_{n}-1)},\infty)$ . This result says that there exist at most one local mminimum and one local
maximum since a local maximum cannot exist in $(0,\sqrt{6(n-1)}$) and a local ninimum camot
exist in $(\sqrt{6(n-0},\infty)$ . We have already known that $\Phi(r)$ has a local minimum, and now we
will show that $\Phi(r)$ cannot have a local maximum. In fact, suppose that there exists a local
maximum. Then $\Phi(r^{)}$ decreases for large $r$ . But it is impossible, because (ii) of this lemma
means that $\Phi(r)$ increasingly converges to 2. Thus we fmish the proof of (iii). (See Fig.1.)
Q.E.D.
From Lemma 5.1, since $2<(p+3)/2<2(n-1)/(_{n}-2)$ if $1<p<(n+2\rangle$ $/(_{n}-2)$ , there
exists a unique number $r$. $\in(0,\infty)$ such that $\Phi(_{\Gamma})_{>}(p+3)/2$ in $(0,r.),$ $\Phi(\Gamma_{*})=(p+3)/2$ and
$\Phi(r)<(p+3)/2$ in $(r.,\infty)$ ($s$ee Fig.2). Moreover, since $(p+3)/2\geq 2(n-1)/(n-2)$ if
$p\geq(n+2)/(_{n}-2),$ $\Phi(r)\leq(p+3)/2$ in $[0,\infty)$ . Therefore, in view of the expressions of
(5.2), we get the following lemma.
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Lemma 5.2.
(i) If $p\geq(n+2)/(n-2)$ , then $G$ ( $\rangle$ and $H(r)$ are decreasing in $[0,\infty$).
(ii) If $1<p<(n+2)/(n-2)$ , then there exists a unique number $r$. $\in(0,\infty)$ such that $G(r)$ and
$H(r)$ are increasing in $[0,r.)$ and decreasing in $(r.,\infty)$ .
The behaviors of $G(r)$ and $H(_{r})$ near $r=0$ and $r=\infty$ are shown by the following result.
Lemma 5.3.
(i) $\mathrm{b}c(rarrow\infty r)=-\infty$ .
(ii) $\lim_{rarrow 0}G(_{r})=0$ .
(iii) $1 \dot{\mathrm{m}}\inf_{rarrow\infty}H(_{\Gamma})\geq 0$ .
(iv) Ifl $<p<(n+2)/(_{n}-2)$ , then $1 \dot{\mathrm{m}}\sup_{rarrow 0}H(r)<0$ .
Remark 5.1. If $p\geq(n+2)/(_{n}-2)$ , then $H(r)\geq 0$ and $H(r)\not\equiv \mathrm{O}$ in $[0,\infty)$ from Lemma
5.2 (i) and Lemma 5.3 (iii).
Proof. (i) By Lemma 5.1, $\{\Phi(r)-(p+3)/2\}$ is finitely negative for sufficiently large $r$
and does not decay to zero as $rarrow\infty$ . Moreover, since ]$\dot{\mathrm{m}}_{r\mathrm{p}}arrow\infty^{\Gamma \mathrm{e}\mathrm{x}}n-1(r^{2}/4)=+\infty$ , we obtain
$]\dot{\mathrm{r}}_{rarrow\infty}G^{\mathrm{I}}(r)=-\infty$ . Therefore, we get (i).
(ii) Since $1 \dot{\mathrm{r}}_{rarrow}\int_{0}\mathrm{o}rs^{n- 1}\exp(s2/4)_{d_{S}=}0$ , it is sufficient to show
$1\dot{\mathrm{r}}rarrow 0r^{\mathrm{z}}-2\mathrm{e}\mathrm{x}tdr2/2)_{\int_{r}}\infty s^{1n}-\exp(-s^{2}/4)_{d_{S}=}0$ .
In fact, by $1^{\mathrm{t}}\mathrm{H}\mathrm{o}\mathrm{s}\mathrm{p}\mathrm{i}\mathrm{t}\mathrm{a}1\uparrow \mathrm{s}$ theorem,
$\lim_{rarrow 0}\frac{\mathrm{t}\mathrm{r}_{r}^{d^{-_{\hslash}}\mathrm{x}\mathrm{p}}\mathrm{e}(-S^{2}/4)dS\mathrm{I}\infty r}{(_{\Gamma^{2- 2n}})r}=1\dot{\mathrm{m}}\frac{r^{1^{-}n}\exp(-r^{2}/4)}{(2n-2)\Gamma^{1-2n}}r\wedge=0$.
(iii) $H(_{r})_{>-\int rS\mathrm{e}\mathrm{x}}n- 1(\infty \mathrm{p}S^{2}/4)\#_{s}\infty l^{-}n\exp(-C^{2}/4)dC\}p+1d_{S}$
$>-(n-2)^{- p-}1 \int_{\Gamma}S-1+(_{2n}\infty \mathrm{e}\mathrm{x}n- \mathrm{x}P+1)\mathrm{p}(-pS^{2}/4)_{d_{S}}$.
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Therefore, we get
$1 \dot{\mathrm{m}}\inf_{rarrow\infty}H(r)\geq-(n-2)-p- 1\int_{r}s^{n1+\mathrm{t}_{2})}\exp(1rarrow\dot{\mathrm{m}}\infty\infty-- n(p+1)-Ps^{2}/4)_{d_{S=}0}$.
(iv) $\mathrm{I}x\mathrm{t}p\in(1,(n+2)/(n-2))$ . Assume $\epsilon$ be any sufficiently small positive number with
$\epsilon<\{(n+2)-(n-2)p\}/(n-2)(p+1)$ and fix $\rho$ such that $\exp\{-(p+1)\rho^{2}/4\}>1-\epsilon$ . Then
for $0<r<\rho$ ,




$-f_{r} \mathrm{s}^{n- 1(}\exp\frac{s^{2}}{4})\exp\{-\frac{(p+1)\rho 2}{4}\}\frac{1}{(n-2)^{F^{+}}1}s-n1p+1\mathrm{t}12))-1(\frac{\mathrm{s}}{\rho}1^{n-2}\}P+1dS$ .
First we consider the case $2<p<5$ for $n=3$ and $1<p<(n+2)/(n-2)$ for $n\geq 4$ . Since
$p+1<6$ and $2-(_{n-2})_{p<}0$ , we obtain
$H(_{\Gamma})< \frac{2}{(p+1)(n-2)^{p+}\mathrm{z}}r^{2}-\{n-2)p\exp(\frac{r^{2}}{4})$
$- \frac{1}{(n-2)^{p1}+}\exp(\frac{r^{2}}{4}1\exp\{-\frac{(p+1)\beta^{2}}{4}\}fr1^{-}(nS\{- 2)p1-(\frac{s}{\rho})^{n- 2}\}6ds$
$< \frac{2}{(p+1)(n-2)p+2}r^{2-\psi_{-}}\exp 2)p(\frac{r^{2}}{4})$
$+ \frac{1}{\{2-(n-2)p\}(n-2)^{p\star}1}r^{2-(n-}2)p\exp(\frac{r^{2}}{4})(1-\mathcal{E})_{+}o(\gamma-(n-22)p)$
$=- \frac{(n+2)-(n-2)p-\mathcal{E}(n-2)(p+1)}{(p+1)\mathrm{t}^{(}n-2)p-2\}(n-2)p+2}\Gamma^{2-1n- 2)p}\exp(\frac{r^{2}}{4})+4r^{2-()}n-2p)$ ;
so that
$\mathrm{M}H(r)=-r\wedge\infty$ .





Then we anive at the same result as before. It remains to discuss the case $1<p<2$ for $n=3$ .
Since $p+1<3$ , we get






ffom (5.9). $\mathrm{R}\mathrm{u}\mathrm{s}$ we obtain
$\lim_{rarrow}\sup_{0}H(r)_{\leq-}\frac{6(1-\epsilon)}{(2-F\mathrm{x}3-p)(4-p)(5-p)}P^{2p}<0-$.
Q.E.D.
Proof of neorem 1. From Lemmas 5.2 and 5.3, we can draw the graphs of
$G(_{\gamma})$ and $H(_{r})$ . Then we obtain $r_{\sigma^{=}}\mathrm{o}(<\infty)$ and $r_{H}=0$ in the case $p\geq(n+2)/(n-2)$ (see
Fig.3) and $0<r_{H}<r_{G}<\infty$ in the case $1<p<(n+2)/(n-2)$ (see Fig.4). So we can apply
Theorem 4.1 to show Theorem 1.
We will show (2.1). From Reorem 4.1, there exists a positive finite number $\beta$ such that
$\mathrm{m}\{rarrow\infty \mathrm{r}_{r}S^{1}\exp(- n-s^{2}/4)_{d_{S}}\mathrm{I}^{-1}\infty;u(r\alpha_{0})=\beta$ .
Moreover, by using the fact that $\{\int_{r}S^{1-_{h}}\exp(_{-}\infty S^{2}/4)ds\}^{1}- u(r;a)0$ is increasing in $[0,\infty)$ , it
follows from $(5.4)\infty$ that
$u(r;a_{0})< \beta\int_{r}S$ $\exp$
l-n $(-_{S^{2}}/4)ds$
$=2 \beta\{r^{-n}\exp(-r2/4)-\ovalbox{\tt\small REJECT} r^{- n2}\exp-(-r^{2}/4)+2n(n+2)\int_{r}s^{- 3}\exp(- n-S^{2}\infty/4)ds\}$.
This implies (2.1). $\mathrm{Q}.\mathrm{E}$ .D.
6. Proof of Theorem 2
In this section, we will study (IVP) with $\lambda=1$ . Put
$u(r):=\mathrm{V}(r^{)}d\gamma)$ ,
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then the equation of (IVP) is rewritten as
$v_{rr}+(2 \frac{\varphi_{r}}{\varphi}+\frac{n-1}{r}+\frac{r}{2})\mathrm{V}_{r}+|\varphi \mathrm{r}- 11\mathcal{V}|^{p- 1}v+\{\frac{\varphi_{rr}}{\varphi}+(\frac{n-1}{r}+\frac{r}{2}\mathrm{I}^{\frac{\varphi_{r}}{\varphi}}+\lambda\}\mathrm{V}=0$.




then $v(r)$ must satisfy
$\{$
$v_{rr}+(2 \frac{\varphi_{r}}{\varphi}+\frac{n-1}{r}+\frac{r}{2})\mathrm{V}_{r}+|\varphi \mathrm{r}^{-1}\mathrm{I}v|^{p1}-=v0,$ $r>0$,
$v(0)=a>0$.
In the special case $\lambda=1$ , it is possible to express the $\mathrm{C}^{2}[0,\infty)$ -solution of (6.1) by
$\varphi(r)=(_{n-}2)_{r^{2-n}}\exp(-r^{2}/4)_{\int_{0}S^{n- 3}}\exp(^{2}rS/4)ds$.
Note that $\varphi^{(_{\Gamma})}>0$ in $[0,\infty)$ . In order to know the structure of solutions to (IVP) with $\lambda=1$ ,
we have only to verify whether $v(r;\alpha)$ has a zero or not. In this section, we will mainlly study
(6.2) $\{$
$v_{rr}+(2 \frac{\varphi_{r}}{\varphi}+\frac{n-1}{r}+\frac{r}{2})v_{r}+\varphi^{p-1}(\mathcal{V})^{p}+=0,$ $r>0$ ,
$v(0)=\alpha>0$.
The equation of $(\mathit{6}_{arrow}2)$ is equivalent to
$\{\Gamma^{n- 1}\exp(r2/4)_{\varphi^{2}}\mathrm{V}_{r}\}_{r}+r^{n1}-\exp(^{2}r/4)_{\varphi^{2}\cdot\varphi^{p-}}1(\mathrm{V}^{+})’=0$ ;
to which Theorem 4.1 is applicable. In fact, we obtain following proposition.
Proposition 6.1. Put $g^{(\gamma)(r^{2}}:=rn- 1\exp/4$) $\varphi^{2}$ and $K(r):=\varphi p-1$ . $\mathrm{R}\mathrm{e}\mathrm{n}g^{(}r$) and $K(r)$
satisfy $(g)$ and $(K)$ , respectively.
Proof. We can readily see that $g^{(}r$) and $K(r)$ satisfy $(g)1’(g)2’(K)_{1}$ and $(K)_{2}$ , where
$(g)_{i}$ and $(K)_{i}$ mean the i-th condition of $(g)$ and $(K)$ , respectively. Moreover,
$(g)3$ Since $1/g(r)=r1-n+o(r^{1- n})$ as $rarrow 0$ , we get $1/g^{(}r^{)}\not\in \mathrm{L}^{1}(0,1)$ .





(6.3) $\varphi^{(_{r})=2}(n-2)r-2-4(n-2)(n-4)_{r}- 4+d^{\gamma^{4}})$ as $rarrow\infty$ .
From (6.3), since
$1/g^{(\gamma})=r-n(5\exp-r^{2}/4)(1+o(1))/4(n-2)2$ as $rarrow\infty$ ,




$= \gamma^{3- n}\exp(-\Gamma^{2}/4)\mathrm{t}\int_{0}^{r}S^{n-3}\exp(f/4)dS\}2\int_{\tau}^{()}\infty 1/\tau^{2}dT$
$=r^{3-} \mathrm{e}\mathrm{x}n\mathrm{p}(-r^{2}/4)\{\int_{0}^{r}s\exp n- 3(S2/4)ds\}=r\varphi\langle r)/(n-2)$ ,
where $\tau:=\int_{0}’t^{n}-3\mathrm{x}\mathrm{e}\mathrm{p}(C^{2}/4)dc$ . So we readily obtain
$h(_{\Gamma})K(r)=\gamma\varphi(_{\Gamma})’/(_{n}-2)\in \mathrm{L}^{1}(0,1)$ .
Condition $(K)_{4}$ is readily seen by
$h(r)\{h(_{r)}/g^{(_{\Gamma})}\}^{p}K(r)=\Gamma^{1\mathrm{t}-n}\exp(+2)p-pr^{2}/4)/(n-2)^{p}+1\in \mathrm{L}^{1}(\iota\infty)$ . Q.E.D.
Now we obtain
$G(r)=(n-2)^{p+1}[ \frac{2}{p+1}r^{4- n+}\exp\{\mathrm{t}2- n)p\frac{(p+1)\Gamma^{2}}{4}\}\{\int_{0}Sn-3r\exp(\frac{s^{2}}{4}1d_{S\}}p+2$
$- \int_{0^{S^{1(n}\mathrm{e}}}^{r}+2-)p\mathrm{p}\mathrm{x}(-\frac{ps^{2}}{4}1\{\int_{0^{t^{n}\mathrm{e}}}^{s}-3(\mathrm{x}\mathrm{p}\frac{\mathscr{S}}{4}1^{dt\}^{p+}d_{S}}1]$,
$H(r)= \frac{1}{(n-2)^{p+}1}[\frac{2}{p+1}r\exp 4- n+(2- n)p\{\frac{(p+1)\Gamma^{2}}{4}\}\int_{0}s^{n}-\prime 3(\exp\frac{s^{2}}{4})ds$
$- \int_{r}^{\infty}S^{1}-n\mathrm{e}\mathrm{x}+(21_{P}\mathrm{p}(-\frac{ps^{2}}{4}1^{dS}]\cdot$
Differentiating $G(r)$ and $H(r)$ , we get




by recalling the expression of $\varphi^{(_{r})}=(_{n-2})r^{2^{- n}}\exp(-r^{2}/4)_{\int_{0}}S^{n- 3}’\exp(S2/4)ds$ .
In order to prove Theorem 2, we will use the same argument as in Section 5. First, we will
investigate the profile of $\Psi(_{r})$ .
Lemma 6.1.
(i) $]\dot{\mathrm{r}}rarrow 0\Psi(_{\gamma})=2(_{n}-1)/(_{n-2})$ .
(ii) $\Psi(r)_{=2-}4Pr^{-2}+d\Gamma-2)$ as $rarrow\infty$ .
(iii) There exists a unique number $r_{1}\in(\sqrt{2(p+2)\{(n-2)_{p}+n-4\}/\mathrm{b}(P^{+1})\}},\infty)$ such that
$\Psi(_{\Gamma})$ is decreasing in $[0,r_{1})$ and increasing in $(r_{1},\infty)$ . Moreover, $\Psi(r_{1})<2$ .
Proof. (i) Since $]_{\dot{\mathrm{R}}_{rarrow 0}}\varphi(r)_{=1}$ and ]$\dot{\mathrm{m}}_{rarrow 0}r^{2}\varphi(_{r})=0$ , the conclusion easily follows.
(ii) Using (6.3) for sufficiently large $r$ , we obtain
$\Psi(r)=(p+3)-\{2r^{-2}-4(n-4)_{\Gamma}\triangleleft+o(r^{4}-)\}[\{(n-2)p+n-4\}+\frac{p+1}{2}r^{2}]$
$=2-4p\gamma^{-}+o(2r- 2)$ .
(iii) Since $\Psi(\gamma)$ increasingly converges to 2 from (ii) and $2(n-1)/(n-2)>2,$ $\Psi(r)$ must
have a local imum at some $r_{1}\in(0,\infty)$ and $\Psi(r_{1})<2$ . We will show that there are no other








Suppose that there exists a positive number $\hat{r}$ such that $\Psi^{1}(\hat{r})=0$ . Then by (6.6), we have
(6.8) $\hat{r}^{-n}\mathrm{e}\mathrm{x}d-\hat{\Gamma}^{2}/4)_{\int_{0}’S\mathrm{e}}n- 3\mathrm{p}\mathrm{x}(s2/4)d\mathrm{s}$
$= \frac{\{(n-2)p+n-4\}+(p+1)\hat{r}/22}{(n-2)\mathrm{t}(n-2)p+n-4\}\hat{r}^{2}+\mathrm{t}(n-3)p+n-4\}\hat{\Gamma}^{4}+(p+1)\hat{\Gamma}^{6}/4}$ .
When $n=3$ , the right hand side of (6.8) is non-positive for some $\hat{r}$ . But the left hand side of
(6.8) is positive for every $\hat{r}$ . Therefore, for $n=3$ , we observe that $\Psi(r)$ cannot have any
mitical points for $r$ satisfying
$(p-1)r-r^{4}+(2p+1\rangle\Gamma^{6}/4\leq 0$ .
Combining (6.7) and (6.8) leads to
(6.9) $\Psi^{\uparrow\uparrow}(_{\hat{\Gamma}})=\frac{-2(p+2)\{(n-2)p+n-4\}+p(p+1)\hat{\Gamma}2}{(n-2)\{(n-2)p+n-4\}+\mathrm{t}^{(}n-3)p+n-4\}\hat{r}^{2}+(p+1)\hat{r}^{4}/4}$ .
$\mathrm{I}x\mathrm{t}r_{p}:=\sqrt{2(p+2)\{(n-2)p+n-4\}/\{p(p+1)\}}$ . From (6.9), $\Psi^{\dagger \mathrm{t}}(\hat{\Gamma})<0$ for $\hat{r}\in(0,r_{P})$ and
$\Psi^{\dagger\uparrow}(\hat{r})>0$ for $\hat{r}\in(r_{p}, \infty)$ . $\mathfrak{M}\mathrm{e}\mathrm{r}\mathrm{e}\mathrm{f}\mathrm{o}\mathrm{r}\mathrm{e}$ , if $\Psi(r)$ has a mitical point, then it must be a local
maximum in $(0,r_{p})$ and a local imum in $(r_{p},\infty)$ . $\mathrm{I}]_{1}\mathrm{i}\mathrm{s}$ result says that there exi$s\mathrm{t}\mathrm{s}$ at most
one local maximum and one local mininllum since a local imum cannot exist in $(0,r_{p})$ and a
local maximum camot exist in $(r_{p},\infty)$ . Moreover, we will evaluate the critical value for $\Psi(r)$ .
Combining (6.5) and (6.8), we get
$\Psi(\hat{\prime})=\frac{(p+1)\hat{r}^{4}/2-\mathrm{t}p^{2}-(2n-7)p-2n+8\}\hat{\Gamma}^{2}+2(n-1)\{(n-2)p+n-4\}}{(p+1)\hat{r}^{4}/4+\{(n-3\rangle p+n-4\}\hat{r}^{2}+(n-2)\{(n-2)p+n-4\}}\backslash$ .
Define
$\psi(_{\Gamma}):=\frac{(p+1)r/42-\{p-(22n-7)p-2n+8\}r2+2(n-1\rangle\{(n-2)p+n-4\}}{(p+1)r^{4}/4+\mathrm{t}(n-3)p+n-4\}r^{2}+(n-2)\{(n-2)p+n-4\}}$ in $[0,\infty)$ .




Since $2\{(n-2)_{p}+n-4\}>0$ for $n\geq 3$ , it follows from (6.10) that $\psi(r)$ is decreasing in
$(0,r_{p})$ and increasing in $(r_{p},\infty)$ . Therefore, $\Psi(r)$ has at most one local maximum in $(0,r_{p})$ , and
it is smaller than $2(_{n}-1)/(n-2)$ . But this is impossible from (i) of Irmma 6.1. Therefore,
$\Psi(r^{)}$ does not have any local maximum. Thus we can fmish the proof of (iv). $\mathrm{Q}.\mathrm{E}$.D.
Correspondingly to Lemma 5.2, we obtain the following lemma.
Lemma 6.2.
(i) If $p\geq(n+2)/(n-2)$ , then $G$ ($r^{)}$ and $H(r)$ are decreasing in $[0,\infty$).
(ii) If $1<p<(n+2)/(_{n}-2)$ , then there exists a unique number $r..\in(0,\infty)$ such that $G(r)$ and
$H(_{r})$ are increasing in $[0,r..)$ and decreasing in $(r..,\infty)$ .
The behaviors of $G(_{\Gamma})$ and $H(r)$ near $r=0$ and $r=\infty$ are given as follows.
Ixmma 6.3.
(i) $1\dot{\mathrm{m}}_{\infty}Grarrow(_{r})=-\infty$ .
(ii) $1\dot{\mathrm{m}}_{0}rarrow G(r^{)=0}$ .
(iii) $1 \dot{\mathrm{m}}\inf_{rarrow\infty}H(r)\geq 0$ .
(iv) If $1<p<(n+2)/(_{n}-2)$ , then $1 \dot{\mathrm{m}}\sup_{rarrow 0}H(r)<0$ .
Remark 6.1. If $p\geq(_{n+2})/(n-2)$ , then $H(r)\geq 0$ and $H(r)\not\equiv \mathrm{O}$ in $[0,\infty)$ from Lemma
6.2 (i) and Lemma 6.3 (iii).
Proof. (i) Note that (6.4) can be rewritten as
$G^{\mathrm{I}}(r)= \frac{2}{p+1}(r^{2}dr))p+1\mathrm{p}\gamma \mathrm{e}\mathrm{x}n-2p- 3(\frac{r^{2}}{4})\{\Psi(r)-\frac{p+3}{2}\}$ .
By Lxmma 6.1, $\mathrm{t}\Psi(r)-(P+3)/2\}$ is finitely negative for sufficiently large $r$ and does not
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converge to zero as $rarrow\infty$ . Moreover, since $1\dot{\mathrm{r}}_{rarrow\infty}\Gamma^{2}\varphi(_{r})=2$ from (6.3) and
$]_{\dot{\mathrm{R}}_{rarrow\infty}r^{n- 23}}p-\exp(\Gamma^{2}/4)=\infty$ , we get (i).
(ii) Since ]$\dot{\mathrm{m}}_{rarrow 0\int 0s^{1+\mathrm{t}2n)}\mathrm{e}\mathrm{x}}r-\prime \mathrm{p}(-ps2/4)\{\int_{0}^{s_{C\mathrm{e}\mathrm{x}}}n-3\mathrm{p}(t2/4)dc\mathrm{I}’\star 1ds=0$ , it is sufficient to
prove
$1\dot{\mathrm{m}}r-n2-n)p\mathrm{e}rarrow 04+1\mathrm{x}\mathrm{p}\{_{-}(p+1)r^{2}/4\}\mathrm{b}_{0}^{s^{n- 3}}r(^{2}\exp s/4)ds\}’+2=0$ ;
which comes from the identity
$\Gamma^{4-n+}\mathrm{e}(2^{-n})p\mathrm{x}\mathrm{p}\{_{-(}p+1)r^{2}/4\}\{\mathrm{r}_{0}^{r}s^{n- 3}\exp(^{2}S/4)_{dS}|p+2n=\Gamma\exp(\Gamma^{2}/4)_{\varphi(\gamma})^{\prime 2}+/(n-2)^{p}+2$
(iii) The assertion is readily seen from the following inequality
$H(r)>-(n-2)- p- 1 \int_{r}S-\exp\infty 1+\mathrm{t}2n1p(-PS^{2}/4)ds$ .
(iv) $\mathrm{I}x\mathrm{t}p\in(1,(n+2)/(n-2))$ . Assume $\epsilon$ be any sufficiently small positive number with




$< \frac{1}{(n-2)p\star 1}[\frac{2}{(p+1)(n-2)}r^{2+\mathrm{t}2^{- n}1p}\exp(-\frac{pr^{2}}{4})-\exp(-\frac{pp^{2}}{4}\mathrm{I}frSsd1+\{2- n1p]\cdot$
First considering the case $2<p<5$ for $n=3$ and $1<p<(n+2)/(n-2)$ for $n\geq 4$ , we obtain
$H(r)_{<-} \frac{(n+2\rangle-(n-2)p-\mathcal{E}(n-2)(p+1)}{(p+1)\mathrm{t}^{(n}-2)p-2\}(n-2)^{p}\star 2}r^{2^{-(n}}\mathrm{e}- 2\mathrm{I}p\mathrm{x}\mathrm{p}(\frac{r^{2}}{4})+o(r^{2^{-}}n\mathrm{t}- 2)p)$ ;
so that
$1\dot{\mathrm{m}}_{0}Hrarrow(r)=-\infty$ .
In the case $p=2$ for $n=3$ , observing that
$H(r)<2\exp(-r^{2}/2)/3-\exp(-\rho^{2}/2)(\log\rho-\log r)$
$<(1-\epsilon)\cdot\log\Gamma+o(1)$
from (6.11), we amive at the same result as before. Moreover, in the case $1<p<2$ for $n=3$ ,
we get
$H(r)_{<} \frac{1}{(n-2)^{p+1}}\{\frac{2}{p+1}r^{2^{-}}\exp(p-p\Gamma^{2}/4)-\frac{1}{2-p}\mathrm{e}\mathrm{X}d-p\rho 2/4)(\beta 2- p-r-p)2\}$
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from (6.11). Thus we obtain
$1 \dot{\mathrm{m}}\sup_{rarrow 0}H(r)\leq-\frac{1}{(2-p\mathrm{x}n-2)p+1}\exp(-\frac{p\rho^{2}}{4})\rho^{2}<-p0$
since $2-p>0$ . Q.E.D.
In the same way as the proof of Theorem 1, we obtain the following theorem.
Theorem 6.1. The structure of positive solutions to (6.2) is as follows.
(i) If $p\geq(n+2)/(n-2)$ , then $Ar;\alpha$ ) is a decaying solution for every $\alpha>0$ .
(ii) If $1<p<(n+2)/(n-2)$ , then there exists a unique positive number $\alpha_{1}$ such that $v(r;\alpha)$ is
adecaying solution for every $\alpha\in(0,\alpha_{1}]$ and acrossing solution for every $a\in(a_{1},\infty)$ . Moreover,
$v(r;a_{1})$ is the most rapidly decaying solution among decaying solutions and there exists a
positive finite number $\gamma$ such that
$1\dot{\mathrm{m}}rarrow\infty \mathrm{t}(n-2)_{\int_{0}s^{n}\mathrm{e}\mathrm{x}}2-3\mathrm{I}r\mathrm{p}(_{S/}^{2}4)d_{S}\triangleleft\Gamma,\alpha)1=\gamma$ .
Proof of Theorem 2. The structure of positive solutions to (IVP) with $\lambda=1$ is
readily obtained by Theorem 6.1. We will show (2.3). Using the fact that




$< \gamma\{(n-2)_{\int_{0}^{r}}2n- 3\mathrm{p}s\mathrm{e}\mathrm{x}(S^{2}/4)d_{S}\}-1(n-2)\Gamma^{2}-n\exp(-r^{2}/4)\mathrm{t}\int_{0}^{r}S^{n}\mathrm{e}\mathrm{X}d- 3s^{2}/4\ltimes s\mathrm{I}$
$=(n-2)- 1- n(\gamma r^{2}\exp-_{\Gamma}2/4)$ .
This implies (2.3). Q.E.D.
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7. Appendix
After thi$s$ talk, I have obtained the following result on the structure of solutions to (IVP).
Theorem 7.1. Suppose that $0\leq\lambda\leq(_{n-}2)/2$ . If $1<p<(n+2)/(n-2)$ , then there exists
a unique positive number $\alpha_{\lambda}$ such that $u(r;\alpha)$ is a decaying solution for every $\alpha\in(0,a_{\lambda}]$ and
a crossing solution for every $\alpha\in(\alpha_{\lambda},\infty)$ . Moreover, $u(r;\alpha_{\lambda})$ is the most rapidly decaying
solution among decaying solutions.
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