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Abstract. Signal estimation problems with smoothness and sparsity
priors can be naturally modeled as quadratic optimization with `0-
“norm” constraints. Since such problems are non-convex and hard-to-
solve, the standard approach is, instead, to tackle their convex surro-
gates based on `1-norm relaxations. In this paper, we propose new it-
erative conic quadratic relaxations that exploit not only the `0-“norm”
terms, but also the fitness and smoothness functions. The iterative con-
vexification approach substantially closes the gap between the `0-“norm”
and its `1 surrogate. Experiments using an off-the-shelf conic quadratic
solver on synthetic as well as real datasets indicate that the proposed
iterative convex relaxations lead to significantly better estimators than
`1-norm while preserving the computational efficiency. In addition, the
parameters of the model and the resulting estimators are easily inter-
pretable.
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1. Introduction
Given nonnegative data y ∈ Rn+ corresponding to a noisy realization of an
underlying signal, we consider the problem of removing the noise and recov-
ering the original, uncorrupted signal y∗. A successful recovery of the signal
requires exploiting prior knowledge on the structure and characteristics of
the signal effectively.
A common prior knowledge on the underlying signal is smoothness. Smooth-
ing considerations can be incorporated in denoising problems through qua-
dratic penalties for deviations in successive estimates [62]. In particular,
denoising of a smooth signal can be done by solving an optimization prob-
lem of the form
min
x∈Rn+
‖y − x‖22 + λ‖Px‖22, (1)
where x corresponds to the estimation for y∗, λ > 0 is a smoothing regu-
larization parameter, P ∈ Rm×n is a linear operator, the estimation error
term ‖y− x‖22 measures the fitness to data, and the quadratic penalty term
‖Px‖22 models the smoothness considerations. In its simplest form
‖Px‖22 =
∑
(i,j)∈A
(xi − xj)2, (2)
where A encodes the notion of adjacency, e.g., consecutive observations in
a time series or adjacent pixels in an image. If P is given according to (2),
then problem (1) is a convex Markov Random Fields problem [41] or metric
labeling problem [47], commonly used in the image segmentation context [16,
48], for which efficient combinatorial algorithms exist. Even in its general
form, (1) is a convex quadratic optimization, for which a plethora of efficient
algorithms exist.
Another naturally occurring signal characteristic is sparsity, i.e., the un-
derlying signal differs from a base value in only a small proportion of the
indexes. Sparsity arises in diverse application domains including medical
imaging [51], genomic studies [43], face recognition [80], and is at the core
of compressed sensing methods [25]. In fact, the “bet on sparsity” principle
[35] calls for systematically assuming sparsity in high-dimensional statis-
tical inference problems. Sparsity constraints can be modeled using the
`0-“norm”
1, leading to estimation problems of the form
min
x∈Rn+
‖y − x‖22 + λ
∑
(i,j)∈A
(xi − xj)2 subject to ‖x‖0 ≤ k, (3)
1The so-called `0-“norm” is not a proper norm as it violates homogeneity.
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where k ∈ Z+ is a target sparsity and ‖x‖0 =
∑n
i=1 1xi 6=0, where 1(·) is the
indicator function equal to 1 if (·) is true and equal to 0 otherwise. Several
generalizations of (3) can also be envisioned, see Section 5.3 for details.
Unlike (1), problem (3) is non-convex and hard-to-solve exactly. The
Lagrangean relaxation of (3), given by
min
x∈Rn+
‖y − x‖22 + λ
∑
(i,j)∈A
(xi − xj)2 + µ‖x‖0 (4)
with µ ≥ 0, has received (slightly) more attention. Problem (4) corresponds
to a Markov Random Fields problem with non-convex deviation functions
[see 1, 42], for which a pseudo-polynomial combinatorial algorithm of com-
plexity O
( |A|n
2
log
(
n2
|A|
))
exists, where  is a precision parameter; to the
best of our knowledge, this algorithm has not been implemented to date.
More recently, in the context of signal denoising, Bach [7] proposed another
pseudo-polynomial algorithm of complexity O
((
n

)3
log
(
n

))
, and demon-
strated its performance for instances with n = 50. The aforementioned
algorithms rely on a discretization of the x variables, and their performance
depends on how precise the discretization (given by the parameter ) is. Fi-
nally, a recent result of Atamtu¨rk and Go´mez [5] on quadratic optimization
with M-matrices and indicators imply that (4) is equivalent to a submodu-
lar minimization problem, which leads to a strongly polynomial-time algo-
rithm of complexity O(n7). The high complexity by a blackbox submodular
minimization algorithm precludes its uses except for small instances. No
polynomial-time algorithm is known for the constrained problem (3).
In fact, problems (3) and (4) are rarely tackled directly. One of the
most popular techniques used to tackle signal estimation problems with
sparsity is lasso, consisting of replacing the non-convex term ‖x‖0 with the
convex `1-norm, ‖x‖1 =
∑n
i=1 |xi|, see Section 2.1 for details. The resulting
optimization problems with the `1-norm can be solved very efficiently, even
for large instances; however, the `1 problems are often weak relaxations
of the exact `0 problem (3), and the estimators obtained may be poor,
as a consequence. Alternatively, there is a increasing effort for solving the
mixed-integer optimization (MIO) (3) exactly using enumerative techniques,
see Section 2.2. While the recovered signals are indeed high quality, MIO
approaches to-date are unable to handle problems with n ≥ 1, 000, and are
inadequate to tackle many realistic instances as a consequence.
Contributions and outline. In this paper, we discuss how to bridge the
gap between the easy-to-solve `1 approximations and the often intractable
`0 problems in a convex optimization framework. Specifically, we construct
a set of iterative convex relaxations for problems (3) and (4) with increasing
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strength. These convex relaxations are considerably stronger than the usual
`1 relaxation, and also significantly improve and generalize other existing
convex relations in the literature, including the perspective relaxation (see
Section 2.3) and recent convex relaxations obtained from simple pairwise
quadratic terms (see Section 2.4). Moreover, the strong convex relaxations
can be used as a standalone convex optimization method to obtain high
quality, if not optimal, solutions for (3)–(4), or can be embedded in MIO
branch-and-bound methods to solve (3)–(4) to optimality; in both cases, the
proposed approach results in better performance than the existing methods.
Finally, all the proposed formulations are amenable to conic quadratic opti-
mization techniques, thus can be tackled using off-the-shelf solvers, resulting
in several benefits: (i) there is no need to develop specialized codes to use
the formulations; (ii) the proposed approach is flexible, as it can be used
to tackle either (3) or (4), and additional priors can easily be included by
changing the objective or adding constraints (see Section 5.3); (iii) the for-
mulations can be used either as convex surrogates for (3)–(4), resulting in
better-quality estimators than `1-norm approximations with little computa-
tional cost, or can be embedded in branch-and-bound solvers to solve (3)–
(4) to optimality, resulting in significant speedups over branch-and-bound
methods with a “standard” formulation.
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tor is a good fit and sparse.
Figure 1. Comparison of lasso and the new convex estimators.
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Figure 1 illustrates the performance of the classical `1-norm estimators
and one of the proposed estimators, M-sep; estimator M-sep is obtained by
solving a convex optimization problem and is computed in a few seconds for
the instance shown with n = 1, 000.
The rest of the paper is organized as follows. In Section 2 we review the
relevant background for the paper. In Section 3 we introduce the strong
iterative convex formulations for (3)–(4). In Section 4 we discuss the im-
plementation of the proposed formulations using conic quadratic solvers. In
Section 5 we test the performance of the methods on instances with syn-
thetic and real data, and in Section 6 we conclude the paper with few final
remarks.
Notation. Throughout the paper, we adopt the following convention for
division by 0: given a ≥ 0, a/0 =∞ if a > 0 and a/0 = 0 if a = 0. For a set
X ⊆ Rn, conv(X) denotes the closure of the convex hull of X.
2. Background
In this section, we review formulations relevant to our discussion. First we
review the usual `1-norm approximation (Section 2.1), next we discuss MIO
formulations (Section 2.2), then we review the perspective reformulation, a
standard technique in the MIO literature, (Section 2.3), and finally pairwise
convex relaxations that were recently proposed (Section 2.4).
2.1. L1-norm approximations. A standard technique for signal estima-
tion problems with sparsity is to replace the `0-norm with the `1-norm in
(3), leading to the convex optimization problem
(lasso) min
x∈Rn
‖y − x‖22 + λ(xi − xj)2 subject to ‖x‖1 ≤ k. (5)
The `1-norm approximation was proposed by Tibshirani [69] in the context
of sparse linear regression, and is often referred to as lasso . The main
motivation for lasso is that the `1-norm is the convex p-norm closer to the
`0-norm. In fact, for L = {x ∈ [0, 1]n : ‖x‖0 ≤ 1}, it is easy to show that
conv(L) = {x ∈ [0, 1]n : ‖x‖1 ≤ 1}; therefore, the `1-norm approximation is
considered to be the best possible convex relaxation of the `0-norm.
Lasso is currently the most commonly used approach for sparsity [37].
It has been applied to a variety of signal estimation problems including
signal decomposition and spike detection [e.g., 21, 30, 76, 49], and perva-
sive in the compressed sensing literature [17, 18, 26]. A common variant
of lasso is fused lasso [71], which involves a sparsity-inducing term of
the form
∑n−1
i=1 |xi+1 − xi|; fused lasso was further studied in the context
of signal estimation [65], and is often used for digital imaging processing
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under the name of total variation denoising [66, 75, 59]. Several other gen-
eralizations of lasso exist [70], including elastic net [85, 58], adaptive
lasso [84], group lasso [8, 63] and smooth lasso [38]; related `1-norm
techniques have also been proposed for signal estimation, see [46, 53, 73].
The generalized lasso [72] utilizes the regularization term ‖Ax‖1 and is
also studied in the context of signal approximation.
Despite its widespread adoption, lasso has several drawbacks. First,
the `1-norm term may result in excessive shrinkage of the estimated signal,
which is undesirable in many contexts [81]. Additionally, lasso may struggle
to achieve sparse estimators — in fact, solutions to (5) are often dense, and
achieving a target sparsity of k requires using a parameter kˆ << k, inducing
additional bias on the estimators. As a consequence, desirable theoretical
performance of the lasso can only be established under stringent conditions
[65, 67], which may not be satisfied in practice. Indeed, `1 approximations
have been shown to perform rather poorly in a variety of contexts, e.g., see
[45, 56]. To overcome the aforementioned drawbacks, several non-convex
approximations have been proposed [28, 54, 82, 83]; more recently, there
is also an increasing effort devoted to enforcing sparsity directly with `0
regularization using enumerative MIO approaches.
2.2. Mixed-integer optimization. Signal estimation problems with spar-
sity can be naturally modeled as a mixed-integer quadratic optimization
(MIQO) problem. Using indicator variables z ∈ {0, 1}n such that zi = 1xi 6=0
for all i = 1, . . . , n, problem (3) can be formulated as
min
n∑
i=1
(yi − xi)2 + λ
∑
(i,j)∈A
(xi − xj)2 (6a)
s.t.
n∑
i=1
zi ≤ k (6b)
xi(1− zi) = 0 (6c)
x ∈ Rn+, z ∈ {0, 1}n. (6d)
In this formulation, the non-convexity of the `0 regularizer is captured by
the complementary constraints (6c) and the binary constraints z ∈ {0, 1}n.
Constraints (6c) can be alternatively formulated with the so-called “big-M”
constraints with a sufficiently large positive number u,
xi(1− zi) = 0 and zi ∈ {0, 1} ⇔ xi ≤ uzi and zi ∈ {0, 1}. (7)
For the signal estimation problem (6), u = ‖y‖∞ is a valid upper bound
for xi, i = 1, . . . , n. Problem (6) is a convex MIQO problem, which can
be tackled using off-the-shelf MIO solvers. Estimation problems with a few
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hundred of variables can be comfortably solved to optimality using such
solvers, e.g., see [11, 22, 32, 78]. For high Signal-to-Noise Ratios (SNR),
the estimators obtained from solving the exact `0 problems indeed result in
superior statistical performance when compared with the `1 approximations
[12]. For low SNR, however, the lack of shrinkage may hamper the estima-
tors obtained from optimal solutions of the `0 problems [36]; nonetheless, if
necessary, shrinkage can be easily added to (6) via conic quadratic regular-
izations terms [55], resulting again in superior statistical performance over
corresponding `1 approximations. Unfortunately, current MIO solvers are
unable to solve larger problems with thousands of variables.
The standard technique for solving MIO problems is the branch-and-
bound method, which recursively partitions the search space and solves
convex relaxations for each partition to produce lower bounds for fathoming
sections of the search space. Simple convex relaxations of MIO problems can
be obtained by replacing the integrality constraints with convex bound con-
straints, i.e., replacing z ∈ {0, 1}n with z ∈ [0, 1]n. While proving optimality
may require an exponential number of iterations, bounds from strong convex
relaxations can help reduce the iterations by many orders of magnitude and
even eliminate the need of enumeration completely in some cases in practice.
Branch-and-bound methods have been tremendously successful for mixed-
integer linear optimization [13], and practical problems with thousands of
variables are routinely solved to optimality or near-optimality nowadays.
The progress for solving `0 estimation problems such as (6), however, has
been so far limited.
Finally, we point out the relationship between the lasso approximation
(5) and the MIO formulation (6). It can be verified easily that there exists
an optimal solution z to the simple convex relaxation with big-M constraint,
where zi =
xi
u for all i = 1, . . . , n. Therefore, the constraint (6b) reduces to
‖x‖1 ≤ ku, and we find that lasso is in fact the natural convex relaxation
of (6) (for a suitable sparsity parameter). This relaxation is often weak and
can be improved substantially.
2.3. The perspective reformulation. A simple strengthening technique
to improve the convex relaxation of (6) is the perspective reformulation
[27], which will be referred to as persp. in the remainder of the paper for
brevity. This reformulation technique can be applied to the estimation error
terms in (6a) as follows:
(yi − xi)2 ≤ t⇔ y2i − 2yixi +
x2i
zi
≤ t. (8)
The term x2i /zi is the closure of the perspective function of the quadratic
function x2i , and is therefore convex, see p. 160 of [40]. Reformulation (8)
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is in fact the best possible for separable quadratic functions with indicator
variables. The perspective terms
x2i
zi
can be replaced with an auxiliary vari-
able si along with rotated cone constraints x
2
i ≤ sizi [2, 34]. Therefore,
persp. relaxations can be easily solved with conic quadratic solvers and
is by now a standard technique for mixed-integer quadratic optimization
[15, 39, 52, 79]. Additionally, relationships between the persp. and the
sparsity-inducing non-convex penalty functions minimax concave penalty
[81] and reverse Huber penalty [60] have recently been established [24].
In the context of the signal estimation problem (3), the persp. yields the
convex relaxation
n∑
i=1
y2i + min
n∑
i=1
(−2yixi + x
2
i
zi
) + λ
∑
(i,j)∈A
(xi − xj)2
(persp.) s.t.
n∑
i=1
zi ≤ k
xi ≤ ‖y‖∞zi i = 1, . . . , n
z ∈ [0, 1], x ∈ Rn+.
The lasso approximation, as discussed in Section 2.1, is the best convex
relaxation that considers only the indicators for the `0 terms. The persp.
approximation is the best convex relaxation that exploits both the `0 indica-
tor variables and the separable quadratic estimation error terms; thus, the
resulting relaxation is stronger than lasso. However, the persp. cannot
be applied to non-separable quadratic smoothness terms (xi − xj)2, as the
function x2i /zi − 2xixj + x2j/zj is non-convex due to the bilinear term.
2.4. Strong formulations for pairwise quadratic terms. Recently, Jeon
et al. [44] gave strong relaxations for the mixed-integer epigraphs of non-
separable convex quadratic functions with two variables and indicator vari-
ables. Atamtu¨rk and Go´mez [5] further strengthened the relaxations for
quadratic functions of the form (xi − xj)2 corresponding to the smoothness
terms in (6). Specifically, let
X2 =
{
(z1, z2, x1, x2, s) ∈ {0, 1}2 × R3+ : (x1 − x2)2 ≤ s, xi(1− zi), i = 1, 2
}
and define the function f : [0, 1]2 × R2+ → R+ as
f(z1, z2, x1, x2) =
{
(x1−x2)2
z1
if x1 ≥ x2
(x1−x2)2
z2
if x1 ≤ x2.
Proposition 1 (Atamtu¨rk and Go´mez [5]). The function f is convex and
conv(X2) =
{
(z1, z2, x1, x2, s) ∈ [0, 1]2 × R3+ : f(z1, z2, x1, x2) ≤ s
}
.
SPARSE AND SMOOTH SIGNAL ESTIMATION 9
Using persp. and Proposition 1, one obtains the stronger pairwise con-
vex relaxation of (6) as
n∑
i=1
y2i + min
n∑
i=1
(
−2yixi + x
2
i
zi
)
+ λ
∑
(i,j)∈A
f(zi, zj , xi, xj) (9a)
(pairwise ) s.t.
n∑
i=1
zi ≤ k (9b)
xi ≤ ‖y‖∞zi i = 1, . . . , n (9c)
z ∈ [0, 1]n, x ∈ Rn+. (9d)
Note that f is not differentiable everywhere and it is defined by pieces.
Therefore, it cannot be used directly with most convex optimization solvers.
Atamtu¨rk and Go´mez [5] implement (9) using linear outer approximations
of function f : the resulting method performs adequately for instances with
n ≤ 400, but was ineffective in instances with n ≥ 1, 000 as strong linear
outer approximations require the addition of a large number of constraints.
Moreover, as Example 1 below shows, formulation (9) can be further im-
proved even for n = 2.
Example 1. Consider the signal estimation problem with n = 2 in La-
grangean form,
min (0.4− x1)2 + (1− x2)2 + 0.5(x1 − x2)2 + 0.5 (z1 + z2) (10a)
s.t. xi ≤ zi, i = 1, 2 (10b)
z ∈ {0, 1}2, x ∈ R2+. (10c)
The optimal solution of (10) is (z∗1 , z∗2 , x∗1, x∗2) = (0.00, 1.00, 0.00, 0.67). The
optimal solutions of the convex relaxations of (10) are as follows:
lasso: Obtained by replacing z ∈ {0, 1}2 with z ∈ [0, 1]2. The cor-
responding optimal solution is (z`, x`) = (0.30, 0.60, 0.30, 0.60), and
we find that ‖(z∗, x∗)− (z`, x`)‖2 = 0.59.
persp.: The optimal solution is (zp, xp) = (0.00, 0.82, 0.00, 0.59), and
‖(z∗, x∗)− (zp, xp)‖2 = 0.19.
pairwise : The optimal solution is (zq, xq) = (0.11, 1.00, 0.08, 0.69),
and ‖(z∗, x∗)− (zq, xq)‖2 = 0.14.
Thus, although persp. and pairwise substantially improve upon the lasso
relaxation, the resulting solutions are not necessarily integral in z. 
In this paper, we show how to further improve the pairwise formula-
tion to obtain a stronger relaxation of (6). Additionally, we show how to
implement pairwise and the stronger formulations derived in the paper
in a conic quadratic optimization framework. Therefore, all the proposed
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convex relaxations benefit from a vast and growing literature on conic qua-
dratic optimization, e.g., see [3, 4, 6, 50, 57], can easily be implemented with
off-the-shelf solvers, and scale to large instances.
3. Strong convex formulations for signal estimation
In the pairwise formulation each single- and two-variable quadratic term
is strengthened independently and, consequently, the formulation fails to
fully exploit the relationships between different pairs of variables. Observe
that problem (6) can be stated as
n∑
i=1
y2i + min
(z,x)∈{0,1}n×Rn+
−2y′x+x′Qx:‖z‖1 ≤ k, xi(1−zi) = 0, i = 1 . . . , n (11)
where, for i 6= j, Qij = −λ if (i, j) ∈ A and Qij = 0 otherwise, and Qii = 1+
λ|Ai| where Ai = {j : (i, j) ∈ A}. In particular, Q is a symmetric M-matrix,
i.e., Qij ≤ 0 and Q  0. In this section we derive convex relaxations of (6)
that better exploit the M-matrix structure. We briefly review properties of
M-matrices and refer the reader to [10, 31, 61, 74] and the references therein
for an in-depth discussion on M-matrices.
Proposition 2 (Plemmons [61], characterization 37). An M-matrix is gen-
eralized diagonally dominant, i.e., there exists a positive diagonal matrix D
such that DQ is (weakly) diagonally dominant.
Generalized diagonally dominant matrices are also called scaled diago-
nally dominant matrices in the literature.
Proposition 3 (Boman et al. [14]). A matrix Q is generalized diagonally
dominant iff it has factor width at most two, i.e., there exists a real matrix
Vn×m such that Q = V V > and each column of V contains at most two
non-zeros.
Proposition 3 implies that ifQ is an M-matrix, then the quadratic function
x′Qx can be written as sums of quadratic functions of at most two variables
each, i.e., x′Qx =
∑m
j=1 (
∑n
i=1 Vijxi)
2 where for any j at most two entries Vij
are non-zero. Thus, to derive stronger formulations for (11), we first study
the mixed-integer epigraphs of parametric pairwise quadratic functions with
indicators.
3.1. Convexification of the parametric pairwise terms. Consider the
mixed-integer epigraph of a parametric pairwise quadratic term (with pa-
rameters d1, d2)
Z2 =
{
(z1, z2, x1, x2, s) ∈ {0, 1}2×R3+ : d1x21 − 2x1x2 + d2x22 ≤ s, xi(1− zi), i = 1, 2
}
,
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where d1d2 ≥ 1 and d1, d2 > 0, which is the necessary and sufficient condition
for convexity of the function d1x
2
1−2x1x2 +d2x22. Note that one may assume
the product coefficient equals −2, as otherwise the continuous variables and
coefficients can be scaled. Clearly, if d1 = d2 = 1, then Z
2 reduces to X2.
Consider the decompositions of the two-variable quadratic function in the
definition of Z2 given by
d1x
2
1 − 2x1x2 + d2x22 = d1
(
x1 − x2
d1
)2
+ x22
(
d2 − 1
d1
)
= d2
(
x1
d2
− x2
)2
+ x21
(
d1 − 1
d2
)
.
Intuitively, the decompositions above are obtained by extracting a term
δix
2
i from the quadratic function such that δi is as large as possible and
the remainder quadratic term is still convex. Then, applying persp. and
Proposition 1 to the separable and pairwise quadratic terms, respectively,
one obtains two valid inequalities for Z2:
d1f(z1, z2, x1,
x2
d1
) +
x22
z2
(
d2 − 1
d1
)
≤ s (12)
d2f(z1, z2,
x1
d2
, x2) +
x21
z1
(
d1 − 1
d2
)
≤ s. (13)
Theorem 1 below shows that inequalities (12)–(13) along with the bound
constraints are sufficient to describe conv(Z2).
Theorem 1. conv(Z2) =
{
(z, x, s) ∈ [0, 1]2 × R3+ : (12)− (13)
}
.
Proof. Consider the mixed-integer optimization problem
min
(z,x,s)∈Z2
a1z1 + a2z2 + b1x1 + b2x2 + λs (14)
and the corresponding convex optimization
min a1z1 + a2z2 + b1x1 + b2x2 + λs (15a)
s.t. d1f(z1, z2, x1,
x2
d1
) +
x22
z2
(
d2 − 1
d1
)
≤ s (15b)
d2f(z1, z2,
x1
d2
, x2) +
x21
z1
(
d1 − 1
d2
)
≤ s (15c)
z ∈ [0, 1]2, x ∈ R2+, s ∈ R+. (15d)
To prove the result it suffices to show that, for any value of (a, b, λ), either
(14) and (15) are both unbounded, or that (15) has an optimal solution
that is also optimal for (14). We assume, without loss of generality, that
d1d2 > 1 (if d1d2 = 1, the result follows from Proposition 1 by scaling),
λ > 0 (if λ < 0, both problems are unbounded by letting s → ∞, and if
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λ = 0, problem (15) reduces to linear optimization over a integral polytope
and optimal solutions are integral in z), and λ = 1 (by scaling). Moreover,
since d1d2 > 1, there exists an optimal solution for both (14) and (15).
Let (z∗, x∗, s∗) be an optimal solution of (15); we show how to construct
from (z∗, x∗, s∗) a feasible solution for (14) with same objective value, thus
optimal for both problems. Observe that for γ ≥ 0, f(γz1, γz2, γx1, γx2) =
γf(z1, z2, x1, x2). Thus, if z
∗
1 , z
∗
2 < 1, then (γz
∗, γx∗, γs∗) is also feasible for
(15) with objective value γ (a1z
∗
1 + a2z
∗
2 + b1x
∗
1 + b2x
∗
2 + s
∗). In particular,
either there exists an (integral) optimal solution with z∗ = x∗ = 0 by setting
γ = 0, or there exists an optimal solution with one of the z variables equal
to one by increasing γ. Thus, assume without loss of generality that z∗1 = 1.
Now consider the optimization problem
min a2z2 + b1x1 + b2x2 + d1f(1, z2, x1,
x2
d1
) +
x22
z2
(
d2 − 1
d1
)
(16a)
z2 ∈ [0, 1], x ∈ R2+, (16b)
obtained from (15) by fixing z1 = 1, dropping constraint (15c), and elim-
inating variable s since (15b) holds at equality in optimal solutions. An
integer optimal solution for (16) is also optimal for (14) and (15). Let (zˆ, xˆ)
be an optimal solution for (16), and consider the two cases:
Case 1 : xˆ1 ≤ xˆ2/d1: If 0 < zˆ2 < 1, then the point (γzˆ2, γxˆ1, γxˆ2) with
0 ≤ γzˆ2 ≤ 1 is feasible for (16) with objective value
γ
(
a2zˆ2 + b1xˆ1 + b2xˆ2 + d1f(1, zˆ2, xˆ1,
xˆ2
d1
) +
xˆ22
zˆ2
(
d2 − 1
d1
))
.
Therefore, there exists an optimal solution where zˆ2 ∈ {0, 1}. 
Case 2 : xˆ1 > xˆ2/d1: In this case, (zˆ2, xˆ1, xˆ2) is an optimal solution of
min a2z2 + b1x1 + b2x2 + d1
(
x1 − x2
d1
)2
+
x22
z2
(
d2 − 1
d1
)
(17a)
z2 ∈ [0, 1], x ∈ R2+. (17b)
The condition xˆ1 > xˆ2/d1 implies that xˆ1 > 0, thus the optimal value of x1
can be found by taking derivatives and setting to 0. We find
xˆ1 = − b1
2d1
+
x2
d1
.
Replacing x1 with his optimal value in (17) and removing constant terms,
we find that (17) is equivalent to
min a2z2 +
(
b1
d1
+ b2
)
x2 +
x22
z2
(
d2 − 1
d1
)
(18a)
z2 ∈ [0, 1], x2 ∈ R+. (18b)
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If 0 < zˆ2 < 1, then the point (γzˆ2, γxˆ2) with 0 ≤ γzˆ2 ≤ 1 is feasible for (18)
with objective value
γ
(
a2zˆ2 +
(
b1
d1
+ b2
)
xˆ2 +
xˆ22
zˆ2
(
d2 − 1
d1
))
.
Therefore, there exists an optimal solution where zˆ2 ∈ {0, 1}. 
In both cases we find an optimal solution with z2 ∈ {0, 1}. Thus, problem
(15) has an optimal solution integral in both z1 and z2, which is also optimal
for (14). 
Example 1 (continued). The relaxation of (10) with only inequality (13):
1.16 + min − 0.8x1 − 2x2 + 0.5 (z1 + z2) + 0.5s
s.t. 3f(z1, z2,
x1
3
, x2) +
x21
z1
(
3− 1
3
)
≤ s
z ∈ [0, 1]2, x ∈ R2+,
is sufficient to obtain the integral optimal solution. Note that the big-M
constraints xi ≤ zi are not needed. 
Given d1, d2 ∈ R+, define the function g : [0, 1]2 × R2+ → R+ as
g(z1, z2, x1, x2; d1, d2) = max
{
d1f(z1, z2, x1,
x2
d1
) +
x22
z2
(
d2 − 1
d1
)
,
d2f(z1, z2,
x1
d2
, x2) +
x21
z1
(
d1 − 1
d2
)}
. (19)
For any d1, d2 > 0 with d1d2 ≥ 1, function g is the point-wise maximum of
two convex functions and is therefore convex. Using the convex function g,
Theorem 1 can be restated as
conv(Z2) =
{
(z, x, s) ∈ [0, 1]2 × R3+ : g(z1, z2, x1, x2; d1, d2) ≤ s
}
.
Finally, it is easy to verity that if z1 ≥ z2, then the maximum in (19)
corresponds to the first term; if z1 ≤ z2, the maximum corresponds to the
second term. Thus, an explicit expression of g is
g(z, x; d) =

d1x21−2x1x2+x22/d1
z1
+
x22
z2
(
d2 − 1d1
)
if z1 ≥ z2 and d1x1 ≥ x2
d1x21−2x1x2+d2x22
z2
if z1 ≥ z2 and d1x1 ≤ x2
d1x21−2x1x2+d2x22
z1
if z1 ≤ z2 and x1 ≥ d2x2
x21/d2−2x1x2+d2x22
z2
+
x21
z1
(
d1 − 1d2
)
if z1 ≤ z2 and x1 ≤ d2x2.
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3.2. Convexifications for general M-matrices. Consider now the set
Zn =
{
(z, x, t) ∈ {0, 1}n × Rn+1+ : x′Qx ≤ t, xi(1− zi), i = 1, . . . , n
}
,
where Q is an M-matrix. In this section, we will show how the convex hull
descriptions for Z2 can be used to construct strong convex relaxations for
Zn. We start with the following motivating example.
Example 2. Consider the signal estimation in Lagrangean form with n = 3,
(y1, y2, y3) = (0.3, 0.7, 1.0), λ = 1 and µ = 0.5,
ζ = 1.56 + min − 0.6x1 − 1.4x2 − 2.0x3 + t+ 0.5 (z1 + z2 + z3) (20a)
s.t. x21 + x
2
2 + x
2
3 + (x1 − x2)2 + (x2 − x3)2 ≤ t (20b)
xi ≤ zi, i = 1, 2, 3 (20c)
z ∈ {0, 1}3, x ∈ R3+. (20d)
The optimal solution of (20) is (z∗, x∗) = (0.00, 1.00, 1.00, 0.00, 0.48, 0.74)
with objective value ζ∗ = 1.504. The optimal solutions and the correspond-
ing objective values of the convex relaxations of (20) are as follows:
lasso: The opt. solution is (z`, x`) = (0.24, 0.43, 0.59, 0.24, 0.43, 0.59)
with value ζlasso = 0.936, and ‖(z∗, x∗)− (z`, x`)‖2 = 0.80.
persp.: The opt. solution is (zp, xp) = (0.00, 0.40, 0.82, 0.00, 0.29, 0.58)
with value ζpersp. = 1.413, and ‖(z∗, x∗)− (zp, xp)‖2 = 0.67.
pairwise : The opt. solution (zq, xq) = (0.18, 0.74, 1.00, 0.13, 0.43, 0.71)
with value ζpairwise = 1.488, and ‖(z∗, x∗)− (zq, xq)‖2 = 0.35.
decomp.1: The quadratic constraint (20b) can be decomposed and
strengthened as follows:(
2x21 − 2x1x2 + x22
)
+
(
2x22 − 2x2x3 + 2x23
) ≤ t
→ g(z1, z2, x1, x2; 2, 1) + g(z2, z3, x2, x3; 2, 2) ≤ t;
leading to solution is (zd, xd) = (0.17, 1.00, 0.93, 0.12, 0.53, 0.73) with
value ζdecomp.1 = 1.495, and ‖(z∗, x∗)− (zd, xd)‖2 = 0.23.
decomp.2: Alternatively, constraint (20b) can also be formulated as
g(z1, z2, x1, x2; 2, 2) + g(z2, z3, x2, x3; 1, 2) ≤ t, and the resulting con-
vex relaxation has solution (z∗, x∗) = (0.00, 1.00, 1.00, 0.00, 0.48, 0.74),
corresponding to the optimal solution of (20). 
As Example 2 shows, strong convex relaxations of Zn can be obtained
by decomposing x′Qx into sums of two-variable quadratic terms (as Q is an
M-matrix) and convexifying each term. However, such a decomposition is
not unique and the strength of the relaxation depends on the decomposition
chosen. We now discuss how to best decompose the matrix Q to derive the
strongest lower bound possible.
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Consider the separation problem: given a point (z, x, t) ∈ [0, 1]n × Rn+1+ ,
find a decomposition of Q such that, after strengthening each two-variable
term, results in a most violated inequality, which is formulated as follows:
θ(z, x) = max
d
n∑
i=1
n∑
j=i+1
|Qij |g(zi, zj , xi, xj ; diij , djij) (21a)
s.t.
∑
j<i
|Qji|diji +
∑
j>i
|Qij |diij = Qii ∀i = 1, . . . , n (21b)
diijd
j
ij ≥ 1, diij ≥ 0, djij ≥ 0 ∀i < j. (21c)
Observe that the variables of the optimization problem (21) are the pa-
rameters d, as the values of the variables of the estimation problem (z, x)
are fixed in the separation problem. In formulation (21) for each (nega-
tive) entry Qij , i < j, there is a two-variable quadratic term of the form
|Qij |
(
diijx
2
i − 2xixj + djijx2j
)
; after convexifying each such term, one obtains
the objective (21a). Constraints (21b) ensure that the decomposition indeed
corresponds to the original matrix Q by ensuring that the diagonal elements
coincide, and constraints (21c) ensure that each quadratic term is convex.
From Proposition 3, problem (21) is feasible for any M-matrix Q.
For any feasible value of d, the objective (21a) is convex in (z, x); thus
the function θ : [0, 1]n × Rn+ → R+ defined in (21) is a supremum of convex
functions and is convex itself. Moreover, the constraints (21b) and (21c)
are linear or rotated cone constraints, thus, are convex in d. As we now
show, the objective function (21a) is concave in d, thus (21) is a convex
optimization.
Index the variables such that z1 ≥ z2 ≥ . . . ≥ zn. Then, each term in the
objective (21a) reduces to
g(zi, zj , xi, xj ; d
i
ij , d
j
ij) =

diijx
2
i−2xixj+x2j/diij
zi
+
x2j
zj
(
djij − 1diij
)
if diijxi ≥ xj
diijx
2
i−2xixj+djijx2j
zj
if diijxi ≤ xj
= diij
x2i
zi
+djij
x2j
zj
+

−2xixj
zi
− x
2
j
diij
(
1
zj
− 1zi
)
if diijxi ≥ xj
−2xixj
zj
+ diijx
2
i
(
1
zj
− 1zi
)
if diijxi ≤ xj .
Thus, g(z, x; d) is separable in diij and d
j
ij , is linear in d
j
ij ; and, it is linear in
diij for d
i
ij ≤ xj/xi, and concave for diij ≥ xj/xi. Moreover, it is easily shown
that it is continuous and differentiable (i.e., the derivatives of both pieces
of g with respect to diij coincide if d
i
ijxi = xj). In fact, g is conic quadratic
representable as a function of d, see Section 4. Therefore, the separation
problem (21) can be solved in polynomial time by first sorting the variables
zi and then by solving a convex (conic quadratic) optimization problem.
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Example 2 (Continued). Consider the persp. relaxation
ζ1 = 1.56 + min − 0.6x1 − 1.4x2 − 2.0x3 + t+ 0.5 (z1 + z2 + z3) (22a)
s.t.
x21
z1
+
x22
z2
+
x23
z3
+ (x1 − x2)2 + (x2 − x3)2 ≤ t (22b)
xi ≤ zi, i = 1, 2, 3 (22c)
z ∈ [0, 1]3, x ∈ R3+. (22d)
with optimal solution (z, x)1 = (0.00, 0.40, 0.82, 0.00, 0.29, 0.58) with ζ1 =
1.413 and ‖(z∗, x∗)− (z, x)1‖2 = 0.67. This relaxation can be improved by
solving the separation problem (21) at (z, x)1 to obtain the optimal param-
eters d112 = 2.00, d
2
12 = 0.51, d
2
23 = 2.49 and d
3
23 = 2.00, leading to the
decomposition and the constraint
g(z1, z2, x1, x2; 2.00, 0.51) + g(z2, z3, x2, x3; 2.49, 2.00) ≤ t.
Adding this constraint to (22) and resolving gives the improved solution
(z, x)2 = (0.15, 0.70, 1.00, 0.12, 0.43, 0.71). This process can be repeated
iteratively, resulting in the sequence of solutions
iter.2: (z, x)2 = (0.15, 0.70, 1.00, 0.12, 0.43, 0.71) with ζ2 = 1.452 and
‖(z∗, x∗)− (z, x)2‖2 = 0.36. The corresponding separation problem
has solution (d112, d
2
12, d
2
23, d
3
23) = (2, 1.06, 1.94, 2).
iter.3: (z, x)3 = (0.14, 1.00, 1.00, 0.10, 0.52, 0.75) with ζ3 = 1.499 and
‖(z∗, x∗)− (z, x)3‖2 = 0.18. The corresponding separation problem
has solution (d112, d
2
12, d
2
23, d
3
23) = (2, 2.5, 0.5, 2).
iter.4: (z, x)4 = (0.00, 1.00, 1.00, 0.00, 0.48, 0.74) with ζ3 = 1.504.
The solution is integral and optimal for (20). 
The iterative separation procedure outlined above ensures that (z, x, t)
satisfies the convex relaxation
Θ =
{
(z, x, t) ∈ [0, 1]n × Rn+1+ : θ(z, x) ≤ t
}
of Zn that dominates lasso , persp., and pairwise. Note that minimizing
t over Θ has polynomial-time complexity by the ellipsoid algorithm [33] as
the separation problem is polynomially solvable.
4. Conic quadratic representability and implementation
The pairwise relaxation and the convex relaxations proposed in Section 3
substantially improve the lasso and persp. approximations, as they exploit
the sparsity, fitness and smoothness terms in (3) simultaneously. However,
the resulting convex functions can be pathological, as they are defined by
pieces and are not differentiable everywhere. In this section, we show how
to tackle the proposed relaxations using off-the-shelf conic quadratic solvers.
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We also discuss the implementation of the methods, either as rounding of
convex relaxations or use within branch-and-bound methods.
4.1. Conic quadratic reformulations. We now show how to formulate
the convex optimizations presented in the paper as conic quadratic opti-
mization problems.
Proposition 4 (Extended formulation of conv(X2)). A point (z1, z2, x1, x2, s)
∈ conv(X2) if and only if (z1, z2, x1, x2, s) ∈ [0, 1]2 × R3+ and there exists
v, w ∈ R such that the set of inequalities
v ≥ x1 − x2, v2 ≤ sz1, w ≥ x2 − x1, w2 ≤ sz2 (23)
is feasible.
Proof. Suppose, without loss of generality, that x1 ≥ x2 and that (z, x) satis-
fies the bound constraints. If (z1, z2, x1, x2, s) ∈ conv(X2) then (x1−x2)
2
z1
≤ s;
setting v = x1−x2 and w = 0, we find a feasible solution for (23). Conversely,
if (23) is feasible, then (x1−x2)
2
z1
≤ v2z1 ≤ s and (z, x, s) ∈ conv(X2). 
From Proposition 4, we see that the pairwise relaxation (9) can be re-
formulated as
n∑
i=1
y2i + min
n∑
i=1
(−2yixi + si) + λ
∑
(i,j)∈A
sij
s.t.
n∑
i=1
zi ≤ k
(M-nat) x2i ≤ sizi i = 1 . . . , n
xi ≤ ‖y‖∞zi i = 1 . . . , n
vij ≥ xi − xj , v2ij ≤ sijzi ∀(i, j) ∈ A
wij ≥ xj − xi, w2ij ≤ sijzj ∀(i, j) ∈ A
z ∈ [0, 1]n, x ∈ Rn+, s ∈ Rn+|A|+ , v, w ∈ R|A|+ .
Proposition 5 (Extended formulation of conv(Z2)). A point (z1, z2, x1, x2, s)
∈ conv(Z2) if and only if (z1, z2, x1, x2, s) ∈ [0, 1]2 × R3+ and there exists
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s1, s2, q1, q2 ∈ R+ and v1, v2, w1, w2 ∈ R+ such that the set of inequalities
x21 ≤ s1z1, x22 ≤ s2z2 (persp.)
d1v1 ≥ d1x1 − x2, v21 ≤ q1z1 (z1 ≥ z2 and d1x1 ≥ x2)
d1v2 ≥ −d1x1 + x2, v22 ≤ q1z2 (z1 ≥ z2 and d1x1 ≤ x2)
d1q1 + s2
(
d2 − 1
d1
)
≤ s (z1 ≥ z2)
d2w1 ≥ x1 − d2x2, w21 ≤ q2z1 (z1 ≤ z2 and x1 ≥ d2x2)
d2w2 ≥ −x1 + d2x2, w22 ≤ q2z2 (z1 ≤ z2 and x1 ≤ d2x2)
d2q2 + s1
(
d1 − 1
d2
)
≤ s (z1 ≤ z2)
is feasible.
Proof. Follows directly from using the system (23) with inequalities (12)–
(13). 
A na¨ıve implementation of the extended formulation given in Proposi-
tion 5 may result in prohibitively large formulations and poor performance.
Note that variables s1, s2 and the first two constraints correspond to the
persp., thus such variables and constraints can be reused and do not have
to be added again for each quadratic term. Further performance improve-
ments are discussed in Remark 1 at the end of this subsection. We now give
an extended formulation of
W =
{
(d1, d2, r) ∈ R3+ : r ≤ g(z, x; d1, d2), d1d2 ≥ 1
}
for fixed (z, x) with z1 ≥ z2, arising in the separation problem (21).
Proposition 6 (Extended formulation of W ). A point (d1, d2, r) ∈ W if
and only if d1d2 ≥ 1, d1, d2, r ≥ 0 and there exists v, w ∈ R+ such that the
set of inequalities
r ≤ −2x1x2
z2
+ d1
x21
z2
+ d2
x22
z2
−
(
1
z2
− 1
z1
)
v
w2 ≤ d1v, d1x1 − x2 ≤ w
is feasible.
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Proof. From (22a), we see that function g can be written as
g(z, x; d1, d2) =d1
x21
z1
+ d2
x22
z2
+
−
2x1x2
z1
− x22d1
(
1
z2
− 1z1
)
if d1x1 ≥ x2
− 2x1x2z2 + d1x21
(
1
z2
− 1z1
)
if d1x1 ≤ x2
=− 2x1x2
z2
+ d1
x21
z2
+ d2
x22
z2
−
d1
(
x1 − x2d1
)2 (
1
z2
− 1z1
)
if d1x1 ≥ x2
0 if d1x1 ≤ x2
=− 2x1x2
z2
+ d1
x21
z2
+ d2
x22
z2
−

(d1x1−x2)2
d1
(
1
z2
− 1z1
)
if d1x1 ≥ x2
0 if d1x1 ≤ x2.
Therefore, we see that if (d1, d2, r) ∈ W and d1x1 ≤ x2, then setting v =
w = 0 we find a feasible solution to the system of equation. If d1x1 ≥ x2,
then setting w = d1x1 − x2 and v = (d1x1−x2)
2
d1
we find a feasible solution to
the system.
Conversely, if the system is feasible with d1x1 − x2 ≤ 0, then
r ≤ −2x1x2
z2
+ d1
x21
z2
+ d2
x22
z2
−
(
1
z2
− 1
z1
)
v
≤ −2x1x2
z2
+ d1
x21
z2
+ d2
x22
z2
= g(z, x; d1, d2).
If w ≥ d1x1 − x2 ≥ 0, then
r ≤ −2x1x2
z2
+ d1
x21
z2
+ d2
x22
z2
−
(
1
z2
− 1
z1
)
v
≤ −2x1x2
z2
+ d1
x21
z2
+ d2
x22
z2
−
(
1
z2
− 1
z1
)
w2
d1
≤ −2x1x2
z2
+ d1
x21
z2
+ d2
x22
z2
−
(
1
z2
− 1
z1
)
(d1x1 − x2)2
d1
= g(z, x; d1, d2).
In both cases, (d1, d2, r) ∈W . 
From Proposition 6, if z1 ≥ . . . ≥ zn, then the separation problem (21)
can be formulated as
max
d,v,w
n∑
i=1
n∑
j=i+1
|Qij |
(
−2xixj
zj
+ diij
x2i
zj
+ djij
x2j
zj
−
(
1
zj
− 1
zi
)
vij
)
(24a)
s.t.
∑
j<i
|Qji|diji +
∑
j>i
|Qij |diij = Qii, i = 1, . . . , n (24b)
w2ij ≤ diijvij , diijxi − xj ≤ wij , diijdjij ≥ 1, 1 ≤ i < j ≤ n (24c)
diij , d
j
ij , vij , wij ≥ 0, 1 ≤ i < j ≤ n. (24d)
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In order to use the strongest relaxation Θ, we introduce an additional
variable t and initially formulate (3) as
n∑
i=1
y2i + min
n∑
i=1
−2yixi + t
s.t.
n∑
i=1
si + λ
∑
(i,j)∈A
(xi − xj)2 ≤ t
(M-sep)
n∑
i=1
zi ≤ k
x2i ≤ sizi i = 1, . . . , n
xi ≤ ‖y‖∞zi i = 1, . . . , n
z ∈ [0, 1]n, x ∈ Rn+, s ∈ Rn+,
which is equivalent to the persp.. Then the convex relaxation is iteratively
refined by adding inequalities of the form∑
(i,j)∈A
|Qij |sij ≤ t, g(zi, zj , xi, xj ; diij , djij) ≤ sij ∀(i, j) ∈ A (25)
using the extended formulation in Proposition 5, where the parameters d
are obtained by solving the separation problem (24).
Remark 1. The number of variables required to represent (25) as conic qua-
dratic inequalities can be significantly reduced by exploiting the following
observations:
(1) In our computations, diijd
j
ij ≈ 1 for most pairs (i, j) ∈ A in optimal
solutions of the separation problem (24). Thus, if |diijdjij − 1| ≤ ε
for a precision ε (e.g., ε = 10−6 in our computations), constraint
g(zi, zj , xi, xj ; d
i
ij , d
j
ij) ≤ sij can be compactly represented by adding
vij , wij ∈ R2 as
diijvij ≥ diijxi − xj , diijv2ij ≤ sijzi, (26)
diijwij ≥ −diijxi + xj , diijw2ij ≤ sijzj . (27)
(2) Given parameters d and a point (z, x), most of the constraints in
Proposition 5 are not binding. Thus, it is sufficient to add only the
binding constraints, corresponding to one of the pieces of function g.
For example, if zi ≥ zj and diijxi ≥ xj , then we add only variables
vij , qij ∈ R+ and constraints
diijvij ≥ diijxi − xj , v2ij ≤ qijzi, dijqij + sj
(
djij −
1
diij
)
≤ sij .
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Thus each cut requires two additional variables, two linear con-
straints and one rotated cone constraint for each (i, j) ∈ A. Addi-
tionally, if |diijdjij − 1| ≤ ε, then it suffices to add either (26) or (27),
further reducing the number of variables and constraints needed. 
4.2. Implementations. We now discuss three possible approaches for uti-
lizing the convex relaxations discussed in the paper.
4.2.1. Optimal solutions of the relaxations as estimators. The optimal so-
lutions of relaxations lasso, persp, and M-nat can be used as estimations
of the underlying signal yˆ. For an optimal solution x of these convex re-
laxations sparsity is typically larger than k, i.e., ‖x‖0 > k, thus it may be
necessary to solve the convex relaxations with a sparsity parameter k′ < k
to obtain a signal with the desired sparsity. In fact, obtaining sparse signals
with the lasso requires using a parameter k′ substantially smaller than k,
leading to additional shrinkage of the estimator. In contrast, the stronger
convex relaxations often yield signals with ‖x‖0 ≈ k and no shrinkage.
Using formulation M-sep in a cutting surface framework has the advan-
tage of producing a sequence of candidate signals, one for every inequality
added. Therefore, one has the option select the “best” signal as the esti-
mator according to desired criteria (estimation error, smoothness, sparsity).
Alternatively, one may simply select the last signal produced, as it corre-
sponds to the strongest convex relaxation of (6).
We illustrate computationally the quality of estimators obtained from the
convex relaxations in Section 5.1.
4.2.2. Thresholding heuristics with guarantees. Since all the convex formu-
lations discussed in the paper are relaxations of the `0 problem (6) (if used
with the same parameter k), their optimal objective values ζLB provide lower
bounds on the optimal objective value ζ of (6). Moreover, a simple thresh-
olding heuristic can be used to construct a feasible solution for (6): for a
given solution xˆ to a convex relaxation, let xˆ(k) denote the k-th largest value,
and let x¯ be the solution given by
x¯i =
{
xˆi if xˆi ≥ xˆ(k)
0 otherwise.
Since ‖x¯‖0 ≤ k, by construction, x¯ is feasible for (6), and its objective value
ζUB is an upper bound on ζ. Thus, the optimality gap of the heuristic is
gap =
ζUB − ζLB
ζUB
× 100. (28)
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Formulation M-sep produces a sequence of lower bounds and candidate
upper bounds, one for each cut added. The sequence of lower bounds is non-
decreasing, as each convex relaxation is at least as strong as the previous
one. The sequence of upper bounds is, in general, not monotone, but one
can store the smallest upper bound and the corresponding solution. The
gap (28) provides a natural stopping criterion for adding cuts: let gapi be
the optimality gap at iteration i; then one may stop after adding the i-th
cut if either the optimality gap or the gap reduction progress is sufficiently
small, i.e.,
gapi < 1 or
gapi−1 − gapi
gapi
< 2.
In our computations, we use 1 = 0.05 and 2 = 0.005.
4.2.3. Formulations for branch-and-bound. All convex formulations in this
section can be used with an off-the-shelf conic quadratic branch-and-bound
software, simply by changing the bound constraints z ∈ [0, 1]n to binary con-
straints z ∈ {0, 1}n. Stronger relaxations can help prune to search tree more
effectively, reducing the computational burden required to prove optimality,
if so desired. However, larger formulations may increase the time required
to solve the convex subproblems, reducing the amount of branch-and-bound
nodes explored and hampering the ability of the algorithm to find good
primal solutions. Therefore, there is a tradeoff between the quality of the
relaxations and their solution time.
5. Computations
In this section we present computational experiments with utilizing the
strong convex relaxations based on iterative pairwise convexification pro-
posed in the paper. The performance of the algorithms are compared with
lasso and persp. alternatives. Gurobi 8.0 optimizer is utilized to solve the
convex quadratic and conic quadratic relaxations (presented in Section 4)
as well as for the branch-and-bound method. All experiments are done on a
workstation with a 3.60GHz Intel R© Xeon R© E5-1650 CPU and 32 GB main
memory with a single thread. The time limit is set to one hour. Gurobi’s
default settings are used except for formulation M-sep, where the continu-
ous relaxations are solved using the homogeneous barrier algorithm and the
“NumericFocus” parameter is set to 3 (to prevent numerical issues).
The algorithms are tested on three types of time-series data. In Sec-
tion 5.1, we test the convex relaxations on synthetic instances with n =
1, 000, where the “original” signal yˆ is known. In Section 5.2, we test them
on instances from real accelerometer data with n = 13, 800. Finally, in
Section 5.3, we apply extensions of (3) with additional prior knowledge
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(beyond smoothness and sparsity) on daily return data of S&P500 since
2000. In all cases, the adjacency set A = {(1, 2), (2, 3), . . . , (n− 1, n)}, i.e.,
each data point is adjacent to the data immediately preceding and succeed-
ing it. The data files used in the experiments can be downloaded from
http://atamturk.ieor.berkeley.edu/data/sparse.smooth.signal .
5.1. Synthetic instances. The synthetic instances of noisy data over n =
1, 000 time epochs are generated as follows. First, the “true” sparse signal
yˆ with 800 zero values and 200 nonzero values, distributed in 10 spikes with
20 values each, is generated. The first 10 values of each spike are generated
as yˆi = (yˆi−1 + i)+, where i ∼ N (0.3, 0.12) and (·)+ = max{·, 0}; the
last 10 values of each spike are generated as yˆi = (yˆi−1 + i)+, where i ∼
N (−0.3, 0.12). The noisy observations are generated as described in [64]: if
index i corresponds to a spike, then yi = (yˆi + εi)
+, where εi ∼ N (0, σ2)
and σ is a parameter; if index i does not correspond to a spike, then yi = εi,
where ε is drawn from Rayleigh distribution with parameter σ. Figure 2
shows the true signals and noisy observations for σ = {0.5, 1.0} and the
corresponding signal-to-noise ratios SNR, 0.44 and 0.17, respectively.
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
1 101 201 301 401 501 601 701 801 901
Noiseless signal Noisy observations
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Figure 2. Underlying signals and noisy observations.
5.1.1. Estimators from the convex relaxations. First we test the estimators
obtained from solving the different convex relaxations, as discussed in Sec-
tion 4.2.1. Figures 3 and 4 show the plots of solutions of the convex relax-
ations lasso, persp, M-nat and M-sep for σ ∈ {0.5, 1.0} with the sparsity
parameters k ∈ {10, 20, 50, 200} for lasso and k ∈ {100, 200} for other for-
mulations, respectively. Additionally, for each method and cardinality, we
plot the signal for the smoothing parameter λ ∈ {0.5, 1.0, . . . , 9.5, 10.0} that
minimizes the squared error ‖yˆ − x‖22.
Observe that the lasso estimators with the “natural” sparsity parameter
k = 200 are fully dense and poor estimations of the true signal yˆ. The lasso
estimators minimizing the squared error are obtained with k = 50 for both
values of σ. However, the corresponding signals are still dense with ‖x‖0 >
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Noiseless signal lasso with k=200
(a) lasso (k, λ) = (200, 2.5)
‖yˆ − x‖22 = 344.7, ‖x‖0 = 1, 000
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(b) lasso (k, λ) = (50, 2.0)
‖yˆ − x‖22 = 116.6, ‖x‖0 = 586
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(c) lasso (k, λ) = (20, 1.5)
‖yˆ − x‖22 = 275.9, ‖x‖0 = 148
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Noiseless signal lasso with k=10
(d) lasso (k, λ) = (10, 1.5)
‖yˆ − x‖22 = 406.4, ‖x‖0 = 90
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Noiseless signal persp with k=200
(e) persp (k, λ) = (200, 4.0)
‖yˆ − x‖22 = 41.2, ‖x‖0 = 439
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(f) persp (k, λ) = (100, 1.5)
‖yˆ − x‖22 = 73.2, ‖x‖0 = 143
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Noiseless signal M-nat with k=200
(g) M-nat (k, λ) = (200, 4.5)
‖yˆ − x‖22 = 40.2, ‖x‖0 = 264
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(h) M-nat (k, λ) = (100, 0.5)
‖yˆ − x‖22 = 85.1, ‖x‖0 = 105
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(i) M-sep (k, λ) = (200, 4.5)
‖yˆ − x‖22 = 41.1, ‖x‖0 = 224
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(j) M-sep (k, λ) = (100, 0.5)
‖yˆ − x‖22 = 87.3, ‖x‖0 = 101
Figure 3. Estimated signals in synthetic instances with σ = 0.5.
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(a) lasso (k, λ) = (200, 5.5)
‖yˆ − x‖22 = 625.9, ‖x‖0 = 1, 000
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Noiseless signal lasso with k=50
(b) lasso (k, λ) = (50, 3.0)
‖yˆ − x‖22 = 248.1, ‖x‖0 = 712
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Noiseless signal lasso with k=20
(c) lasso (k, λ) = (20, 6.0)
‖yˆ − x‖22 = 333.3, ‖x‖0 = 411
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Noiseless signal lasso with k=10
(d) lasso (k, λ) = (10, 7.5)
‖yˆ − x‖22 = 425.5, ‖x‖0 = 232
0
0.5
1
1.5
2
2.5
3
3.5
1 101 201 301 401 501 601 701 801 901
Noiseless signal persp with k=200
(e) persp (k, λ) = (200, 4.0)
‖yˆ − x‖22 = 149.5, ‖x‖0 = 554
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(f) persp (k, λ) = (100, 4.0)
‖yˆ − x‖22 = 111.1, ‖x‖0 = 324
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Noiseless signal M-nat with k=200
(g) M-nat (k, λ) = (200, 6.0)
‖yˆ − x‖22 = 146.3, ‖x‖0 = 371
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(h) M-nat (k, λ) = (100, 2.5)
‖yˆ − x‖22 = 105.8, ‖x‖0 = 139
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Noiseless signal M-sep with k=200
(i) M-sep (k, λ) = (200, 3.5)
‖yˆ − x‖22 = 180.6, ‖x‖0 = 231
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(j) M-sep (k, λ) = (100, 2.0)
‖yˆ − x‖22 = 99.8, ‖x‖0 = 107
Figure 4. Estimated signals in synthetic instances with σ = 1.0.
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500 and many spikes are incorrectly detected. Although the estimators with
k = 10 are able to better detect the spikes, there is a substantial shrinkage
which results in a large estimation error. In summary, lasso results in a
tradeoff between sparsity and fitness (due to large shrinkage), and struggles
to perform well for the two criteria simultaneously.
The persp. estimators have fewer nonzero values and better squared error
than lasso estimators. However, the signals are still dense, particularly in
the high noise setting where ‖x‖0 ≈ 3k. The M-nat and M-sep estimators
further improve upon persp., both in terms of squared error and sparsity.
The best M-nat and M-sep estimators reduce the squared error by a factor of
three compared with lasso and are also able to correctly identify the spikes
without being hampered by shrinkage. Remarkably, the number of nonzero
values of M-sep estimators is within 20% of k, and often much less. The
results displayed in Figures 3 and 4 clearly highlight the positive impact of
the strengthened convex relaxations.
5.1.2. Approximations of the `0-problem. In Tables 1 and 2 we present re-
sults for σ ∈ {0.5, 1.0}. The thresholding columns refer to using the thresh-
olding heuristics described in Section 4.2.2 for the `0-problem (6); they show
the upper bound, lower bound and optimality gap and the time of solving
the relaxation in seconds, the sparsity of the optimal solution of the re-
laxation. The branch-and-bound columns refer to using the formulations
with Gurobi’s branch-and-bound algorithm to solve (6) with a one-hour
time limit, as discussed in Section 4.2.3; they show the upper bound, lower
bound and optimality gap, solution time in seconds (“-” if not solved within
one hour), and the number of branch-and-bound nodes explored. For each
instance, the upper and lower bounds are scaled so that the best upper found
(by any method) is 100.0. We present two implementations of the M-sep
formulation: adding at most five cuts and adding cuts until stopping criteria
described in Section 4.2.2 is satisfied.
We observe in these tables that lasso leads to a poor approximation, with
optimality gaps close of 75% for k = 200 and 42% for k = 100. The persp.
formulation reduces the optimality gaps by an order of magnitude, with
gaps of 3-5%. When used with branch-and-bound, the gaps are improved
slightly, and proving optimality appears to be beyond reach. For M-nat,
the optimality gaps are between 0.4 and 1%, i.e., are reduced by factor of
5-10 with respect to persp.. When branch-and-bound is used with formula-
tion M-nat, for instances with small λ, orders-of-magnitude fewer nodes are
explored compared to persp. and lasso . Instances are be solved to near-
optimality (within 0.1% gap) or even optimality within one hour. Thus,
the convex relaxation M-nat provides a significantly better approximation
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Table 1. Experiments with synthetic data, σ = 0.5 and k = 200.
λ method
thresholding branch-and-bound
ubound lbound gap time spars. ubound lbound gap time nodes
2
lasso 114.5 26.0 77.3 0.0 1,000 100.1 29.2 70.8 - 906,672
persp 101.1 97.3 3.8 0.1 410 100.7 97.6 3.1 - 36,341
M-nat 100.2 99.8 0.4 0.6 260 100.0 100.0 0.0 1,073 2,843
M-sep-4 100.0 100.0 0.0 9.3 211 100.0 100.0 0.0 88 362
3
lasso 116.4 28.4 75.6 0.0 1,000 100.0 32.1 67.9 - 927,935
persp 100.9 97.2 3.6 0.1 429 100.6 97.5 3.0 - 32,888
M-nat 100.3 99.8 0.5 0.4 251 100.0 100.0 0.0 - 8,783
M-sep-5 100.1 100.0 0.1 14.4 216 100.0 100.0 0.0 607 567
M-sep-9 100.1 100.0 0.1 53.7 206 100.0 100.0 0.0 3,128 567
4
lasso 122.7 30.0 75.5 0.0 1,000 100.1 34.4 65.7 - 1,055,090
persp 100.9 97.1 3.7 0.2 439 100.2 97.7 2.5 - 257,791
M-nat 100.3 99.7 0.6 0.5 249 100.0 99.9 0.1 - 8,481
M-sep-5 100.2 99.9 0.2 13.6 221 100.0 100.0 0.0 1,721 682
M-sep-18 100.1 100.0 0.1 361.7 212 101.6 100.0 1.6 - 514
5
lasso 125.0 31.3 75.0 0.0 1,000 100.2 35.6 64.4 - 1,108,640
persp 101.5 97.1 4.4 0.2 446 100.0 97.7 2.3 - 212,934
M-nat 100.5 99.7 0.8 0.4 271 100.0 99.9 0.1 - 9,349
M-sep-5 100.1 100.0 0.1 15.8 221 100.1 100.0 0.1 - 928
M-sep-10 100.1 100.0 0.1 104.9 219 113.6 100.0 12.0 - 9,572
for the `0-problem (6) than lasso and persp. at a small computational
overhead when used in a thresholding algorithm. It also leads to more a
effective branch-and-bound method compared to lasso and persp.
With the M-sep formulations, the optimality gap is less than 0.1% for all
instances except for the case (k, λ) = (100, 8.0) (0.5% gap). In fact, the opti-
mality gaps with M-sep formulations are at least an order-of-magnitude less
compared to gaps produced by one hour of branch-and-bound with lasso
or persp. in all instances, and require a fraction of the computational time.
However, iterative solution of strengthened M-sep relaxations require signif-
icantly more computation time compared to the simpler convex relaxations:
10 to 15 seconds for M-sep-5, and 10 to 400 seconds for M-sep-x – depending
on the number of cuts added. Figure 5 shows the time vs optimality gap for
M-sep-x as a function of the iterations for σ = 1.0 and λ = 6. We see that
M-sep is able to reduce the optimality gap from persp. substantially with
a small number of cuts, but further improvement requires significantly more
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Table 2. Experiments with synthetic data, σ = 1.0 and k = 100.
λ method
thresholding branch-and-bound
ubound lbound gap time spars. ubound lbound gap time nodes
2
lasso 104.2 60.4 42.0 0.0 899 100.0 65.2 34.8 - 970,247
persp 100.7 97.8 2.9 0.1 288 100.5 98.3 2.1 - 501,769
M-nat 100.2 99.8 0.4 0.5 125 100.0 100.0 0.0 1,349 4,049
M-sep-5 100.1 100.0 0.1 10.7 116 100.0 100.0 0.0 3,214 1,135
M-sep-10 100.1 100.0 0.1 75.0 107 100.1 100.0 0.1 - 639
4
lasso 105.0 61.3 41.7 0.0 946 100.0 66.7 33.3 - 942,284
persp 100.2 97.6 2.7 0.1 324 100.0 98.3 1.7 - 212,403
M-nat 100.2 99.7 0.5 0.4 135 100.0 100.0 0.0 3,389 10,188
M-sep-5 100.1 100.0 0.1 13.9 105 100.0 100.0 0.0 2,032 564
M-sep-15 100.1 100.0 0.1 204.2 104 100.2 100.0 0.2 - 572
6
lasso 105.9 61.5 41.9 0.0 965 100.0 66.9 33.1 - 945,890
persp 100.6 97.4 3.2 0.1 349 100.0 98.2 1.8 - 174,607
M-nat 100.2 99.8 0.5 0.7 164 100.0 100.0 0.0 - 10,257
M-sep-5 100.1 100.0 0.1 13.5 107 100.0 100.0 0.0 900 418
M-sep-8 100.0 100.0 0.0 44.0 111 111.9 38.0 66.0 - 573
8
lasso 105.8 61.5 41.9 0.0 980 100.0 67.2 32.8 - 942,058
persp 101.0 97.2 3.7 0.1 362 100.0 98.0 2.0 - 151,410
M-nat 100.3 99.7 0.6 0.3 165 100.0 99.9 0.1 - 10,451
M-sep-5 100.4 99.9 0.5 13.5 125 100.0 100.0 0.1 - 1,048
M-sep-9 100.4 99.9 0.5 52.2 116 100.4 100.0 0.4 - 847
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Figure 5. Time vs optimality gap of M-sep (σ = 1.0, λ = 6).
time. The algorithm can be naturally tuned to prioritize computational
efficiency or approximation quality.
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5.2. Accelerometer data. Consider the accelerometer data depicted in
Figure 6 (A), used in [19, 20] and downloaded from the UCI Machine Learn-
ing Repository [23]. The time series corresponds to the “x acceleration”
of participant 2 of the “Activity Recognition form Single Chest-Mounted
Accelerometer Dataset”. This participant was “working at computer” until
time stamp 44,149; “standing up, walking and going upstairs” until time
stamp 47,349; “standing” from time stamp 47,350 to 58,544, from 80,720 to
90,439, and from time 90,441 to 97,199; “walking” from 58,545 to 80,719;
“going up or down stairs” from 90,440 to 94,349; “walking and talking with
someone” from 97,200 to 104,300; and “talking while standing” from 104,569
to 138,000 (status between 104,301 and 104,568 is unknown).
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(a) Original data
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(b) Transformed data
Figure 6. Underlying signals and noisy observations.
Several machine learning methods have been proposed to use accelerom-
eter data to discriminate between activities, e.g., see [9] and the references
therein. Variations of the acceleration can help to discriminate between ac-
tivities [19]. Moreover, as pointed out in [77], behaviors can be identified
(at a simplistic level) from frequencies and amplitudes of wave patterns in a
single axis of the accelerometer. Therefore, we consider a rudimentary ap-
proach to identify activities from the accelerometer data: we partition the
dataset into windows of 10 samples each, and for each window we compute
the mean absolute value of the successive differences, obtaining the dataset
plotted in Figure 6 (B)2. Given an optimal solution x∗ of the estimation
problem (6) or a suitable relaxation of it, periods with little or no physical
activity can be naturally associated with time stamps i where x∗i = 0, and
values x∗i > 0 can be used as a proxy for the energy expenditure due to
physical activity [68].
2One of the key features identified in [19] for activity recognition are the minmax
sums of 52-sample windows, computed as the sums of successive differences of consecutive
“peaks”. The time series we obtain follows a similar intuition, but is larger and noisier
due to smaller windows.
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Figures 7 and 8 show the results of solving the convex relaxations of (6)
for λ = 50 and λ = 800, respectively. As for the experiments in Section 5.1,
lasso does not achieve a good compromise between sparsity and fitness. In
particular, values of k that yield a sparse signal cause a substantial shrinkage
that is clearly a poor fit to the data. The estimators from M-nat and M-sep
achieve the best results, both in terms of fitness and signal sparsity.
In Tables 3 and 4 we present the results for k = 2000 and k = 4000,
respectively. The overall conclusions are similar to the ones given in Sec-
tion 5.1, but we highlight two key differences: (i) the upper bounds obtained
the thresholding heuristic for lasso and persp. can be very poor (especially
for large λ), with values of 451 and 172, respectively; (ii) for this instance size
(n = 13, 800), the branch-and-bound method performs poorly for all formu-
lations, and the best optimality gaps are often produced by using M-sep-x
in a thresholding method. The time required to solve the convex relaxations
is also increased, with M-nat requiring 10–20 seconds, M-sep-5 requiring
200–500 seconds and M-sep-x requiring up to two hours. Nonetheless, as
Figure 9 illustrates, the computation time and approximation quality of the
iterative M-sep-x approach can be tuned by selecting a stopping criterion.
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Data lasso with k=4000
(a) lasso k = 4, 000 , ‖x‖0 = 13, 800
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Data lasso with k=100
(b) lasso k = 100 , ‖x‖0 = 3, 325
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Data lasso with k=50
(c) lasso k = 50 , ‖x‖0 = 2, 731
0
20
40
60
80
100
120
140
1
2
5
6
5
1
1
7
6
6
1
0
2
1
1
2
7
6
1
5
3
1
1
7
8
6
2
0
4
1
2
2
9
6
2
5
5
1
2
8
0
6
3
0
6
1
3
3
1
6
3
5
7
1
3
8
2
6
4
0
8
1
4
3
3
6
4
5
9
1
4
8
4
6
5
1
0
1
5
3
5
6
5
6
1
1
5
8
6
6
6
1
2
1
6
3
7
6
6
6
3
1
6
8
8
6
7
1
4
1
7
3
9
6
7
6
5
1
7
9
0
6
8
1
6
1
8
4
1
6
8
6
7
1
8
9
2
6
9
1
8
1
9
4
3
6
9
6
9
1
9
9
4
6
1
0
2
0
1
1
0
4
5
6
1
0
7
1
1
1
0
9
6
6
1
1
2
2
1
1
1
4
7
6
1
1
7
3
1
1
1
9
8
6
1
2
2
4
1
1
2
4
9
6
1
2
7
5
1
1
3
0
0
6
1
3
2
6
1
1
3
5
1
6
1
3
7
7
1
Data lasso with k=25
(d) lasso k = 25 , ‖x‖0 = 2, 098
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Data persp with k=4000
(e) persp. k = 4, 000 , ‖x‖0 = 4, 701
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Data persp with k=2000
(f) persp. k = 2, 000 , ‖x‖0 = 2, 530
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Data M-nat with k=4000
(g) M-nat k = 4, 000 , ‖x‖0 = 4, 536
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Data M-nat with k=2000
(h) M-nat k = 2, 000 , ‖x‖0 = 2, 458
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Data M-sep with k=4000
(i) M-sep k = 4, 000 , ‖x‖0 = 4, 432
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Data M-sep with k=2000
(j) M-sep k = 2, 000 , ‖x‖0 = 2, 233
Figure 7. Estimated signals for accelerometer data with λ = 50.
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Data lasso with k=4000
(a) lasso k = 4, 000 , ‖x‖0 = 13, 800
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Data lasso with k=100
(b) lasso k = 100 , ‖x‖0 = 3, 513
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Data lasso with k=50
(c) lasso k = 50 , ‖x‖0 = 2, 767
0
20
40
60
80
100
120
140
1
2
5
6
5
1
1
7
6
6
1
0
2
1
1
2
7
6
1
5
3
1
1
7
8
6
2
0
4
1
2
2
9
6
2
5
5
1
2
8
0
6
3
0
6
1
3
3
1
6
3
5
7
1
3
8
2
6
4
0
8
1
4
3
3
6
4
5
9
1
4
8
4
6
5
1
0
1
5
3
5
6
5
6
1
1
5
8
6
6
6
1
2
1
6
3
7
6
6
6
3
1
6
8
8
6
7
1
4
1
7
3
9
6
7
6
5
1
7
9
0
6
8
1
6
1
8
4
1
6
8
6
7
1
8
9
2
6
9
1
8
1
9
4
3
6
9
6
9
1
9
9
4
6
1
0
2
0
1
1
0
4
5
6
1
0
7
1
1
1
0
9
6
6
1
1
2
2
1
1
1
4
7
6
1
1
7
3
1
1
1
9
8
6
1
2
2
4
1
1
2
4
9
6
1
2
7
5
1
1
3
0
0
6
1
3
2
6
1
1
3
5
1
6
1
3
7
7
1
Data lasso with k=25
(d) lasso k = 25 , ‖x‖0 = 2, 089
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Data persp with k=4000
(e) persp. k = 4, 000 , ‖x‖0 = 4, 864
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Data persp with k=2000
(f) persp. k = 2, 000 , ‖x‖0 = 2, 621
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(g) M-nat k = 4, 000 , ‖x‖0 = 5, 022
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(h) M-nat k = 2, 000 , ‖x‖0 = 2, 335
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(i) M-sep k = 4, 000 , ‖x‖0 = 4, 125
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Figure 8. Estimated signals for accelerometer data with λ = 800.
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Table 3. Experiments with accelerometer data (k = 4, 000).
λ method
thresholding branch-and-bound
ubound lbound gap time spars. ubound lbound gap time nodes
10
lasso 112.5 74.4 33.9 0.2 13,800 100.4 74.4 25.8 - 32,582
persp 101.0 98.8 2.2 8.6 4,488 109.7 98.8 9.9 - 4,949
M-nat 100.4 99.6 0.8 14.3 4,339 114.4 99.6 12.9 - 4,721
M-sep-5 100.2 99.7 0.5 494.1 4,141 129.0 -1,002.7 877.5 - 1,216
M-sep-13 100.0 99.9 0.1 4,355.6 4,113 129.0 -1,883.2 1560.3 - 29
50
lasso 127.3 78.3 38.4 0.2 13,800 100.8 78.4 22.2 - 29,790
persp 103.2 98.8 4.3 3.9 4,513 102.2 98.8 3.4 - 1,350
M-nat 100.8 99.6 1.2 28.4 4,356 140.1 99.6 28.9 - 3,231
M-sep-5 101.4 99.6 1.7 416.0 4,162 144.0 -1,623.9 1,228.0 - 189
M-sep-14 100.0 100.0 0.0 4,615.0 4,105 144.0 -2,381.1 1,754.1 - 55
100
lasso 140.8 79.2 43.8 0.1 13,800 100.5 79.3 21.1 - 28,370
persp 102.4 98.5 3.9 3.7 4,503 101.3 98.5 2.8 - 4,268
M-nat 101.0 99.4 1.7 16.2 4,389 116.8 98.4 15.8 - 5,907
M-sep-5 102.1 99.5 2.6 311.7 4,196 148.4 99.5 33.0 - 1,287
M-sep-17 100.0 99.6 0.4 7,712.4 4,072 148.4 -1,392.3 1,038.1 - 1
800
lasso 234.3 79.6 66.0 0.2 13,800 100.8 79.8 20.9 - 25,696
persp 116.8 97.7 16.4 3.7 4,684 100.2 97.7 2.5 - 1,678
M-nat 108.5 99.3 8.6 6.1 4,507 100.0 99.3 0.7 - 1,506
M-sep-5 108.2 99.3 8.2 190.4 4,320 159.3 -944.0 692.5 - 4,320
M-sep-21 106.5 99.5 6.6 7,936.8 4,107 159.3 -1,100.0 790.5 - 4,107
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Figure 9. Time vs optimality gap of M-sep (k = 2000, λ = 50).
5.3. Extensions to spike inference. So far we have focused on the simple
signal estimation problem (3). However, the proposed methodology can be
easily extended to more sophisticated signal estimation problems, where
additional priors beyond smoothness and sparsity are incorporated into the
model. In this section, we illustrate some possible extensions in the context
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Table 4. Experiments with accelerometer data (k = 2, 000).
λ method
thresholding branch-and-bound
ubound lbound gap time spars. ubound lbound gap time nodes
10
lasso 135.2 37.7 72.1 0.1 13,800 100.1 38.1 62.0 - 43,740
persp 101.1 97.5 3.6 17.8 2,451 105.8 97.5 7.8 - 3,084
M-nat 100.0 98.6 1.5 25.1 2,231 107.3 98.6 8.1 - 3,459
M-sep-5 100.8 98.7 2.1 492.2 2,203 186.7 -1,440.4 871.4 - 643
M-sep-12 100.0 99.2 0.8 3,546.4 2,143 186.7 -1,421.3 861.2 - 190
50
lasso 171.9 44.3 74.2 0.2 13,800 100.3 45.0 55.1 - 61,058
persp 104.0 97.2 6.5 3.4 2,356 100.0 97.3 2.7 - 4,047
M-nat 104.0 98.4 5.4 9.9 2,375 143.5 98.4 31.4 - 2,821
M-sep-5 103.3 98.5 4.7 341.6 2,404 210.0 -1,378.1 756.4 - 625
M-sep-16 101.8 99.0 2.7 5,586.2 2,201 206.9 -1,256.7 707.5 - 136
100
lasso 205.1 46.2 77.5 0.1 13,800 100.0 47.1 52.9 - 44,005
persp 110.3 96.4 12.6 3.6 2,345 104.2 96.5 7.4 - 1,445
M-nat 103.5 97.9 5.4 7.8 2,460 212.5 97.9 53.9 - 3,215
M-sep-5 103.5 98.2 5.1 262.6 2464 204.3 -1,364.4 767.7 - 326
M-sep-7 103.5 98.4 4.9 572.2 2456 212.5 -1,359.4 739.8 - 298
800
lasso 451.3 51.3 88.6 0.2 13,800 105.2 53.6 49.0 - 19,796
persp 171.6 97.2 43.4 2.7 2,548 104.7 97.2 7.1 - 1,564
M-nat 113.3 99.3 12.4 5.7 2,315 100.0 99.5 0.5 - 1,579
M-sep-5 113.3 99.3 12.4 242.6 2,320 209.0 99.3 52.5 - 1,304
of spike inference. For this purpose, we use daily data from the Standard &
Poor’s 500 index from Jan 1, 2000 until Sep 19, 2018 (a total of 4,708 data
points), plotted in Figure 10.
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Figure 10. S&P500 index values and daily changes (2000–2018).
We observe in Figure 10 (A) that, for most of the time, the index is on an
increasing trend. However, there are two major downturns (the Early 2000s
Recession and the Great Recession of 2007–2009) and several other large
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drops in the index (e.g., around years 2012, 2016, 2018). This behavior,
where the time series consists of long periods of positive growth and short
periods of sharp declines, is common for financial data. However, due to
normal daily fluctuations of the index, it is very challenging to spot whether
the index has entered into a major downturn or not from daily return data
(Figure 10 (B)). Decision makers are often interested in whether the index is
on a long term uptrend or downtrend stripped from short term fluctuations.
Consider the `0-problem of simultaneously estimating the trend of the in-
dex and identifying small number of major downturns from the daily return
data in Figure 10 (B):
min
n∑
i=1
(
yi − (x+i − x−i )
)2
+ λ+
n−1∑
i=1
(
x+i+1 − x+i
)2
+ λ−
n−1∑
i=1
(
x−i+1 − x−i
)2
(29a)
s.t.
n∑
i=1
z−i ≤ k (29b)
x−i ≤ 2‖y‖∞z−i i = 1, . . . , n (29c)
n−1∑
i=1
|z−i+1 − z−i | ≤ h (29d)
x+ ∈ Rn+, x− ∈ Rn+, z− ∈ {0, 1}n. (29e)
In optimization problem (29), y are the observed changes plotted in Fig-
ure 10 (B); the estimated trend x is decomposed into x = x+−x−, where x+
is the smooth and dense positive trend with the smoothing parameter λ+,
reflecting the typical growth of the index and x− is the smooth and sparse
negative trend with the smoothing parameter λ− reflecting rare downturns.
In particular, z−i = 1 if a downturn is identified at time period i, and z
−
i =
0 otherwise. Thus, the variables z− can be used to solve the classification
problem of identifying spikes in a signal. Constraint (29b) encodes the usual
sparsity consideration: the index is in a down trend for a small percent
of the time. Constraint (29d) encodes another sparsity consideration: the
number of downturns is small ; (29d) has a similar form as the fused lasso
constraint
∑n−1
i=1 |x−i+1−x−i | ≤ h, but is imposed on the binary variables and
results in different effects.
Instead of tackling (29), one can use a convex relaxation as a proxy. The
lasso is indeed used for spike inference (see [29, 30, 45, 76] for details). The
persp. approximation cannot be used with (29), since the fitness terms
(yi − (x+i − x−i ))2 are not separable in x−i . In this class of instances there
isn’t a substantial difference between the relaxation quality of M-nat and
M-sep; therefore, we present the results for the simpler relaxation M-nat.
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(d) lasso k = 50
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(f) lasso k = 10
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(g) M-nat k = 900, ‖z−‖0 = 3, 368
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(h) M-nat k = 900
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(j) M-nat k = 100
Figure 11. Estimated signals for S&P500 with (λ+, λ−) =
(100, 100). Left column: index values and variables z− plot-
ted in the secondary axis. Right column: uptrend and down-
trend signals, x+ and x−.
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(b) lasso (k, h) = (50, 4)
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(c) lasso (k, h) = (50, 2)
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(d) lasso (k, h) = (50, 2)
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(e) M-nat (k, h) = (900, 4)
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(f) M-nat (k, h) = (900, 4)
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(h) M-nat (k, h) = (900, 3)
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(j) M-nat (k, h) = (900, 2)
Figure 12. Estimated signals for S&P500 with λ− = 100,
using the spike sparsity constraint (29d). Left column: index
values and variables z− plotted in the secondary axis. Right
column: corresponding up & down trend signals, x+ and x−.
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Table 5. U.S. recessions detected by M-nat with k = 900.
h spars. # reces.
Early 2000s recession Great Recession 2018
start end start end start end
4 948 3 1/3/2000 9/27/2001 10/29/2007 3/11/2009 1/18/2018 9/18/2018
3 779 2 1/3/2000 9/26/2001 10/29/2007 3/11/2009 - -
2 344 1 - - 10/29/2007 3/11/2009 - -
Official US dates Mar 2001 Dec 2001 Dec 2007 Jun 2009 - -
First we test the estimators obtained from the convex relaxation of for-
mulation (29) without constraint (29d) for λ+ = λ− = 100 and plot the
results in Figure 11. We observe from the plots (A), (C) and (E) in Fig-
ure 11 that the variables z− obtained from lasso are close to 0 and it is
hard to distinguish whether downturns are accurately detected or not. In
contrast, we observe from plots (G) and (I) that the solutions from M-nat
are easy to evaluate. On the one hand, the solution with k = 900 detects
too many down trend periods and is overfitting. On the other hand, M-nat
with k = 100 results in signals where nonzero values correspond accurately
to time periods with substantial negative trend. Solving the lasso requires
between 0.2 and 0.3 seconds, while solving M-nat requires between 8.0 and
11.7 seconds (on average, 10.6 seconds).
Although the formulation (29) without constraint (29d) is able to correctly
detect the sharp drops, most of them don’t correspond to recessions. We
plot in Figure 12 the results of solving the convex relaxations with the
constraint (29d) that restricts the number of trend changes to negative.
We use k = 50 for lasso and k = 900 for M-nat, since the downtrend
sparsity of solutions with these parameters is similar. Moreover, we set
h ∈ {2, 3, 4}. Additionally, Table 5 presents the recessions identified (z−i >
0.5) by M-nat with k = 900, the periods of recessions and the number of
recessions detected. Solving the lasso requires 0.3 to 0.4 seconds, while
solving M-nat requires 6.7 to 13.0 seconds (on average, 9.3 seconds).
Observe that the lasso still results in values of z− close to 0; moreover,
lasso detects recessions at time periods with large daily losses (e.g., several
time periods in 2018) but is unable to detect only the two main recessions.
M-nat with h = 4 accurately detects the two recessions, but also detects the
year 2018 as a recession due to large daily losses during that time period
(6 of the largest 20 daily point losses occurred in 2018). M-nat with h = 3
accurately detects the two recessions and does not identify year 2018 as a
recession, while M-nat with h = 2 only identifies the Great Recession. In all
cases, the number of transitions is exactly h.
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6. Conclusions
In this paper we derived strong iterative convex relaxations for quadratic
optimization problems with M-matrices and indicators, of which signal es-
timation with smoothness and sparsity is a special case. The relaxations
are based on convexification of quadratic functions on two variables, and
optimal decompositions of an M-matrix into pairwise terms. We also gave
extended conic quadratic formulations of the convex relaxations, allowing
the use of off-the-shelf conic solvers. The approach is general enough to per-
mit the addition of multiple priors in the form of additional constraints. The
proposed iterative convexification approach substantially closes the gap be-
tween the `0-“norm” and its `1 surrogate and results in significantly better
estimators than state-of-the-art approaches such as lasso. In fact, near-
optimal solution of the `0-problems are obtained in seconds for instances
with over 10,000 variables, and optimal solutions for instances with 1,000
variables can be obtained in a few minutes.
In addition to better inference properties, the proposed models and re-
sulting estimators are easily interpretable. On the one hand, unlike lasso
and related estimators, the sparsity of the proposed estimators is close to the
target sparsity parameter k. Thus, a prior on the sparsity of the signal can
be naturally fed to the inference problems; alternatively, if cross-validation
is used to find the best parameters, then overfitting issues can be easily de-
tected when the obtained parameters do not correspond to known properties
of the signals. On the other hand, the proposed strong convex relaxations
compare favorably to lasso in classification or spike inference purposes, as
illustrated in Section 5.3: the 0-1 variables can be easily used to assign a cat-
egory to each observation, either visually or via simple rounding heuristics,
and resulting in high-quality solutions.
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