Abstract
Introduction
Producing high quality animations featuring compelling lighting effects is very time consuming using traditional rendering approaches in which each frame is computed separately. This means that a vast majority of computation must be started from scratch for each frame, leading to unnecessary redundant computation. Since temporal coherence is typically not exploited (some algorithms are based on pixel reprojection from frame to frame [16] ), temporal aliasing problems are also more difficult to combat. Many small errors in lighting distribution cannot be perceived by the human observer when they are coherent in the temporal domain, but when such a coherence is lost, the result will often be unpleasant flickering effects. An efficient solution to reduce flickering for ray tracing was proposed by Martin [11] . In this paper we are concerned about the reduction of temporal aliasing in the lighting function.
In the rendering of production quality animation, global illumination computations 1 are usually performed using * The current address is IML The University of Tokyo, Japan, tawara@iml.u-tokyo.ac.jp.
1 For a more complete overview of global illumination techniques detwo-pass methods. In the first (preprocessing) pass, the lighting distribution over scene surfaces is sparsely computed using radiosity [10, 15, 4] or photon mapping [8, 3] methods. In the second (rendering) pass more exact global illumination computation is performed on a per pixel basis using the results obtained in the first pass. To improve the spatial resolution of lighting details for a given camera view the so-called final gathering [12, 10, 15, 4] is commonly used. Usually the direct lighting is explicitly computed for each pixel, and the indirect lighting is obtained through the integration of incoming radiances, which is computationally expensive.
More efficient versions of this final gathering recently have been proposed specifically for Hierarchical Radiosity with Clustering [13, 14] . The final gathering costs also can be reduced by using the irradiance cache data structure [19, 20] which is more suitable for ray tracing methods. Within this method irradiance samples are lazily computed and sparsely cached in object space for a given camera position (a view-dependent process). The indirect illumination is interpolated for each pixel based on those cached irradiance values, which is significantly faster than the final gathering computation for each pixel. The irradiance cache technique efficiently removes shading artifacts which are very difficult to avoid if the indirect lighting is directly reconstructed based on the radiosity mesh or the photon maps. However, the price to be paid for this high quality lighting reconstruction is long computation times, which are mostly caused by the irradiance integration that is performed for each cache location in the scene.
The irradiance caches can be reused for the efficient rendering of walkthrough animations in static environments [19] . However, for dynamic environments such a simple reusing may lead to invalid lighting. In this paper we address this problem and we propose some extensions of irradiance cache management into the temporal domain, specifically in the context of a photon mapping technique. Whenever possible we try to re-use not only the irradiance cache locations, but also we update the cache values required in veloped specifically for animation rendering refer to a recent survey on this topic [5] .
dynamic environments. For each frame and each cache location, a certain percentage of stored incoming radiance samples is updated, potentially for those scene regions in which lighting changes are the most significant. Also, in response to changing lighting and camera positions, new cache locations are lazily inserted and unnecessary cache locations are removed. This results in a significant reduction in computation times compared to frame-by-frame rendering. Also, an even better animation quality can be obtained due to the temporal coherence between cache locations and cached incoming radiance samples.
It should be pointed out that our space-time approach presented in this paper focuses only upon efficient computation of soft indirect lighting. Direct illumination and caustics as well as all directional effects such as specular reflections and refractions are computed from scratch for each frame.
Photon Mapping
In the newly developed temporally coherent animation rendering we use the photon mapping algorithm proposed by Jensen [7, 8] . The method works well even for complex environments, and can easily simulate all possible light paths. In particular, the method outperforms all other techniques in high quality rendering of caustic effects. The method consists of two passes: (1) lighting simulation through photon tracing and (2) rendering with the recomputation of direct lighting and view-dependent specular effects.
In the first stage of this method, photons are traced from light sources toward the scene and photon hit points are registered in a kd-tree structure, the so called photon map. This stage is so fast (when compared to the second pass) that photons can be easily recomputed for each frame. To our best knowledge the only attempt at reusing photons for several frames was done to perform motion blur [1] for caustics. In our approach the photon map is computed from scratch for each frame, which guarantees that selectively updated incoming radiance samples in the final gathering computation are correct.
Soft indirect lighting is usually reconstructed using the irradiance cache technique [19, 20, 8] . For each cache location, irradiance is integrated over the scene by sampling incoming energy for selected directions as illustrated in Figure 1 .To reduce the variance of such sampling, the hemisphere of all possible directions is split into strata and a small number of sample directions (usually one) are randomly chosen for each stratum. Each sample involves a costly intersection computation performed by tracing a ray and the estimate of energy incoming from the point hit by the ray. The photon map is used for the incoming lighting reconstruction using the nearest neighbor density estimation Figure 1 . Irradiance E and incoming radiance samples Li (one sample per strata) at an irradiance cache location marked by the black dot.
method [6] . To reduce the density estimation cost Christensen [3] proposed to precompute irradiance and store the resulting values at sparsely selected photon locations on diffuse surfaces. When the final gather ray hits some object, a precomputed irradiance value for the nearest photon location is simply used.
In the following section we extend the concept of irradiance cache into the temporal domain, in which case the cached irradiance value may change from frame to frame due to dynamic changes in the scene.
Temporally Coherent Gathering
In this section we describe our approach to updating irradiance cache values for the subsequent animation frames. Our goal is to exploit temporal coherence of incoming radiance samples contributing to each cache value. This requires sharing information on the samples between neighboring frames and selectively replacing those samples that become invalid due to changes in the dynamic environment.
In Section 3.1 we describe data structures used for the incoming radiance samples. Then in Section 3.2 we present our strategies to update those samples selectively. In Section 3.3 we discuss the problem of choosing the ratio of samples to be updated and we propose an algorithm for adaptive selection of such a ratio for each cache.
Cache Data Structures
In the traditional irradiance cache algorithm [19, 20] positioning each cache is a view-dependent process. Then the numerical integration of incoming radiance is performed by tracing rays towards the environment and gathering lighting information. To produce high quality images a huge number of rays is traced, and the incoming radiance samples are immediately discarded after each cache value is computed. In this research we show that storing incoming radiance samples is not only feasible, but also offers many advantages for efficient animation rendering. For each sampling direction, we store incoming radiance packed in four bytes using the common exponent method [18] which reduces the storage to one third of that when using the standard floating-point format. The error of the irradiance estimation caused by the inaccuracy of this format is negligible because an irradiance value is the sum of a large number of incoming radiance samples. The distance to the nearest intersection point is stored to reevaluate the harmonic mean distance [19] (the reciprocal of the sum of reciprocal distances) in upper hemispherical directions, which is required to compute optimal cache locations. The age of each sample, which is a function of the number of frames since the sample was computed, is stored in a flag. This value is used to create an approximated probability density function which is used to decide in which order directions should be replaced (refer to Section 3.2). To save storage, we use the same flag to indicate whether the sample hits a moving object. This information is used to adaptively estimate the number of rays to be updated (refer to Section 3.3). The data structure for the incoming radiance sample is as follows: Each incoming radiance sample occupies 8 bytes. Usually, 200-1,000 samples per cache are required to remove artifacts for a still image and the number of irradiance values varies in each scene. We store the incoming radiance samples in a hard disk. The overhead of the disk IO is negligible because the samples are accessed only once per frame when they are updated. In Section 5 we provide information on storage requirements for our test scenes.
We use the kd-tree data structure to store cache locations in the object space.
Age Driven Cache Update
In this section we describe our solution for updating incoming radiance samples based on their age. For the purpose of illustration we show in Figure 2 our sampling scheme for a simple cache, which is composed of 16 samples. The grid depicts the stratified sampling directions over the upper hemisphere. The number in each cell shows the corresponding sample age which is measured using the exponential function 2 age , where the age value is stored in the structure RadianceSample. The graphs in the bottom row show the corresponding cumulative distribution functions (c.d.f.) of the sampling direction based on the value of 2 age . This value for the updated cells is reset to zero for the current frame. Because all directions are computed from scratch for frame0 (the first frame in each animation) the age values are set to 0 for all cells. The age of all cells is increased when the subsequent frame is processed. Shaded cells in the grid in Figure 2 indicate the selected cells for which incoming radiance value as well as other records in the structure RadianceSample (refer to Section 3.1) are updated by shooting a new random ray within the cell for that frame.
Our purpose is to pick a number of sampling directions and replace the old samples by re-shooting the ray for each selected direction. The random permutation algorithm that randomly changes the order of elements is well suited to our goals because we want to randomly pick directions with the constraint that they should not be the same for each frame. When we have m elements v 0 , v 1 , . . . , v m−1 , a random integer value X in 0 ≤ X ≤ m − 1 is chosen and the last element v m−1 is swapped with v X . This process is repeated for the remaining elements v 0 , v 1 , . . . , v m−2 until the size of the remaining elements becomes one. Figure 3 shows the pseudo-code of the random permutation algorithm. It is straightforward to apply this algorithm to the elements which have non-uniform probability. Each time a random cell is selected, the c.d.f. is rebuilt and the uniform random value X in 0 ≤ X ≤ total cumulative value is mapped to the cell in the grid. Figure 4 illustrates how the random value is mapped to the index of a cell for frame 5 in Figure 2 . Because the c.d.f. is already sorted, the binary search can be efficiently exploited for this complete balanced data. After one cell is selected, this cell is excluded from the c.d.f. and a new c.d.f. is built for the remaining cells as shown in the bold dashed line in Figure 4 . This process is repeated until a sufficient number of directions are chosen. The pseudo-code in Figure 5 summarizes the overall algorithm.
This scheme makes sample directions uniformly distributed in space and time. The recently selected cells are less likely to be selected than others in the subsequent frames.
render_animation () render the first frame using traditional irradiance cache for all remaining frames photon tracing update_irradiance_cache() render the current frame update_irradiance_cache () for every irradiance cache E create a cdf n = the number of updated samples (refer to Equation (2)) update_incoming_samples(E, cdf, n) update_incoming_samples (E, cdf, n) while (n > 0) pick a cell based on the cdf shoot a gathering ray to the cell delete the entry of the selected cell from the cdf and rebuild it n---evaluate irradiance values 
For example, when we set the number of replacement rays to 10% of the total number of strata, the rendering speed is roughly ten times faster. Moreover, it ensures that every direction is likely to be refreshed after about 10 frames (the reciprocal of 10%). This means that temporal error propagation by reusing invalid samples for more than 10 frames is not very likely. Figure 6 shows the graph of the average and maximum age of all directions when 10% of samples is replaced. We assumed that 500 directions are stored for each cache and 50 directions are updated per frame. The average age of about 5.6 frames is obtained experimentally for an animation composed of 100 frames and it differs only slightly from the theoretical average age 5.5 frames computed as:
The graph of the maximum age indicates that every ray is refreshed at most after 14 frames compared with the optimal 10 frames case. These experimental data show that our algorithm works well in practice.
The reason of the low average and maximum age at the leftmost part of the graph is that all directions at frame0 are computed from scratch.
We also tried an empirical adaptive approach which adjusts the number of the replacement rays based on the number of rays which hit dynamic objects. We estimate the number of directions to be updated as:
where N is the total number of gathering rays, the τ min and τ max are user specified percentages of the minimum and the maximum of updated rays and, x is the number of rays which hit on the dynamic objects. This simple empirical strategy works very well, especially in the scene regions near moving objects. Figure 7 shows an example where a red ball leaves the corner and is rolling on the floor. Figure 7a represents the reference solution of the soft indirect illumination. Figure 7b is rendered using a uniform number of refreshing rays for every cache. This solution leads to incorrect results at the corner near the red moving ball due to a too small number of refreshing rays in this region. Figure 7c shows the result of the adaptive scheme which is very similar to the reference solution.
Handling Irradiance Caches
In the previous section we discussed the issues of single cache update and the goal of this section is the problem of cache locations. We focus on two issues specific to our approach that arise when the irradiance cache data structures are reused between frames. In Section 4.1 we discuss how to handle caches located on moving objects. Then in Section 4.2 we present our solution to remove redundant caches as camera and lighting change.
Transforming Caches on Animation Objects
Separating the irradiance cache data structure from the geometric one is advantageous because optimal cache locations can be independently selected from the geometry. However, it is cumbersome in dynamic scenes because caches on the moving objects may no longer lay in the same position on a given surface for subsequent frames. To solve this problem, we store the object ID for each cache. This allows us to move caches to different locations in the next frame. This requires transformation of a local coordinate system for each cache to preserve the directional distribution of incoming radiance samples. Although the sampling coordinates on the moving objects are not precisely the same, artifacts were not visible in our test scenes if a reasonable number of refreshing rays is chosen (e.g., 10% of total gathering rays) even for the scene in which the ball is rolling and the normals on the ball change quickly (refer to Figure 7 ). For fast moving objects a complete update of all incoming radiance samples can be also considered. 
Removing Redundant Caches
When objects are moving, the optimal distribution of cache locations is changing. If an object approaches another surface the value of a harmonic mean distance becomes small and the valid domain of the irradiance cache is decreased, which leads to denser cache locations in such regions. Because irradiance cache algorithm has a unique lazy construction mechanism, new caches are simply inserted when valid caches are not found near the query location. The problem occurs when the object moves away from a surface. In this case, the harmonic mean distance of each cache becomes large and the valid cache domain increases. In such regions, some caches become redundant. This problem is illustrated in Figure 8a where the red rolling ball leaves along its motion trajectory many redundant caches.
It is difficult to find an optimal layout of caches which completely covers all visible surfaces and leads to a minimal number of caches without affecting image quality. Our solution is inspired by neighborhood-based stratification approach [17] developed in point-based rendering to remove superfluous points. We simply remove caches when too many valid caches are found at some locations. For each cache location, a nearest neighbor search is done. If the number of found neighbors is bigger than some threshold number (for example 10), this cache is removed. Figure 8b shows the result of applying this procedure and as can be seen many redundant caches are successfully removed. Updating the data structure for each cache to be removed is not efficient, so at first we mark all redundant caches and hide them for the subsequent cache density queries. After all caches are examined, marked caches are removed and the kd-tree is balanced in a packed heap data structure. 
Results
We tested our algorithm for three different scenes BOX, LIGHT and ROOM (refer to Figures 9, 10 and 11 , respectively). For the BOX scene indirect lighting changes significantly in the proximity of regions traversed by the object. As a result of the motion of the red box towards the light source, strong color bleeding effects can be seen on the ceiling. For the LIGHT scene the light source turns toward the left red wall, which results in strong color bleeding from that wall. The ROOM scene is substantially more complex and we consider both the motion of light (sun position) and of objects (rotating fan) simultaneously. In all our test scenes indirect lighting changes quickly and those changes affect a large portion of the scene, so these test scenes are very difficult cases for our algorithm. We expect that in many practical applications the indirect lighting changes will be more moderate.
The animation sequences were rendered by our experimental renderer on a Pentium 4 Xeon 1.7 GHz, 1 GB memory, Debian GNU/Linux. In both BOX and LIGHT scenes 192 incoming radiance samples are considered for a) each cache, and 768 samples are used in the ROOM scene. Incoming radiances are refreshed using the aging method. The τ min and τ max parameters for adaptive control in Equation (2) are set to 0.05 and 1.0, respectively. The image resolution for both animations BOX and LIGHT is 320 × 240 and the one for ROOM is 564 × 240. Detailed timings are shown in Table 1 . The photon tracing and the precomputation of irradiance [2] (refer to the timings in column T pt ) are repeated for each frame. The precomputation of irradiance is time consuming (about 40-60 % of T pt ), but it vastly accelerates the computation of the indirect illumination in both the reference solution and ours. So we used this technique to render all animations. Column T d shows timings for the direct lighting computation which is repeated for each frame from scratch. time for complex scenes. We did not optimize our experimental code to speed up those computations. Column T i shows timings for indirect lighting reconstruction including the overhead of temporal processing. Significant speedup 3-9 times with respect to the reference frame-by-frame solution was achieved. Column T summarizes the overall processing time per frame. Note that our algorithm performs much better for the more complex ROOM scene.
The number of irradiance samples and the resulting storage requirements are shown in Table 2 . Since the irradiance cache data are stored in the object space the storage requirements weakly depend on the frame resolution. For example, in the ROOM scene the number of irradiances becomes 1.7 times bigger size when the image resolution is quadrupled.
The visual quality of an animation produced by our technique is better than for the reference solution (obtained with traditional irradiance cache) because temporal flickering is significantly reduced. When single frames are compared they look almost perfectly the same as the reference solution (the RMS errors are 0.6%, 0.5% and 2.7% for the BOX, LIGHT and ROOM scenes respectively). All frames are of similar quality because our algorithm does not accumulate error and refreshes all gathering rays. Table 3 summarizes changes of the RMS error as a function of τ min for the BOX scene. Similar results have been also obtained for the other test scenes. Figure 12 depicts the values of incident radiance samples over the hemisphere for a selected cache location. The samples are captured in the middle of an animation sequence in order to check whether errors in their value do not accumulate as a function of time. As can be seen the directional distribution of samples is very similar for the frame-by-frame computation and our method. The graphs in Figure 13 show changes of the irradiance value as a function of time for both approaches. The irradiance is measured for 90 subsequent frames. The same cache location as in Figure 12 is consid- ered. Again, the correspondence between the two graphs is good. A small time lag between the two graphs can be observed because samples are reused only in the "chronological" order.
Conclusions
We presented a simple, general, and effective method for computing soft indirect illumination in dynamic scenes. Our algorithm requires to build a cumulative distribution function (c.d.f.) for each irradiance cache to decide the order of directional incoming radiance samples updates based on their age. The gathering rays are updated taking into account the probability in the c.d.f. within the limits of user-set minimum and maximum refreshing sampling ratios (τ min and τ max ). By contrast to traditional approaches which compute global illumination for every frame from scratch, our algorithm updates a rather small number of incoming radiances. It speeds up expensive indirect illumination computation 3-9 times compared to the currently fastest rendering algorithm. Also, temporal flickering of indirect lighting component is substantially reduced due to the use of temporal coherence. This is achieved by sharing the same cache locations and incoming radiance samples between subsequent frames. Our algorithm can handle general animations including light source motion. Camera animation does not affect cached indirect illumination and new irradiance caches are inserted only when occluded parts become visible for subsequent frames. Our algorithm fits well to the photon mapping algorithm [8] in which direct illumination, caustics, specular reflections and refractions are computed on a frame-by-frame basis while diffuse interreflections can be accelerated using our technique.
As future work we plan to experiment with more compact representations for incoming radiance using wavelets or spherical harmonics. Also, we plan to investigate the applicability of our technique to render moderately glossy surfaces using directional information which we store in our cache data structure. This will require the development of new criteria controlling the density of cache locations, which will be sensitive to surface glossiness. To reduce the number of caches required for high quality rendering of moderately glossy surfaces we plan to use the final gather reprojection technique [9] . 
