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Notation
We will use the following notation.
Notation

Definition

N

the set of natural

R

the set of real numbers

numbers

the real n-dimensional

Euclidean

the set of nonnegative

real numbers

space

the set of complex numbers
an open connected
the boundary

of

domain in Rn

n

denotes the set of all complex-valued functions that
are continuous in 11 and whose derivatives of orders
up to and including m are continuous in n, m E N

C0 (fl)

the subset of cm(n) consisting of those functions
which have a compact support in 11

suppf

the support

=or:=

denotes definition of a symbol

V(F)
R(F)
9(T)

the domain of F

the graph of F

w

an open subset in

II· II

a norm

(,, -)

an inner product

Dj

derivative with respect to x j

D:1

the distributional
index s

of the function f

the range of F

n
in an L 2 space

derivative

corresponding

to mult i-

vii

Notation

Definition

LP(n)

the space of measureable functions whose p-th power
is integrable in n, p integer
the space of measurable functions which are bounded
almost everywhere
the set of all functions in LP such that all its distributional derivatives of order less than or equal to k
exist and belong to LP(n)
the set of all functions f in Hk,P(n) which satisfies

8J

8v

l(X, Y )
Bl(X , Y)
C(X,Y)

the set of all linear operators

the set of all continuous operators

a(!)
Re z

the real part

Im z

the imaginary part

G(-, ·)

a Green 's function

o(J)
p(J)

from X to Y

the a norm of the function u(·, t) as a function of x
where t is fixed

J is bounded as J --..a
means J --..0 as J --..a
the resolvent set of J
the spectrum of J

O(J) as

from X to Y

the set of all bounded linear operators from X to Y

llu(·,t)lla
Jas J -

= O on an

a

a

means

the transpose of x

r(a)

the Gamma function which is defined by f(a)
f000 xa-I e-x dx for a positive real number a
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ABSTRACT

Hopf Bifurcation
Free Boundary

in a Parabolic
Problem

by

Yoon-Mee Lee, Doctor of Philosophy
Utah State University, 1992

Major Professor : Dr. Russell Thompson
Department: Mathematics and Statistics

We deaJ with a free boundary
cludes a parameter

in the free boundary

models of ecological systems,
phenomena

problem for a nonlinear
condition.

parabolic

equation,

which in-

This type of system has been used in

in chemical reactor theory and other kinds of propagation

involving reactions and diffusion.

The main purpose

of this dissertation

solutions and that a Hopf bifurcation

is to show the globaJ existence,

uniqueness of

occurs at a criticaJ value of the parameter

T.

The

existence and uniqueness of the solution for this problem are shown by finding an equivalent
regular free boundary

problem to which existence results can be applied.

that as the bifurcation
stationary

parameter

solution loses stability

have been included,

T

a critical vaJue

and a stable periodic solution appears.

which illustrate

the numericaJ simulation

decreases and passes through

this transistion.

We then show
Tc,

the

Several figures

The pascal source program used in

is included in an appendix.
(89 pages)

Chapter

1

Introduction
The theory of the Hopf bifurcation

is the study of the emergence of periodic phe-

nomena or oscillations , which is observed in many naturally

occurring

nonconservative

systems . The origins of the subject of bifurcation theory are to be found in the work of
Poincare on celestial mechanics [28] around 1892. The subject was extensively discussed
by Andronov and Witt [1] and their co-workers starting around 1930 . Hopf's basic paper
[16] appeared

in 1942. Although

the term Poincare-Andronov-Hopf

accurate , the name Hopf bifurcation

is more common . Hopf's crucial contribution

theory was the extension from two dimensions to higher dimensions.
will give an overview of the subject of bifurcation
standard scientific literature

bifurcation

is more
to the

In this chapter we

theory , giving some references to the

on the subject, with particular attention

to the Hopf bifurca-

tion . Following thi s review we introduce the particular problem whi ch will be investigat ed
in this dissertation.

1.1

Bifurcation

Theory

Differential equations are formed in modeling certain kinds of physical processes or phenomena . For example , the differential equations might describe the motion of a mechanical
system, a chemical reaction , or the dynamics of a populations

forming an ecosystem.

In

many of these physical, chemical , and biological problems , the state and the dynamics of
the system can be best described by functions of several variables using partial differential
equations to model the evolution of the system. In these models the solutions of the differential equations are expected to mirror the dynamics or evolution of the process. Often
the system also involves certain external parameters which can be varied or controlled.

2

To illustrate

some of these ideas, we consider an abstract

differential equation of the

form

-dU
= F(U)
dt

(1.1)

:=LU+ h(U)

where U belongs to an open set in a Banach space X. In the typical case , the nonlinear
operator

F is made up, as indicated above, of a linear operator

term h with the property that JlhJI-+ 0 as U
differential equations
the space X

= Rn

in abstract

-+

L and a "higher order"

0. This abstract model includes both single

spaces and systems of such equations.

For instance, if

then ( 1.1) is a system of ordinary differential equations and if X is a

function space ( or a product of such spaces) then the same equation represents a partial
differential equation (or a system of such equations).
of this dissertation,

In the problem, which is the subject

the space X will be the product of a function space and the set of real

numbers and the underlying equation consists of a partial differential equation coupled
with an ordinary differential equation.
A solution U(t) of an equation like (1.1) can be considered as a curve in a multidimen-

sional space of X of population size or chemical concentrations.

In ecological and chemical

models it is customary to consider only values of the variables for which U 2: 0. This multidimensional

space is analogous to the stable space of a classical mechanical system. In

this context,

these curves are referred to as orbits.

focus, is a description

The basic problem , upon which we

of all of the orbits of a system of the above differential equation .

For instance, in an ecological model, such a description would predict the population
at all later ( and earlier) times for any choice of current population
Certain special types of solutions are of particular interest.

stationary point) for (1.1) is a solution U(t)
satisfies F( U*)

= 0 ( since

then dU/ dt

= 0) .

represent population

sizes.

An equilibrium solution ( or

= u·, where u· E Xis

a fixed value, which

A periodic orbit of period T, for some T > 0

is a solution for which U(t) -:j:.U(O) for O < t < T and U(T)
equilibria

sizes

sizes or concentrations

orbits represent population sizes or concentrations

= U(O).

In applications,

which remain constant.

Periodic

which oscillate, but return to precisely

3

their initial states at some later time and then continuously repeat this behavior. Typically.
it is unreasonable

to expect that initial conditions will lie precisely at an equilibrium or

on a periodic orbit.

Even if they did, random influences (for example. times of births

and deaths or thermodynamic
chemical concentrations
of an equilibrium
an equilibrium

fluctuations)

would soon displace the population levels or

from such a point. Thus it is important

solution or a periodic orbit . Poincare proposed that the stability of

point could be inferred from linearization.

eigenvalues of the linear operator L at the equilibrium
equilibrium

to ascertain the stability

is asymptotically

stable.

More precisely , if all of the

have negative real parts, then the

For this reason, it is very important

write systems in the form (1.1), in terms of a linear operator

to be able to

and a small remainder,

in

order to get information about the stability ( and later, about bifurcation as well). We will
give a more precise definition for stability to the equation (1.1) in Chapter 3.
Most models have a set of coefficients or parameters

which can be varied to make the

model fit a set of data as well as possible . Sometimes , as these paramet ers are changed.
the phenomenon

being modeled undergoes dramatic qualitative

can become unstable and new types of stable phenomena
in studying
Therefore,

can emerge. \Ve are interested

such changes in the dynamics of behavior as such paramet ers are varied.
we reformulate

(1.1) to include a real parameter

r

-dU
dt = F(U , r)

( 1.2)
The study of the qualitative

changes in the dynamics of a system of differential when

(like r) is varied is called bifurcation

a parameter

require more than one parameter.
bifurcation

changes. Stable solutions

parameters

of bifurcation

theory.

Some physical phenomena

For example, the mass-spring-belt

problem has three

(10]. However, the overwhelming majority of the successful studies

phenomena deal with a single parameter.
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1.2

The Hopf Bifurcation

In spite of a complexity, bifurcation theory provides a very useful tool for the analysis

of systems of differential equations.

In some situations modeled by (1.2), an equilibrium

solution becomes unstable as the parameter
solutions arise.

The instability

T

passes a critical value

Tc

and two new stable

is due to the fact that, at the critical parameter

a real eigenvalue of the linearized equation becomes positive.

value,

If two complex conjugate

eigenvalues cross the imaginary axis, it is a periodic solution which arises. This type of
bifurcation

is called a Hopf bifurcation.

Theorems about Hopf bifurcations

have been

proved in the case where the system consists of a partial differential equation of parabolic
type by Iooss [17]. Judovich [19], Joseph-Sattinger
and many others.

The Hopf bifurcation

[18], Crandall and Rabinowitz [5], [6],

can occur in functional

and integro-differential

equations as well [20].
We will examine the Hopf bifurcation
4. The crucial hypotheses

for nonlinear parabolic

for a Hopf bifurcation

to occur are that ( 1.2) has an isolated

stationary point. a nd that the linear operator Lhasa
-\1(r)

equations in Chapter

pair of complex conjugate eigenvalue s

= -\2(r) = a(r) + ij3(r)

which are differentiable functions of

T

such that for some number r

= Tc,

the relations

( 1.3)
are satisfied.

\Ye call such a

Tc,

a critical value of r . The assumption

there is a loss of linear stability of the stationary

(1.3) means that

solution as r crosses the value

real part of the eigenvalue pair changes in sign from positive to negative.
of the family of vector fields associated with the Hopf bifurcation

A great deal of attention
ematics.

T

>

Tc

or

T

<

depend upon the sign
family of

Tc,

has been devoted to the Hopf bifurcation

It models a situation

and the

The dynamics

of transversali ty condition a'( re) which determines whether the one parameter
periodic orbits will appear for

Tc

in which a stable equilibrium

in applied math-

can give rise to a stable

5

oscillation

as parameters

dynamic turbulence

are changed.

The Hopf bifurcation

by Lorenz [22], [34]. It also occurs in the Hodgkin-Huxley

[12], [15] and[30], a famous model of nerve conduction
role in the theory of the functioning
bifurcation

has been studied in fluid

of the nerve.

can also occur in the equations

model of Stirzaker [32] for the population
vegetation-herbivore-carnivore

which continues

to play a central

In biological phenomena,

with delays.

For example,

of the field role (Microtus

model introduced

model [11],

in the two-delay

agrestis ), and in the

by May [23]. Lefever and Prigogine [21],

[26] posed a nonlinear diffusion equation as a model system for an autocatalytic
reaction

with diffusion which exhibits

the Hopf

a Hopf bifurcation.

chemical

Indeed such bifurcations

in

reaction- diffusion system have been studied by a large number of authors; see [3], [,], [8]
and [33].

1.3

A Two Parameter

We now consider the two-component

Reaction-Diffusion

System

model consisting of a system of one dimensional

of reaction -diffusion equations

with two parameters

gives rise to the free boundary

problem which is the subject of this dissertation.

( 1.4)

{

€ T Ut

.:

2

Uxx

+ f(u,v),

Dvxx+g(u,v)

Vt

,

€

and r. This is the problem which

0 ~ t,

XE

O~t,

xE(O ,l) .

(Q, 1),

The system ( 1.4) appears, for example, in the model of the time evolution of the interaction
between two spatially separated

populations

reacting and diffusing substances.

Here the u and v measure the levels of two diffusing

quantities . We assume the functions

f

and g are of bistable type which means that. over

a certain part of its domain, the equation
v and that the equations

f

as a triple valued function of

three intersection

points, which determine

between u and v. The term bistable refers to the fact that

points correspond

are stable, the third unstable.
the stable equilibria

f = 0 determines

= 0 and g = 0 have

all reactions and interactions
these three intersection

and also in models of the mixing of chemically

are denoted

to equilibria of the system (1.4), two of which

This situation

is illustrated

by ( vs, us), the unstable

in figure 1. 1. In this figure
equilibrium

by (vu,

U[· ).

In

6

g=O

V

Figure 1.1. Bistable reaction terms.
the above system,

€

is a small positive parameter,

r is the parameter

reaction ratio of u and v and D is a positive constant.

Thus when

€

that controls the

and r are chosen to

be very small, the system (1.4) models a situation in which the quantity measured by the
first component

u reacts much faster than quantity measured by the second v ( r small),

while at the same time u di ffuses slower than v ( € small).
The principal interest in the system (1.4) comes from the fact that there exist families
of stationary

solutions parametrized

as c -- 0. The stationary
but continuously
x-interval,
boundary

by

E,

solution when

which approach discontinuous
€

functions of x

is small, being smooth, exhibits an abrupt

differentiable transition at the location of the limiting discontinuity.

in which such an abrupt

An

change takes place, is loosely called a layer -

a

layer when it is adjacent to the boundary or an internal layer when it is in the

interior of the interval.
interior transition
the parameter

For some classes off

layers, as its stationary

and g, (1.4) exhibits layer solutions with

solutions, when

E

c in (1.4) is referred to as the layer parameter

is small (see [27]). Therefore
[24].
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In order to have a well posed problem it is necessary to prescribe appropriate boundary
conditions that express the constraints acting on the system from the outside world. In
applications, the boundary conditions are sometimes given by Dirichlet conditions or, more
commonly, by Neumann conditions or by a linear combination of the two. Here we will
restrict our attention to the Neumann boundary conditions
Ux(O,t) = 0 = Ux(l, t) and

Vx(O,t) = 0 = Vx(l, t).

This conditions are often called zero flux conditions meaning, for example in the case of
population dynamics, that the individuals which make up u and v neither imported or
exported at the boundary.
In 1981, Mimura, Tabota and Hosono (25], making some assumptions on the nonlinear

reaction terms
where

E

J and

g, showed the existence of nontrivial solutions for ( 1.4) for the case

is sufficiently small. They called the solutions singularly perturbed solutions or

internal layer solutions (see [25]). In 1987, Nishiura and Fujii [27], showed the existence of
nontrivial solutions to the equation (1.4) when r

= 1/£.

The phenomena they discovered

have motivated considerable research on behavior of the solutions including investigation
into the bifurcation and the stability of the solutions.
In 1989, Nishiura and Mimura [24] proved that for small, but nonzero,

E,

a Hopf

bifurcation occurs in the above problem as r approaches at some critical value. In their
paper, the parameter

T

is called a relaxation parameter

known that the layer solutions, with width of the layer 0(
as r approaches 0. The case

E

= 0 is a singular

(24]. From their results, it is
E ),

begin to exhibit oscillations

case and the results for the original system

cannot be used of describe the dynamics of the singular system. If we assume that the
width of the layer is O and thus that an invisible interface ( a layer of width 0) appears in

(t, x) space when

E

= 0,

then we are lead to a free boundary problem for this interface

associated with (1.4) in the limit
the domain [O,oo)
process is disrupted.

X

E

! 0.

Such an interface represents the location, within

(0, 1), where, in the ecological model for example , the migration
Typical causes for such disruption could be a naturally occurring

8

barrier to migration of a biological population or in chemical reactor models, a membrane
partitioning

a chemical mixture.

Here the term free boundary

boundary which is not given a priori and has to determined

means that it is a part of

as an unknown together with

the solution of the system of differential equations.
For the case when
on

f

= 0, in

E

and g which guarantee

assumptions
stability

on

f

and g.

1989, Hilhorst, Nishiura, and Mimura [14] gave conditions

the existence of nontrivial solutions of (1.4) under certain
However, to date, except for some numerical evidence, the

and bifurcation

behavior of the solutions of the above problem has not been

completely characterized.

Never-the-i0ss, they expected a positive answer of this question

for the special case of ( 1.4) with the reaction dynamics proposed by McKean [24]. In other
words, Hilhorst, Nishiura, and Mimura conjectured the same stability properties and the
existence of a Hopf bifurcation as in the small

1.4

E

case .

The Free Boundary

Problem

In this thesis, we will prove that the conjecture concerning
bifurcation

in the

E

=0

case is correct.

which depends on a single parameter

Thus we investigate
corresponding

T,

Suppose that the system has a stationary

the existence of a Hopf
a free boundary

problem,

to (1.4) in the case where

state v(x , t)

= v0 (x),

s(t)

= so for

E

= 0.

parameter

values in some interval, and suppose that the linear stability of the stationary state changes
at a certain critical value

Tc

in the interval . Provided the appropriate

satisfied, a periodic solution will branch from the stationary
a Hopf bifurcation

state at

Hopf conditions are
Tc,

for the free boundary problem .

We will now formulate the free boundary problem , which corresponds
case obtained
take D

by setting

= 1 and

i.e. , there will be

E

=

0 in (1.4).

restrict our attention

In the remainder

of this dissertation.

we will

to the simplest case where f and g are the reaction

terms, which were suggested by McKean (see figure 1.2),

J(u,v)

to the singular

-u+H(u--)-v

1
-1

9

I g=

JJ= -u+H(u-¼)-v=Oj

'u-v=O

Figure 1.2. McKean's reaction terms (a= 1).

g(u,v)

=

where H(x) is the Heaviside function.
interface can be explicitly represented

c(v) =
Letting

(1.5)

E

= 0 and

substituting

{

u-v,
Under these conditions,

by (see reference [24])
2(4v - 1)
v1(3 - 4v)(l + 4v)

the above

f

and g into (1.4), we have
1

0=-u+H(uVt

the velocity c(v) of the

= Vxx + U -

4)-v
v,

0 '.St,

, X E (0, 1).

Now suppose that there is a single interfacial curve, say x

= s( t ), in

( t, x) space, and hence

that there is only one interfacial point for each fixed time line. We define Q _
0 < x < s(t), t > 0 and Q+

= {(x, t) I s(t)

= {(x, t) I

< x < 1, t > O}. Let u+, v+ denote the values

of u and v to the right of the interface and u_, v_ the values to the left. We can solve for

10

= 0,

u+,u- in f(u,v)

in which case we obtain

{

( 1.6)

Substituting

U+ = -V+
u_

+1

= -v_

.

1f u >

1

4

'f u < -.
1

l

- 4

(1.6) into the second equation of (1.5), we have

(v_)1=(v_)xx-2v_
(v+)t

= (v+)xx -

in Q_,

2v+ + 1 in Q+.

The matching condition for v on the interface assumed to be V+ = v_ and (v+)x
In this dissertation,
1. s(O)

= (v_)x.

we impose the following initial and boundary conditions with on Q±:

= So E (0, 1),

2. V±(x,O)

= (v±)o(x)

and

3. (v_)x(O,t) = 0 = (v+)x(l,t).
Then we have the following free boundary problem.

Vt = Vxx - h±( V)

Ill

= v(s(t)+,t)
Vx(s(t)_, t) = Vx(s(t)+, t)
(v_)x(O , t) = 0 = (v+)x(l,t)
v(x,O) = vo(x)
v(s(t)_,t)

( 1. 7)

ds

,-dt = c(v(s, t)) =
s(O) = so
where h+(v)

= -2v + 1,

h_(v)

J(3-

= -2v

Q±,

for t > 0,
for t > 0,
for t > 0,
for O<x < l.

2(4v(s,t)-1)
4v(s,t))(l + 4v(s,t))
and O < s 0

<

for

t > 0,

l. We note that the parameter,

controls the rate of the dynamics of the interface s(t).
This thesis is arranged as follows: In Chapter 2, we give definitions and preliminary
results from functional analysis in preparation

for the next chapters.

an outline of existence theory for abstract evolution equations.
for a free boundary problem with a parameter

Chapter 3 contains

The existence of solutions

is given in Chapter 4. In Chapter 5 we show

that a Hopf bifurcation occurs for some critical value of,.

Some figures, resulting from

11

a numerical simulation, which illustrate the occurrence of the Hopf bifurcation , are given
at the end of this chapter.

A summary of the results in this dissertation

and a discussion

of the possibility of further work on this problem are given in Chapter 6. A description
of a numerical procedure which simulates the model studied in this paper ( along with the
pascal source program developed by Dr. Thompson) for the numerical simulation is given
in a pair of appendices at the end of the dissertation.
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Chapter

2

Tools from Functional

Analysis

In this chapter, we collect some of the basic definitions and theorems from functional
analysis.

These results form a basis for the abstract

formulation

of the free boundary

problem that is required by the analysis in the chapters which follow .

2.1
Let

n

Operators

in Banach

Spaces

be a measure space and X a Banach space. The expression LP(O, X) denotes

the Banach space of functions f : n-. X (t E

n - J(t)

E X) such that the norm of J(t)

is p-th power integrable . The norm on this space is given by

IIJIILP(fl
,X) =
for 1 :S p < oo . Similarly, L 00

n to

IIJIIL(0,X)

X with norm

= ess .sup{IJ/Jlx : t E n}.

00

n be

l/p

(n, X) denotes the Banach space of strongly measurable ,

essentially bounded functions from

Let

(lo11/ll~dt)

an open set in Rn. We define the support of ¢, supp¢ , to be the closure of

all point s in x with ¢-:/ 0, in symbols
supp¢:=

{x : ¢(x)-:/ O}.

The set Cg"(n) is the set of all functions which are infinitely differentiable
support lies in a bounded subset of

n (or , put

and whose

another way, functions which ha ·;e deriva-

tives of all orders and which vanish outside a bounded subset of 0) . Such functions are
sometimes also referred to as test functions.
Let s be a multi-index
define

Isl =

s1

+ ·· ·+Sn.

s = ( s 1 , ..

.,

sn) with

Si

E N ( the set of natural numbers ) and

We define the distributional

derivatives in the uc•Jal manner ,
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i.e., if f :

n-

X, the function g( t) is called a distributional

derivative off

of order k if

g satisfies the equation

for every test function ¢>.
We define the Sobolev space Hk,P(f!, X) to be the Banach space of all functions
LP(f!, X) whose distributional

nsf

derivatives

belong to LP(f!) for

lo;IIDj
k

ll!IIH",P(O,X)
=(
for 1

IslS: k

JE

with norm

) l/p

J(t)IIPdt

S: p < oo. The set of functions Ca°(D., X) is clearly a subspace of Hk ·P(f!, X) for

any p. We define the space n; ·P(f!, X) as the completion of the set of all the functions in
Ca°(D.) with respect to the norm

I · IH",Pgiven

above

The Landau order symbols are defined for functions on
given any two functions

f and

n in the

usual manner. Namely,

g, we write

J(t)=o(g)

as t-a

if liml=o.
g

t-a

Further, we write

f(t) = O(g) as t - a
if there exists a constant M > 0 such that 11/11
~ M

llgll-

Let X and Y be normed linear spaces over a continuous coefficient field and let 11· llx
and

11 ·

llv denote

the respective

norms (in cases where the choice of the norm is evident

from the context , we will dispense with the subscript).

A mapping T : X -

Y defined on

a linear subspace D of X and taking values in Y is said to be linear, if for every x , y E D
and any scalar a,

T(x

+ y)

= Tx

The domain of T is denoted by V(T).

+ Ty

and

T(ax) = aTx.

The symbol R(T)

defined by R(T) = {y E Y : y = Tx, x E V(T)}.

denotes the range of T and is

Such a linear mapping T is called a

14

linear operator from D(T) C X into Y.
that Tx = 0 and is denoted
cokerT

:= Y/R(T)

Further,

= {zl z

by kerT

The kernel of T is the set of all x E 'D such

:= {x E XI Tx = O}. We define cokernel of T by

+ w = y,w E R(T),y E Y}.

we will call T a closed linear operator, if its graph

9(T) = {(x,y) Ix E 'D(T),y = Tx}
is a closed set in the normed linear space Xx
with the two algebraic operations

for x; E X, Yi E Y, i

= 1, 2,

Y. Note that Xx

Y is itself a vector space

of a vector space defined by

and o: a scalar.

The norm on X x Y can be defined by

ll(x, Y)II = llxll + IIYIIT is said to be densely defined in X, if 'D(T) is dense in X; i.e., the closure of 'D(T) is all
of X, 'D(T)

= X.

The linear operator

T is said to be bounded, if there exists a constant

c such that

IITxll ~ cJlxll , x E 'D(T) .
The vector space BL(X, Y) of all bounded
a normed

linear operators

from a normed space X into

space Y is itself a normed space with norm defined by

(2.1)

IITIIBL(X,Y)

=

IITxlJ
- - - =

sup
xEX,x;,l:O

11X 11

sup

xEX,llxll=l

IITxll-

If Y is a Banach space, then BL(X, Y) is a Banach space .
A function defined on an open set

exponent

1, 0

<1

~

1 in

(2.2)

holds in every bounded

n, if

n of

Rn is said to be locally Holder continuous with

there exists a constant

lf(x)-

f(y)I

~ Clx

C such that the inequality

-y/-Y

closed set M C D. The constant

C may depend on M. If o: = 1

in (2.2), then we say tha t /(x) is locally Lipschitz continuous.
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A mapping

J : X - Y is said to be (Frechet) differentiable at a point a E X if there

exists a continuous linear mapping A : X __. Y so that

IIJ(x)- J(a) - A(x - a)llv = o(llx - allx)

as x - a.

In this case , A E BL( X, Y) is called the Frechet derivative at a and we use the notation
A = : DJ( a). The map is said to be continuously differentiable on an open set U C X, if
it is differentiable

g(x)

= Df(x)

at each point of U and if the mapping g : U -

BL(X, Y) defined by

is a continuous mapping with norm jjgllaL(X,Y) of (2.1).

A continuous linear operator T, TE

BL(X,Y),

is called a Fredholm operator , if T

has the following two properties
(i) dim(kerT)

< oo, and

(ii) dim( coker T) := dim(Y/im T) < oo.
The integer
ind T

= dim (ker T)

- dim ( coker T).

is called the index of T.

2.2

Implicit Function Theorem

The implicit function theorem gives conditions which tell us when an implicit equation
in more than one variable determines

a functional

relationship

between these variables .

Let Bi, B2 and B3 be Banach spaces and let U be an open set in the product

space

B1 x B2 . Let the function f : U - B 3. For a fixed u 2 E B 2, we define the cross section

U1 by U1 = {u1 E B1 : (u1, u2) E U}. We say that f is differentiable with respect to
the variable u1 variable at (u 1,u 2) if the function g(ui) := f(u 1 ,u 2 )), defined on U1, is
differentiable at

u1 .

When this holds , we write &g,, = D 1 f ( u 1 , u 2 ) ; &g,, is a linear mapping

from U1 into B3. The function
is differentiable

f

is said to be differentiable

with respect to

with respect to u 1 at each u E U. In particular , if

f

u1

on U , if it

is differentiable at

16

u

= (u 1, u 2) E U,

(6,6) E B1

X

f

then

is differentiable with respect to both u1 and u2 at u, and for all

B2,

8f

u(6,6)

Moreover, the mapping (u1,u2) -

= D1 f(u)

·6

+ D2 f(u) · 6,

(D 1 f(u 1,u2),D2f(u

1,u2))

is continuous from U to

BL(U 1 ,B 3) x BL(U 2,B3). We are now prepared to state the implicit function theorem in

for a Banach space.
Theorem

r, B 1

2.2.1

Let

f:

U-

B be a continuous function

where U is open in

r x B1

and

and B are Banach spaces. Assume that:

(i) f(>..o,uo)
(ii) D2f:

= 0 for

some (.Xo,uo) EU,

(.X,u) - Dif(.X, u) is continuous in a neighborhood of (>..o,uo) with norm {2.1}

II · IIBL(U2,B3),

and

{iii) Dif(.Xo, uo) is nonsingular (i.e., has a bounded inverse); or equivalently, Duf(.X 0 , u 0 )
is continuous

bijective (linear) mapping.

Then there exists a continuous

curve u

= u(.X) defined

in a neighborhood V of .X
0 , such

that u(A0 ) = uo, and f(.X,u(>..)) = 0 in N. Moreover, if f E Ck(U,B),

then u E Ck(V,B).

For a proof see [5].

2.3

Spectral

Theory

In this section, we give the basic definitions and theorems for the spectral theory of
linear operators in normed linear spaces.
Let X be a complex normed linear space (X -/; {O}) and T : 'D(T) -

X be a linear

operator with domain 'D(T) C X. Let I denote the identity operator on X.
A point .XE C will be called a regular value of T if it satisfies the following three
properties:
(i) (T - .XI) has an inverse,
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(ii) (T - ).l)-

1

is a bounded, linear operator

(iii) (T - ).l)-

1

has a dense domain.

The set of all regular values is called the resolvent set of T and will be denoted by p(T).
The complement of p(T) in C, C \ p(T), is denoted by a(T) and is called the spectrum of
T. The spectrum a(T) can be partitioned

into three disjoint sets as follows:

( 1) The point spectrum or discrete spectrum ap(T) is the set of complex numbers ). such
that (T- ;..J)- 1 does not exist. A complex number ). E ap(T) is called an eigenvalue
of T .
(2) The continuous

spectrum

ac(T) is the set of ). such that (T - ;..l)-

1

exists and

satisfies (iii) but not (ii), that is, the linear operator T - ).J is unbounded.
(3) The residual spectrum ar(T) is the set of>. such that (T - ).I)-

1

exists but (iii) is

not satisfied , that is, the domain of T - >.I is not dense in X.

If (T - AI)x
eigenvalue of T.

=

0 for some x

f-

0, then ). E ap(T) , by definition , that is , >. is an

The vector x is then called an eigenv ector of T ( or an eigenfunction

of T in the case where X is a function spac e) corre sponding to the eigenvalu e A. The
set of pairs (A , x) of eigenvalues and eigenvectors is called the set of eigendata of T . The
subspace of a domain V(T) consisting of O and all eigenvectors of T corresponding
eigenvalue >.of T is called the eigenspace of T corresponding

2.4

Sectorial

to fixed

to the eigenvalue >..

Operators

Let Y be a Banach space. We call a linear operator B in Y a sectorial operator if it is
a closed . densely defined operator such that, for some angle ¢ in the interval (0 , 1r /2) and
real numbers a and M, with M 2'. 1, the sector Sa,<I>=
is contained in the resolvent set of B and

II().-

B)-

1

{).: ¢

II~

M

~ Jarg(). - a)I ~

IA- al

1r ,

>.f- a}

for all ). E Sa.,<t>
·

18
Throughout

this section, we assume A is a sec tori al operator

and Re a( A) > 0. For

any a > 0 we define

=

A-o

r/a)fooo
to-1

dt.

e-At

Here f( a) is a gamma function and e-At

is given by

where C is a contour in a resolvent set p(-A)

with arg>..---+ ±0 as i>..i ~ oo for some

0E(1r/2,1r).
We note ( for a proof, see Henry [13]) that A- 0 is a bounded linear operator
which is one to one and satisfies Afor O < a < 1, the operator A-

A-o

0

0

A- {3

= A-(a+

on Y

for any a > 0, (3 > 0. Furthermore ,

f3)

has the form

= sin1ra

/

00

Jo

1r

>.,-a( >..+A)-ld>...

We now define the operator A O , the inverse of A - o ( a > 0) , with domain V( AO

)

= R( A -a)

where A 0 is the identity on Y. For a> 0, the operator A 0 is closed and densely defined .
Let A be a sectorial operator in a Banach space Y. Le t
positive constant and Re (a(Ai))

...-1
1 =A+

al, where a is a real

> 0. For each a 2'.:0, define the set
Y 0 := V(Ar)

and the norm
norm

llxllQ= IIAfxll

II· Ila,(see

for

x E Ya,. The set y e,,is a Banach space with the graph

reference [13]). The norm

II·Ila,is called

the gmph norm . Differe nt choices

of the constant a give equivalent norms on ye,,.
As an example of a sectorial operator
-

we consider the Neumann boundary

space ( 1 < p < oo). Let

n be

one which will be important

8v

(-.6. + k)v

-ox = 0

in the sequel

value problem for the Poisson operator

a bounded domain in Rn
Av:=

(2.3)

-

on

an

=f

1n

n

in an LP
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where k is a positive constant

and

The following facts about
differential

equations

f

E LP(D).

(2.3) are derived

by A. Friedman

m the monograph

on parabolic

(see [9]).

(1) The domain V(A) in L 2 (D) of the operator

k > 0 consists of the closure

A= -6.+k,

in H 2 •2 (f2) of the set of functions v in C 2 (f2) which satisfy the boundary

;; = O on an. We

= n 2 •2 (n; { ~}

ax );

,1..

'+'

in L 2 with domain V(A);

A is a sectorial operator

(3) In LP(D) , ( 1 < p < oo) the operator
eac h

conditions

write

V(A)
(2) The operator

partial

with domain H 2·P(f2;{fx-}) for

A is sectorial

. t h e interv al -rr < ,1.. < -3rr
m
2 - '+' - 2 ·,and

( 4) There exists a unique solution
The following imbedding

VE

theorem

H 2 · 2 (D) of (2.3) if

f

E

L 2 (D).

is very useful in the analysis of sectorial operators

on LP spaces.

Theorem

Suppose

2.4.1

n

is an open set in Rn with a smooth boundary

that A is a sectorial operator on Y

= LP(D)

an.

with V (A) C nm,P(D,) for some m

~

Assume
l. Then

for any a E [O,l ].
k
ya C H ,q(D) for k - -n < ma - -,n
q
q

q

~

p, 0 < a < 1

and
n

ya C C"(D) when O < v < ma - - .
-

p

For the proof and a more detailed discussion of sectorial operators , see the monograph
by D. Henry [13].
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Chapter
Abstract

Evolution

3
Equations

We shall consider equations of the form
dU

dt + AU = f(t,

(3.1)

U) for t

2'.t 0 ,

where U(t) is a function from a real interval into a Banach space X, A(t) is a linear
operator

in X and J(t, U) is a mapping defined on for t in a real interval and U E X.

Such equations are referred to as evolution equations. The basic reference for most of the
results in this chapter is the monograph by D. Henry [13].
We will assume A is a sectorial operator,
space.

ya

Then A1 := A

= V(Ar)

+ al

A : V(A) C Y

--+

Y, where Y is a Banach

is well defined for any positive constant

1/xlla= IIArxllare

with the graph norm

defined for

Cl:'

a and the spaces

2: o. We assume

further that the nonlinear part f maps some open set W in Rx Y 0 into Y, for some a in
O:S:a <l.

A function J (t , U) defined on an open set W of Xis said to be locally Hold er continuous
in t with exponent I and locally Lipschitz continuous in U on W if for any ( t 1 , Ui) E W,
there exists a neighborhood

N of (t 1 , Ui) and constants c

> 0 and 1 , 0 < 1 < 1, such that

for any (t, U), (s, V) EN n W

llf(t, U) 3.1
A continuous

Existence

function

f(s,

Theory for Evolution

U : [t0 ,t 1 )

satisfies the following four conditions

(i) U(to)

= Uo,

V)II~ c(it- si--,
+ IIU- Vllx).

--+

Equations

Y is called a solution of (3.1) on (to,ti)

if it

21

~~ (t)

(ii) (t, U(t)) E W, U(t) E V(A),

exists , t ,_. f(t, U(t)) is locally Holder continuous

for (to, ti),
(iii) ft~o+S 1/f(t,

U(t))IIdt <

oo for some b > 0, and

(iv) the differential equation

Theorem
with O

3.1.1 (Local

(3.1) is satisfied on (to, t 1 ).

Existence

Theorem)

[13] Assume

:S a < 1. Assume further that f : W

A is a sectorial

operator

Y, where W is an open subset of

-+

RX ya and that f(t, U) is locally Holder continuous int and locally Lipschitz continuous

= T(to,

in U on W. Then for any (to, Uo) E W there exists a T
has a unique solution
U(to)

U on the interval ( t 0 , to

+ T)

> 0 such that (3.1)

Uo)

which satisfies

the initial condition

= Uo.

We denote by U(t; to , Uo) the solution to 3.1 with initial value Uo = U(to).

Theorem

3.1.2 ( Global

Existence

and that for any positive constant
locally Lipschit z continuous

Theorem)

(13] Suppose A is a sectorial operator

T/, the function

in U for ( t , U) E W

f is locally Holder continuous

= (T/,oo)

in t and

x ya . Suppose further that

IIJ(t,U)II:S k(t)(1 + IJUlla)
for all (t. C) E W , where k(·) is a positive continuous

real valued function

on (ry,oo). If

to> T/ and Uo E ya , then the unique solution of (3.1) through (to, Uo) exis ts for all t

3.2

Stability

Theory

for Evolution

2: to .

Equations

In this section we will outline the stability theory for (3.1). Let A be a sectorial linear
opera.tor in Y and

f :W

.......}', where rV is a cylindrical

in R x Y L' (for some a < 1). A point
also stationary

point) if U(t)

= U*

u·

neighborhood

E ya will be called an equilibrium

is a solution of

dU +AU=
dt

of ( 77,oo) x { u·}

J(t, U),

t

> t0 ,

solution (or

22
i.e., if U* E D(A) and AU*

= f(t,

U*) for all t > t 0 .

A solution U on [to, oo) is said to be stable in ya if, for any
such that any solution U of (3.1) with IIU(to)IIU(to) - U(to)lla
Uo

= U(to),

<

E

uniformly fort~

uniformly int>

The solution
stable

Theorem

U(to)lla < 6 exists on [to,oo) and satisfies

stable, if U1 ..--. U(t; t 1 , Ui) is continuous

U(·) is said to be (uniformly)

asymptotically

0 as (t - ti)

-+

-+

stable if it is (uniformly)

+oo (uniformly)

3.2.1

for t 1 ~ t 0 and

[13] Let A and f satisfy the conditions described at the beginning of this
solution.

= f(t,

Suppose f can be written in the form
U*) + Bz + g(t, z)

where B is a bounded linear map from ya to Y and Jlg(t, z)II
in t > TJ, where f(t, U) is locally Holder continuous

= o(llzll

0 )

as /lzlla

-+

equivalently

of B - A lies m the half space {Re,\

in t and locally Lipschitz

< -,6} for so me (J > 0, or

if the linearization

-dz
+ Az
dt
is (uniformly)

asymptotically

asymptotically

stable,

- Bz

then, for the original equation,

the solution

U* zs

stable in ya.

3.3

Hopf Bifurcation

Theory

In this section we give the Hopf Bifurcation Theorem for a nonlinear evolution equation
containing

(3.2)

0,

in U on W.

If the spectrum

(uniformly)

-+

< 6, for some constant 6 > 0.

f(t, U* + z)

continuous

as U1

ti and ti ~ to.

section and let U* be an equilibrium

uniformly

in Y 0 at

t0 .

and (U(t; t 1 , Ui) - U(t))

IIU1 - U(ti)lla

> 0, there exists 6 > O

for all t ~ to; that is, if Uo ..--. U(t; to, Uo) is continuous

The solution U is called uniformly
U(ti),

E

a single parameter

v

dU

--;_jj+AU=

f(U,v).
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We assume that
(i) A : V(A) CY

Y is a sectorial operator

-+

(ii) For O:::; a:< 1,

f:

with a compact resolvent set.

WC Y 0 x R-+ Y, is continuously

differentiable,

where W is an

open set and that D2D1f exists and continuous.
(iii) U

= 0 is a stationary

point.

The solution set of (3.2) can be expressed in the form
~

Suppose

r = {(U(v),

= {(U,v)

EY

dU

dt

x R:

+AU=

f(U,v)}.

v} is a curve of solutions to (3.2). Suppose ( Uo, 110)= (U(vo), 110)is

an interior point on this curve with the property

that every neighborhood

of ( Uo, 110)in

Y x R contains solutions of (3.2) which are not on the curve r. Then (Uo,110)is called
a bifurcation point with respect tor . Solutions of (3.2) near (U0 ,vo) and not on r, are
often loosely referred to as bifurcating solutions or the bifurcation set.

Theorem

3.3.1 (Hopf Bifurcation

Theorem)

given above hold. Assume further that L(v)
toy•

:=

[13]Suppose that assumptions (i) - (iii)

-A+Duf(O,v)

is a linear operator from y•

where y• is the complication ofY and L(v) has C 1 -curve of eigendata, (,\(11),¢>(11))

where -\( v) is an eigenvalue and ¢>(
v) is the corresponding eigenfunction with
(a) -\(110)= ±i/3, /3 > 0,
(b) IRe-\l 2: c > 0 for all A E a(B(v 0)) \ {±i/3},
( c} Re-\' (Vo) -:f.0 (transversality condition).
Then there is a C 0 -curve in W x (-€

+ 21r, 27r + E),
/3

a: t--- (u(o:),v(a),p(o:))

/3

E W

X

(-€

271"21r

+ /3' /3 + €),

such that U(a) is an initial condition of a periodic solution to (3.2) with period p(a).
21r
U(o:)
Moreorer , U(O) = Re(¢>(v0)) , p(O) = - , v(O) = 11
-+ Re(¢>(vo)) as a ----0.
0 and -/3
a
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3.4

An Example

In this section we give an example which illustrates how the abstract theory developed
rn this chapter can be applied to a model based on partial differential equations.
particular

The

model under consideration is based on a simplified version of the equations of

chemical reactor theory (see for example, [2] [4] and [35]).

OU

o2u

ot

(3.3)

ox2 +au+bv+f(u,v),

u(O)=u(1r)=O

ov
ox
+cu+dv+g(u,v),
2

v(O)=v(1r)=O

2

Nov

ot

Here a, b, c, d and N are constants with N > 0. We assume that
locally Lipschitz continuous functions in u, v and of order O(JuJ 3
We assume further, that a < l < d and n 4
integer n

~

-

n 2 (a

+ d) + (ad

f and

+ JvJ3 )

g

are smooth,

as ( u, v) - (0, 0).

- be) > 0 holds for every

l.

We begin by rewriting (3.3) as an evolution equation.
and define W(t)

= (U(t),

(Banach) spaces Xx

Let U(t)

= u(-,t),

V(t)

= v(-,t)

V(t)). Then Wis a function from [O,oo) to a product of function

Y. The system (3.3) can be written in terms of Was

W'+AW=F(W)
where A is the linear operator

and the nonlinear operator F is given by

F(W)
We take X

=Y

= (aU + bV + f(U , V),

cU + dV

+ g(U, V)).

= L 2 (0, 1r). Then the domain of the operator

A, V(B) is the set of all

functions in H 2 •2 (0, 1r) x H 2 •2 (0, 1r) satisfying the boundary conditions.

By the facts on

sectorial operators from Chapter 2, A is a sectorial operator in L 2 (0,1r) x L 2 (0,1r).
If we apply the imbedding theorem, Theorem 2.4.1, we obtain
3

Cl'>-.

4
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Thus the nonlinear part F maps an open subset S of Yc,xyc,

Fis continuously differentiable.

to L 2 (0, 1r)xL 2 (0,1r). Clearly,

Therefore by the local existence theorem, Theorem 3.1.1,

there exists a unique solution W of the problem (3.3) which is defined in an interval (0, T).
We next investigate

the existence of a Hopf bifurcation

Since (0, 0) is an equilibrium solution, the linearization

W' +AW=
where G(W)

= (aU + bV,eU + dV).

as the parameter

at (0, 0) is given by

G(W)

The linearized eigenvalue problem is

(B - G)W

= .\W

which, when given in terms of the partial differential equations,

Uxx + (,\ + a)u

(3.4)

+ bv =

0,

0

Vxx+cu+(.\N+d)v=O,
u

=v =0

at x

<x <

has the form

7r

O<x<1r

= 0,x = 1r.

This system can be reduced to a system of first order differential equations.

Ux = q, v

= rand

N varies.

Let u

= p,

Vx = s. Then (3.4) can be written in the form of a matrix system

4>'=

0
-(,\+a)
0
(
- e

where 4>= (p, q, r, sf.

The eigenvalues

0)4>

1
0
0

0
-b
O
0
1
O -( ,\ N + d) 0

a of this

4 x 4 matrix are solutions of the following

fourth degree equation
(3 .5)

a4

+ [(.\N + d) +(.\+a)

Ja2 + (,\ + a)(,\N + d) -

be= 0.

Because of boundary conditions, eigenfunctions are constant multiples of the sine function.
Thus, we have a 2

= -n

2

;

n

= 1, 2, ....

n(a - n 2 ) J + (a - n 2 )(d - n 2 )

-

Therefore (3.5) is equivalent to N .\2

+ >.[d -

be= 0. We can solve for,\ which is given by

,\ = - B ± JD - 4 N be
2N

n2

+
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where B = (d - n 2 )

+ N(a

- n 2 ),

D = ((d-

n 2 )-

d-1
1-a

N(a - n 2 ))2. For N* =--,there

a pair of pure imaginary eigenvalues A = ±i(3, where

(3 =

J(d -

since a < l < d. The transversality

l )( ( a - l )( d - 1) - be) >
0
N(l - a)

condition holds
I*

Re(.X (N ))

(l-a)2

= 2(d _

Therefore, the zero solution is asymptotically

l) > 0.

stable for N > N* , but becomes unstable

as N decreases to N* and there is a Hopf bifurcation at N* .

is
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Chapter

4

The Free Boundary

Problem

In this chapter, the results on the existence of solutions to abstract evolution equations.
which were outlined in Chapter 3, will be applied to show the existence and uniqueness
of solutions to the free problem given in Chapter 1.
Let Q be the set Q
0

= {(x, t)

: 0 < x < 1, t > 0} and let so be a number satisfying

< so < 1. Using the Heaviside function, we combine v_ and v+ into a single function

v and rewrite the free boundary problem ( 1. 7) as a problem with an internal interface in

the form

Vt = Vxx - 2v + H(x - s(t))
Vx(O,t)

(4.1)

v(x, 0)

= 0 = Vx(1, t)
= vo(x)

for t > 0,
for 0

ds
dt

= c(v[s])
s(O) = so.
T

in Q,

< X < 1,

for t > 0,

Here H( x) denotes the Heaviside function , defined by the equation
H( )
y

={

1 if y > O

O if y ~ 0.

The velocity of the interface is given as in ( 1. 7) by

c(v)=

2(4v-l)
J(3 - 4v)(l

+ 4v)

Note once again that we are using the notation v[s] = v(s(t), t) when the bivariate function

v( x , t) is restricted to values along the curve x

4.1

Abstract

= s(t).

Formulation

Theorem 3.1.1 from Chapter 3 will be used to show the existence and uniqueness of
solutions.

In order to do this, we must first formulate the problem ( 4 .1) as an abstract
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evolution equation of the form (3.1 ). A superficial inspection of the problem ( 4.1) suggests,
that if we define U(t) to be the ordered pair U(t)

= (v(·,t),s(t)),

then an abstract formu-

lation , similar to the one used in the example at the end of Chapter 3, will be possible in
terms of an ordered pair of functions oft with values in a product space X
is a function space and Y is the set of real numbers.
possible to satisfy the requirements
this straight-forward

X

Y , where X

However, as we will show, it is not

of Theorem 3.1.1 with such a choice. In order see why

approach fails and, at the same time, to motivate our treatment

of

this problem in abstract form, we will first investigate the nature of these difficulties.

If v(x,t) is a solution to (4.1) then for each t, v(-,t) can be regarded as a function (of

x) belonging to a Banach space X of functions (function space) each of which satisfies the
Neumann

(zero flux) boundary conditions.

Note that the boundary conditions are built

into the definition of the space, that is to say, each function in the space X satisfies the
boundary

U(t)

:=

conditions.

Now define, as in the example, V(t) := v( ·, t), V : [O,oo)

(V(t), s(t)), then U(t) is a mapping from [O,oo) to X

free boundary

problem (4.1) can be written in abstract

X

--->

X and

R. In these terms, the

form as an initial value problem

for a two dimensional system

(4.2)

Uo =

dU +AU= F(U),
dt

(

v05( x) )
0

where the operator

A can be represented

A=

(

in matrix form by

:)

d2
dx

--+22
0

and the nonlinear operator F is given by

F(U) _

Fi(V,s)

- ( F,(V,s)

·-

H(·-s))

) .- ( ~c(v[s])

.

If U E H 2 ·P(O, 1) x R , then AU is in LP(I) x R for any p, 1 :::;p:::; oo. Thus A can be
viewed as a map from V(A) into LP(O,1) x R, where the domain V(A) is the closure in

H 2 ·P(O, 1) x R of the set of functions that satisfy Neumann boundary conditions on the
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boundary

(see Chapter

2). We will use the notation

V(A)
to indicate

this situation.

{)

= H 2 •P[(O,1); - = OJx
ox

for 1 :'.Sp:S oo

From the facts about sectorial

from Chapter 2, we know that -d
and 1

R

2

/dx 2 +2 is asectorial

operators,

operator

given in section 2.4

in LP for any¢ E [

7r

31r

, ]
2 2

:Sp< oo. Thus A is a sectorial operator in LP(O,1) space and, moreover, for some
a the mapping (A+ aI)0t is well defined for every a, 0 :s;a < 1,

positive constant

y0t
The nonlinear

:=

V((A

+ alf)

C H 1 ·q(O,1)

n C 1 (0,

1)

for

q

2'.p.

part F is a map such that

F: 5 c yo, x R _. LP(!) x R
where S is an open subset of yo, x R.
existence

of solutions,

and is continuously
inequality

In order to apply Theorem

3.1.1 to show the

we must first verify that F satisfies a local Lipschitz condition

differentiable

in U. This means we have to show that the following

holds:

or equivalently,

that for U1 = (Vi,s1), U2 = (Vz,s2) E 5, the inequalities

hold, where J( is a (Lipschitz)

constant.

The difficulty here comes in trying to find a p for which all of the required conditions
can be satisfied.

\Ve will show this by considering three cases:

Ca.se 1. If we take p = oo, then we have Y := L 00 (0, 1) and
A: D(A) C Y

xR

~

Y

xR
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with domain

= H 2•

00

V(A)
The nonlinear part, F: SC Y 0

X

[(0, 1);

:x=

OJx R.

R-+ Y x R is locally Lipschitz continuous on S, where

S is any open subset of Y 0 x R. By the imbedding theorem, Theorem (2.4.1), we have
that

Y° C H 1 •00 (0, 1) for a > 1/2.
Let SC

H 1 •00 (0,1) x (0,1) and suppose (V;,si) ES

s1) - H(x - s2)/100

= 1 for

for i

= 1,2.

Then since /IH(x -

any S1 =/-s2, it is not possible to find a constant ]( such that

F1 satisfies ( 4.3)

Thus, Fi is not locally Lipschitz continuous in norm of L 00 (0, 1) and hence neither is F
in Y.
We will now look at the possibility that F satisfies a local Lipschitz condition where
the first component lies in some integrable function space LP(O,1).
Case 2. We first consider the case p
V(A)

= land

= H 2 •1 [(0, 1);

Y

= L 1 (0, 1),

:x=

then

OJx R

and by the embedding theorem, Theorem 2.4.1,

Y° C H 1•1 (0, 1) n C 0 (0, 1) for a

> 1/2.

Thus, if we choose an open set S ~ (H 1•1(0, 1) n C 0 (o, 1)) x (0, 1) and let (Vi, s 1), (Vi, s 2 ) E

S, then the first component of F satisfies

IIF1(Vi,s1) - F1(Vi,s2)lli

=

=

IIH(· - s1)- H(· - s2)lli
1
IH(x - s1) - H(x - s2)I dx

fo

and we see that an inequality of the form ( 4.3) is possible for F 1 .

= ls1 -

s2I
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In this case, the problem comes up when we try to deal with the second component

F2. Here for a similar pair of points (Vi,s

1 ),

(Vi,s2), we have by the mean value theorem

applied to c(v),

for some ( between v1 (s1) and v2(s2). At this point, however, we are unable to apply the
mean value theorem again to produce an inequality of the form (4.4). The reason for this
is that the½

can only be assumed to belong to C 0 (o, 1).

It follows that for

Fi we are unable to satisfy the inequality (4.4) and, as a result, it

is not possible to conclude that F satisfies the required Lipschitz condition.
Case 3. We conclude by considering the case where 1 < p < oo and Y

= LP(O,1) and

hence

8
= H 2•P[(O,l); ox
= OJX

V(A)

R

By the embedding theorem, Theorem 2.4.1 , y a satisfies the inclusions

y a cH

2

·P(0, 1) for 1--;;

1

< 2a-2

1

' q~ p

and
1

ya C cv for O < v < 2a - -.
2
In particular,

ya c H 1 ,q(O, 1) n C 0 (o, 1) when 1 >a>

1 3

,
4 4-

1
q)
2

3 3

1
q).
2

max (

ya c H 1 ,q(O,1) n C 1 (0, 1) when 1 > a ~ max (

4, 4 -

and

3
We choose the later case 4

<

a

< 1 (in anticipation of the need to differentiate

inequality (4.4) as in case 2 above)

ya c H 1 •q n C 1 (0, 1).

v for the
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With this choice, we have for (V;, s;) E H 1 ,q n C 1 (0, 1) ( i

= 1, 2),

11~
2

1 dsll/p

<

ls1 - s2l 1/P.

From this, we see that the most that can be obtained
Holder continuous

with exponent

in this case is that F1 is locally

1/p; however, thls is not sufficient for the result in

Theorem 3.1.1 which requires that F be locally Lipschitz continuous.

It follows from the considerations in these three cases, that the function F cannot be
made to satisfy locally Lipschitz condition in any LP space for 1

4.2

Regularization

of the Free Boundary

In order to overcome the problems encountered

~ p ~

oo.

Problem

in the previous section, we will con-

struct a regular problem, to which the existence theory of Chapter 3 applies and which is
equivalent to (4.1). The idea is to introduce a change of variables for v which produces an
equivalent system in which the nonlinearity

F satisfies the conditions of Theorem 3.1.1.

vVe now introduce a change of variables by defining

w(x, t)

:=

v(x, t) - 1 (x,s(t))

where

foG(x,y)H(y1

1 (x,s) :=

a(s)

:=

conditions

~} (0) = 0 =

~~) ( 1).

G(x,y)dy,

1 (s,s)

and G(x,·) is the Green's function for the operator
boundary

1
1

s)dy =

P :=

-(d~
-2)
2

with Neumann

Then we obtain the following problem from
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(4.1)

= G(x,s(t))

Wt+ Pw

c(w[s] + a(s(t))

Wx(O,t) = 0 = Wx(l,t)

= wo(x)

w(x,O)

(4.5)

ds
'dt =c(w[s]+a(s))
s(O) = so
The relationship

between two problems (4.1) and (4.5) is made explicit in the next

lemma.
Lemma

4.2.1

The pair of functions ( v(x, t), s(t)) solves the free boundary problem (4-1}

ij and only if ( w( x, t ), s( t)) solves the problem (4. S) where
w(x,t) := v(x,t)-

Proof: Let JV
P

=

-d 2 /dx

2

=

+ 2.

-PV

+ H( · -

,(x,s(t))

s ), where the differential operator P is defined by

The Green's function for the operator

P, with Neumann boundary

conditions, is given by

G(x, y)

=

1
v'2
2 sinh

and hence G(x, y) E H

1

00

•

V2
2

{ cosh\!'2(1-y)coshv'2x

for O < x < y

cosh y"2y cosh v'2(1 - x)

for y < x < l

([0, 1] x [O,1]). Defining the function,:
1

1 (x,s) :=

1

fo G(x,y)H(y-

we have that ,( ·, s) is a solution to JU

1

[O, 1] x [O,1]--+ R by

s)dy =

= 0, that

G(x , y)dy,

the function ~:

= -G(

x. s) is continuous

and that a( s) is continuously differentiable.
Then, differentiating

Wt

with respect tot and using the substitution

a, ds

=

Vt-

=

-Pv+H(,-s)+-G(x,s)c(v[s])

--

OS dt
1

T

=

-P(v-

1
1 (·,s ))+-G(x,s)c(w[s])+,(s,s))
T

=

-Pw

1
+ -G(x,s)
T

c(w[s] + a(s)) .

w

= v-

1 , we obtain
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Further, the boundary values are given by

Wx(O,t)

a,
- ax (0)

= Vx(O,t)

f1 aG
= Vx(O)- ls ax (0, y)

dy

=0-

0

= 0,

and

Wx(l)
.

= Vx(l)

aG

a,

- ax (1)

= Vx(l)

-

f1 aG
ls ax (1, y) dy = 0 -

0

=0

aG

srnce ax (0, ·) = 0 = ax (l, ·).
Thus (4.5) is equivalent to the free boundary problem (4.1).

4.3

Existence

and Uniqueness

D

of Solutions

We are now ready to apply Theorem 3.1.1 show the existence of a solutions for the
free boundary problem ( 4.5). This will guarantee the existence of a solution for the ( 4.1)
because of Lemma 4.2.l. The regular free boundary problem can be written as an abstract
nonlinear evolution equation.

Proceeding now in the usual fashion, for each t, we regard

w(·, t) as a function of x belonging to a Banach space X of functions satisfying Neumann
boundary
setting

conditions on the boundary of the interval (0, 1). Define W:

W(t)

w(,, t) and U(t)

:=

(W(t),s(t)).

U:

Then

[O,oo)--+ X by

[O,oo) --+ XX

Rand

we

consider the initial value problem

(-1.6)

dU

_

__

- +AU=
dt

F(U),

where, as before, the operator

_

U(O) ==

(

W(O))
s(O)

A=

__

=

)

:)

--+2 2
dx

(

0

F(U)

( vo(x) - ,(x,so)
so

A can be represented in matrix form as

d2

and the nonlinear operator

==

F is

given by

( F1 (W,s))

-

F2(W,s)

:==

( ~G(x,s)c(w[s]
T

1

- c(w[s]
T

+ a(s)))

+ a(s))

.

Theorem 4.3.1 Under the conditions described above, there exists a unique solution to

the regular free boundary problem (4.5) and hence also to (4, l}.

35
Proof: . We take Y to be the space of square integrable functions Y
operator

= L 2 (0, 1).

The

A given above, satisfies
A: V(A) C Y

x R-+ Y x R

where
V(A)
By Theorem 2.3 from Chapter
operator

= H 2 •2 [(0, 1); !_ = OJx
ax

R.

3, A+ µI is invertible for µ > O. Thus A is a sectorial

in L 2 (0, 1) x R.

In order to apply the imbedding

theorem, Theorem 2.4.1, we must find an a E [O,1)

such that the nonlinear term F( U) in ( 4.6) is a locally Lipschitz continuous mapping from

Y 0 x R to Y x R. If we apply the Theorem

2.4.1, then in terms of a, we have
1

Y o C H 1 •2 (0, 1) for

2 < a,

c C"(O, 1) •10f 0 <
_

< 2O'. -

and
Y0

Thus, for

3

4< a <

V

1
2,

1, we have

Y° C H 1 •2 (0, 1) n C1(0, 1).
The non-linear part

F satisfies

_

F(W,s)

= ( F_1 (W, s) )
F2(W, s)

: 5 C Y 0 x R-+ L 2 (0, 1) x R

where

Fi(W,s)=
Thus we can take S

1
-G(x,s)c(w[s]+a(s))
r

= (H 1 •2 (0,l)nC(0,1))

We need to verify that
following inequalities hold

F satisfies

and

F2(W,s)

1
= -c(w[s]
+ a(s)).
r

x (0,1). Clearly, F(W,s)

E L 2 (0,1) x R.

local Lipschitz condition that is, for

U1,U2E 5

the
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or equivalently,

that for

U1 =

(W 1 ,s 1 ),

U2 =

(W 2 ,s2) ES, the inequalities

hold, where ]( is a (Lipschitz) constant.
We first calculate norm of

F1 .

I·

+ .!_
laG
T
as ls1 -

s2I · lc(w2[s2]+ a(s2)) I.

Here~ is between w1[s1]+ a(s1) and w2[s2]+ a(s2), ( is between s1 and s2.
exist and bounded since c and a are continuously

differentiable.

Also,

w E H 1 •2 (0, 1). Taking a norm and applying Holder inequality we obtain

Wx

acand
au

da
ds
exists since
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where k 1 is constant.

It follows that

where k 2 is a constant.
Since
and

GE H 1·

00

([0, 1] X [O, 1]),

JJGJJ
< oo and
00

II~~<
1/

oo. Also,

WE H 1·2 (0, 1), c

00

II!:Jl

are bounded by constant.

Therefore

00

for some positive constant K. Hence

F satisfies

a local Lipschitz condition.

Furthermore,

{; satisfies the estimate
1

< -; (1 + IIGlloo
) · Jlc(w[s]
JJFJIL2(0,1)xR
+ a(s))IIL2(0,1)xR
1

1 , 2 (0,1))
< -; (1 + JJGll
oo) · IJcll
oo·(Jal+ JJWJIH

< k ( 1 + IIWIIHl,2(0,1))

for some constant

k.

By the global existence theorem from Chapter 2, for an initial value U(O) E Y°' x R,
there exists a unique solution W which is defined for all t > 0. Therefore we have a unique
solution of the abstract

nonlinear evolution equation ( 4.6) and ( 4.2).

But, in fact, we can show that we have a classical solution of ( 4.1).
it is necessary

to show that

P

is continuously

differentiable.

To see this,

Let (W 1 , s 1 ) E S where
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=

S

(H 1•2(0, 1)

derivative of

n C 1(0, 1))

F and

E Ct(O, 1) x (0, 1). Taking the

evaluating at (W 1 , St), we have

For (W1,s1) E ct
and

x (0, 1). Certainly, (W 1,si)

X

1 {)
-G(x,s1)c(w1[s1]
T 0S

+ a(s1))

+ ~G(·,s1);:(w1[s1]

+ a(s1))

(0,1) and (W,s) E ct

X

( w1Js1] s

+ ~:(si)

R , DF1(w1,si)(W,s)

s

+ w[s1J)

E L 2 (0,1)

X

R

DF2(W 1,s 1)(W,s) E L 2 (0,l) x R since WE Ht• 2 (0,1) and G is bounded. Clearly ,

DFt(W1, s 1 ) and DF2(W 1, st) are linear. Thus, DF(Wt, st) is a linear map from ct x (0, 1)
to L 2(0,1) x Rand

denoted by DF(Wt,si)

that the mapping (W 1 ,si)

f-+

E .C(C 1 x (0,1),L 2(0,1) x R). Now we show

DF(W 1,s 1): S---+ .C(C 1 x R,L 2(0,1) x R) is continuous.

Since
{)
- G(-,si)
0s

cosh v'2St
~
= v'2
. v'2 coshv2(·)
2 smh 2

and G(·,St) belong to L 2(0, 1), the mapping St

:s

G(·, St) is continuous between (0,1)

f-+

ac [

.
and L 2 (0, 1.) The mappmgs
(W 1,st) f-+ c(wi[s 1] + a(s 1)), (W 1,s1) f-+
)w1 St l + a(st))
0
da
.
and (W 1, si) f-+ wx[st] + -(st)
are contmuous from ct x (0, 1) to R.
ds
Finally we need to check whether s 1 f-+ w[s 1] is continuous from (0,1) to .C(Ct(o, 1),R).

We define J(s) w := w[s] and St,S2 E (0, 1). Then,

We have

Therefore the mapping St

f-+

w[st] is continuous from (0,1) to .C(Ct(o, 1),R).

Hence the nonlinear part (; is continuously

differentiable . This implies that there

exists a unique classical solution to the free boundary problem ( 4.1 ).

D
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Chapter

5

Bifurcation
In this chapter, we give the main result of the dissertation,
solution of the boundary

which is that a time periodic

problem (4.1) bifurcates from the equilibrium

solution when a

complex conjugate pair of eigenvalues of ( 4.1) crosses the imaginary axis. To show this,
we will make use of the linearized bifurcation theory outlined in Chapter 3.

5.1
Setting v(x,t)

Equilibrium

Solutions

= v*(x), s(t) = s* and the time derivatives in (4.1) equal to zero we

obtain, for the equilibrium solution, the following system of equations
2

0

d v*
= --dx 2

2v*
-

d2 v*

= dxi - 2v+ + 1,
= c(v*(s*))

0
0

(5.1)
v:_(s*)

<

x

< s*,

s* < x < 1,

= v+(s*)

dv:. (s*)
dx
v*

0

= dv+ (s*)
dx

v*

= 0 = -(1)
dx

-(0)
dx
where c(v) is given by

c(v)
Lemma

(5.2)

5.1.1

=

2(4v - 1)
J(3 - 4v)(l + 4v)

The unique stationary solution (v*,s*) to {5.1} is given by,
1

v:_( x)

=

v+(x)

=-

s*

1
2

4 cosh

v'2

4cosh

2 s*

J

cosh( v'2x)

2(1-

s*)

coshv2(1-

Q

x)

+ ~2

:S X '.Ss*

s* '.SX '.S1
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Proof: Our approach is to first find an equilibrium
problem (4.5).

Then the equilibrium solution (v*,s*) for (4.1) can be obtained by the

= w*(x) + 1 (x,s*).

v*(x)

relationship

solution (w*,s*) to the regular

We recall the regular free boundary problem ( 4.5)

Wt= Wxx- 2w

1

+ -G(x,s)c(w[s] + a(s)),
T

wx(O,t)

=

Setting w(x, t)

w(x,O)

= wo(x)

ds
1
-d = - c(w[s] + a(s)), s(O) = s0 .
t
T
w*(x ), s(t) = s* and the time derivatives equal to zero, we obtain

the following stationary

problem

2

0

= 0 = wx(l,t),

0 < x < 1, t > 0

d w*

= -dX 2

-

1
2w* + -G(x,s*)c(w*(s*)

+ a(s*)),

T

(5.3)

0

0<x < 1

= ~c(w*(s*)
+ a(s*))
T
w*
w*
dx ( O) = O = dx ( 1)

Taking the second equation into account, the problem reduces to
0

d 2 w*

= --;f;;- dw*
dx

2w*,

0<

X

<1

dw*
dx

-(0)

= 0 = -(1)

The unique solution w* of the above problem is a trivial solution w*
second equation of (5.3) we have c(w*(s*)

+ a(s*))

= 0.

From the

= 0 which implies that c(a(s*)) = 0.

Therefore, taking into account the form of c(v), we see that a(s*) must satisfy the equation

4a(s*)- l

= 0 where

given bys*

= 1/2.

a(s*)

= sinh 2v'2s* /4

sinh y'2 . The unique solution to this equation is

Therefore the unique equilibrium solution of the regular free boundary

problem ( 4.5) is ( w*, s*)

= (0, 1/2)

and, consequently, the unique equilibrium solution of

the free boundary problem (4.1) is (v*(x), s*)

= (,(x,

1/2), 1/2) . We note that 1 (x, 1/2).

0
5.2

Linearization

In order to use the bifurcation theory in Chapter 3, we need to linearize ( 4.1) about
the equilibrium

solution (5 .2). Since the Heaviside function of the problem ( 4.1) is only
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differentiable

in the sense of distributions,

we will linearize the regular problem ( 4.5)

instead to get a linearized problem.
We recall the formulation of the regular free boundary
equation given in the previous chapter. Letting w(x, t)

problem ( 4.6) as an evolution

= v(x, t)-,(x,

s(t)), W(t)

= w( ·, t)

and U := (W(t), s(t))T, we have

dU
dt

+ AU=

F(U)

U(O) = (W(O), so)
where the linear operator A is given by

d2

A=

(

~)

--+2 2

dx

0

and the nonlinear operator Fis given by

- _
F(U)

=

U: [O,oo)-+

Here we have

( F1(U))
_ _
F2 (U)

=-

H 2 ·P[(O,1);

lx = O]x R because

1 ( G(x,s)c(w[s]

+ a(s))

c(w[s] + a(s))

T

)

·

W: [O,oo)-+ H 2 ·P[(O
, 1);

lx =

OJ.
From Lemma 5.1.1, the unique equilibrium solution of ( 4.6) is given by U* = ( w*, s*) =
(0, 1/2) . We will show that

F has
F(U

where B

R(W,s)

=

+ U*) = F(U*)

B(O,½) is a bounded

= o(ll(W,s)II)

an expansion about this equilibrium solution in the form

+BU+

R(U)

linear map from H 1 •2 (0, 1) X R to L 2 (0, 1) X R and

as ll(W,s)IIH1,2(0,1)xR-+ 0.

The next lemma gives the form of the linear part of the nonlinear operator
Lemma

5.2.1

F.

The nonlinear operator F in (4.6) is a mapping from H 1•2 (0, 1)

L 2 (0,1) x R which is continuously differentiable as a function of(w*,s*).

DF(O,

½):=

B,

X

R to

Moreover
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B is a linear operator from H 1 •2 (0, 1) x R to L 2 (0, 1) x R which is given by the formula
_
BU= B(W,s)

4 ( G(x,½)· (;!l·s+w[½J+a(½)))

= -T

(a'(½)· s + w[½J+ a(½))
da

where ds ( ½) =

v12
).
4 tanh( 72

Proof: In Chapter 4, we showed that

F is continuously differentiable in an open subset

Wof H 1•2 (0,1) x R. Thus we choose W to a neighborhood of the point (w*,s*)

= (O,½)

then F is continuously differentiable in ( w*, s*).
We substitute fj = U + fj• into (4.2) where U + fj• = (W + 0, s + ½). Since

G(x,s)Fi(U),

it is sufficient to find the linear part of

F'2.Expanding

Fi(U) =

Fi(W + O,s +½)in

a Taylor expansion about the point (0, ½), we obtain
T

F2(W + 0,s + ½)

=

c(w[s + ½J+ a(s + ½))
c (a(½)+ 4(w[s + ½J+ a(s + ½)) + r2(W,s)

=

c(a(½)+4a'(½)·s+w[½J)

+R2(W,s)

where r 2 and R 2 denote remainder terms. We have used the facts that Fi(O, ½) = c( ½) = 0.
In summary, the linearization of the function

A

is given by

where
D F2( U..)U =

We next expand

F'1 in a similar

~ (a' ( ½) · s + w [½]+ a(½))

.

manner, using the relationship F'i(U)

and obtain

i'i(W + O,s + ½)

=

G(x,s

+ ½)F 2 (W +

O,s + ½)

= G(x, s)F2(U),
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where

.Fihas

and R1 denote remainder terms. In summary, the function

r1

a linearization

in the form

where DF1(U*)

= G(x,s*)DF2(U*).

In order to complete our analysis of the linearization
to show that R 1 (W, s)
remainder

= o (W, s)

and R 2(W, s)

of the components

= o (W, s ).

of

F, we need

Consider first the case of the

term R 2 given by

Written in terms of w and s, R2 has the form

rR2(W,s)

= c(w[s+½ J+a (s+½))-c(a(½))
1
- 4 ( da
ds ( 2)
.s

+ w [ 21] + a( 2)1 )

Since a( s) is continuously differentiable and thus lims-o

a( s

+ .!.2 ) s

.

a(.!.)
2

da

= -ds ( ½), we can

write

where a1(s) approaches zero ass_.

0.

Taking norms in L 2 (0, 1) x R , we have
T

IIR2(W,s)JI

= llc(w[s+ ½J+ a(s + ½))- c(a(½))
da

I

- 4 ( ds ( z) · s

1

1
+ w[2 l + a( 2)
)II

< k1llw[s+ ½J+ a(s + ½)- ~:(½)s - w[½J- a(½)II
< k1(IJw[s+ ½J- w[½JIJ
+ lla(s + ½)- a(½) - ~:(½)sll

< k1(K(w)+la1(s)l)lsl
< k1(K(w) + a1(s))(lsl + IIWIIH1
,2(0,l))
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where k 1 = max(JJdc/dvJJ 00 ,4) and K(w) = maxJJwxJluco.i) with K(w)---+ 0 as w---+0. If
we let

c(w,s)=

1

-(K(w)+a1(s)),
T

then we have from the above calculation that
JJR2(U)Jluco,1)xR ~ k1. E(w, s) IJ(W,s)IIH1,2 (0,l)xR·
That is,
IJR2(W,s)IJuco,1)xR __,.O
JJ(W,s )JIH1,2 (0,l)xR
as

(W , s)---+0. Therefore R2(W,s)

= o(W , s).

We now estimate R 1 (W,s).

R1(W , s)

=

i\(U+U*)-G(x,½)DF2(lf*)U

=

G(x, s

=

(G(x,s

+ ½)(DF2(U·)U + R2(U))

- G(x, ½)DF2(U*) U

+ ½)- G(x, ½))DF2(U*)lf + G(x , s + ½)R2(U).

Since the Green's function G(x , y) is in H 1·00 ((0,l) x (0,1)) we can write G(x,s+

G( x, ½)=

sG where G is bounded

IJR1(W, s)/luco.1)xR ~

If we define ((s)

:=

sG then

. Therefore R 1 can be estimated by

/sGI/J(W,s)IIH1,2(0,1)xR+ JJGJJooIJR2(W,s)JIL2(0,1)xR·
we have

((s) ----0 ass--+

JJR1(W,s)Jlu(o ,1)xR ~ /((s)/
JI(W, s )Jlu 1,2(0.1)xR
Therefore R1 (W , s )

R(W,s)

= o(W,s)

½)-

= o(W. s ).

0 and

+ JJGllooIJR1(W,s)JJL2(0.1)xR.
JJ(W,s )JIH1·2(0,1)xR

Combining the results for R 1 and R 2 we have proved that
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Therefore the linear part of F is

Clearly, Bis a linear operator from H 1 •2 (0, 1) x R to L 2 (0, 1) x R.

D

Therefore, it follows that the linear part of the regularized problem (4.6) is given by

By a simple calculation,

we see that the above linear equation is equivalent to the system

of partial differential equations

(5.4)

5.3

Linearized

Eigenvalue

We next consider the question of determining

Problem

the eigenvalues of the linear operator

which appears in problem (5.4). Given a complex number>. , a nontrivial pair (<I>,g) E
d

H 1•2 [(0 , 1) ; dx

= OJ x

corresponding

to the eigenvalue >., if for the given >., the pair (<I>
, {!) satisfies the system

(0, 1) is said to be an eigenfunction

2

d <I>
4
--2<I>+-G(
x,-)
dx2
T

(5.5)

-4
T

(da
-(

ds

1
2
1
-2 ) {!

(

da 1
-(-)g+<I>()
ds 2

of the linear operator B - A

1 )
2

=>-<I>

+ <I>(
-21 )) = ,\ (!.

(Note that Neumann boundary conditions are implicit in the definition of the space .)
The next lemma establishes the relationship
tions corresponding
Lemma
problem

5.3.1

between the eigenvalues and eigenfunc-

to problem (4.1) and those of (4.5).

The pair (<I>,g)is an eigenfunction

corresponding

(5.5) if and only if the pair (¢,g) is an eigenvalue,

to the eigenvalue>.)

for

in the sense of distributions

,
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corresponding

to the eigenvalue >. for the following equation

d2</>

l

(5.6)

-dx 2 - 24>-b12 e

- (-c -)e +

where <f>(x)= i!>(x)- G(x,

(x,

½)=

-G(x,

(5.5) corresponding

dv•
dx

½)eand

Proof: We first note that (

!:

4

T

½)and

v*(x)

d\
-

2)

1

<I>(
-2 ))

= 1 (x, ½),
½)= -6

-2)G(x,

dx

(d~ 2

1

2

(!:) ½)
(x,

1 in the sense of distributions

= b½. Suppose

to>.. Then using the substitution</>=

('1>,g) is a solution

'1>- G(x,

d2'1>
( {)2
)
1
- 2 - 2'1>- 2 - 2 G(x, -)
dx
8x
2

d2ip
- 2 - 2i1>+ b 1
dx
2

•

because

2

e-

b1

2

•

½)g, we
e-

of

have

b1 · e
2

e

>.('1>- G(x , ½)e)

=

>.</>.

Suppose , on the other hand , that( </>,g) is a solution
tions , corresponding

of (5.6), in the sense of distribu-

to A. Then we have the following
2
d '1>
4
dx2 -2'1>+-;:-G(x

d2q>-2</>+
dx2

(

1

, 2)

da 1
d/2)e+

1 ))

'1>(2

2

( dx2-2
d

)

1
G(x , 2)e+G(x

, 21 ) ..\g

d2</>

-d 2 -2</>-b1
X

2

· e+G(x,½)..\g

A <I>+ G( X' ½)..\g
..\'1>.
This proves the equivalence
Because

of the particularly

to derive an explicit equation

D

of the two problems.
simple form of the system
for the eigenvalues.

of equations

We first consider

(5.6), we are able

the case where g = 0.
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If

(!

equals zero, then we have

with Neumann boundary conditions~:

(0)

=0 =

~!

(1). In this case, the operator ::

is self adjoint in H 1 •2 (0, 1) and thus the corresponding
Since we are primarily interested
(!

i= 0.

2

-2

eigenvalues (>.) are real.

in complex eigenvalues, we consider now the case

In this case, we can simplify the eigenvalue problem (5.6) by letting ef>
= cp/(! that

is,

d2¢> •
- 2 -2¢-81
dx

(5.7)

-4 (dv*
-(-)
T

1
dx 2

(5.8)

. 1
+ ¢(-)

.
. .
def>
with Neumann boundary cond1t1ons dx (0)

2

)

.X

2

def>

= 0 = dx (1).

We note that

dv* ( l) = da ( l) = v'2tanh _l__ .
dx 2
ds 2
4
V2
Suppose ef>(x)is a solution to the equation (5.7) with Neumann boundary conditions.
Substituting

the value ef>(½)
of this solution into the second equation

(5.8), we can then

solve the second eq uation for .\. To see this, we rewrite (5.7) in the form

The solution to this equation with Neumann boundary

conditions exists for Re.\ > -2

and has the form

¢>(
X)

= - GA(X ' ½)

where GA is a Green's function of the operator
conditions.

Substituting

d2

- dx 2

+ (2 + .X)with

Neumann boundary

into the second equation (5.8) we obtain an equation in A of the

form

The next lemma gives the solution to (5.7).
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Lemma

5.3.2

For fixed .X, the solution to(S. 7) is given by
.
</J(x)=

=

1

- 2+

.X- 2

L

COS (

(br)

2

k=l

Proof: If we take a Fourier cosine transformation

fl d2¢>
lo (dx 2 -

(2 + .X)¢>)cos( k1rx) dx

\'r)

+ 2 + .X cos(brx).
of ( 5. 7) then we obtain

fl
= lo

81 ; 2 cos( k1rx) dx.

Let c( k) be the Fourier coefficient of¢>,given by
1

c(k)

= fo ¢>(x)cos(brx)

dx.

Then by the integration of parts we have

1
1

d</> cos(br) - -(0)
d</> cos(O) - br
-(1)
dx

dx

.
-d</>
sm(brx)
dx - (2 + .X)c(k)

o dx

Using the boundary conditions for ¢>and integrating
[-(k7r)

2

by parts again, we obtain

= cos(k;)

2 - .XJc(k)

-

= cos(\"").

And solving for c(k), we get

c(k) - -

cos( h)
2
(br) 2 + 2 + .X

Thus, the solution to (5.7) is given by
(X)

¢>(x)

=

c(0)+2Lc(k)cos(k7rx)
k=I

L= (br cos(\,,.)
) + 2 + .Xcos(brx).

1
--- 2
2 + .X
k=I

2

D
By evaluating ¢>from the formula for ¢>in the above lemma, we find

(5.9)

• I

¢(:5.) =

1

-2+

~
1
.X - 2 ~ (2br ) 2 + 2 + .X

We shall show that this series represents either a cotangent or hyperbolic cotangent function.
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Lemma

5.3.3

The series (5.9) can be represented in the form
A

1
= -cot(rrz)
4rrz

1

¢( 2 )
where z

2

=- (

2
:/).
4

Proof: We are using the fact that

1

00

1rz cot 1rz

= 1 + 2z 2 • L
n=l

for z

f: ±n.

Let z 2

= - ( -2+,\)
.
41r2

Then for z 2

2+.x
f: - -2- we
41r

00

1

= - 2 + ,\ 1

- 2

z2 - n

+ .x-

2

have

1

,?;

(2k1r ) 2

1
21r2

00

1

I: k2 -

z2

k=l

= 41r
- 12- z 2 + -

1
(1rzcot 1rz - 1)
41r2z 2

-

1

41rz

J(½) =

cot(1rz).

1

cot ((

2i~

iv'20)
2

- ~cotl
2

h

(v2TI)
.

2

D
We can write find

¢(½)in

ip(-1)
2

1 -)
1 = ---= -G>-.(-2'2
2~

and thus the second equation

(5.10)

terms of Green function

-4
T

1

coth

(v'2+1")
2

( 5.8) can also be written

(v'2
4
-

1 -)
1 )
tanh - 1 - G>-.(-

V2

2'2

= >..
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5.4

Hopf Bifurcation

In this section, we will investigate
Theorem

5.4.1

changes in the eigenvalues as the parameter

Suppose the linear operator B-A

C 1 curve ofeigendata,

(>.(r),Z(r))

varies.

for the free boundary problem (4.6) has

where >.(r) is an eigenvalue and Z(r)

is the corresponding eigenfunction

T

= (<I>(r),l?(r))

such that

1. >.(Tc) = ±i/3o,/3o> 0,

2. IRe

>.I~

k > 0 for all >. E a((B - A)( Tc))\ {±i/3o},

3. Re(>.'(rc)) < 0.
Then there is a

c 0 curve

+ 1:,1:+ c),

in N( re) x (-E

such that Zc is defined in a neighborhood of Tc, N ( re) and is the an initial condition of a
periodic solution to (4.6) of period p. Moreover, Zo = Re(Z(rc)),

z
3/

and

--+

Re( Z( Tc)) as (

--+

p(O) =

2n)/3o,r(O)

= Tc

0.

We shall prove the above Hopf bifurcation theorem by showing the next two theorems.
Theorem

5.4.2

There exists a unique critical point Tc such that a pair of pure imaginary

complex conjugate eigenvalues appear at
Proof: We need to find a point
a pair pure imaginary

T

T

= Tc,

such that the linearized eigenvalue problem (5.7) has

complex conjugate eigenvalues.

Letting Re>.= 0 and Im>. =

/3-:/=
0 in

(5.10), we obtain that

(5.11)

and
00

(5.12)

l

/3(, 4 + 132+

E

1

(2 + 4k21r2)2 + 132 -

T)

4 = o.
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We must check that the equation (5.11) has a solution for /3. So define

T(/3)

:=

../2. 1
4 tanh 72 -

2
4 + /32 - 2

E
00

2 + 4k 2 1r2
(2 + 4k21r2)2 + /32.

Then evaluating T at 0, we get

T(O)

../2.

=

1
2

1

7-:')- - - 2"

-tanh(
4

v2

1

00

--~2+4k

21r2

k=l

'I; T2)- Go(½,½)
tanh(

V2 tanh (1r,;)- -V2 coth (1)r;;
4

v2

4

<0

v2

and
lim T(/3)

{3-oo

Furthermore,

T(/3) is a strictly increasing continuous function of /32 .

Thus, by the intermediate
that T(/30 )

= ../2.
tanh( b) > 0.
4
v2

= 0.

value theorem, there exists a point

The corresponding

value

/Jo, 0 < /Jo <

can be found by substituting

T

oo such

/Jo into

the

equation (5.12))
00

Tc

1
= 4 ( 4 + /35 + 2

Therefore there exists a unique

Tc

E

such that ,\( Tc )

We shall now examine what happens when
( v*,

1

)

(2 + 4k21r2)2 + /35 .

T

= ±ilm

,\( Tc)

decreases to

Tc

= ±i/3o.
and the stationary

D
point

½) loses stability.

Theorem

5 .4.3

There exists a unique isolated pair of complex eigenvalues such that ,\( T)

and ,\( T) cross the imaginary axis tmnsversely

as

T

decreases through

Tc.

Proof: We will use the Implicit Function Theorem, Theorem 2.2.1, to show the unique-

ness of pure complex conjugate eigenvalue. We define a mapping F using the terms in the
eigenvalue problem (5.5)
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The complex
eigenfunction

i/30 is an eigenvalue of F(<I>,>.,r) = 0 at Tc. Let 7Pa be an

number

corresponding

to ( i/30 , Tc). We need to show the following conditions

hold,

in order to apply Theorem 2.2.1
(i) FE

2 (0,1)

C(N,L

neighborhood

x C) and F('lj;0 ,i/3o,Tc) = 0 for (7Po,i/3o,rc) EN

N

is a

of('lj;o, i/30 ,rc) in H 1 •2 (0,1) x C x R+;

(ii) the derivative of F with respect to (<I>,>.)of D(<I>,A)Fis continuous

N

where

in a neighborhood

of (7Po,/3o, re) and D(<I>,A)Fis a mapping from H 1 •2 (0, 1) x C x R+ to L 2 (0, 1) x C;

and
(iii) D(<I>,A)F(
7Pa,i/30 , Tc) 1s an invertible

linear

transformation

from H 1 •2 (0, 1)

X

C to

L 2 (0, 1) x C.

If these conditions
solutions

hold, then by the Theorem

to the equation

2.2.1, there exists a continuous

F = 0, (<I>,..\)= (<I>(T), >.(r)), defined in a neighborhood

curve of

N(r c)

of Tc, such that <I>(rc) = 7Pa, >.(re)= i/30 and F(<I>(r),>.(r),r) = 0 in N(rc)- Moreover,
this is the only solution of F(<I>,..\,r) = 0 in N(Tc),
Let us begin by checking condition (i). Clearly, F('I/Jo,i/3o,Tc)= 0, since ('I/Jo,
i/3o,re) is a
solution of F. Since each component

of Fis continuous,

it follows that FE C(N, L 2 (0, 1) x

C).
We take the derivative of F(<I>,>.,r) with respect to (<I>,..\),
2

D(<I>,
,\,)F('!jJ,>.,r)(z,µ)

-d Z2 - 2z
dx

=

+ -G
4
r

(
where (z,µ) E H

1 2
· (0,

1 •2

1) x C.

(0, 1) x C to L 2 (0 , 1) x C denoted
D(<l>,AJF(
'I/J,>.,r) E

The mapping

1

-;: z(2) - µ

For ( 'lj.J,
..\,T) E H 1 •2 (0, 1) x C x R +, the operator
from H

4

( ·, -21 ) z(-21 ) - >.z - µ'lj.J)

D(<I>,A)F(
'I/J,..\,T) is a linear mapping

by

.qn 1 •2 (0, 1) x c, L 2 (o,1) x c).

('ljJ,,\,T) f-+ D(<I>,A)F('lj.J,..\,T)
is continuous from H

£,(H 1•2 (0, 1) x C, L 2 (0, 1) x C). Thus (ii) holds.

12
• (0,1)

x C x R+ to
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In order to verify that (iii) holds, we define
g(z,µ)

D(<f!,>..iF'('lj;o,i/Jo,Tc)(z,µ)

:=

2

-d

- 2z

Z

dx2

=

4
+ -G(
Tc

.
·, -1 ) z( -1 ) - µ'lj;o- i/Jo
·z
2
2

4

(

.

-T z(l)-

The mapping g is defined on S := {(z,µ)

µ

2

C

)

E H 1 •2 (0,1)

X

C / (z,µ,T)

EN}.

Thus,

g : S -. L 2 (0, 1) x C. We need to show g is linear, continuous, one-to-one and onto.
Clearly, g is linear and continuous with respect to (z, µ).

=0

To show that g is 1-1, we show that if g( z, µ)

then this implies that z

= 0 and

µ = 0. Suppose g(z,µ) = 0. Then we have the following problem
d2 z
- 2 - 2z - i/Joz - wl>o= 0
dx

dz

(5.13)

dz

dx ( O) = O = dx ( 1)

4

-z(½)
Tc
since </>o
= 'lj;0

-

=µ

G( ·, ½). The eigendata ( 'lj;0 , i/30 ) satisfies the following system of equations
d2 </>o

(5.14)

--

dx 2

- 2</>o
- 81
2

(5.15)
Multiplying equation (5.14) by </>o
and integrating

/1

2

r1

-

tanh(

,/2). The

=

i/Jo</>o

=

i/JoTc.

from Oto 1, we obtain

/1

2
2
- lo /(</>o)x/dx - 2 lo /</>o/
dx -</>o(½)= i/Jo lo /<l>o/dx.

We note that </>o(
½)=

and

-:

i/30

-

';

real and imaginary part of </>o(
½)is
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Therefore we have

../2
-tanh(~)

=

v2

4

11
o

2 dx - 2
1(4>o)xl

11
o

2 dx
l4>ol

and

2dx.
-Tc4 = !al
J4>ol
0
We now go back to the equation (5.13), multiply </>o
and integrate

from O to 1, then

we obtain

11

d2 z
(o dx 2

Using integration

11l</>ol
2

o

!alz</>o(x)dx
= 0.

dx - if3o

o

by parts and taking the boundary conditions into account, we get

1
1

o

2

Substituting

2z)4>o(x)dx
- µ

-

dd ~

d2</>o
- 2 - 2</>odx - if3o
dx

laz </>odx = µ la </>odx.

z
0

2</>o
= b1

-

X

1

1

z(b1
2

0

1

1

=

Tc

4

2

1

2

I

+ if3o</>o
and

we obtain

1

2
f l</>ol
dx

lo

11

+ if3o</>o)dx
- if3o

z</>o(x)dx= µ

0

into the above equation,

T
_!:.

4

That is,

/1z81dx

lo
since

Tc

4

- 2if3o [1 z</>o(x)dx= z(½)
lo

2

z(½) =µ.Therefore

we have

laz </>o(x) dx = 0.
1

2i/30

If we multiply (5 .14) by
0

=

z

and integrate from Oto 1, then

1

fo z¢o(x)dx

1
1

o

z (d2z
- 2 - 2z - if3oz dx
dx
2

- lofl ldzl
dx dx - 2 lo/1lzl dx
2

+ if3olo[1 lzl2 dx
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This implies that
1
lo1

I

dz
dx

2

dx

1

1
+ 2 lo1 lzl2 dx = 0

and

Thus z must be O since {30

f=0.

From z = 0 we have µ = 0. Therefore the linear mapping

D(<f>,>.)F(
¢0, ifJo,rc)(z, µ) is one to one.
We next examine g(<P,,\) is invertible.

Let (z,µ) E L 2 (0, 1) x C. We need to show

there exists (<P,,\)ES such that g(<P,,\) = (z,µ). For givenµ we can solve for,\.

Then z

satisfies
d2«p
dx 2 - (2

where

f

= -z - ±_G(½, ½) <P(½)
+ (µ
Tc

Since d 2 /dx
solvable.

2

-

(2

+ ifJo)<P= J

+ ±_<P(½))¢0.

+ i{J0 ) is a Fredholm

Tc

The nonlinear part j is in L 2(0, 1).

operator from H 1 •2 (0, 1) to L 2 (0, 1), <Pis uniquely

This implies that ,\ is also uniquely determined

D(<l>
,,\)F( V'o,ifJo,Tc) is invertible from H 1 •2 (0, 1)

X

for given µ. Therefore g :=

C to L 2 (0, 1)

C.

X

Thus , by Theorem 2.2.1, there exists a unique curve (<P(r),>.(r)) in a neighborhood

N(rc) such that <P(rc) = ¢ 0, >.(re)= i{J0

and F(<P(r),>.(r),r)

= 0 in N(rc)· Thus the

part (b) is proved.
Next we shall show the transversality

condition of >.(r); that is,

Recall (5.10),

v'2tanh(}i)-

4G>.(½,½) = >.r

where

00

1

- ( 2 + ,\ +

2

I; 2 + >.+ 4k271"
1

)

2

.
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For convenience GA(½,½) is denoted by G(,X). If we take a derivative the above equation
with respect to r, then we have

Evaluating at Tc [note; >-.(re)=i,80]. Then,

d)..
.
d/rc)·rc+i,80+

(5.16)

d
. d)..
d).. -G(i,8o)d (rc)=O.
7

d)..
We calculate the real part of dr ( Tc). Let

Substituting

a

=

d)..
Re dr (re),

b

=

Im dr (re)

C

=

Re ( :~ (i,80))

d

=

Im (

d)..

!~

(i,80)) .

these valu es into (5.16), we obtain

i,80 +(a+ ib)(ro - (c +id))=

0.

This implies that

a( r0 + c) - bd = 0 and b(r0 + c) + ,80 + ad
The real part a of

~~ (Tc) is given

by

d)..

a

= 0.

,Bod

= Re -dT ( Tc) = - (Tc+ C )2 + d2

and

To determine the sign of d
00

dG
dG
(
1
1
)
d)..(re)= d).. (i,80) = -4 (2 - if3o)2 + 2.?; (2 - if3o + 4k21r2)2
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and
Im

1
(~~(re)))
= 16 · /3o( (4 + /36)2 +

t ((

2 + 4 k2:2)2

+ 136)2)·

Thus, we have

< 0.
We have shown the transversality

Therefore,

condition

by Theorem 5.4.1, there exists a family of periodic solutions which bifurcates

from the stationary

solution ( 5.2) as

T

passes

D

Tc ,

In the following pages we give a sequence of figures that illustrate the exchange of stability from the equilibrium solution to a periodic solution as the parameter passes through
the critical value

Tc ,

These figures were generated using a pascal program developed for

the purpose by Dr. Russell C. Thompson.

A description

of the algorithm as well as the

Pascal source is included in an appendix at the end of this dissertation.
mentation

with this program suggests that the critical value

Tc

Numerical experi-

is approximately

0.13. The

graphs in the figures represent the location of the free boundary s(t) on the time interval
[0,8]. The equilibrium solution s(t)

= 0.5 is represented

by the vertical line in the center

of the graph.
The values of Tin these figures were chosen in decreasing order beginning at r
ending with

T

= 0.115.

In all but the last figure, the initial position of the free boundary

was chosen to be 0.65. Figure 5.1 corresponds
free boundary
values of

T

equilibrium

= 1.0 and

returns rapidly to the equilibrium.

larger than the critical value

Tc.

to the choice r

= 1.0.

In this figure the

Figures 5.2 and 5.3 also correspond to

Note that as

T

decreasing the stability of the

solution shows signs of weakening and the free boundary oscillates about its

equilibrium value. The last two figures correspond to the value
that the critical value

Tc,

T

= 0.115,

which is smaller

In the first of these figures , figure 5.4 the presence of a periodic
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oscillation is evident. Note also that the solution spirals inward toward the stable periodic
solution.

Figure 5.5 also corresponds to

outward to its stable limit cycle.

T

= 0.115 but

this time the free boundary spirals
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10.(1--------------------------,

0'-------------l_.----J..-------0

X

= 0.5

~

X

Figure 5.1. The free boundary s(t) with so = 0.65,
of the free boundary to its equilibrium position.

T

1.0

= l. The graph shows a rapid return
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10.(l-------------------------,

o,____________
0

X

= 0.5

,·················
-)
_._
___ ·······_.,,_
______
X

Figure 5.2. The free boundary s(t) with so = 0.65,
boundary returning to the equilibrium position.

__,
1.0

T

= 0.5.

The graph shows the free
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10. 1------------.--------------,

0

X

= 0.5

'---------------'--------'--"-'>

0

_____
X

__,

1.0

Figure 5.3. The free boundary s(t) with so= 0.65, T = 0.18. The graph shows the solution
returning to the equilibrium solution in an oscillatory manner.
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Figure 5.4. The free boundary s(t) with so = 0.65 , T = 0.115. The graph shows the
solution oscillating inward toward a periodic solution. Compare with figure 5.5
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Figure 5.5 . The free boundary s ( t) with so = 0.55 , T = 0.115 . The graph shows the
solution oscillating outward toward a periodic solution . Compare with figure 5.4
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Chapter

6

Conclusion
In this dissertation
equilibrium

we have investigated

for a parabolic free boundary

the bifurcation

of periodic solutions from

problem (1.7) which was obtained

from the

reaction diffusion system (1.4) with the choice c: = 0, D = l and the reaction terms are
given by

f = -u + H( u -

1/4) - v, g = u - v. Even in particularly

as this there are significant mathematical
for this type of Hopf bifurcation

problems to overcome. The numerical evidence

has been around for some time.

rigorous proof of its existence has proved to be elusive.
tries to fit the problem into the standard
Hopf bifurcation.

simple problems such

function which appears in the reaction term

The problem come when one

framework for establishing

One difficulty encountered

However finding a

the existence of a

in this research is related to the Heaviside

f. Its presence in the original systems makes

it impossible to apply the existence theory for abstract evolution equations directly since
it is not smooth enough to satisfy the requirements

of these theorems . We were able to

show the existence and uniqueness of a solution for this free boundary problem (1.7) by
developing the notion of a regularized problem to which standard
could be applied.

theorems on existence

The Hopf bifurcation , the bifurcation of periodic solutions , was then

examined and we have shown that a pair of complex eigenvalues crosses the imaginary axis
transversely in the positive direction in the limit r \. 0 -

the signal of a Hopf bifurcation.

We will now briefly comment on the prospects for additional

work on this problem and

other related problems .
The numerical evidence, in figures 5.1 - 5.4 illustrating

the evolution of the numerical

interfaces , suggests some features of this problems which merit additional
is the problem of determining

the value of the critical parameter

Tc,

work.

One

In our proof, we

show the existence of this critical value, but do not give estimates on its location.

The
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numerical evidence suggests that it occurs near

T

= 0.13 .

However the numerical tools

used to simulate this problem are rather crude and can only be expected to reproduce the
gross qualitative

properties

of solutions.

Because the stepsizes are fixed, the simulation

cannot be expected to serve as an accurate predictor of parameter

values. A more detailed

analysis of the zero properties of the real parts of the eigenvalues of the linearization
functions of

T,

possibly coupled with more advanced numerical techniques should yield

some results on the value of

Tc.

A second problem has to do with the stability of solutions for values of
the critical value
equilibrium
qualitative

as

All the numerical evidence points to the asymptotic

Tc .

T

larger than

stability of the

for this range of values. This problem will require a harder analysis of the
properties

again a combination
the sign properties

of the real parts of the eigenvalues of the linearized problem. Once
of numerical and analytic techniques may be required to determine

of these functions of

T.

Another interesting numerical feature which merits additional study has to do with the
relationship

between T and p( T) the period of the bifurcating

in p( T) can be obtained from the numerical simulations.
this data as a function of
simple relationship

T,

solutions.

Crude estimates

When a log-log plot is made of

the results appear to be very close to linear , suggesting a

between p and

T.

Analysis of the period as a function of Twill require

dealing with higher degree terms in the Taylor expansion about the equilibrium.
The next class of questions deal with other types of bistable reaction terms. In 1989,
D. Hilhorst,

Y. Nishiura and M. Mimura [14] showed the existence and uniqueness of

solutions for a free boundary problem where

f

and g are general terms of bistable type

(see figure 1.1). But in this case, the nonlinear term may be written by the multiplication of a function of

s

and the Heaviside function.

simplicity of the reaction terms. The regularization
not immediately

Our work was greatly aided by the
techniques developed in this thesis do

generalize to other types of reaction terms because of this dependence

on s. In order to analyze the Hopf bifurcation

in this case, it will be necessary to find
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a (possibly different) regularization

technique which will allow the application of results

from the theory of abstract evolution equations.
The study on the free boundary problem for the case of the single interfacial curve was
carried out in this thesis. But numerical evidence also suggests appearance of the multiple
layered solutions (with more than one interfacial curves). In 1989, D. Hilhorst, Y. Nishiura
and M. Mimura (see reference [14]) gave numerical evidence for the case of double layered
solution.

For this case, there are two different types of oscillating modes one symmetric

and the other anti-symmetric.

They also gave a numerical evidence that the frequency of

the symmetric oscillations is higher than that of the anti-symmetric

oscillations and that

the symmetric mode bifurcates primarily from the static layer solution at critical points
and is stable.

They also gave a conjecture for the existence of general n-layer solution,

which is, the oscillating mode with the highest frequency appears primarily from the static
branch and becomes stable. These are still open problems.

67

References
[1] A. A. ANDRONOV AND A. WITT, Sur la the6rie mathematiques

des autooscillations ,

C.R. Acad. Sci. Paris., 190 (1930), pp. 256-258.

[2] R. ARIS, On stability criteria of chemical reation engineering, Chem. Eng. Science
24 (1969), pp. 149-169.

[3] V. I. ARNOLD, On matrices depending upon a parameter, Russian Math. Surveys, 26
(1971), pp. 29-43.
[4] D. S. COHEN, Multiple solutions
linear Problems

of nonlinear partial differential

equations, in Non-

in the Physical Sciences and Biology, Lecture Notes 322, Springer-

Verlag, New York, 1973.
[5] M. G. Cranda ll , An introduction
implicit function

to constructive

theorem, in Applications

aspects of bifurcation theory and the

of Bifurcation

Theory, P. Rabinowitz,

ed.,

Academic Press, New York, 1977, pp. 1-35.
[6] M . G. CRANDALL AND P. H. RABINOWITZ, The Hopf bifurcation theorem in infinite
dimensions,

Arch. Rat. ~fech and Anal. 67, 1 (1977), pp . 53- 72.

[7] P. C. FIFE, Asymptotic

states for equations for reaction and diffusion,

Bull. Amer.

Math. Soc., 84 (1978), pp. 693- 726.
[8] P. C. FIFE, Mathematical
in Biomathematics,

Aspects of Reacting and Diffusing Systems,

28, Springer-Verlag,

[9] A. FRI EDMAN, Partial Differential
wood Cliffs, NJ, 1964.

Lecture Notes

New York, 1979.

Equations of Parabolic type, Prentice-Hall , Engle-

68

[10] B. HASSARD, The numerical evolution of Hopf bifurcation formulae, Information
linkage between applied mathematics

and industry, P.C.C. Wang, ed., Academic Press,

New York, 1979.
[11] B. D. HASSARD, Bifurcation

of periodic solutions of the Hodgkin-Huxley model for

the squid giant axon, J. Theoretical

Biology, 71 (1978), pp. 401-420.

[12] B.D. HASSARD AND Y.H. WAN, Bifurcation formulae derived from center manifold

theory, J. Math. Anal. and Appl., 63 (1978), pp. 297-312.
[13] D. HENRY, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes 840,
Springer-Verlag,

New York, 1981.

[14] D. HILHORST, Y. NISHIURA, AND M. MIMNURA, Free boundary problem arising

from reaction-diffusion

systems, (1989), to appear.

[15] P. HOLlv!ES AND J. MARSDEN, Bifurcation

oscillations:

an infinite dimensional

search, Univ. of Southhampton
England,

analysis, in Inst. of Sound and Vibration

, Control of Distributed

28 June-1 July 1977, (Pergamon,

[16] E. HOPF, Abzweigung

to divergence and flutter in flow-induced

einer periodischen

eines Differential systems, Ber. Math-Phys.

Parameter

Re-

Systems, Coventry,

Oxford, UK, 1978), pp. 133-145.

Losung von einer stationarwn

Losung

Sachsische Acadamic der Wissenschaften

Leipzig, 94 (1942), pp. 1-22.
[17] G. Iooss, Existence et stabilite de la solution periodique secondarie intervenant

les problemes d'evolution

du type Navier-Stokes,

Arch. Rat. Mech. and Anal.,

dans
49

(1972), pp. 301-329.
[18] D. D. JOSEPH AND D. H. SATTINGER, Bifurcating time periodic solutions and their

stability, Arch. Rat. Mech. and Anal., 45 (1972), pp. 79-109.
[19] V. I. JUDOVICH, The birth of proper oscillations in a fluid, Priki. :vlath. ~.fek., 35
(1971), pp. 638-655.

69
[20] N.D. KAZARINOFF, P. VAN DEN DRIESSCHE, AND Y.H. WAN, Hopf bifurcation and
stability of periodic solutions of differential-difference

and integro-differential

equa-

tions, J. Inst. of Math. and Its Applies., 21 (1978), pp. 461-477.

[21] R. LEFEVER AND I. PRIGOGINE, Symmetry-breaking

instabilities in dissipative sys-

tems, II, J .Chem. Phys., 48 (1968), pp. 1695-1700.

[22] J. E. MARSDEN AND M. McCRACKEN, The Hopf bifurcation and its applications,
Applied Math. Sciences, vol. 19, Springer-Verlag,

New York, (1976) XIII 408.

[23] R. MAY, Time-delay versus stability in population models with two and three trophic
levels, Ecology, 54 (1973), pp. 315-325.

[24] M. MIMURA AND Y. NISHIURA, Layer oscillations

m reaction-diffusion

systems,

SIAM J, Appl. Math., 49 (1984), pp. 481-514.

[25] M. MIMURA, M. TABATA, ANDY. HOSONO, Multiple solutions of two point boundary
value problems of Neumann type with a small pammeters,

SIAM J. Math. Anal., 11

(1981), pp. 613-631.
[26] G. NICOLIS AND I. PRIGOGINE, Self-organization
dissipative structure to order through fluctuations,

in nonequilibrium

systems from

A Wiley-Interscience

Publication.

New York, 1977.

[27] Y. NISHIURA AND H. Furn,
reaction-diffusion

Stability of singularly perturbed solutions to systems of

equations, SIAM J, Math. Anal., 18 (1987), pp. 1726-1770.

[28] H. PoINCARE, Les Methoded Nouve//es de la Mecanique Celeste, Vol I. Paris, 1892.
[29] W. H. PRESS, B. P. FLANNERY, S. A. TEUKDSKY, AND W. T. VETTERLING.
Numerical recipes in Pascal. The art of scientific computing, Cambridge University
Press, Cambridge,

UK, 1989.

70
[30] J. RINZEL AND J. N. MILLER, Numerical calculation of stable and unstable periodic

solutions to the Hodgkin-Huxley

equations, Math. Biosciences, 49 (1980), pp. 27-59.

[31] G. SEWELL, The numerical solution of ordinary and partial differential equations,
Academic

Press . New York, 1988.

[32] D. STIRZAKER, On a population model, Math. Biosciences, 23 (1975), pp. 329-336.
[33] W . E. STEWART, W.R.

tive systems , Academic
sium on Dynamics
Madison,

RAY AND C.C. CONLEY, Dynamics
Press, New York, 1980, in Processing

of Advanced

and Modelling of Reactive Systems, Mathematics

Wisconsin,

Sympo-

Research Center,

Oct 22-24, 1979.

[34] S. VAN GILS , Hopf bifurcation and attractivity,
Amsterdam

and modelling of reac-

Stichting

Mathematisch

Centrum,

, TN93, 1979.

[35] A. VARMA AND N. R. AMUNDSON, Some problems concerning

tubular reactor , Canad. J . Chem . Eng. , 50 (1970), pp. 470-485.

the non-adiabatic

71

Appendix
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Numerical

Simulation

In the previous chapter, we showed the Hopf bifurcation occurs in problem ( 4.1) as the
parameter

r

-+

0. In this chapter, we will give numerical evidence for the Hopf bifurcation

in the form of several figures which illustrate
(5.2), prior to the bifurcation,
Before presenting
generate

them.

the trapezoidal

of the equilibrium

solution

and then the periodic solution following the bifurcation.

these graphs, we will briefly outline the numerical algorithm
The tools which will be used are a combination

used to

of Euler's method and

rule, used to advance v and s in the time t direction,

finite difference approximation
program,

the stability

together with a

of v on each fixed time line. A source listing of the Pascal

which implements the method described below , appears in Appendix A.

The problem consists of solving the partial differential equation for v, which we write
in the form

(6.1)

Vxx = Vt + 2v - H ( X - s ),

coupled with an ordinary differential equation for s, which we write in the form
ds
dt

(6.2)

l

= :;=-c(
v(s )),

subject to the initial conditions

(6.3)

v(x,O)

= vo(x),

s( O) = so,

and the boundary conditions

(6.4)

Vx(0, t) = 0 = Vx( 1, t).

We introduce

a grid on the domain [O, 1] x [O, oo) by setting a spatial increment

and a time increment
0 to nx with nxt1x

6.t and defining Xj

= l.

The quantities

= jt1x

and tk

Vjo = vo(xj) and 80 = so.

The index j runs from

t1x and tit remain fixed during the calculation.

We denote by Vjk and Sk the numerical approximations
Naturally

= kt1t.

t:,.x

to v(xj, tk) and s(tk), respectively.
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Assume now that

Vjk

and

which approximate

sk,

and

v

s

on the time line

tk

= k6.t,

have been calculated . We will now describe how to advance the solution to the next time
line. The method proceeds in several stages:
Stage 1: Predictor.

An initial approximation

s2+i to

sk+1

is obtained

by applying

Euler's method to the differential equation ( 6.2) for s in the form
(6.5)
where

Sk+I

vk,sk

interpolation.

is an approximation

to

(This interpolation

= Sk + -C6.tT

(V ksk)
'

,

obtained

v( sk, tk ),

from the values of

is necessary because the values of

sk

Vk

by linear

will not usually

fall on spatial grid lines.)
Next an initial approximation

v 0 k+I
J,

is obtained from (6.1) by solving the second order

difference equation
(6.6)

Vj+l,k+I

The boundary

- 2Vj,k+l

(6.x) 2

+ 2Vj-1,k+l

conditions ( 6.4) at x

=

Vj ,k+l 6.t

= 0 and

Vj,k

= 1 are

x

-

2vj,k+1

-

approximated

H

(

O)
Xj - sk.

by

and
Vx

Under these assumptions,

( 1, t k+l

) -

Vnx+l,k+l

-

Vnx-1,k+l

6.x

the finite difference equation

equation of the form

AV=
where V is an ( nx

+ 1) x

F

I dimensional column vector
Vo,k+ 1
V1,k+l

v=
Vns-1,k+I
Vns+l,k+l

_ Q
·

(6.6) can be written as a matrix
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The coefficient matrix A is a tridiagonal matrix of the form

A=
ans

= l for i = l, . . . ,nx
Ci = 1 for i = 1, ... nx -

= 2; bi=

with ai

-1,

anx

and

1, c0

= 2 and

This tri-diagonal

bns
ans+ 1

Cns
bns+1

-2-(~x)2(2+

the nx

+l

1/~t)

= O, . .. ,nx;

x 1 vector f on the right-hand side

system is solved by a numerical implementation

ination with partial pivoting. The particular implementation
is an adaptation

for i

using Gaussian elim-

used to generate the figures

of a routine called TRI which appears in reference [29], [31].

Stage 2: Corrector.

In this corrector stage, an implicit scheme is used to correct the

results in the predictor stage, in order to improve the accuracy of the approximation.
updated

approximation

Sk+i to sk+l is obtained by applying the trapezoidal

An

rule to the

differential equation (6.2)

(6.7)
where, again , linear interpolation

is used to approximate

the value vk( sk ).

vJ.k+
are obtained

Using this sl+i , corrected approximations

1

by solving the difference

equation (6.6). This correction procedure in repeated once again using the updated values.
just obtained,

in place of vJ,k+l and si+i .

In generating
with ~x

vo(x)

=

= x /2.

the figures which appear in Chapter 5, this algorithm was implemented

0.025 ( nx

=

399) and ~t

The critical value of

T

=

0.01.

The initial conditions

occurs at approximately

T

were given by

= 0.13.

The following is the source program in Pascal for the numerical simulation which was
used to produce the figures in this dissertation.
Thompson.

It was written by my advisor Dr. Russell
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Pascal

PROGRAM
ympc (input,

Program

output,

for the Numerical

Simulation

soln);

USES
graph;
CONST
ns = 399;
nmax = 1000;
tstep = 0 . 01;
tO = 0.0;
ntmax = 1100;
TYPE
RealArrayANS
RealArrayBNS
RealArrayCNS
RealArrayDNS
RealArrayFNS
RealArrayUNS
RealArrayXNS
RealArraySNT

= ARRAY[!. . ns+1] of real;
.. ns+1] of real;
= ARRAY[O
.. ns] of real;
= ARRAY[O
[O.. ns-1] of real;
= ARRAY
[O .. ns+1] of real;
= ARRAY
[O .. ns+1] of
= ARRAY
ARRAY
[O .. ns+ 1] of
=
.. ntmax+1]
= ARRAY[O

real;
real;
of real;

VAR
soln : text;
a: RealArrayANS;
b : RealArrayBNS;
c: RealArrayCNS;
u,v,vO,hO:
RealArrayUNS;
f : RealArrayFNS ;
s,u0 ,um,u1: RealArraySNT;
tau,t,tl,dt,dx,xi,sO,sg,ys,num,den,vs,vsp,vs1
i,j,k,1,kl,kj,ll,nt,x1,x2,t1,ans
: integer ;
GraphDriver, Graphmode: integer;

, vsp1 :

real;

LABEL99,199,299;
FUNCTIONcv(y :real):

real;

BEGIN
CV

2 . 0*(4.0*y-1.0)/Sqrt((3

END;
PROCEDURE
tri(n,nm:
integer;
VARaa: RealArrayANS;

. 0-4 .0*y)*(1 . 0+4.0*y))
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VARbb:
VARcc:
VARxx:
VARff:

RealArrayBNS;
RealArrayCNS;
RealArrayUNS;
RealArrayFNS);

VAR
i,k:
integer;
temp, amul: real;
dd: RealArrayDNS;
BEGIN
IF n > nm THENBEGIN
writeln('Pause
in routine TRI');
writeln( ' increase parameter nmax');
readln
END;
FOR i := 0 TO n+1 DO BEGIN
xx [i] . - ff[i] ;
dd[i] := 0.0
END;
FOR k := 0 TO n DO BEGIN
IF abs(aa[k+1])
> abs(bb[k]) THENBEGIN
temp : = bb[k];
bb [k] : = aa[k+1];
aa[k+1] := temp;
temp := cc[k];
cc[k] := bb[k+1];
bb[k+1] : = temp;
temp : = xx[k];
xx [k] : = xx [k+1] ;
xx[k+1] := temp;
IF k < n THENBEGIN
temp : = dd[k];
dd[k] : = cc[k+l];
cc [k+1] : = temp
END
END;
IF bb[k] = 0 . 0 THENBEGIN
writeln('Pause
in routine TRI');
writeln('The
matrix is singular!');
readln
END;
amul := -aa[k+1]/bb[k];
bb[k+1] := bb[k+1]+amu1*cc[k];
xx[k+1] := xx[k+1]+amu1*xx[k];
IF k < n THENBEGIN
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cc [k+1]
cc[k+1]+amul*dd[k]
END
END;
IF bb[n]=O.O THENBEGIN
writeln('Pause
in routine TRI');
writeln('The
matrix is singular!');
readln
END;
xx[n+1] := xx[n+1]/bb[n+1];
xx [n] : = (xx [n] -cc [n] *xx [n+1]) /bb [n] ;
FOR k := n-1 DOWNTO
ODO BEGIN
xx [k] : = (xx [k] -cc [k] *XX[k+1]-dd [k] *XX[k+2]) /bb [k]
END
END;
PROCEDURE
GraphSoln;
BEGIN
GraphDriver := VGA;
GraphMode := VGAhi;
InitGraph(GraphDriver,GraphMode,'\languages\tp');
SetColor(Blue);
Rectangle(0,70,405,479);
SetColor(White);
SetLineStyle(DashedLn,O,NormWidth);
Line(2,470,402,470);
Line(202,470,202,70);
FOR 1 := 0 TO 400 DO BEGIN
t 1 : = 470 - 1;
x1 := Round(400*s[l])+2;
x2 := Round(400*s[nt-400+1]);
PutPixel(x1,t1,cyan);
PutPixel(x2,t1,lightgreen);
END;
readln;
CloseGraph;
END;
PROCEDURE
MakeTexFile;
BEGIN
assign(soln,'texpic.dat');
rewrite(soln);
FOR k:= 0 to nt div 2 DO BEGIN
writeln(soln,'\put('
,100 . 0*s[2*k]:

2:2,'

,' ,200.0*k*dt/tl:2:2,
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')\circle•.

5')

END;
close(soln)
END;
PROCEDURE
Ma.keDataFile;
BEGIN
assign(soln,'test.dat');
rewrite(soln);
writeln(soln,'sO
=',s0:8:4,'
tau =',tau:8:4);
writeln(soln,'');
writeln(soln,
't' :6, 'sigma': 12, 'uO': 12, 'um': 12, 'u1': 12);
FOR k:= 0 TO nt DO BEGIN
writeln(soln,k•dt:6:4,s[kJ:12:6,uO[kJ
:12:6,
um[kJ : 12 : 6 , u 1 [kJ : 12 : 6 )
END;
close(soln);
END;
BEGIN
writeln('Give
the initial
position
-- sO');
writeln('(a
number between 0.0 and 1. 0)');
readln(sO);
writeln('Give
the value of tau');
writeln('(a
number larger than 0.0)');
readln(tau);
writeln('Give
the time interval');
writeln('(a
number between 4.0 and 10 . 0)');
readln(tl);
dt := tstep;
dx := 1.0/(ns+1);
FOR i:= 0 TO ns+1 DO BEGIN
vO[iJ := O.S*i*dx
END;
uO[OJ : =vO[OJ ;
um[OJ : =vO[200J ;
u1[0J :=v0[400J;
sg := sO;
s[OJ := sO;
99:

nt

O;
tO;
WHILEt < tl DO BEGIN
nt := nt + 1;
t

:=

:=
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t := t + dt;
IF sg<=O.O THENBEGIN
writeln('Pause
in program YMTEST2');
writeln('
!! Out of bounds to the left ! !');
readln
END;
IF sg>=1.0 THENBEGIN
writeln('Pause
in program YHTEST');
writeln('!!
Out of bounds to the right ! ! ');
readln
END;
kl := trunc(sg/dx);
vsp := (vO[kl+1] - vO[kl])/dx;
vs := vO[kl] + vsp•(sg - kl•dx);
ys := sg + cv(vs)•dt/tau;
FOR 11 := 1 TO 2 DO BEGIN
FOR j := 0 TO ns+1 DO BEGIN
IF j•dx < ys THEN
hO[j] : = 0 .0
ELSE
hO[j] := 1.0;
END;
f[O]
-vO[OJ•sqr(dx)/dt-hO[O]•sqr(dx);
b[O] := -2.0 - 2.0•sqr(dx)-sqr(dx)/dt;
c[O] := 2.0;
FOR j := 1 TO ns DO BEGIN
f [j] . - -vO [j] •sqr(dx) /dt - hO[j] •sqr(dx);
a[j] . - 1.0;
b[j]
-2.0 - 2 .0•sqr(dx) - sqr(dx)/dt;
C [j]
1.0
END;
f [ns+1] . - -v0[ns+1] •sqr(dx)/dt
- hO[ns+1] •sqr(dx);
a[ns+1] .- 2.0;
b[ns+1] .- -2 .0 - 2.0•sqr(dx)
- sqr(dx)/dt;
tri(ns,nmax,a,b,c,u,f);
vO : = u;
kj := trunc(ys/dx);
vsp1 := (vO[kj+1]-vO[kj])/dx;
vs1 := vO[kj]+vsp1•(ys
- kj•dx);
ys : = sg +0.5•(cv(vs)+cv(vs1))•dt/tau;
END;
sg : = ys;
s [nt] : = sg;
uO[nt] := vO[O];
um[nt] := v0[200];
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u1[nt] := v0[400];
writeln(t:8:4,sg:12:6);
END;
199:
writeln('Options:');
writeln('
1. Examine Graph');
writeln('
2. Continue Solution');
writeln('
3. Make Data File');
writeln('
4. Make Tex File');
writeln('
5. Terminate Program');
writeln('Enter
your choice:');
readln(ans);
CASE ans OF
1: GraphSoln;
2: GOTO99;
3: MakeDataFile;
4: MakeTexFile;
5: GoTo 299
ELSE
GOTO199
END;
GOTO199;
299:
END.
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