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Abstract
We continue to study a certain dynamical theory of 3-forms in seven dimensions, which
can be viewed as a non-linear 7D analog of the 3D Abelian Chern-Simons theory. We
perform the 6 + 1 split and show that the theory propagates 3 degrees of freedom. We
also study the dimensional reduction on S3. We find the resulting theory to be a variant
of 4D scalar-tensor theory of gravity.
1 Introduction
This work gives a detailed account of the results sketched in [1], which further develops the set
of ideas put forward in [2], [3]. This work can be viewed as a continuation of our ongoing effort
to unravel implications of the existence of ”Deformations of General Relativity” (re)discovered
by this author in [4].
From a broader perspective, the motivation for this line of research is the idea that any
diffeomorphism invariant theory is either topological or a gravity theory, see below for the
implied meaning of the latter. The best known examples of diffeomorphism invariant theories
are Schwarz-type topological theories with no propagating degrees of freedom. For instance,
these are the theories of differential forms [5], [6], as well as their non-Abelian generalisations
[7]. Incidentally, gravity in three spacetime dimensions is one of these theories [8].
Another set of examples is given by gravity in 4 or higher spacetime dimensions, and by
gravity coupled to matter. For example, in any of the available formulations 4D gravity is a
diffeomorphism invariant theory with propagating degrees of freedom (DOF). Moreover, there
are reformulations that depart rather far from the original metric formulation. For example,
one can write a rather general set of diffeomorphism invariant gauge theories (for arbitrary
gauge group) in 4 dimensions. Any of these theories describes propagating massless gravitons
coupled to a set of matter fields [9]. Extrapolating on this set of examples leads to a suspicion
that any diffeomorphism invariant theory is either topological (no propagating DOF) or is a
gravity theory in the sense of describing propagating gravitons, possibly coupled to matter.
From this perspective the question of quantum gravity can be reformulated as follows: Are
there any diffeomorphism invariant theories with propagating degrees of freedom that make
sense quantum mechanically? To answer this question is it first necessary to chart the territory
of such theories. The present paper makes a step in this direction and describes a rather unusual
such theory - a dynamical theory of 3-forms in 7 dimensions. We will also see that this theory
is not so far away from the 4D gravity, as its dimensional reduction to four dimensions will be
seen to be an example of a scalar-tensor theory.
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1.1 Theory of interest
We consider a theory of 3-forms Ω on a 7-dimensional manifold X . The action is
S[Ω] =
1
2
∫
X
Ω ∧ dΩ− 6λ
7
Ω ∧ ∗Ω. (1)
Here ∗Ω is the dual 4-form, computed using the metric on X defined by Ω. Thus, it is a
fundamental fact about 3-forms in 7 dimensions that a generic, or in the terminology of [10]
stable 3-form defines a metric via the formula
gΩ(ξ, η)VolΩ = −1
6
iξΩ iηΩΩ. (2)
Here ξ, η are vector fields, and iξ is the operation of the insertion of a vector field into a form
(i.e. interior product). The forms on the right-hand-side of (2) are multiplied using the wedge
product, whose symbol is omitted for brevity. With the basic field of the theory defining the
metric, the theory (1) can be viewed as a gravity theory in the sense that its field equations
will constrain the metrics that arise.
It is a classical fact that for real Ω the metric that arises via (2) is either Riemannian or
of signature (4, 3). We will consider the real 3-forms Ω that give rise to Riemannian signature
metrics. Thus, our theory will be analogous to Euclidean signature gravity. In Euclidean
signature gravity one can meaningfully discuss quantum gravity and its problems by attempting
to compute the Euclidean path integral. Similar questions are possible for the theory (1), but we
will only make some preparatory steps in the direction of these questions in the present paper.
For some additional comments on the problem of quantisation of (1) see the last section.
The last term in (1) is of homogeneity degree 7/3 in Ω, and so the Euler-Lagrange equations
arising by minimising the above action are
dΩ = λ∗Ω. (3)
Thus, the 3-forms Ω that are the critical points of the above functional give X the structure
of a manifold with weak holonomy G2, also called nearly parallel G2 structure in [11]. Such
manifolds are singled out by the fact that they admit Killing spinors. In fact, as the reference
[11] shows, see also Appendix A of [17] for a physicist-friendly discussion, a stable 3-form
Ω can be parametrised by a pair (metric, unit spinor). The equation (3) then receives the
interpretation of the equation stating that the spinor is a Killing spinor. This in particular
implies that the metric is Einstein of constant scalar curvature 21/8λ2, see proposition 3.10
from [11]. Note that the scalar curvature is necessarily positive.
We also note that (3) imply in particular that the dual form ∗Ω is closed
d∗Ω = 0. (4)
Remarks: Equations (3) were also derived in [10] from a constrained variational principle.
The basic object was taken to be an exact 4-form ρ = dγ, and the quantity minimised was the
associated volume. The variation was subject to constraint that γ ∧ dγ is fixed. It is clear that
our variational principle (1) is very much related. Indeed, the constraint in the case of [10] can
be imposed with a Lagrange multiplier term added to the action. Then, with the identification
γ = Ω we get both terms in (1). Our variational principle gives (3) in a more direct fashion,
without use of any Lagrange multipliers.
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The theory defined by just the first term of our action (1) was already studied in the
literature, see [12]. In particular, this reference discussed the fact that this theory is topological.
The action (1) also appears in reference [13], formula (29), in a generalised version that includes
1- and 5-forms.
1.2 Examples of critical points
There are many known examples of solutions of (3), see e.g. [11]. Be give a brief account.
The examples can be classified by the number of Killing spinors that exist. There are two
known examples with the number of Killing spinors equal to three. The principal example
is the 7-dimensional sphere S7 with the standard metric, i.e. S7 = SO(8)/SO(7). The other
example is the space SU(3)/U(1).
Examples with 2 Killing spinors can be obtained as principal S1 bundles over a 6-dimensional
Ka¨hler-Einstein manifolds with positive scalar curvature. A list of possible 6-dimensional man-
ifolds appearing in this context is given in a table on page 13 of [11].
Examples with 1 Killing spinor are as follows. First, there is the squashed 7-sphere, which
is the second Einstein metric that can be put on the principal SU(2) bundle over S4, with
the first of these metrics being the round S7. Second, there are spaces SU(3)/S1k,l, where the
embedding of S1 into SU(3) is given by
U(1) ∋ z → diag(zk, zl, z−(k+1)) ∈ SU(3). (5)
Each of these spaces admits two homogeneous Einstein metrics. When (k, l) = (1, 1) one of
these metrics has 3 Killing spinors, and the other has one. For (k, l) 6= (1, 1) both of these
metrics have just one Killing spinor. The last example is the space SO(5)/SO(3), where SO(3)
is embedded into SO(5) via the so-called principal embedding.
It is also worth mentioning that the cone over a metric defined by one of the solutions to
(3) is an 8-dimensional manifold of holonomy Spin(7).
1.3 Results
Results obtained in the main text are as follows. First, in Section 2 we perform the Hamiltonian
6+1 decomposition of (1). The unreduced phase space is easily seen to be the space of 3-forms
in 6 dimensions, and so is of dimension 20. We will see that there are 7 first class constraints,
and the constraint algebra is just the algebra of 7D diffeomorphisms. This immediately implies
the count of propagating degrees of freedom (20 − 2 × 7)/2 = 3. While this result seems to
follow with almost no analysis, it takes some work to explicitly exhibit the constraints.
As we have already mentioned above, the critical points of (1) have the interpretation of
Einstein 7-manifolds with positive scalar curvature and with a Killing spinor. The condition of
admitting a Killing spinor implies the Einstein property, but is much stronger. Our count of
the number of propagating degrees of freedom confirms this. Einstein’s theory in 7 dimensions
has 28− 2× 7 = 14 propagating DOF. The theory (1) is much more constraining in particular
in the sense that the number of propagating DOF is much smaller.
The other result of this paper is characterisation of the theory (1) in terms of its dimensional
reduction to 4D, by reducing on S3. Thus, in Section 3 we assume that SU(2) acts on our
7D manifold without fixed points, and that the 3-form Ω is invariant under this action. We
parametrise the general such 3-form in terms of some 4D data, and show that the dimensionally
reduced theory is a particular scalar-tensor theory. This gives an interpretation to the 3 degrees
3
of freedom found in our Hamiltonian analysis after the dimensional reduction - 2 of these degrees
of freedom are those of a 4D graviton, and the other one is that of a scalar. We also describe
explicitly in Section 4 the two solutions of (3) that are S3 fibrations over S4.
Another new and potentially interesting in its own right result of our work is the fact that
the dimensional reduction of the topological ΩdΩ theory to 4D is the well-known SU(2) BF
theory with the cosmological term. The letter theory is of course also topological. To the best
of our knowledge, this is the first example of a Kaluza-Klein-type relation between a Schwarz-
type topological theory of differential forms in higher dimensions, and a non-Abelian topological
theory of BF-type in lower dimensions. Given that the quantisation of the letter theories is
reasonably well-understood, in particular in terms of state sum models, it is an interesting
question if state sum model quantisation can also be carried out for the theories of the former
type.
1.4 7-Dimensional origin of the Urbantke formula
Another aspect of 7-dimensional geometry that is worth emphasising in the Introduction is the
fact that the formula (2) for the metric as determined by a 3-form provides an explanation to
the so-called Urbantke formula [14].
It is well-known that in 4 dimensions a triple of 2-forms satisfying the condition that the
matrix of their wedge products has a definite sign determines a Riemannian signature metric.
Urbantke gave an explicit expression for this metric. Thus, let Bi, i = 1, 2, 3 be a triple of
2-forms. The Urbantke metric is then determined via
gB(ξ, η)VolB =
1
6
ǫijkiξB
iiηB
jBk. (6)
Here VolB is the volume form for the metric gB.
Let us now consider a 7D manifold X that has the structure of an S3 bundle over a 4-
dimensional base M . As it is made clear by our explicit computation leading to (60), the
metric induced on M by (2) as determined by an SU(2)-invariant 3-form
Ω = −2Tr
(
1
3
W 3 +WB
)
(7)
is just the Urbantke metric (6). Here W = g−1dg + g−1Ag, B = g−1Bg are Lie algebra valued
1- and 2-forms in the total space of an SU(2) bundle over M , and A,B are Lie algebra valued
1- and 2-forms on M .
So, the triple of 2-forms Bi that determines a 4D metric on M according to (6) can be
viewed as vertical-horisontal-horisonal components of a 3-form (7) in the 7-dimensional space
obtained by attaching 3D fibers to every point of M . The Urbantke formula (6) is then just a
special case of the 7D formula (2).
We find the described embedding of the 4D space M with a triple of 2-forms on M into a
7D space with a 3-form as a conceptually clear explanation for why 2-forms in 4D determine a
metric.
The encoding of a 4D metric into a triple of 2-forms plays the key role in all formulations
of 4D General Relativity related to Plebanski formalism [15], see also [16]. In particular,
this encoding is the essential feature of the construction of ”Deformations of GR” [4]. The
described above 7D explanation of the Urbantke formula makes one suspect that also 4D GR
in Plebanski formulation should have some 7D origin. This paper can be viewed as a step
towards establishing this 7D perspective on GR.
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2 Hamiltonian analysis
In this section we carry out the Hamiltonian reduction of the theory (1) and confirm the count
of the number of physical degrees of freedom as stated in the Introduction.
2.1 Topological part
Let us carry out the 6 + 1 decomposition of the theory (1), assuming X = R× Σ. We write
Ω = dt ∧B + C, (8)
where B and C are a 2- and 3-forms on the 6-dimensional slice. We then have
dΩ = dt ∧ (C˙ − dB) + dC, (9)
and ∫
ΩdΩ =
∫
dt
∫
Σ
(
−CC˙ + 2BdC
)
, (10)
where we neglected total derivative terms in the integration over Σ. This makes it clear that
the theory given just by the first term in (1) is topological. Its phase space is the space of
3-forms C on Σ, which is 20 dimensional. The Hamiltonian is a constraint, with B field playing
the role of the Lagrange multiplier imposing dC = 0. The transformation that this constraint
generates on the phase space is
δC = dB. (11)
Constraints together with gauge transformations they generate reduce the phase space to a
finite-dimensional one - the reduced phase space is the third cohomology H3(Σ) of the ”spatial”
slice Σ.
Of course, the presence of the second term in (1) renders the theory not topological. Our
goal is to understand the Hamiltonian picture in this case.
2.2 Computation of the metric
To compute the volume form part of the Lagrangian, we compute the metric defined by Ω,
in the parametrisation of Ω given by (8). The metric is defined via (2). A straightforward
computation gives
iξΩiηΩΩ/dt = iξdt iηdtB
3 +
3
2
(iξdtBBiηC + iηdtBBiξC) + 3BiξCiηC. (12)
The first and last terms on the right-hand-side are the time-time and space-space components
of the metric respectively. The middle term is the off-diagonal part of the metric. It can be
removed by rewriting the metric as
iξΩiηΩΩ/dt = iξ(dt+ α) iη(dt+ α)B
3 + 3BiξCiηC − iξα iηαB3 (13)
where the 1-form α is determined from
iξα =
3
2
BBiξC
BBB
. (14)
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It is assumed here that the 2-form B is non-degenerate, so that BBB is non-zero. The presence
of α in the first term on the right-hand-side of (13) has clear geometrical meaning. Indeed, the
7-dimensional metric determines a connection in the R bundle over Σ, by declaring the vectors
orthogonal to vertical to be horizontal. The corresponding connection 1-form is α.
Let us also interpret the arising metric on Σ. We first note that the 1-form α given by (14)
also arises when we rewrite
Ω = (dt+ α)B + C˜, C˜ = C − αB, (15)
and impose the equation
C˜B = 0. (16)
Indeed, the equation we are solving reads
CB = αBB. (17)
Let us insert an arbitrary vector field into 5-forms on both sides
iξCB − CiξB = iξαBB − 2αiξBB, (18)
and multiply with another B. We get, after some simple identities
1
2
iξCBB =
1
3
iξαBBB, (19)
whose solution is clearly (14). We work under assumption that the 2-form B on Σ is non-
degenerate (has non-zero determinant), or equivalently, that the top form BBB is nowhere
vanishing.
But now that Ω is written in the alternative form (15) with C˜B = 0 we see that there is no
off-diagonal term in the metric (12). The metric takes the block-diagonal form (13)
iξΩiηΩΩ/dt = iξ(dt+ α) iη(dt+ α)B
3 + 3BiξC˜iηC˜. (20)
2.3 Interpretation of the metric on the base
We now want to show that the metric on Σ given by the second term on the right-hand-
side of (20) has a simple interpretation. Recall [18] that a 3-form on 6 dimensions defines an
endomorphism of the tangent bundle that squares to plus or minus identity. The sign depends
on the GL(6,R) orbit to which the 3-form belongs - there are exactly two orbits distinguished
by this sign.
The endomorphism is constructed explicitly as follows. It is convenient to choose some
volume form v on Σ, the end result will only depend on the orientation of v. We first define an
endomorphism KC˜ that squares to a multiple of the identity, and then rescale. Let us define
the action of KC˜ on a 1-form η as follows
iξKC˜(η) := η iξC˜ C˜/v. (21)
We emphasise that an arbitrary top form v can be used in the denominator on the right-hand-
side. On the left KC˜(η) is the 1-form that is the result of the action of KC˜ on η. It can be
verified that K2
C˜
= λC˜I and so Tr(K
2
C˜
) = 6λC˜ . It is convenient to introduce the notation
VolC˜ :=
√
±Tr(K2)
6
v. (22)
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Note that this is a well-defined volume form that depends only on the orientation of the auxiliary
volume form v used in the definition. We then define
JC˜ :=
v
VolC˜
KC˜ . (23)
The endomorphism JC˜ depend on the volume form used in the construction of KC˜ only via
the orientation v defines. It squares to plus or minus identity, depending on the sign of λC˜ ,
equivalently on the type of the 3-form C˜. The endomorphism JC˜ is then either an almost
complex structure when J2
C˜
= −I, or an almost para-complex structure when J2
C˜
= I. For
definiteness, below we shall assume that we have the case of almost complex structure.
If, in addition to C˜, we also have a 2-form B in our disposal, we can define a metric. This
is not surprising since C˜, B together form, see (15), a 3-form in one dimension higher, and this
defines a metric. But the 6D metric that this 7D metric would induce can also be understood
purely in 6D terms. Indeed, we can form a 6D tensor by inserting JC˜ in one of the slots of B.
It is then easy to check that the condition C˜B = 0 guarantees that this tensor is symmetric.
Indeed, we have
2B(ξ, JC˜η) = iηJC˜(iξB) = iξBiηC˜ C˜/VolC˜ . (24)
We then use
0 = iξ(BiηC˜ C˜) = iξBiηC˜ C˜ +BiξiηC˜ C˜ +BiηC˜ iξC˜ (25)
to see that when C˜B = 0 we have
2B(ξ, JC˜η) = −BiξC˜ iηC˜/VolC˜ , (26)
which is explicitly ξ, η symmetric. We now define
gB(ξ, η) := B(ξ, JC˜η). (27)
The metric (20) is then rewritten as
1
6
iξΩiηΩΩ/dt = iξ(dt+ α) iη(dt+ α)VolB − gB(ξ, η)VolC˜ , (28)
where we introduced
VolB :=
1
6
B3. (29)
Note that for the case of C˜ of negative type, which corresponds to C˜ defining an almost
complex structure, the natural orientations of VolB and VolC˜ are opposite of each other, which
explains the relative minus sign in the above formula. This fact is easiest verified by taking
C˜ = α1α2α3 + α¯1α¯2α¯3, and v = (i )
3α1α2α3α¯1α¯2α¯3. In this case KC˜(α1) = iα1, so the forms
α1,2,3 are holomorhic. We also have VolC˜ = v. We can then take B = i (α1α¯1 + α2α¯2 + α3α¯3)
as the 2-form that gives an all plus signature metric via (27). It is then clear that VolB =
(i )3α1α¯1α2α¯2α3α¯3 = −VolC˜ . Thus, in the case of C˜ of negative type, we have a Riemannian
metric on the right-hand-side of (28). In the opposite case of positive type C˜ we will get a
metric of signature (3, 3) for gB, and thus the metric of signature (4, 3) for gΩ.
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2.4 Computation of the volume form
We can now compute the determinant of the metric (28). The volume form for Ω is obtained
as the 1/9 power of this determinant. For the determinant of gB we have
det(gB) = det(B)det(JC˜) = det(B) = Pf(B)
2. (30)
A simple computation then gives
VolΩ = dt (VolB)
1/3 (VolC˜)
2/3 . (31)
2.5 Action in the Hamiltonian form
We can now write the full action in the Hamiltonian form. The potential term in the action
can be written as a multiple of the volume form
S[Ω] =
1
2
∫
X
ΩdΩ + 6λVolΩ. (32)
Collecting the results above we have
S[Ω] =
∫
dt
∫
Σ
−1
2
CC˙ +BdC + 3λ (VolB)
1/3 (VolC˜)
2/3 . (33)
2.6 Constraint equation
Varying (33) with respect to the 2-form field B with obtain an equation without time derivatives
– a constraint
dCδB + λ (VolB)
1/3 (VolC˜)
2/3
(
BBδB
2VolB
− 2δ(αB)
ˆ˜C
VolC˜
)
= 0. (34)
Here we have used
2VolC˜ = C˜
ˆ˜C, (35)
which thus implies
δVolC˜ = δC˜
ˆ˜C (36)
because ˆ˜C is function of degree of homogeneity 2 in C˜. We also used the fact that under
variation of B we have δC˜ = δ(αB).
The second term in (34) can be simplified by noticing that
B ˆ˜C = 0, (37)
which follows from BC˜ = 0. Indeed, let us act on all indices of the 5-form BC˜ with the
endomorphism JC˜ . The action on B gives B(JC˜ ·, JC˜ ·) = −B(·, ·). The action on C˜ gives by
definition the form ˆ˜C. So, we obtain (37). Thus, δ(αB) ˆ˜C = α ˆ˜CδB, and we can write the
constraint as
dC + λ (VolB)
1/3 (VolC˜)
2/3
(
BB
2VolB
− 2 α
ˆ˜C
VolC˜
)
= 0. (38)
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2.7 The evolution equation
Let us now vary the action with respect to C. We get
C˙ − dB = 2λ(VolB)
1/3
(VolC˜)
1/3
ˆ˜C. (39)
Here, on the right-hand-side, we have replaced δC˜ = δ(C − αB) = δC − δαB with δC because
the δαB term, when multiplied with ˆ˜C gives zero because of (37).
2.8 The expression for ∗Ω
We now note that the two equations (38) and (39) we obtained together imply an expression
for ∗Ω. Indeed, we know that both equations together are equivalent to dΩ = λ∗Ω. We can
rewrite the constraint and evolution equations as
dC = λ (VolB)
1/3 (VolC˜)
2/3
(
2
α ˆ˜C
VolC˜
− BB
2VolB
)
, (40)
dt(C˙ − dB) = λ (VolB)1/3 (VolC˜)2/3
(
2
dt ˆ˜C
VolC˜
)
.
Adding them together and comparing with dΩ = λ∗Ω we read off
∗Ω = (VolB)
1/3 (VolC˜)
2/3
(
2
(dt+ α) ˆ˜C
VolC˜
− BB
2VolB
)
. (41)
As a check, we note that we get the correct relation −7VolΩ = Ω∗Ω, with the 7D volume form
given by (31).
2.9 Some consequences of the constraint equation
We now derive some consequences of (38). First, let us multiply this equation with iξC, for
an arbitrary vector field ξ. To see what the result is, let us simplify the second term in the
brackets. We have
iξCα
ˆ˜C = iξ(C˜ + αB)α
ˆ˜C = iξC˜α
ˆ˜C. (42)
The last equality arises because iξ(αB) = iξαB−αiξB, and this vanishes when multiplied with
α ˆ˜C because of (37). We then have iξC˜
ˆ˜C = iξVolC˜ , and thus iξC˜α
ˆ˜C = αiξVolC˜ = iξαVolC˜ .
Therefore, in view of (19), the term in the brackets in (38), multiplied with iξC becomes
2iξα− 2iξα = 0. Thus, we get
iξCdC = 0, (43)
as a consequence of (38). This is independent of B, and is a true constraint on the phase space,
which is the space of 3-forms on Σ.
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2.10 Interpretation of the constraints
The interpretation of the constraint equation (38) is that it should be used to determine B,
which is then to be inserted into the evolution equations (39). However, the fact that (38)
implies (43) means that we cannot solve for all the components of B. Some arbitrary functions
will remain in B, and the presence of these arbitrary functions is reflected in particular in the
existence of the constraints (43).
From the form of (38) it is also clear that the scale of B cannot be solved for. Indeed, the
constraint (38) is homogeneity degree zero in B. This is checked as follows. First, the 1-form
α is of degree −1 in B, as is seen from (19). Second, because C˜ = C − αB it is clear that
C˜ is of homogeneity degree zero. This count makes it clear that all the terms in (38) are of
homogeneity degree zero. Thus, the scale of B can never be fixed from this constraint equation.
This signals presence of one more free function in B, in addition to those present due to (43).
Thus, it is to be expected that 7 of the 15 components of B cannot be solved for from (38).
This is not surprising, because the theory is diffeomorphism invariant, so we do expect at least
7 arbitrary functions entering the evolution equations.
So, it is natural to expect that (43) are just the 6 spatial diffeomorphism constraints. And
indeed, the induced transformation of C is
δξC = {C,
∫
iξCdC} = iξdC + diξC = LξC, (44)
which confirms the interpretation of (43) as diffeomorphism constraints.
To deduce the interpretation of the last constraint, related to the inability to solve for the
scale of B, let us multiply (38) with B. We get
BdC + 3λVolΩ/dt = 0, (45)
where we have used (31). We can multiply this constraint with an arbitrary smearing function
µ and take the Poisson bracket with C to see what it will generate. The result is
δµC = d(µB)− 3λµ ∂
∂C
(
VolΩ
dt
)
. (46)
On the other hand, in view of (39), this is just
δµC = d(µB) + µ(C˙ − dB) ≡ Lµ∂/∂tΩ, (47)
where it is understood that in the Lie derivative on the right-hand-side of the last equality
the projection onto the slice Σ is taken. This establishes the interpretation of (45) as the
Hamiltonian constraint, i.e. as the constraint generating the timelike diffeomorphisms.
Thus, the constraints (43), (45) generate diffeomorphisms. Therefore, they have the usual
algebra. In particular, the algebra closes.
This allows us to do the count of the number of physical degrees of freedom. The dimension
of the unreduced phase space is 20. We have 7 constraints. The constraints act on the constraint
surface, with the space transverse to the orbits being of codimension 7. Thus, the dimension
of the reduced phase space is 20 − 7 − 7 = 6, which means 3 physical DOF. Of course, this
result could have been anticipated from the start, prior to any analysis. However, we believe
it’s important to exhibit the constraints explicitly, which is what we have done in this section.
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3 Dimensional reduction to 4D
The aim of this section is to perform the dimensional reduction of the theory (1) to 4D, assuming
that the 3-form Ω is invariant under the action of SU(2) on X . Thus, we assume that SU(2)
acts on our 7-dimensional manifold X without fixed points, so that the manifold takes the form
of a principal SU(2) bundle over a 4-dimensional baseM . The form Ω can then be parametrised
in terms of some data on the base M .
3.1 Parametrisation
We choose to parametrise the 3-form in the following way
Ω = −2Tr
(
1
3
φ3W 3 + φWB
)
+ c. (48)
Here φ is a scalar field, g ∈ SU(2), c is a 3-form on the base and
W = g−1dg + A, A = g−1Ag, B = g−1Bg (49)
are a connection on the total space of the bundle and the lifts of the Lie algebra valued 1-form
A and 2-form B on the base to the total space of the bundle. The objects W,B are Lie algebra
valued forms in the total space of the bundle, which here means that they are forms with values
in the space of 2× 2 anti-Hermitian matrices.
The total number of fields described by φ,A,B, c is 1 + 12 + 18 + 4 = 35, which is the
total number of components of a 3-form in 7 dimensions. The form (48) is invariant under
(global) right SU(2) transformations. Diffeomorphisms along the fiber are realised as gauge
transformations.
A simple computation gives
dΩ = −2Tr
(
φ2dφW 3 + (φ3F + φB)W 2 (50)
+(dφB + φdAB)W + φFB
)
+ dc.
Here F = g−1Fg is the lift to the total space of the curvature F = dA + A2, and dAB =
g−1(dB+AB−BA)g is the lift to the bundle of the covariant derivative of Lie algebra-valued
2-form B with respect to the connection A.
3.2 The dimensional reduction of ΩdΩ and 4D BF theory
Another simple computation gives
1
2
∫
X
ΩdΩ =
∫
SU(2)
−2
3
Tr(m3) (51)
×
∫
M
−2Tr(φ4BF+ (φ2/2)BB) + φ3dc.
In deriving this result we have used the following trace identities
(−2Tr(W 2a))(−2Tr(Wb)) = −2
3
Tr(W 3)(−2Tr(ab)), (52)
(−2Tr(Wa))(−2Tr(Wb))(−2Tr(Wc)) = −2
3
Tr(W 3)(−4Tr(abc)).
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Thus, the result of dimensional reduction of ΩdΩ is the Lagrangian of a topological field
theory in 4 dimensions. It is the so-called BF theory with the cosmological constant, appended
with an extra term describing the 3-form field c. Its Euler-Lagrange equations state
dφ = 0, dc = 0, φ2F = −B. (53)
3.3 Topological symmetry
The theory (51) is topological because it has a very large gauge symmetry. Let us see how this
symmetry arises from the symmetry of the original 7-dimensional Lagrangian. It is clear that
the first term in (1) is invariant under δΩ = dH , where H is a 2-form. Assuming that H is an
invariant 3-form (with respect to the action in the fibers) we can write it as
H = Tr
(
g−1ψgm2 + g−1ηgm
)
+ h. (54)
Here ψ is a Lie-algebra valued scalar, and η is a Lie algebra valued 1-form on the base. Its
exterior derivative is given by
dH = Tr
(
g−1(dψ − η)gm2 + g−1dηgm)+ dh. (55)
Comparing with (48) expanded in powers of m we immediately read off the transformation
laws for this gauge symmetry
δφ = 0, δc+ δ
(
1
3
φ3A3 + φAB
)
= dh, φ3δA = dψ − η, φδ(B+ φ2A2) = dη. (56)
We can rewrite the last two laws in a more familiar form as follows. First, we change the
exterior derivative by the covariant derivative and redefine η
φ3δA = dAψ − η˜, η˜ := η +Aψ − ψA. (57)
The transformation rule for B then becomes
φδB = dAη˜ − Fψ + ψF. (58)
After some transformations the rule for c can be shown to become
δc+ φBδA = dh− Tr(η˜F). (59)
It is easy to check that the Lagrangian (51) is invariant under (57), (58) and (59).
The transformation rule (57) in particular explains why (51) is topological. Indeed, the
η˜ part of this transformation tells us that any connection is gauge equivalent to any other
connection in this theory.
3.4 Computation of the metric
We now compute the metric (2) defined by Ω. In the parametrisation (48) we have
−6gΩ(ξ, η)VolΩ/
(
−2
3
Tr(W 3)
)
= 3φ5(−2Tr(iξWB))(−2Tr(iηWB)) (60)
+3φ4 ((−2Tr(iξWB))iηc+ (−2Tr(iηWB))iξc) + φ34Tr(iξBiηBB).
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In deriving this result we have used the trace identities (52). We have also used the fact that
the contribution to the metric on the base
iξc iηc = 0. (61)
This is easily checked by parametrising c as the dual of a vector field. Then the wedge product
in the above formula reduces to a single instance of the ǫ-tensor with two insertions of the
vector field, which is zero.
To continue the calculation of the metric we need to parametrise
Bi =
√
X
ij
Σj , (62)
where Σi are the anti-self-dual (ASD) 2-forms for the (conformal) metric defined by Bi via
Urbantke formula (6). The matrix X ij is that of the wedge products
BiBj = −2X ijvolΣ, (63)
where volΣ is the volume form of the metric whose orthonormal ASD 2-forms are Σ
i. Explicitly
ΣiΣi = −6volΣ. For our sign conventions in the choice of Σ see the next Section. We also need
to parametrise c, and we do so via a vector field v that is dual to the 3-form c
c = −2(det(X))1/4ivvolΣ, (64)
where the prefactor is for future convenience. With these parametrisations we obtain the
following metric
gΩ(ξ, η)VolΩ/
(
−2
3
Tr(W 3)volΣ
)
= φ5iξW
iX ijiηW
j (65)
+φ4(det(X))1/4
(
iξW
i
√
X
ij
iη(ivΣ
j) + iηW
i
√
X
ij
iξ(ivΣ
j)
)
+ φ3det(
√
X)g(ξ, η)Σ.
We now need to compute the determinant of the matrix appearing on the right-hand-side. This
is done by noticing that the matrix of the quadratic form can be written as(
φ5/2
√
X 0
0 φ3/2(det(X))1/4eΣ
)(
I ivΣ
ivΣ I
)(
φ5/2
√
X 0
0 φ3/2(det(X))1/4eΣ
)
, (66)
where eΣ ≡ eIµ is the frame for the metric with ASD forms Σi, i.e. g(ξη)Σ = iξeIiηeJδIJ , and
ivΣ is the matrix (ivΣ)
i
I . The factors of (det(X))
1/4 was introduced in (64) precisely so that
such a simple decomposition is possible. It is now easy to compute the determinant. We have
det
(
I ivΣ
ivΣ I
)
= (1− |v|2)3. (67)
The other factor reads
det
(
φ5X 0
0 φ3(det(X))1/2gΣ
)
= φ27(det(X))3det(gΣ). (68)
We now use
det(gΩvolΩ) = (det(gΩ))
9/2. (69)
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Thus, to compute VolΩ = (det(gΩ))
1/2 we need to take the power 1/9 of the determinant of the
quadratic form on the right-hand-side of (65). This gives
VolΩ = −2
3
Tr(W 3)volΣ φ
3(det(X))1/3(1− |v|2)1/3. (70)
This gives the metric
(1− |v|2)1/3gΩ(ξ, η) = iξW i φ
2X ij
(det(X))1/3
iηW
j (71)
φ(det(X))−1/12
(
iξW
i
√
X
ij
iη(ivΣ
j) + iηW
i
√
X
ij
iξ(ivΣ
j)
)
+ det(
√
X)1/6g(ξ, η)Σ.
We note that there is conformal freedom introduced with parametrisation (62). This is the
freedom of rescaling gΣ → Λ2gΣ and thus Σi → Λ2Σi. This is to be done simultaneously with√
X
ij → Λ−2√X ij . We have parametrised c in such a way that in order for this 3-form to be
invariant under this parametrisation we need also to change v → Λ−1v. With this scaling the
norm |v|2 is invariant. It is also easy to see that the metric (71) is invariant.
The metric (71) is not diagonal, which means that vector fields annihilated by W i are not
the horizontal vector fields. The true horizontal vector fields are computed by searching for a
vector field of the form
ηH = η
µ
(
∂
∂xµ
)
+ ηµαiµ
(
∂
∂W i
)
, (72)
where ∂/∂W i are vector fields dual to one-forms W i (and orthogonal to the basic one-forms).
Taking a product of such a vector field with a vertical vector field ξ we get the following equation
0 = iξW
i φ
2X ij
(det(X))1/3
αjµη
µ + φ(det(X))−1/12iξW
i
√
X
ij
vαΣjαµη
µ. (73)
This allows us to read off
αiµ = −φ−1(det(X))1/4(X−1/2)ijvαΣjαµ. (74)
The true metric on the base is now given as the contraction of two horizontal vector fields,
where we need to take into account contributions (74). The result is
(1− |v|2)1/3gΩ(ξH , ηH) = (det(X))1/6
(
(1− |v|2)gΣ(ξ, η) + gΣ(v, ξ)gΣ(v, η)
)
. (75)
Note that this is not a conformal rescaling of the metric gΣ. In computing this we have used
the identity
ΣiαµΣ
i
βν = gαβgµν − gανgµβ − ǫαµβν . (76)
For completeness, the contraction of two vertical vector fields is
(1− |v|2)1/3gΩ(ξV , ηV ) = ξi φ
2X ij
(det(X))1/3
ηj. (77)
As a check, now that the metric is written in a block-diagonal form, we can compute the
determinant. The determinant of the vertical-vertical block is φ6/(1 − |v|2). The determinant
of the horizontal-horizontal block can be computed by pointing v along one the axes, e.g. the
first. The metric then becomes
(det(X))1/6diag
(
(1− |v|2)−1/3, (1− |v|2)2/3, (1− |v|2)2/3, (1− |v|2)2/3) . (78)
The determinant of the horizontal-horizontal part is then (det(X))2/3(1−|v|2)5/3. The product
of two block determinants is φ6(det(X))2/3(1 − |v|2)2/3. The square root of the determinant is
then φ3(det(X))1/3(1− |v|2)1/3, which agrees with what we previously computed.
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3.5 Dimensionally reduced action
Putting together (51) and (70) we get the dimensionally reduced action
S[B,A, φ, v] =
∫
M
−2Tr(φ4BF+ (φ2/2)BB) + 6φ2(det(X))1/4(vµ∂µφ)volΣ (79)
+3λφ3(det(X))1/3(1− |v|2)1/3volΣ .
3.6 Interpretation
To give interpretation to this action, we first note that if one sets φ = const one obtains a
specific theory from the class of ”Deformations of General Relativity” studied by the present
author in a series of works starting with [4]. A particularly relevant reference is [19], where it
is shown that SU(2) BF theory with a general potential for the B-field is a gravity theory with
two propagating degrees of freedom. The reference [20] explains how these BF-type gravity
theories can be explicitly recast into metric form. The main idea is to parametrise the B-
field by a metric it determines as well as a set of auxiliary scalar fields. The scalar fields are
non-dynamical and can be eliminated from the action by solving their field equations. This
gives gravitational Lagrangians starting with the Einstein-Hilbert term, but corrected with an
infinite number of higher powers of the curvature terms, see [20] for details of this procedure.
A very interesting feature of (79) is that for φ = const the value of the effective 4D cosmo-
logical constant is determined by φ, see [1] for more details on this aspect of the dimensionally
reduced theory. Moreover, as is shown in [1], for values λφ ≈ 1 the 4D cosmological constant
is arbitrarily small and the deviations of the gravity theory (79) from General Relativity for
curvatures smaller than Planckian are negligible.
The new feature of the action (79) is that there is also a scalar field on top of the B,A
fields present in the theories studied in [19], [20]. Following the same steps as in [20] one can
envisage eliminating from the Lagrangian all fields apart from the metric and the scalar field
φ, and obtaining a scalar-tensor theory of a specific type.
Prior to eliminating any fields, the action (79) is first-order in derivatives. In particular,
it is clear that the vector field vµ is an auxiliary field needed to put the second-order scalar
field Lagrangian into a first-order form. Thus, note that the Euler-Lagrange equation for vµ
that follows from (79) is an algebraic equation for vµ in terms of the derivative ∂µφ. Solving
this equation, while difficult explicitly because of the presence of the cubic root, is possible in
principle. Eliminating vµ in this fashion, one obtains the Lagrangian for φ of the type
L = K(φ3, |∂µφ3|2). (80)
This type of scalar theories has been studied under the name of ”K-essence” [21].
Another important point about the scalar-tensor theory under discussion is that the metric
(75) that this theory describes, i.e. the metric that gets induced by Ω on the 4D base M , is of
the form
gphysµν = f1(φ, v)gµν + f2(φ, v)vµvν , (81)
where we denoted by gphysµν the metric induced by Ω, and gµν is the metric determined by B.
Theories with this type of dependence of the physical metric on the scalar field have also been
studied in the literature on scalar-tensor theories.
In the next section we use the formalism developed above to show how some very symmetric
solutions of the equations (3) can be obtained.
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4 Some solutions
The goal of this section is to explicitly determine some solutions to (3), assuming SU(2) in-
variance as in the previous section. Thus, we will be working with the 4D theory (79) and its
field equations. The simplest solutions of a 4D gravity theory are cosmological ones, and so we
will make the assumption that fields on the 4D base are homogeneous isotropic. Our aim is to
exhibit the squashed and round S7 solutions of the theory (1). Both solutions to be described
can be viewed as S3 bundles over S4, and this is why the reduction on S3 formalism developed
in the previous section is relevant.
4.1 Homogeneous isotropic 3-forms
A 3-form on X that is SU(2) invariant along the 3D fibers and is homogeneous isotropic along
the 4D base can be parametrised as follows
Ω = −2Tr
(
1
3
φ3W 3 + φWΣ
)
+ c, (82)
Here c is a 3-form on the base, which can only be (due to symmetry) a multiple of e3
c = −2ξγ3
(
−2
3
Tr(e3)
)
. (83)
This is the same parametrisation as (64), with v = (ξ/β)(∂/∂t) so that the norm of v computed
using the metric
ds2 = β2dt2 + γ2
∑
i
(ei)2 (84)
is |v|2 = ξ2. All other objects are as follows
W := m+ αe, Σ := βγdte− γ2e2, (85)
where α, β, γ are function of time. Note that the Urbantke metric determined by Σ is (84).
Thus, we think of the 4D base as R× S3 are e are the usual Lie algebra valued 1-forms on S3
satisfying
de = 2κe2. (86)
The curvature of A = αe is then
F = α′dte+ α(α+ 2κ)e2. (87)
4.2 The action
Using −(2/3)Tr(e3) = e3 ≡ (1/6)ǫijkeiejek we have
−2Tr(ΣF) = 3dte3(−α′γ2 + α(α + 2κ)βγ), (88)
−2Tr(ΣΣ) = −6dte3βγ3.
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The dimensionally reduced action (79) is then
S/3 =
∫
dt
[
− φ4γ2α′ + 2φ2γ3ξφ′ (89)
+α(α+ 2κ)φ4βγ − φ2βγ3 + λφ3βγ3(1− ξ2)1/3
]
,
where we omitted the unimportant spatial volume factor.
Varying this action with respect to the fields, we get a set of equations. It is convenient to
solve these equations for the first derivatives of the fields. We get
α′ =
λβγξ2
(1− ξ2)1/3φ2 −
βα(α+ 2κ)
γ
, φ′ =
λβξφ
3(1− ξ2)2/3 , (90)
γ′ = −β(α + κ)− 2λβγξ
3(1− ξ2)2/3 , ξ
′ =
β
2φ
(
1 + 6(α+ κ)ξ
φ
γ
+ 5α(α+ 2κ)
φ2
γ2
)
.
Here to simplify the first and the last equations we have used the constraint
λφ(1− ξ2)1/3 = 1− α(α+ 2κ)φ
2
γ2
, (91)
which is obtained by varying the action with respect to β and dividing by γ3φ2.
4.3 The metric
For the 3-form (82) the metric (71) becomes
(1− ξ2)1/3ds2Ω = φ2(W i)2 + φγξ(W iei + eiW i) + β2dt2 + γ2
∑
i
(ei)2. (92)
This is not block diagonal, but diagonalises if we write it as
ds2Ω =
φ2
(1− ξ2)1/3
(
W i +
γξ
φ
ei
)2
+ (1− ξ2)−1/3β2dt2 + (1− ξ2)2/3γ2
∑
i
(ei)2. (93)
4.4 Field redefinition
By looking at the metric (100) we see that it makes sense to set
β2 = (1− ξ2)1/3 (94)
and introduce quantities
φ˜2 :=
φ2
(1− ξ2)1/3 , α˜ = α+
γξ
φ
, γ˜ = (1− ξ2)1/3γ. (95)
It is also convenient to introduce a new variable θ so that
ξ = sin(θ). (96)
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4.5 Lagrangian and equations after field redefinition
The most efficient way of obtaining the field equations for the tilded quantities is to carry
out the field redefinition in the Lagrangian (89), and then derive the new evolution equations.
We will now omit tildes from all the quantities, and give the Lagrangian in terms of the new
variables. We get
S/6 =
∫
dt
[2
3
γ3φ3θ′ − φ4γ2α′ (97)
+φ2βγ
(
cos(θ)(−γ2 + φ2α(α+ 2κ))− 2 sin(θ)φγ(α+ κ))+ λφ3βγ3].
We get the following Euler-Lagrange equations from this Lagrangian, rewritten as a set of
equations for the first derivatives of the fields
γ′ = −(α + κ) cos(θ)− β sin(θ)α(α+ 2κ)φ
γ
, φ′ =
1
2
sin(θ)
(
1 + α(α+ 2κ)
φ2
γ2
)
, (98)
α′ =
γ
2φ2
(
cos(θ)(1 + 3α(α+ 2κ)
φ2
γ2
)− 2 sin(θ)(α+ κ)φ
γ
)
,
θ′ =
1
2φ
(
cos(θ)(1 + 5α(α+ 2κ)
φ2
γ2
)− 4 sin(θ)(α + κ)φ
γ
)
.
The constraint becomes
λφ = cos(θ)(1− α(α+ 2κ)φ
2
γ2
) + 2 sin(θ)(α + κ)
φ
γ
. (99)
In terms of the new variables the metric is
ds2Ω = φ
2(mi + αei)2 + dt2 + γ2
∑
i
(ei)2. (100)
4.6 Squashed S7
The simplest solution of the above system is the so-called squashed S7. This is obtained by
demanding φ = const, θ = 0. The condition that θ′ = 0 then implies that we must have
α(α + 2κ)
φ2
γ2
= −1
5
. (101)
We also have the equations for γ and α
γ′ = −(α + κ), α′ = γ
5φ2
. (102)
A solution of this system is
γ = cos
(
t
φ
√
5
)
, α + κ =
1
φ
√
5
sin
(
t
φ
√
5
)
(103)
Then (101) is solved by
κ2 =
1
5φ2
. (104)
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We also have the constraint that gives
λφ =
6
5
. (105)
If we fix the normalisation of the size of the spatial S3 by choosing κ = 1 we get
φ =
1√
5
(106)
and the metric (100) becomes
ds2squashed =
1
5
(mi − (1− sin(t))ei)2 + dt2 + cos2(t)
∑
i
(ei)2. (107)
The presence of 1/5 in front of the fiber metric explains the terminology ”squashed” S7. This
is the metric on the total space of an S3 fibration over S4.
4.7 Round S7
Another solution with φ = const is obtained by setting to zero the term in the brackets in the
equation for φ′
α(α + 2κ)
φ2
γ2
= −1. (108)
In this case the equations for α′, θ′ can be simplified to
α′ = − γ
φ2
(
cos(θ) + sin(θ)(α + κ)
φ
γ
)
, (109)
θ′ = −2
φ
(
cos(θ) + sin(θ)(α + κ)
φ
γ
)
.
But also the constraint simplifies and becomes
λφ
2
= cos(θ) + sin(θ)(α+ κ)
φ
γ
. (110)
So, we can use this constraint to simplify the equations (109)
α′ = −λγ
2φ
, θ′ = −λ. (111)
The second equation here gives
θ = −λt, (112)
where a choice of the origin of time was made to eliminate the integration constant. The
equation for α′ can be solved by expressing α + κ from (108) as
γ
φ
=
√
κ2 − (α+ κ)2. (113)
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Substituting this into the first equation in (111) we get a closed equation for α + κ, with the
solution
α + κ = −κ sin(λt/2). (114)
The choice of integration constant here was made so that when this is substituted into the
constraint (110) we have φ = const. Indeed, this substitution gives
λφ = 2. (115)
As the last check, we note that the equation for γ′ becomes
γ′ = κ (sin(λt/2) cos(λt)− cos(λt/2) sin(λt)) = −κ sin(λt/2). (116)
This is compatible with the solution (113) provided (115) holds.
If we choose λ = 2, κ = 1 we get φ = 1 and the following metric
ds2round = (m
i − (1 + sin(t))ei)2 + dt2 + cos2(t)
∑
i
(ei)2, (117)
which is essentially the same as (107) but without the 1/5 in front of the first term. It can be
shown by an explicit computation (using quaternionic Hopf projection) that this is the standard
round metric on the S7, here described as an S3 fibration over S4.
5 Discussion
In this paper we studied a simple dynamical theory (1) of 3-forms in 7 dimensions. We have
characterised this theory in two ways. First, we used the 6+1 decomposition and demonstrated
that the phase space of the theory is the space of 3-forms on the ”spatial” 6D slice, and that
there are 7 first class constraints. These constraints are just those generating the spatial and
temporal diffeomorphisms. The dimension of the reduced configuration space is 3. Second, we
performed the dimensional reduction of the theory (1) to 4D, assuming SU(2) invariance of the
3-form. We obtained (79), which is a variant of scalar-tensor theory in 4 dimensions. We have
then used the SU(2)-invariant ansatz, together with a further assumption about homogeneity-
isotropy on the 4D slice, to exhibit some simple solutions of the field equations (3).
An incomplete list of open questions is as follows. First, it would be very interesting to
study the theory (1) quantum mechanically, by attempting to compute (perturbatively) the
path integral. It is easy to see that the theory is power-counting non-renormalisable. The form
of the kinetic term ΩdΩ tells us that we should give the field Ω the mass dimension 3. The
interactions then start with Ω3, and thus have a coupling constant of mass dimension −2.
To study the quantum theory perturbatively, we would need to expand around a non-trivial
Ω background, because the presence of a root in the potential VolΩ term makes the expansion
of this term only well-defined around a non-zero Ω. At one loop, simple power counting shows
that the self-energy diagram can diverge as the 5th power of the momentum. Thus, at one
loop, one should expect the leading divergence to be of the schematic type
1
M4
∆2ΩdΩ, (118)
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where 1/M2 is the coupling constant in front of the cubic interaction, and ∆ is some appropri-
ate Laplace-type operator. Experience with the one loop behaviour of GR suggests that this
divergence, if at all present, may be removable by a field redefinition of the type
Ω→ Ω + 1
M4
∆2Ω. (119)
It would be very interesting to compute the one-loop effective action for (1) and see if any
divergences remain after renormalisation by field redefinitions. The natural conjecture is that
at most the constant in front of the action gets one-loop renormalised.
A harder calculation is that of divergences at two loops. This calculation would be particu-
larly interesting given the fact that we are dealing with a theory of 3-forms, and so it is not easy
to come up with a candidate two-loop counterterm if it is to be written in terms of differential
forms. It would be very interesting to perform the 2-loop computation, as it would significantly
improve our intuition on the quantum behaviour of power-counting non-renormalisable diffeo-
morphism invariant theories with propagating degrees of freedom. The only available example
of such a calculation is that [22] for 4D GR. The difference with the calculation envisaged here
is that 4D GR is a theory of metrics, which makes it easier to write potential counterterms.
The other set of open questions relates to a possible physical interpretation of the theory (1).
As it stands, this theory should be interpreted as a purely gravitational theory, with possibly
an extra scalar. There are clearly no matter degrees of freedom described by (1), definitely no
fermionic degrees of freedom. Thus, if this set of ideas is ever to be developed into a physical
theory, one must define how other known bosonic fields (e.g. gauge fields) and fermions couple
to this type of gravity. The fact that it seems to be possible to describe gravity with differential
forms suggests that one should try to use the same formalism for describing all other building
blocks of Nature. It remains to be seen how far this idea can be pushed.
The other open question is whether the theory (1) reduces to General Relativity in some
regime. As we have indicated in the main text, and as reference [1] discusses in much more
details, it is possible to get a 4D theory that is arbitrarily close to General Relativity by
dimensionally reducing (1) on S3 of a fixed size φ = const, and tuning this constant appropri-
ately. However, as is the case also with more familiar Kaluza-Klein theories, see e.g. [23], it is
probably inconsistent to just freeze this scalar degree of freedom by hand. Instead, the right
approach should be to allow this field to be dynamical, and let it settle dynamically to some
value. However, as we have seen in Section 4, the natural values are λφ = 5/6 for the squashed
sphere and λφ = 2 for the round sphere solutions. Neither of this is the value λφ = 1 that
would give an approximately flat 4D base. And it is also intuitively clear that if one allows φ
to be dynamical so that in particular the 7D metric defined by Ω is Einstein, it is impossible
to have the internal S3 strongly curved (and thus small) while the base is weakly curved (and
large). So, there appears to be no solution of the full set of equations of the theory (1) that
approximates General Relativity. But given that the difficulty of explaining what tunes the
size of the extra dimensions to a phenomenologically acceptable value is also shared by the
more traditional Kaluza-Klein theories, we feel that further study is necessary before a definite
conclusion on this set of ideas is reached.
The other pressing question about the formalism developed in this paper is how to describe
a 4D world with a Lorentzian signature metric. The solutions that we have described in Section
4 suggest that the most appropriate way to do this is to analytically continue the t coordinate
in (85) to imaginary values. This will make the 3-form Ω complex, but keep the metric on the
4D base, as well as in the 3D fibers, real. For the particular solutions we described the 4D
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metric becomes that of de Sitter space. The price one pays for this is that the off-diagonal
components of the 7D metric become complex. This may be physically acceptable given that
the off-diagonal components of the 7D metric just encode a certain 4D connection field, and one
may allow this to be complex. In fact, the connection field in question has the interpretation
of the self-dual part of the Levi-Civita connection, and this is complex in Lorentzian signature.
So, this complexity of the 7D metric may not be a problem. We will not attempt to develop
a ”Lorentzian” version of the theory in the present paper, leaving this subtle problem to a
different publication.
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Appendix
Notations
The common notation is that a bold face letter denotes an object that is Lie algebra valued.
These can be expanded in generators. Thus, e.g. e = τ iei, where the objects τ i := −(i /2)σi
are usual generators of su(2). We have
τ iτ j = −1
4
δijI+
1
2
ǫijkτk (120)
so that in particular ǫijkτ jτk = τ i. The trace everywhere is the usual matrix trace.
Canonical expression for the 3-form
The canonical expression for the 3-form that gives a Riemannian metric is
Ω = e567 + e5(e41 − e23) + e6(e42 − e31) + e7(e43 − e12), (121)
where we used the usual notation eij...k = eiej . . . ek, and again the wedge product is implied.
The metric obtained via (2) is the metric of Riemannian signature
ds2 =
7∑
a=1
(ea)2. (122)
The form (121) can also be written more compactly as
Ω = e567 + e5Σ1 + e6Σ2 + e7Σ3, (123)
where
Σ1 = e41 − e23, Σ2 = e42 − e31, Σ3 = e43 − e12 (124)
are the basic ASD 2-forms. Let us also give the expression for the dual 4-form
∗Ω = e4123 − Σ1e67 − Σ2e75 − Σ3e56. (125)
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Relations between field equations
Not all equations in (3) are independent, and our goal here is to state the corresponding
identities. Indeed, because of diffeomorphism invariance, there must be some relations between
the field equations. To derive these relations we use the invariance of the action (1) with respect
to diffeomorphisms. We have, for the variation of the action
δS[Ω] = 2
∫
δΩ (dΩ− λ∗Ω) . (126)
We now substitute here
δΩ = LξΩ = d(iξΩ) + iξdΩ. (127)
The action is diffeomorphism invariant so we must have
0 =
∫
d(iξΩ)(dΩ− λ∗Ω) + iξdΩ(dΩ− λ∗Ω). (128)
We have a simple identity
0 = iξ(dΩdΩ) = iξdΩ dΩ+ dΩ iξdΩ = 2iξdΩ dΩ, (129)
and so the third term in (128) is zero. Similarly
0 = iξ(dΩ
∗Ω) = iξdΩ
∗Ω+ dΩ iξ
∗Ω. (130)
Integrating by parts in the first two terms in (128), and applying (130) to the fourth term we
get
0 = λ
∫
(iξΩ d
∗Ω+ dΩ iξ
∗Ω) , (131)
which is only possible if
iξΩ d
∗Ω + dΩ iξ
∗Ω = 0. (132)
This identity must hold automatically, as a consequence of the definition of ∗Ω. This identity
can also be interpreted as giving a set of relations between the field equations (3) and their
first derivatives (4). Indeed, multiplying the left hand-side dΩ − λ∗Ω of the field equations by
iξ
∗Ω we get the second term in (132). Multiplying the left-hand-side d∗Ω of (4) by iξΩ we get
the first term in (132). Thus, there exists a linear combination of the field equations and their
first derivatives that is identically zero. The field equations are therefore not all independent,
as must be the case in a theory that is diffeomorphism invariant.
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