Ballistic deposition ͑BD͒ serves as a prototype for studies of dynamic scaling phenomena in nonequilibrium growth processes. In BD, particles are sequentially added to a growing surface at randomly selected positions. The model is typically investigated by computer simulations where randomness is implemented by pseudorandom number generators ͑PRNGs͒. The implicit assumption that PRNGs adequately represent true randomness is tested in this study via a statistical analysis of the width of the BD interface. We study the width of the interface over time scales orders of magnitude longer than the expected model relaxation time, yet much smaller than the period of the PRNG, and observe fluctuations which still appear to be correlated. Distinct dynamic behavior is observed for an implementation with a different PRNG, further indicating a strong coupling between the model and the PRNGs ͑even with PRNGs that pass extensive statistical tests͒. Thus we demonstrate a breakdown of basic sampling assumptions, and of the ergodic exploration of phase space.
I. INTRODUCTION
Dynamic scaling phenomena in stochastic nonequilibrium systems have attracted increasing attention in recent years ͓1͔. In theoretical models of open systems, the external influences are usually represented by random noise. In computer simulations of the models pseudorandom numbers ͑PRNs͒ implement the stochastic process. The use of deterministic PRN algorithms necessarily introduces some degree of correlation in the produced sequence of PRNs ͓2͔. While these correlations are probably irrelevant in most applications, they may in principle couple to the underlying dynamics of the simulated model, resulting in artificial behaviors.
A good example of open nonequilibrium behavior is provided by growth of aggregates through random addition of particles. The width of the resulting interface exhibits dynamic fluctuations, which have been studied extensively, analytically, and numerically ͓3,4͔. A particularly simple model for this phenomenon is ballistic deposition ͑BD͒ ͓5͔: Particles are randomly placed above an aggregate growing on a substrate, they descend along a straight vertical path until they encounter a site on the existing cluster and stick there. The random placements of subsequent particles represent a stochastic process.
We present results of a numerical study of BD in which the potential coupling to PRNs is examined via statistical tests on the width of the growing interface. A dynamic change in a conjectured steady-state regime is observed, signaling a breakdown of ergodicity. The breakdown is quantified by demonstration of violations of the basic sampling assumptions. Statistically relevant inconsistencies occur repeatedly in the data. First, fluctuations statistically inconsistent with the steady-state distribution are observed ͑even when the time scale of observation is orders of magnitude greater than the expected relaxation time of the model͒. Second, values of steady-state quantities averaged over different sets of initial seeds are in statistical disagreement. Third, average values of steady-state quantities, obtained by using two distinct pseudorandom number generators ͑PRNGs͒, are in statistical disagreement. These results lead to the conclusion that the observed dynamical fluctuations are not inherent to BD, but result from a coupling to the PRNG algorithms.
The manuscript is organized as follows. Section II provides the algorithmic details of the BD model and its implementation, with emphasis on the role played by the PRNs. In Sec. III probability distributions, sampling assumptions, and the construction of the statistical tests are discussed. The statistical inconsistencies of the numerical data with the basic sampling and ergodicity assumptions are presented in Sec. IV. Potential implications for the use of PRNs, particularly in the context of growth models, are discussed in the concluding Sec. V.
II. MODEL AND IMPLEMENTATION
growing cluster. The substrate of length L, consists of discrete columns indexed by integer values x, with 1рxрL. The growth interface is defined by the maximum occupied site along each column, h (x,t) , where h(x,t) also takes on discrete integer values. Starting from a flat interface, h(x,t ϭ0)ϭ0 for all x, the surface evolves by sequential addition of particles to randomly chosen columns. The index number of particles deposited is denoted by tЈ, and the deposition time by tϭtЈ/L. Each deposition event consists of choosing a column, x(tЈ), by a call to a PRNG, and updating the height in that column as follows:
h "x͑tЈ͒,tЈϩ1…ϭmax͓h"x͑tЈ͒Ϫ1,tЈ…, h"x͑tЈ͒,tЈ…ϩ1,h"x͑tЈ͒ϩ1,tЈ…] . ͑1͒
Thus the deposited particle occupies the highest empty site with one or more occupied nearest neighbor sites; this mimics the process of cluster aggregation. The stochastic process in this model is the random choosing of successive columns. While the resulting aggregates are compact, their interface is rough, with fluctuations that are expected to be self-similar at all scales. The width of the growth interface L (t) on average increases following a power law behavior until reaching a steady asymptotic value, the magnitude of which depends on the underlying substrate size L. A good measure of L (t) is the variance of the surface heights, ͕h(x,t)͖,
where h(t) is the mean height of the surface at time t. It was originally pointed out by Family and Vicsek ͓6͔ that the scaling forms for the growth and saturation of the width of the growing interface can be described by a dynamic scaling ansatz, similar to that applicable to critical systems. Kardar, Parisi, and Zhang ͑KPZ͒ ͓7͔ introduced an analytic theory describing the evolution of fluctuations on growing surfaces, which has been successfully applied to several growth models. One consequence of KPZ theory is that the steady-state behavior for the interface fluctuations in one dimension should resemble a random walk; i.e., L (t →ϱ)ϰL 1/2 .
B. Algorithmic details
Substrates of lengths Lϭ127, 255, 511, 1023, 2047, and 10 007 are considered. At each update, a PRN is generated corresponding to a column along the substrate. A particle is added to that column at a height described by Eq. ͑1͒. Periodic boundary conditions are applied. The only subtlety is in mapping the PRN uniformly to a value between 0 and L Ϫ1, which is achieved as follows: The least significant bits of the PRN are shifted off, leaving a number between 0 and 2 n Ϫ1, with n chosen such that 2 n is the integer closest to, but greater than L. The PRN is rejected if it falls in the interval between L and 2 n Ϫ1. Variants on this scheme were tested ͑including use of all the bits of the PRN͒, yet similar results were obtained. The scheme described above was chosen because the algorithms that generate subsequent PRNs involve algebraic operations which cause carries from lower order bits to higher order bits; thus the higher order bits are influenced by two sources ͑the algebraic operation and the carries͒ and are expected to be less correlated.
As the system evolves, the variance of the surface heights, L 2 , is calculated at selected times. Statistical errors are considered ͓8͔, and the associated standard error 2 is also recorded. The values of the surface heights ͑contained in a one-dimensional array of length L) are the only essential data for these calculations.
The onset of the asymptotic regime is estimated by the conservative criterion of a ''relaxation'' time ϳ10L zЈ , with zЈϭ1.6. This estimate is conservative since the exponent employed exceeds the expected value of the dynamic scaling exponent, zϭ3/2, and this time is well beyond a qualitative judgment of the time required for saturation of L 2 . Accounting for the measured growth rate, this relaxation time corresponds to an average surface height, h()ϭ20L zЈ . Exploring the asymptotic regime requires extensive computer power for the larger lengths investigated. All simulations were implemented on desktop workstations, with the shortest length systems requiring a few hours of run time, the longest requiring on the order of five days.
C. Randomness and PRNGs
PRNGs are algorithms for deterministically generating a string of bits, resembling a completely uncorrelated, and hence ''random'' string. Knowing the past and present values should give no information as to future outcomes of a truly random variable. Hence ''deterministic randomness'' is inherently unattainable. PRNGs are at best a practical substitute, and should be generally tested for the absence of undesired correlations. While two-point correlations can be readily examined, there are a multitude of other subtle effects that are not in practice possible to measure. When considering which tests for correlations to conduct, it is advisable to include both the standard statistical tests, as well as physically motivated ones directly related to the particular model being implemented ͑see the example in the final paragraph of this section͒. It is also necessary to verify that any observed dynamic behavior is inherent in the simulated model, and not artificially introduced to the system by the PRNGs. Several physical models have been shown to couple to correlations in PRNGs ͓9-11͔; we shall provide evidence that BD also belongs to this category.
Preliminary simulations with a simple PRNG resulted in various anomalies which will not be discussed in detail here, but one example is the occurrence of repeated patterns of surface configurations. Having identified the PRNG as the likely culprit, we decided to use more sophisticated PRNGs. Several were tested, and two were selected: ''random͑ ͒,'' a feedback shift register, employing a primitive trinomial of degree 64 ͓12͔ ͑a ''C-library'' subroutine call͒, and ''ran2͑ ͒'' which combines pseudorandomness produced by two distinct multiplicative congruential generators, and has been shown to reduce certain serial correlations inherent to each generator separately ͓13͔.
Extensive tests for correlations in the PRN sequences were conducted, with emphasis on tests directly relevant to the BD growth algorithm. One such test is for any bias in the next relevant call. If the next growth site in a neighborhood is biased to the left-or right-neighboring column of the last added particle, a thinner growth interface results. If it is biased towards the same column, a wider interface is generated. No discrepancies were found with any of the tests, a brief summary of which is included here. ͑1͒ Spatial and temporal Fourier transforms of the sequence of PRNs were consistent with white noise power spectrums, suggesting no two-point correlations. ͑2͒ Measurement of the number of calls to each column, and waiting times between subsequent calls to the same column, were consistent with Poisson statistics. ͑3͒ No spatial bias for the subsequent calls, as discussed above, was detected. ͑4͒ No bias was detected when the space was partitioned into sublattices. ͑5͒ Autocorrelation functions for natural surface height observables were decaying simple exponentials. The reader is referred to a previous manuscript for details ͓14͔.
III. PROBABILITY DISTRIBUTIONS
We first obtain the unique steady-state probability distribution for L 2 (tϾ). Once this distribution is known, each independent measurement of L 2 (tϾ) can be considered an independent, identically distributed ͑IID͒ random variable, drawn with the associated probability. Using only this general assumption of unbiased sampling, we construct statistical tests which show that implementations which are identical, except for use of different PRNGs, result in different values for average quantities of the growth interface; implementations with the PRNG studied most extensively in this work lack steady-state behavior; data obtained by averaging over several independent implementations are inconsistent with the underlying distribution.
The tests focus on the width of the growth interface in the steady-state regime L 2 (tϾ). We shall discard the time argument in favor of a compact notation, and henceforth denote this variable by L 2 . When it is necessary to deal with shorter times, the explicit time argument is included. The discussion also focuses on the Lϭ127 system size. We were able to explore the asymptotic regime for orders of magnitude beyond the conjectured model relaxation time only for this shortest length investigated due to practical limits on computational resources. For the Lϭ127 system, adequate statistics could be obtained for times as large as tϭ1000.
A. The steady-state distribution
There is a unique, steady-state distribution, for the overall width of the growth interface, P( L 2 ). It is shown in Fig. 1 , as determined by sampling 350 realizations with different initial seeds for each PRNG; each realization was evolved to the asymptotic regime and L 2 was measured. Each realization was further evolved for ten autocorrelation times, and L 2 was measured again. This latter step was repeated 200 times. Hence the histogram shown in Fig. 1 was constructed with 7ϫ10 4 data points for each PRNG. The data obtained by both PRNGs converge to the same empirical distribution, to well within statistical error. We will denote the average value of this distribution by , and its standard deviation by . For random͑ ͒ the values obtained are ϭ35.87 and ϭ20.85. For ran2͑ ͒ the values obtained are ϭ35.74 and ϭ20.58. Each independent observation of 2 , in the asymptotic regime, should be an IID random variable sampled from this distribution.
Before proceeding to the statistical tests, we briefly compare this distribution to previous ones obtained for growth models. The complete distribution function naturally contains much more information about the system than just the average value of L 2 . The KPZ equation, as well as other exactly solvable models in one dimension ͓15,16͔, give rise to steady-state distributions which are identical to those of a random walk. The random walk distribution is expected to describe the BD model as well, assuming that it falls in the KPZ universality class. The theoretical distribution for the overall width of a random walk, with periodic boundary conditions, was calculated recently ͓17͔ and is shown in Fig. 1 , overlaying the empirical BD distribution. There is a slight, but systematic disagreement between the BD histograms and the theoretical distribution for the random walk. The data for numerical implementations of the KPZ equation ͑and for solid-on-solid growth models͒ have been successfully fitted to the random walk distribution ͓17,18͔, confirming that this distribution does indeed describe systems in the KPZ universality class.
A better fit is obtained by following a phenomenological approach, introduced by Rácz and Plischke ͓18͔. The width of the growth interface in the steady state can be obtained from the structure factor
2 ) obtained for both PRNGs. The solid line corresponds to the theoretical distribution function for a random walk (␣ϭ1/2), the dashed line to a one-parameter fit with ␣ϭ0.45, where ␣ is the roughness exponent, as plotted on ͑a͒ a linear scale, ͑b͒ a log-log scale.
where m is an integer͒, and b is a constant with dimensions of inverse width squared. Assuming that ͕h(x)͖ is continuous, and Gaussian distributed with a kernel given by S(k), the probability distribution for the width is calculated as ͓18͔
For self-similar fluctuations, the power spectrum behaves as S(k)ϰ͉k͉ Ϫ␥ , where ␥ is related to the standard roughness exponent ␣ by ␥ϭ2␣ϩd, where d is the dimension of the substrate. Figure 1 shows the phenomenological distribution function for the parameter value of ␣ϭ0.45, alongside the random walk distribution function (␣ϭ0.5), and the numerical data. Figure 1͑a͒ shows these functions plotted on a linear scale, Fig. 1͑b͒ on a log-log scale. The phenomenological distribution shown is obtained by summing the residues of the first 45 poles in the contour integral of Eq. ͑3͒. The sum of the residues for the first 18 poles converges to the identical distribution throughout the regime considered, indicating that the result is essentially exact. The phenomenological distribution captures certain aspects of the numerical data with more fidelity than the random walk distribution. The value of ␣ϭ0.45 is smaller than the KPZ prediction of ␣ ϭ1/2, but is consistent with previous values of the roughness exponent reported in numerical studies of BD ͓4,6,14,15͔.
In regard to the statistical tests discussed in the remainder of this manuscript, the relevant result presented in this section is that both PRNGs converge to the same statistical distribution. The discrepancies with random walk behavior will not be further considered in this manuscript.
B. Distribution of averages
We are concerned with the consistency between independent measurements, and introduce the statistical tests that follow in order to test this ͑or more accurately to evaluate the lack of consistency͒. The tests assume approximately Gaussian distributed variables. Although a single measurement of the width of the interface ͑Fig. 1͒ is not a Gaussian variable, the probability distribution of the average width over many realizations is Gaussian ͑via the central limit theorem ͓19͔͒. In simulations one typically considers average quantities, which also necessitates knowing the probability distribution of the average. Our simulations are of N independent realizations, so the relevant distribution is that of the width of the interface averaged over N independent samples, L 2 ϭ ͚ iϭ1 N L 2 /N. We can construct the actual distribution function for the average over N IID samples, P( L 2 ), from its Fourier transform denoted by P N (k) ͑and usually referred to as the characteristic function͒. The characteristic function of the average is related to the characteristic function of the individual
The characteristic function is the generator of the cumulants of the distribution, and the nth cumulant of the distribution P( L 2 ) is related to the nth cumulant of the distribution P( L 2 ) simply by
Dealing explicitly with the first two cumulants of the probability distribution of the average,
͑5͒
Thus each independent observation of L 2 is a random variable drawn from a distribution with mean and variance 2 /Nϵ 2 . As N increases in value, higher order cumulants go to zero, and the distribution approaches a Gaussian ͑as required by the central limit theorem ͓19͔͒. The function P( L 2 ) is shown in Fig. 2 , along with the numerical data for P( L 2 ) ͑previously shown in Fig. 1͒ , and a Gaussian distribution with mean and variance 2 , for Nϭ20.
C. The 2 distribution
Each independent realization of L 2 is approximately Gaussian distributed about the mean of the empirical distribution, with a variance 2 ͑see Fig. 2͒ . Hence the normalized difference ( L 2 Ϫ)/ should be a random variable sampled from a unit normal distribution ͑i.e., a Gaussian distribution with mean of zero, and unit variance͒. The sum of squares of M independently distributed unit normal random variables, denoted by SS 2 , probability that a number of value SS 2 or greater is drawn from a 2 distribution with M degrees of freedom. We denote this test as the SS 2 test and use it to determine the probability of the hypothesis that all the values of L 2 in the conjectured steady-state regime were sampled independently from the same underlying distribution ͑shown in Fig. 2͒ .
When performing a simulation one uses the values of the average and standard deviation obtained in the simulation as estimates of the average and standard deviation of the distribution function. In order to use the sample average
2 )/M in place of , and the weighted variance
2 /͓N(NϪ1)͔ in place of 2 /N ϭ 2 , we refer to the t test. Note that these values obtained from our simulations should be unbiased estimators of and 2 , respectively ͓19͔, and represent more accurately the error bars obtained.
D. The t distribution
''Student'' ͓20͔ first discussed the error introduced by estimating 2 with the sample standard deviation s
2 /N, and suggested the t test as an alternative statistical test ͓20͔. Note that s 2 /( 2 /N)ϭs 2 / 2 follows a 2 distribution with NϪ1 degrees of freedom ͑the degrees of freedom are reduced by 1 as there is one constraint on the random variables: the mean value is equal to L 2 ). Following ''Student'' we can construct a statistic from the ratio of a unit normal distributed random variable Z to an independently 2 distributed random variable f NϪ1 2 with NϪ1 degrees of freedom:
We label this variable T NϪ1 , as its probability density should follow a t distribution with NϪ1 degrees of freedom ͓19͔. The unit normal distributed random variable we are interested in is Zϭ( L 2 Ϫ)/. The 2 distributed random variable is f NϪ1 2 ϭs 2 / 2 . Thus the corresponding t statistic is
.
͑7͒
We likewise define a second t statistic, useful for comparing two independent data sets. Consider two independent sets of M IID samples drawn from a probability distribution with mean and variance 2 ͑i.e., two independent sets of M IID realizations of L 2 ). There are thus two independent measurements of the average value over the M IID samples, denoted by ͗ L 2 ͘ M ,i , for iϭ1,2 ͑as defined earlier, but note the additional index i, used to designate the data set͒. Likewise there are two independent measurements of the variance over M samples, denoted by
2 /M , for i ϭ1,2. The difference between two independent observations of average values is a random variable which converges to a Gaussian distribution with mean of zero and variance 2 2 /M , in the limit of large M . Hence an approximately unit
The t statistic to compare two independent data sets is thus
If the t statistic is sufficiently large, it is unlikely that the ratio of the sample mean to the sample variance is an accurate estimator of the ratio of the theoretical mean to the theoretical variance. The ''t test'' measures the probability that a value the size of the t statistic or greater is drawn from the appropriate t distribution ͓19͔. In summary, the T NϪ1 test using the T NϪ1 statistic measures the level of validity for the hypothesis that each sample in a set was drawn from the same underlying distribution. The T 2(M Ϫ1) test using the T 2(M Ϫ1) statistic measures the level of validity for the hypothesis that samples in two distinct sets were drawn independently from the same underlying distribution. This latter test compares average values generated by the two distinct sets.
E. Distribution of extrema
The final class of statistical tests employed deals with extreme values found in sets of IID random variables. The extrema found in our data appear to present the largest deviation from the theoretical distribution. Of course, when dealing with extrema there is a selection effect, for which one has to correct. The probability of obtaining a particular value for the minimum in a set of M IID random variables can be readily calculated as ͓21͔
͑9͒
Likewise the probability for obtaining a particular value for the maximum in a set of M IID random variables can be readily calculated as ͓21͔
͑10͒
The original probability distribution for the average width, P( L 2 ), along with the distributions for the minimum and the the maximum in a set of M ϭ10 independent observations, are shown in Fig. 3 .
IV. RESULTS OF STATISTICAL TESTS
We applied the statistical tests outlined above to the data obtained from our simulations. Results for the 2 test are reasonable, however, the results for the t test and for the extremal values are highly unreasonable. Thus specific simulations may give highly anomalous results, inconsistent with the theoretical distribution.
A. Comparison of data at different times "in the asymptotic regime…
In the asymptotic regime, the width of the interface should saturate to a steady-state value. The average over 20 independent samples, L 2 , for an implementation with random͑ ͒, is recorded at selected subsequent times, and a plot of these data is shown in Fig. 4 . All of the values shown should be equal within statistical error, but there are large differences. In fact the greatest difference between two values is over four standard errors in magnitude. To quantify the significance of this difference, we apply the statistical tests discussed in Sec. III, to this data set.
The SS 2 statistic, defined in Eq. ͑6͒, is calculated, but is not large enough to be significant: the probability that the null hypothesis of steady-state behavior is valid is 24%, as determined by the SS 2 test. We denote this as a pass at the 24% confidence level ͑CL͒, or likewise a fail at the 76% CL. In other words an event with this magnitude is expected to occur one in four times, therefore a pass at the 24% CL is not an unreasonable result.
The T NϪ1 test for steady-state behavior, however, does manifest discrepancies. Eight of the ten points pass the T NϪ1 test above the 20% CL. But two points fail at the 94% CL, with one of these points continuing to fail at the 99.98% CL. An event that fails at the 99.98% CL is expected to occur only twice in 10 000 times, we observe it once in ten times, indicating that the null hypothesis is highly suspect.
To ensure that the data sample shown in Fig. 4 is not a statistical fluke, and to establish the repeatable and consistent absence of steady-state behavior, many more independent samples were generated. A total of 200 independent realizations were simulated, and the value of L 2 was measured for each realization at all of the times recorded in Fig. 4 . The Gaussian distributed random variable L 2 is constructed by splitting the 200 independent realizations into subsets of N ϭ20 and calculating the average of each subset. Hence there are ten subsets, each one of the random variable L 2 sampled at the ten times shown in Fig. 4 , for a total of 100 realizations of L 2 in the conjectured steady-state regime. We refer to each subset as a data set throughout the remainder of the manuscript. The SS 2 test is applied independently to each of the ten data sets. The T 2(M Ϫ1) test can be applied to any combination of two independent data sets. The T NϪ1 test is applied independently to each of the 100 realizations of L 2 . By conducting the statistical tests on the additional data sets we show that the results obtained for the original data set are systematic, as discussed below.
The SS 2 statistic defined by Eq. ͑6͒ was calculated for each data set. The data sets all pass this test at greater than the 20% CL. Yet sufficiently many realizations of L 2 fail the T NϪ1 test, to bring the null hypothesis of a steady-state into question. Fourteen of the 100 IID realizations of L 2 fail the T NϪ1 test at the 90% CL, which in itself would not allow us to reach conclusions. However, as the CL criterion is tightened beyond acceptable standards a surprising number of points still fail. At the 99% CL, five of the 100 points fail. These five points also fail at the 99.8% CL. At the 99.98% CL, three points fail. Finally, at the 99.995% CL, one of the 100 points fails. The meaning of the 99.98% CL is that probability theory predicts the occurrence of two such events out of 10 000. Instead we observe three such events out of 100. Likewise the 99.995% CL corresponds to five events out of 100 000. We observe one such event out of 100. Extreme ''tail events'' thus occur with a frequency which is more than two orders of magnitude greater than the laws of probability would indicate.
We now turn to a discussion of the average asymptotic value of each data set of M ϭ10 events ͑i.e., each set consists of the random variable L 2 sampled at ten consecutive times in the asymptotic regime͒. The value of ͗ L 2 ͘ M generated by each set of data is not consistent with the other sets. The ten values range from ͗ L 2 ͘ M ϭ33.05Ϯ1.31 to 37.39Ϯ1.34 ͓22͔.
Randomly picking pairs of data sets to compare using a T 2(M Ϫ1) test, we find several instances where the null hy- pothesis ͑that the two sets of data being compared were sampled independently from the same underlying distribution͒ fails at the 96% CL. Thus separate runs of a simulation frequently give statistically inconsistent results. When all Nϭ200 samples are combined into one data set, the average quantities are consistent with the empirical distribution function shown in Fig. 1 zЈ . Thus there is no steady-state behavior for the data generated with random͑ ͒; instead there is an asymptotic dynamic behavior.
B. Comparison of extrema with the steady-state distribution
In the preceding section the occurrence of many extreme tail events was established. In this present section we show that the occurrence of tail events can skew the average values obtained.
Comparing the data shown in Fig. 4 to the expected probability distribution, shown in Fig. 2 , it is observed that the data points are skewed to the left side of the expected distribution. Eight of the ten points are below the mean value ϭ35.87 and the lowest value, L 2 min ϭ25.18, is in the left hand tail with less than 0.32% of the total area of the probability distribution function. The probability of obtaining a particular value for the minimum in a set of M IID random variables is described in Eq. ͑9͒. Using this formula we calculate the probability that the minimum of M ϭ10 IID random variables drawn from the distribution shown in Fig. 2 is less than or equal to L 2 min ϭ25.18 is only p(xрx min ϭ25.18)ϭ3.6%.
Again we wish to determine if the first data set is a fluke event, so a statistical analysis based on all ten data sets obtained with random͑ ͒ is warranted. We find that three of the ten data sets have minima which come from the extreme left hand tail of the distribution, and p(xрx min )Ͻ6% for each. As the probability distribution for the minimum, p(x min ), is known ͑see Fig. 3͒ , we can construct the probability for observing three such low probability events ͑from the left hand tail of the distribution͒ out of a total of ten events, and find this probability to be 1.7%. As such, we can state at the 98% CL that such results would not be obtained by random sampling.
A similar analysis can be carried out with respect to the maxima. In line with the observation that the data in Fig. 4 are skewed to the left side of the expected distribution, we find several values for maxima which are questionably low. The analogous probability for the maximum value in a set of M IID random variables is given by Eq. ͑10͒, and plotted in Fig. 3 . Maximum values for four of the ten data sets are much smaller than expected, with each having probability p(xрx max )Ͻ12%. The probability of observing four such low probability events ͑from the left hand tail of the distribution͒ out of a total of ten events is 1.9%. Again we can state at the 98% CL that such results would not be obtained by random sampling.
C. Comparison of data from distinct PRNGs
To determine if the source of the observed asymptotic dynamic behavior resides in the PRNG random͑ ͒, results using a second PRNG, ran2͑ ͒, were also analyzed. ran2͑ ͒ is substantially slower than random͑ ͒, hence the comparison is based on 20 independent samples for each PRNG ͑i.e., we use only the initial set of data for random͑ ͒, shown in Fig. 4 
͓22͔͒.
For the shortest length scale implemented (Lϭ127), the time-series data for ran2͑ ͒ are self-consistent. The data pass the 2 test, the T NϪ1 test, and the tests for extremal values. However, at longer length scales the data for ran2͑ ͒ fail several statistical tests, making ran2͑ ͒ also suspect in simulations of BD. The tests performed at the longer length scales were adequate to show statistical inconsistencies ͓23͔, however, not with the high level of rigor demonstrated by the tests on the data at the shortest length scales ͓24͔.
A direct comparison of data generated by the two different PRNGs for Lϭ127 is shown in Fig. 5 . There are 18 sets of points that can be directly compared, including eight which were sampled at tϽ. The T 2(M Ϫ1) test for consistency between the two values at each time fails at the 90% level for three out of the 18 sets of points. Most striking is the direct comparison of average asymptotic values obtained
ϭ37.06Ϯ0.80. A T 2(M Ϫ1) test for the equivalence of the asymptotic averages of the data sets for random͑ ͒ and ran2͑ ͒ fails at the 99% confidence level ͑the exact probability of failure is pϭ0.996). Hence use of different PRNGs can yield statistically distinct values for averages. The statistical tests reject the hypothesis that the two PRNGs sample the same underlying distribution, despite the fact that the asymptotic distributions shown in Fig. 1 agree. There is a unique steady-state distribution which is obtained in the limit of large numbers of independent samples. However, sampling of this distribution is nonstochastic, in that each sample average is not an unbiased estimator of the asymptotic distribution. Likewise the standard error for each sample does not lead to an unbiased estimator for the standard deviation of the asymptotic distribution.
V. DISCUSSION AND CONCLUSIONS
The original impetus for this study was an in-depth investigation of BD at long length and time scales. However, we encountered many features in the data that could not be easily explained; most notably, non-self-affine surface fluctuations. After searching for various corrections to scaling, which necessitated obtaining better statistics and exploration of longer times into the growth, the coupling to PRNGs became apparent, and motivated the detailed statistical analysis described in this manuscript.
It should be noted that there are discrepancies between values of the scaling exponents for BD reported in the literature ͓4,6,14,15͔. At this point, we can only speculate that these discrepancies are due to the differences in the implementations of BD. Conclusions about the scaling exponents can only be reliably reached once difficulties with PRNs are resolved.
In retrospect, it is not surprising that the BD algorithm is more sensitive to correlations in PRN sequences than standard Monte Carlo ͑MC͒ simulations. In standard MC, comparison to the Boltzmann probability causes rejection of PRNs at pseudorandom points in the sequence; hence a second independent source of pseudorandomness influences the dynamics. In BD, all PRNs are used in the sequence produced ͑with the exception of the very few cases discussed in Sec. II B͒. Similarly, in restricted solid-on-solid models of growth ͑where physical constraints cause rejection of PRNs͒, the scaling exponents and the random walk distribution predicted by KPZ theory are recovered with great precision in numerical simulations ͓17,25͔.
We have demonstrated that computer implementations of BD can couple to certain PRNG algorithms. Results statistically inconsistent with general sampling assumptions and with the ergodic exploration of phase space were observed. Exploration of accessible phase space is not decoupled from the initialization of the PRNG. In addition, driving the dynamics of the system with different PRNGs results in sampling different areas of phase space. In conclusion, BD is a sensitive physical test of correlations in pseudorandom sequences. In general, PRNG algorithms can couple to models of stochastic, nonequilibrium phenomena. One must ensure that observed dynamical properties are inherent in the nonequilibrium model itself and not an artifact of coupling to PRNGs.
