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QUATERNION ORDERS AND SPHERE PACKINGS
ARSENIY SHEYDVASSER
Abstract. We introduce an analog of Bianchi groups for rational quaternion algebras and use it to construct
sphere packings that are analogs of the Apollonian circle packing known as integral crystallographic packings.
1. Introduction:
While the history of the Apollonian gasket goes back at least to Leibniz, it is only relatively recently
that there has been any significant progress in studying its number theoretic properties. In particular, there
has been great interest in studying the bends of this packing; here the bend is defined as the reciprocal of
the radius. It was apparently first observed by Soddy [Sod36] that if the bends of the initial four circles
in the configuration—that is the cluster of mutually tangent circles—are integers, then the bends of all of
the circles in the gasket are integers. It was conjectured in [GLM+03] and [FS11] that all sufficiently large
integers satisfying certain congruence restrictions appear as the bends of some circle in the Apollonian circle
packing. Although this local-global conjecture remains open, it was shown by Bourgain and Kontorovich in
[BK13] that the integers that appear as bends are density one in the subset of integers satisfying the required
congruence restrictions.
We can formulate the precise statement of the local-global conjecture by realizing the Apollonian circle
packing as the orbit of some initial cluster of circles under the action of a discrete, geometrically finite
subgroup Γ of the hyperbolic isometry group Isom(H3)—indeed, the limit set of this group is the closure
of the Apollonian gasket. Consequently, there has been been recent interest in studying analogs of the
Apollonian gasket defined by the fact that they are limit sets of subgroups of Isom(Hk). To be precise, we
make the following definition due to Kontorovich and Nakamura [KN17].
Definition 1.1. Let P be a set of oriented n-spheres in Rn+1 ∪ {∞}. We say that P is a packing if
(1) the interiors of n-spheres in P do not intersect, and
(2) the union of n-spheres in P, together with their interiors, is dense in Rn+1.
Furthermore, we say that P is integral if the bends of all n-spheres in P are integers. Finally, we say that
a packing P is crystallographic if there exists a discrete, geometrically finite, hyperbolic reflection subgroup
Γ of Isom(Hn+2) such that the limit set of Γ is the closure of P in Rn+1 ∪ {∞}.
An important special case are the super-integral crystallographic packings, which have the additional
restriction that the superpacking of the original packing is also integral (see Section 6 for definitions and
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Figure 1. Apollonian circle packing with initial cluster (−10, 18, 23, 27).
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Figure 2. From left to right, and top to bottom: super-integral crystallographic packings
corresponding to quaternion algebras
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motivation). There are many examples of super-integral crystallographic packings in the literature for
n = 1—see [GM10], [Sta15], and [KN17]. In particular, Kontorovich and Nakamura give a method for
constructing an infinite family of super-integral crystallographic packings. In all these cases, there is a
corresponding local-global conjecture, just as for the Apollonian circle packing. This conjecture is open
for all such circle packings, but there are known density one results like the theorem of Bourgain and
Kontorovich—see, for example, [FSZ17]. For n = 2, there is the generalization of the Apollonian circle
packing to spheres due to Soddy [Sod36]; additionally, Dias [Dia14] and Nakamura [Nak14] independently
constructed the orthoplicial sphere packing. However, further examples are presently few in number. Unlike
the n = 1 case, the associated local-global conjecture has been proven for some known packings. Kontorovich
proved it for the Soddy packing [Kon12]; building off that paper, Dias [Dia14] and Nakamura [Nak14] proved
it for the orthoplicial sphere packing.
In the present paper, we present a method of constructing super-integral crystallographic packings for
n = 2, and give an explicit list of ten examples satisfying certain properties—three of these are shown to
be equivalent descriptions of packings already in the literature, while the remaining seven are entirely new.
These are illustrated in Figure 2.
2. Summary of Main Results:
In [Sta17], Stange showed that the superpacking of the Apollonian circle packing is simply described as
the orbit of R under the action of SL(2,Z[i]). In analogy, she also considered the orbit of R under the action
of other Bianchi groups SL(2,O)—here O is the ring of integers of some imaginary quadratic field. It can
be seen from Stange’s work in [Sta15] that if this orbit is a connected set, then it is the superpacking of
an associated super-integral crystallographic packing. This gives a general strategy by which to attempt
constructing super-integral crystallographic packings—look at the orbit of a fixed n-sphere under the action
of some arithmetic subgroup of Isom(Rn+2), and if the resulting collection satisfies the conditions for being
a superpacking, search for an underlying integral crystallographic packing.
We replace the group SL(2,O) with a corresponding group SL‡(2,O), where O is a maximal ‡-order of a
rational quaternion algebra H and ‡ is an orthogonal involution of H (see Sections 4 and 6 for definitions).
We then consider the orbit SO,j of a fixed plane Sˆj under the action of the group SL‡(2,O). This gives
a collection of spheres that is a candidate to be the superpacking of an associated integral crystallographic
packing, as long as this collection
(1) has bends that are all integers after scaling by some fixed constant C > 0
(2) has only tangential intersections,
(3) is dense in R3, and
(4) is connected.
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Figure 3. From left to right: superpackings for the quaternion algebras
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We therefore want to find all isomorphism classes of maximal ‡-orders O such that the corresponding sphere
collection SO,j satisfies these properties. However, due to various phenomena that do not occur in the n = 1
case (see Section 8 for examples), we prove a slightly weaker result. First, we replace the requirement that
SO,j be connected with the stronger requirement that it be tangency-connected—that is, the graph with
the spheres as vertices and edges corresponding to tangencies is connected. Secondly, we consider only a
restricted set of maximal ‡-orders whose intersection with C is Euclidean (see Section 10 for definitions).
With those restrictions, we are able to fully classify all sphere packings satisfying the desired conditions, as
encapsulated below.
Theorem 2.1. Let H be a rational, definite quaternion algebra with a maximal ‡-order O whose intersection
with C is Euclidean. The sphere collection SO,j is integral, tangential, dense, and tangency-connected for
only a finite number of isomorphism classes of H,O, given below.
H O(
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.
Any two of the above sphere collections SO,j ,SO′,j are conformally equivalent if and only if O,O′ are orders
over the same quaternion algebra.
On the other hand, we demonstrate that all of the sphere collections SO,j that we claim are candidates
to be superpackings of integral crystallographic packings in fact are such.
Theorem 2.2. The sphere collections SO,j corresponding to maximal ‡-orders
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are the superpackings of super-integral crystallographic packings PO,j.
The proof is constructive—we show explicitly how to produce the desired packings PO,j . Furthermore, we
prove that all but three of the packings are not conformally equivalent to other super-integral crystallographic
packings that exist in the literature.
Acknowledgments: The author would like to thank Alex Kontorovich for suggesting this problem, pro-
viding insight into crystallographic packings, and giving helpful advice in the course of writing this paper.
Additionally, the author thanks Yair Minsky and Katherine Stange for their comments on the geometry of
limit sets and the structure of ghost circles, respectively.
3. Notation:
Throughout this paper, we use the following standard conventions.
F a local or global field.
char(F ) the characteristic of F .
o the ring of integers of F .
H a quaternion algebra over F .
x 7→ x the standard involution on H.
nrm(x) = xx the (reduced) norm map on H.
tr(x) = x+ x the (reduced) trace map on H.
H0 the trace 0 subspace of H.(
a,b
F
)
the quaternion algebra generated by i, j, where i2 = a, j2 = b, ij = −ji.
Mo¨b(Rn) the group of Mo¨bius transformations of Rn ∪ {∞}.
Isom(Hn) the group of isometries of n-dimensional hyperbolic space.
Isom0(Hn) the group of orientation-preserving isometries of n-dimensional hyperbolic space.
4. Orthogonal Involutions and ‡-Orders:
We review some basic facts about orthogonal involutions and the results of [She17]. Let ‡ an orthogonal
involution on H—up to a change of basis, any such involution is of the form
(w + xi+ yj + zij)‡ = w + xi+ yj − zij.
It is easy to see that H is a direct product of the two subspaces H+ and H−, where
H+ =
{
h ∈ H∣∣h‡ = h}
H− =
{
h ∈ H∣∣h‡ = −h} .
A homomorphism of quaternion algebras with involution is an F -linear ring homomorphism
ϕ : (H1, ‡1)→ (H2, ‡2)
such that
ϕ(x)‡2 = ϕ
(
x‡1
) ∀x ∈ H1.
We denote the automorphism group of (H, ‡) by GO(H, ‡). One easily checks that Noether’s theorem implies
there is an isomorphism (
F (α)× ∪ F (α)×β) /F× → GO(H, ‡)
x 7→ (h 7→ xhx−1) ,
where α ∈ H− and β ∈ H0 ∩ H+\{0} such that αβ = −βα. An important invariant of the orthogonal
involution ‡ is its discriminant
disc(‡) = nrm (H−\{0}) ∈ F×/F×2.
The discriminant uniquely determines the involution up to isomorphism—that is, given a quaternion algebra
H and two orthogonal involutions ‡1, ‡2, then there is an isomorphism (H, ‡1) → (H, ‡2) if and only if
disc(‡1) = disc(‡2). We shall be interested in considering orders inside the quaternion algebra H that behave
nicely with respect to ‡. With this motivation, we make the following definition.
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Definition 4.1. Let F be a local or global field. Let H be a quaternion algebra over F with involution ‡. A
‡-order is an order of H closed under ‡. A maximal ‡-order is a ‡-order not properly contained inside any
other ‡-order of H.
We shall need the fact that maximal ‡-orders are characterized by their discriminant. Defining a map
ι : F×/F×2 → {square-free ideals of o}
[λ] 7→
⋃
λ∈[λ]∩o
λo,
we can state this main condition as follows.
Theorem 4.1. Given a quaternion algebra H over a local or global field F , the maximal ‡-orders of H are
exactly the Eichler orders of the form O ∩O‡ with discriminant disc(H) ∩ ι(disc(‡)).
The proof of this theorem follows from considering the localizations Hp = H ⊗F Fp, Op = O ⊗o op.
5. Maximal ‡-orders with a Fixed Element
In addition to the results of Section 4, we shall also need a description of maximal ‡-orders containing
some fixed element j ∈ H0∩H+ of square-free integer norm. We now classify the localizations of such orders;
we split into two cases for orders over Qp where p is an odd prime and orders over Q2. To start, we define
an equivalence relation on Zp lattices. Given a Zp lattice Λ of full rank in a two-dimensional quadratic space
V over Qp, with bilinear form b, the dual lattice is defined as
Λ] = {v ∈ V |b(v,Λ) ⊂ Zp} .
Given two such lattices Λ1,Λ2, we write Λ1 ∼ Λ2 if and only if Λ1 = λΛ2 or Λ1 = λΛ]2 for some λ ∈ Z×p .
Lemma 5.1. Let H be a rational quaternion algebra with involution ‡. Fix an element j ∈ H0 ∩H+ with
square-free integral norm. For all odd primes p, there is a unique maximal ‡-order in Hp that contains j,
unless p|nrm(j), p - disc(H), and −disc(‡) = (Q×p )2, in which case there are precisely two distinct maximal
‡-orders in Hp that contain j.
Proof. There is always at least one maximal ‡-order containing j—it suffices to show that this order is
unique. If p ramifies, then by [She17, Theorem 4.1] there is a unique maximal ‡-order. If p is unramified,
then Hp is isomorphic to Mat(2,Qp) with involution(
a b
c d
)‡
=
(
a c/λ
bλ d
)
,
for some square-free λ ∈ Zp. Define a bilinear form
b‡(x, y) = xT
(
λ 0
0 1
)
y
on Q2p. By Theorem [She17, Theorem 8.1], there is a bijection
ϕ :
{
maximal lattices in Q2p
}
/ ∼ → {maximal ‡ -orders of Mat(2,Qp)}
[Λ] 7→ End(Λ) ∩ End(Λ]).
By this correspondence, if b‡ is anisotropic, there can be at most two maximal ‡-orders—one corresponding
to the maximal lattice
Λ1 =
{
v ∈ Q2p
∣∣b‡(v, v) ∈ Zp}
= Zp
(
1
0
)
⊕ Zp
(
0
1
)
,
and the other to the maximal lattice
Λp =
{
v ∈ Q2p
∣∣b‡(v, v) ∈ pZp}
= Zp
(
p/λ
0
)
⊕ Zp
(
0
p
)
.
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If p - λ, it is clear that Λ1 ∼ Λp. If p|λ, then
Λ]1 = Zp
(
1/p
0
)
⊕ Zp
(
0
1
)
∼ Zp
(
1
0
)
⊕ Zp
(
0
p
)
= Λp.
Therefore, in both cases there is in fact exactly one maximal ‡-order. It remains to consider the case where
b‡ is isotropic—this occurs when −λ ∈
(
Q×p
)2
. Since λ is only well-defined up to multiplication by squares,
we can take λ = −1 without loss of generality. To complete the proof we must determine the number of
maximal ‡-orders that contain a fixed element
j =
(
s t
−t −s
)
,
where s, t ∈ Zp are coprime and not both zero. It is easy to check that Mat(2,Zp) is a maximal ‡-order, and
by [She17, Theorem 8.1], there is only one isomorphism class of maximal ‡-orders in Hp. Ergo, we need only
consider all maximal ‡-orders of the form M (Mat(2,Zp))M−1, where
M =

(
a b
−b −a
)
(
a b
b a
) ,
with a, b ∈ Zp coprime, and not both zero. Let r ≥ 0 be the integer such that a2 − b2 ∈ prZ×p . Since a, b are
coprime, we have that a− b ∈ prZ×p or a+ b ∈ Z×p . Depending on which one it is, we can decompose
M ∈

(
pr+1
2
1−pr
2
1−pr
2
pr+1
2
)
GL(2,Zp)(
pr+1
2
1−pr
2
− 1−pr2 −p
r+1
2
)
GL(2,Zp)
.
Since conjugation by GL(2,Zp) stabilizes Mat(2,Zp), it remains to determine for what elements
M =
(
pr+1
2
1−pr
2
± 1−pr2 ±p
r+1
2
)
we have M−1jM ∈ Mat(2,Zp)—it is easy to check that different choices of r yield distinct maximal ‡-orders.
By direct computation,(
pr+1
2
1−pr
2
1−pr
2
pr+1
2
)−1(
s t
−t −s
)(
pr+1
2
1−pr
2
1−pr
2
pr+1
2
)
=
(
s+t
2pr +
(s−t)pr
2
s+t
2pr +
(t−s)pr
2
− s+t2pr − (t−s)p
r
2 − s+t2pr − (s−t)p
r
2
)
(
pr+1
2
1−pr
2
− 1−pr2 −p
r+1
2
)−1(
s t
−t −s
)(
pr+1
2
1−pr
2
− 1−pr2 −p
r+1
2
)
=
(
s−t
2pr +
(s+t)pr
2
s−t
2pr +
(s+t)pr
2
− s−t2pr − (s+t)p
r
2 − s−t2pr − (s+t)p
r
2
)
.
We see from this that if s− t, s+ t ∈ Z×p , then r = 0, and there is just one maximal ‡-order. However, if one
of them is in pZ×p , then we get two solutions, one with r = 0, and the other with r = 1, yielding two distinct
maximal ‡-orders. This latter case happens precisely when p|nrm(u). 
Lemma 5.2. Let H be a quaternion algebra over Q2 generated by i, j, where i, j have norms in Z2. Let
m = nrm(i), n = nrm(j). Define an equivalence relations on pairs (a, b), (c, d) ∈ Z22, by (a, b) ≈ (c, d) if and
only if a/c, b/d ∈ (Z×2 )2. Then the maximal ‡-orders O containing j are the ones given in Table 1.
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O (m,n) / ≈
Z2 ⊕ Z2i⊕ Z2 i+j2 ⊕ Z2 2+2j+ij4 (−6,−6), (−2, 6), (2, 2), (6,−2)
Z2 ⊕ Z2i⊕ Z2 i+j2 ⊕ Z2 2+ij4 (−6,−2), (−2,−6), (2, 6), (6, 2)
Z2 ⊕ Z2i⊕ Z2 1+i+j2 ⊕ Z2 i+ij2 (−6, 1), (−2,−3), (2, 1), (6,−3)
Z2 ⊕ Z2i⊕ Z2 1+j2 ⊕ Z2 i+ij2 (−6, 3), (−2, 3), (2, 3), (6, 3)
Z2 ⊕ Z2i⊕ Z2j ⊕ Z2 1+i+j+ij2 (−3,−3), (−3, 1), (1,−3), (1, 1)
Z2 ⊕ Z2i⊕ Z2 1+i+j2 ⊕ Z2 j+ij2 (−3,−2), (−3, 6), (1,−6), (1, 2)
Z2 ⊕ Z2 1+i2 ⊕ Z2j ⊕ Z2 j+ij2 (3,−6), (3,−2), (3, 2), (3, 6){
Z2 ⊕ Z2 1+i2 ⊕ Z2j ⊕ Z2 j+ij2
Z2 ⊕ Z2i⊕ Z2 1+j2 ⊕ Z2 i+ij2
(−1,−1), (−1, 3), (3,−1), (3, 3){
Z2 ⊕ Z2i⊕ Z2 2+i+j4 ⊕ Z2 i−j+ij4
Z2 ⊕ Z2i⊕ Z2 2−i+j4 ⊕ Z2 i+j+ij4
(−6, 2), (−2,−2), (2,−6), (6, 6)
Z2 ⊕ Z2i⊕ Z2 1+i+j2 ⊕ Z2 i+ij2 (−6,−3), (−2, 1), (2,−3), (6, 1)
Z2 ⊕ Z2i⊕ Z2 1+j2 ⊕ Z2 i+ij2 (−6,−1), (−2,−1), (2,−1), (6,−1)
Z2 ⊕ Z2i⊕ Z2 1+i+j2 ⊕ Z2 j+ij2 (−3,−6), (−3, 2), (1,−2), (1, 6)
Z2 ⊕ Z2 1+i2 ⊕ Z2j ⊕ Z2 j+ij2 (−1,−6), (−1,−2), (−1, 2), (−1, 6){
Z2 ⊕ Z2i⊕ Z2 i+j4 ⊕ Z2 2+ij4
Z2 ⊕ Z2i⊕ Z2 i−j4 ⊕ Z2 2+ij4
(−6, 6), (−2, 2), (2,−2), (6,−6){
Z2 ⊕ Z2i⊕ Z2 i+j2 ⊕ Z2 1+ij2
Z2 ⊕ Z2i⊕ Z2 1+j2 ⊕ Z2 i+ij2
(−3, 1), (−3, 3), (1,−1), (1, 3){
Z2 ⊕ Z2i⊕ Z2 i+j2 ⊕ Z2 1+ij2
Z2 ⊕ Z2 1+i2 ⊕ Z2j ⊕ Z2 j+ij2
(−1, 3), (−1, 1), (3,−3), (3, 1).
Table 1. Orders in a quaternion algebra over Q2.
Proof. A simple computation shows that all the given lattices are maximal ‡-orders, so it remains to show
that these are the only possibilities. If 2 ramifies, then there is a unique maximal ‡-order. This happens
precisely when
(m,n) ≈(−6,−6), (−6,−2), (−6, 1), (−6, 3), (−3,−3), (−3,−2), (−3, 1), (−3, 6), (−2,−6),
(−2,−3), (−2, 3), (−2, 6), (1,−6), (1,−3), (1, 1), (1, 2), (2, 1), (2, 2), (2, 3), (2, 6),
(3,−6), (3,−2), (3, 2), (3, 6), (6,−3), (6,−2), (6, 2), (6, 3),
corresponding to the first part of the table. If 2 is unramified, then H is isomorphic to Mat(2,Q2) with
involution (
a b
c d
)‡
=
(
a c/λ
bλ d
)
,
for some square-free λ ∈ Z2. As before, we define a bilinear form
b‡(x, y) = xT
(
λ 0
0 1
)
y
on Q22. As long as λ 6≡ −1 mod 4, then by [She17, Theorem 8.1], there is a bijection
ϕ :
{
maximal lattices in Q22
}
/ ∼ → {maximal ‡ -orders of Mat(2,Q2)}
[Λ] 7→ End(Λ) ∩ End(Λ]).
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In this case, b‡ is anisotropic, and therefore there are at most two maximal ‡-orders, corresponding to
maximal lattices
Λ1 =
{
v ∈ Q22
∣∣b‡(v, v) ∈ Z2}
Λ2 =
{
v ∈ Q22
∣∣b‡(v, v) ∈ 2Z2} ,
and the question is if these two lattices are equivalent or not. If λ ≡ 1 mod 4, one can check that they are
not. This happens precisely when
(m,n) ≈(−1,−1), (−1, 3), (3,−1), (3, 3), (−6, 2), (−2,−2), (2,−6), (6, 6),
and is represented by the second part of the table. Otherwise, −λ ≡ 2 mod 4. In this case, we have
Λ1 = Z2
(
1
0
)
⊕ Z
(
0
1
)
Λ2 = Z2
(
1
0
)
⊕ Z
(
0
2
)
,
and
Λ]1 = Z2
(
1/2
0
)
⊕ Z
(
0
1
)
∼ Λ2,
hence there is only one maximal ‡-order. This happens precisely when
(m,n) ≈(−6,−3), (−6,−1), (−3,−6), (−3, 2), (−2,−1), (−2, 1), (−1,−6),
(−1,−2), (−1, 2), (−1, 6), (1,−2), (1, 6), (2,−3), (2,−1),
(6,−1), (6, 1),
and is represented by the third part of the table. Finally, we consider the case where λ ≡ −1 mod 4, which
occurs when
(m,n) ≈(−6, 6), (−3,−1), (−3, 3), (−2, 2), (−1,−3), (−1, 1), (1,−1),
(1, 3), (2,−2), (3,−3), (3, 1), (6,−6).
In this case, by [She17, Theorem 8.2], there are two isomorphism classes of maximal ‡-orders, represented
by
O1 = Mat(2,Z2)
O2 =
(
1 −1
1 1
)
Mat(2,Z2)
(
1 −1
1 1
)−1
.
That these correspond to distinct isomorphism classes can be seen from the fact that
tr
(O1 ∩H+) = 2Z2
tr
(O2 ∩H+) = Z2.
Note that O1 ∩H+ does not contain any elements with norm in 2Z×2 —from this, we conclude that if 2|m,
only one isomorphism class of maximal ‡-orders has representatives containing j. On the other hand, if
2 - m, then by inspection both isomorphism classes have maximal ‡-orders containing j.
Next, note that since i is one of two solutions to z2 = −nrm(j) and jz = −zj in H+, the other being −i.
However, isomorphism of maximal ‡-orders must respect both polynomial relations and whether or not the
element is in H+ or not. Therefore, any isomorphism of maximal ‡-orders that fixes j must either send i to
i or i to −i. Since every other basis element can be written in terms of i and j, we see that in fact there can
be at most two maximal ‡-orders in each isomorphism classes, related by conjugation by j. This gives all of
the maximal ‡-orders listed in the table. 
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6. Superpackings and Arithmetic Groups
A fundamental problem in studying integral crystallographic packings is that it is possible to construct
pathological examples that do not correspond to orbits of an arithmetic group in the way that the Apollonian
circle packing does. One approach to fix this is to introduce the notion of a superpacking. We use the following
definition of Kontorovich and Nakamura [KN17].
Definition 6.1. Let P be an integral crystallographic packing. Let Γ be the largest reflection group in
Isom(Hn+2) that stabilizes P. The supergroup of P is the smallest subgroup of Isom(Hn+2) containing Γ
and all reflections through the spheres of P. The superpacking of P is the image of P under the action of
the supergroup. We say that P is super-integral if the curvatures of spheres in its superpacking are integers.
The term “superpacking” comes from the work of Graham, Lagarias, Mallows, Wilks, and Yan [GLM+05],
who used it to describe the specific case of the Apollonian circle packing—in that setting, the supergroup is
the group generated by the generators of the Apollonian group and their transposes. It is known that for
any super-integral crystallographic packing the supergroup is arithmetic [KN17].
For example, Stange showed that the superpacking of the Apollonian circle packing is simply described
as the orbit of R under the action of SL(2,Z[i]) [Sta17]. In analogy, she also considered the orbit of R under
the action of other Bianchi groups SL(2,O)—here O is the ring of integers of some imaginary quadratic
field. In [Sta15], Stange then showed that if this orbit is a connected set, then it is the superpacking of
an associated super-integral crystallographic packing. This gives a general strategy by which to attempt
constructing super-integral crystallographic packings—look at the orbit of a fixed n-sphere under the action
of some arithmetic subgroup of Isom(Rn+2), and if the resulting collection satisfies the conditions for being
a superpacking, search for an underlying integral crystallographic packing.
For any n, there is an isomorphism Isom0(Rn+2) ∼= Mo¨b(Rn+1). For the specific case of n = 2, there is a
classical isomorphism due to Vahlen [Vah02] and popularized by Ahlfors [Ahl86].
Mo¨b(R3) ∼=
{(
a b
c d
)∣∣∣∣a, b, c, d ∈ HR, ab‡, cd‡ ∈ H+R , ad‡ − bc‡ = 1} /{±1},
where
HR : =
(−1,−1
R
)
,
(t+ xi+ yj + zij)
‡
: = t+ xi+ yj − zij,
H+R : =
{
α ∈ HR
∣∣α = α‡} .
One checks that inverses in this group are given by(
a b
c d
)−1
=
(
d‡ −b‡
−c‡ a‡
)
.
With this motivation, given a subring R of a quaternion algebra H we define the following sets.
SL‡(2, R) =
{(
a b
c d
)∣∣∣∣a, b, c, d ∈ R, ab‡ ∈ H+, cd‡ ∈ H+, ad‡ − bc‡ = 1} ,
PSL‡(2, R) = SL‡(2, R)/{±id}.
Of course, these sets will be groups if and only if R = R‡, which we assume hereafter. These groups act on
H+ by (
a b
c d
)
.z = (az + b)(cz + d)−1,
which we recognize as the usual Mo¨bius action. Indeed, as noted above, PSL‡(2, HR) ∼= Mo¨b(R3). Fur-
thermore, if H is a definite, rational quaternion algebra with some orthogonal involution ‡, then there is an
embedding PSL‡(2, R) ↪→ Isom(H4). Letting R be a maximal ‡-order O, we consider the action of SL‡(2,O)
on some plane in H+. To be precise, we fix some element j ∈ O ∩ H0 ∩ H+ with square-free norm, and
consider the plane
Sj =
{
h ∈ H+∣∣tr(jh) = 0} ∪ {∞}.
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Since j is the normal vector to Sj , it also makes sense to write Sˆj for the sphere in H
+∪{∞} with orientation
such that j points toward the interior of Sˆj . We have a corresponding sphere packing, in analogy to the
Schmidt arrangements studied in [Sta17].
Definition 6.2. Let H be a rational, definite quaternion algebra with maximal ‡-order O. Let j be a square-
free element of O ∩ H0 ∩ H+. We define SO,j to be the orbit of Sˆj under the action of PSL‡(2,O). We
define SˆO,j to be the union of the oriented spheres in SO,j and the same spheres with reversed orientation.
Our goal in the remainder of this paper is to determine the isomorphism classes of O for which the sphere
collection SO,j is a superpacking of an integral crystallographic packing. Note that the superpacking of a
crystallographic sphere packing
(1) has bends that are all integers (possibly after scaling by a constant, if we allow conformal transfor-
mations),
(2) has only tangential intersections
(3) is dense in R3, and
(4) is connected.
Consequently, we shall first try to determine for what choices of O the collection SO,j satisfies the above
properties.
7. Inversive Coordinates:
Our first task is to show how to obtain the geometric data of γSˆj ∈ SO,j given γ ∈ SL‡(2,O). Specifically,
we seek to understand the bend, co-bend, and bend-center.
Definition 7.1. Given an oriented sphere Sˆ in R3, we define its bend κ(S) to be 1/radius, taken to be
positive if S is positively oriented, and negative otherwise. If S is a plane, κ(S) = 0. The co-bend κ′(S)
is the bend of the image of S under the map z 7→ −z−1. If S is not a plane, the bend-center ξ(S) is the
product of the bend κ(S) and the center of S. If S is a plane, ξ(S) is the unique unit normal vector to S,
pointing in the direction of the interior of S.
It isn’t hard to see that
(1) κ(S)κ′(S) = |ξ(S)|2 − 1, and
(2) κ(γSˆu), κ
′(γSˆu), ξ(γSˆu) are continuous functions in γ.
We shall show that they are in fact rational functions in the coefficients of γ. To prove this, we shall need
to make use of Hermitian forms over quaternion algebras.
We recall that a Hermitian form over a quaternion algebra H is a bi-additive map
T : Hn ×Hn → H
satisfying
(1) T (x, yh) = T (x, y)h for all x, y ∈ Hn and h ∈ H, and
(2) T (x, y) = T (y, x).
Consider the set H2R×H2R. Interpreting the components as columns of a matrix in Mat(2, HR), we can define
the right action of SL (2,C)) by
(x, y)
(
a b
c d
)
= (xa+ yc, xb+ yd) .
Lemma 7.1. The j-th and ij-th components of any Hermitian form T on H2R are invariant under the right
action of SL (2,C).
Proof. Let x, y ∈ H, and
γ =
(
a b
c d
)
∈ SL (2,C) .
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We have that
T (xa+ yc, xb+ yd) = T (xa+ yc, x)b+ T (xa+ yc, y)d
= aT (x, x)b+ cT (y)(x)b+ aT (x, y)d+ cT (y, y)d
= (T (x, x)ab+ T (y, y)cd)︸ ︷︷ ︸
∈C
+cT (y, x)b+ aT (x, y)d.
As we are interested solely in the j-th and ij-th component, we can freely subtract by any element of
C—therefore, it shall suffice to consider the part outside of the braces. For convenience, we write:
T (x, y) = α0 + α1iR + α2jR + α3iRjR,
so that:
cT (y, x)b+ aT (x, y)d
= c (α0 − α1iR − jR(α2 − α3iR)) b+ a (α0 + α1iR + jR(α2 − α3iR)) d
= (c(α0 − α1iR)b+ a(α0 + α1iR)d)︸ ︷︷ ︸
∈C
−jRc(α2 − α3iR)b+ jRa(α2 − α3iR)d.
Once again, we remove the piece in C, to see that:
−jc(α2 − α3iR)b+ jRa(α2 − α3iR)d = jR(ad− bc)(α2 − α3iR)
= jR(α2 − α3iR)
= α2jR + α3iRjR,
which proves the lemma. 
Consider the real quaternion algebra HR with involution
(w + xiR + yjR + ziRjR)
‡ = w + xiR + yjR − ziRjR.
Let pi1, piiR , pijR , piiRjR denote the projection maps taking an element of HR to its real, i-th, j-th, and ij-th
component respectively.
Lemma 7.2. Let S = γSˆjR where γ =
(
a b
c d
) ∈ SL‡(2, HR). Then
κ(S) = 2pijR (cd)
κ′(S) = 2pijR (ab)
ξ(S) = ajRd− bjRc
Proof. First, note that it suffices to consider only oriented spheres S that are not planes, since κ, κ′, ξ are
continuous. Secondly, without loss of generality we can assume that S is positively oriented, since it is easy
to see that
S1 =
(
a b
c d
)
SˆjR
S2 =
(
a b
c d
)(
0 jR
jR 0
)
SˆjR
=
(
bjR ajR
djR cjR
)
are the same sphere, but with opposite orientations, and if
κ(S1) = 2pijR (cd)
κ′(S1) = 2pijR (ab)
ξ(S1) = ajRd− bjRc,
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then
κ(S2) = −κ(S1) = 2pijR
(
djRcjR
)
κ′(S2) = −κ′(S1) = 2pijR
(
bjR(ajR)
)
ξ(S2) = −ξ(S1) = bjRjRcjR − ajRjRdjR.
Finally, notice that if ϕ(α) = α−1, then κ′(S) = κ (ϕ(S)), which means that it suffices to prove the lemma
for κ(S), ξ(S) where S is a positively oriented sphere that is not a plane. In this case, note that we can
always choose some z ∈ C, λ ∈ R such that
S =
(
1 z
1
)(
λ
λ−1
)(
1
2 +
jR
2
1
2 − jR2
− 12 − jR2 12 − jR2
)
SˆjR
=
((
λ− zλ
) (
1
2 +
jR
2
) (
λ+ zλ
) (
1
2 − jR2
)
− 1λ
(
1
2 +
jR
2
)
1
λ
(
1
2 − jR2
) ) SˆjR .
This is because the first matrix sends SˆjR to the unit sphere, the second scales it by a factor of λ
2, and the
last shifts the center to z. It is clear that
κ(S) =
1
λ2
ξ(S) =
z
λ2
.
On the other hand, if we take
γ =
(
a b
c d
)
=
((
λ− zλ
) (
1
2 +
jR
2
) (
λ+ zλ
) (
1
2 − jR2
)
− 1λ
(
1
2 +
jR
2
)
1
λ
(
1
2 − jR2
) ) ,
then
2pijR (cd) = −2pijR
(
1
λ2
(
1
2
− jR
2
)2)
= − 2
λ2
pijR
(
−jR
2
)
=
1
λ2
= κ(γSˆjR),
ajRd− bjRc =
(
λ− z
λ
) 1 + j
2
j
λ
1 + j
2
+
(
λ+
z
λ
) 1− j
2
j
λ
1− j
2
=
z
λ2
= ξ(γSˆjR)
as desired. Therefore, to prove that
f1(γ) : = 2pijR (cd) = κ(γSˆjR)
f2(γ) : = ajRd− bjRc = ξ(γSˆjR),
regardless of the choice of γ, it shall suffice to show that
f1 (γSL(2,C)) = f1(γ)
f2 (γSL(2,C)) = f2(γ).
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We do this by defining Hermitian forms
T1
((
a
c
)
,
(
b
d
))
=
(
a c
)(0 0
0 1
)(
b
d
)
= cd
T2
((
a
c
)
,
(
b
d
))
=
(
a c
)(0 1
1 0
)(
b
d
)
= ad+ cb
T3
((
a
c
)
,
(
b
d
))
=
(
a c
)( 0 iR
−iR 0
)(
b
d
)
= aiRd− ciRb
T4
((
a
c
)
,
(
b
d
))
=
(
a c
)( 0 jR
−jR 0
)(
b
d
)
= ajRd− cjRb
T5
((
a
c
)
,
(
b
d
))
=
(
a c
)( 0 iRjR
−iRjR 0
)(
b
d
)
= aiRjRd− ciRjRb.
One checks by inspection that
pijR(ad+ cb) + pijR(aiRd+ ciRb)iR
+ pijR(ajRd+ cjRb)jR + pijR(aiRjRd+ ciRjRb)iRjR
= ajRd− bjRc.
Since we have expressed both κ and ξ in terms of Hermitian forms, the formulas given are invariant under
right multiplication by SL(2,C), and we are done. 
Given a definite, rational quaternion algebra H with orthogonal involution ‡ and a non-zero element
j ∈ H0 ∩H+, there exists another i ∈ H0 ∩H+ such that ij = −ji, and therefore there is an embedding
(H, ‡, j) ↪→ (HR, ‡, jR)
a+ bi+ cj + dij 7→ a+ b
√
nrm(i)iR + c
√
nrm(j)jR + d
√
nrm(ij)iRjR.
With this in mind, we define pij : H → Q to be the projection map taking x to the j-th coordinate of x. We
also define the reduced bend, reduced co-bend, and reduced bend-center to be maps
κ˜j
((
a b
c d
))
= 2re(cdj) = 2nrm(j)pij (cd)
κ˜′j
((
a b
c d
))
= 2re(abj) = 2nrm(j)pij (ab)
ξ˜j
((
a b
c d
))
= ajd− bjc.
Using the above embedding to produce an embedding SL‡(2,O) ↪→ SL‡(2, HR), we have
κ(γSˆj) = κ˜j(γ)/
√
nrm(j)
κ′(γSˆj) = κ˜′j(γ)/
√
nrm(j)
ξ(γSˆj) = ξ˜j(γ)/
√
nrm(j).
We define a quadratic form on Q2 ×H+ by
qH,j (κ, κ
′, ξ) = −κκ′ + nrm(ξ).
This induces a symmetric bilinear form
bH,j(x1, x2) =
1
2
(qH,j(x1 + x2)− qH,j(x1)− qH,j(x2)) .
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Lemma 7.3. Let H be a definite, rational quaternion algebra with orthogonal involution ‡ and maximal
‡-order O. Let j ∈ O ∩H0 ∩H+ have square-free norm. We have a map
inv : SL‡(2, H)→ Q2 ×H+
γ 7→
(
κ˜j(γ), κ˜′j(γ), ξ˜j(γ)
)
.
The image of inv is contained inside the hypercone
qH,j(x) = nrm(j),
and the image of SL‡(2,O) is contained inside Z2 × (O ∩H+). Furthermore, given γ1, γ2 ∈ SL‡(2,O), we
consider xi = inv(γi) and Si = γiSˆj. If S1 intersects S2 but S1 6= S2, and θ is the angle of intersection
between them, then
nrm(j) cos(θ) = bH,j(x1, x2).
Proof. After embedding H inside HR and doing a change of coordinates, we see that inv really just describes
inversive coordinates on the space of spheres in R3, which have the desired properties—see, for example, the
proof in [Koc07]. 
We can view the action of SL‡(2, H) on oriented spheres in H+ in another, equivalent way.
Lemma 7.4. Let H be a definite, rational quaternion algebra with orthogonal involution ‡. The group
SL‡(2, H) acts on the set
MH,j =
{
M =
(
a b
c d
)
∈ Mat(2, H)
∣∣∣∣MT = M,ab‡, cd‡ ∈ H+}
by
γ.M = γMγT .
Using the identification
(κ, κ′, ξ)↔
(
κ′ ξ
ξ κ
)
,
this gives an action on the set of oriented spheres in H+; this action is equivalent to the action already
described.
Proof. Note that any element in MH,j is of the form(
κ′ ξ
ξ κ
)
for some κ′, κ ∈ Q, ξ ∈ H+. The quasi-determinant of this matrix is just qH,j ((κ, κ′, ξ)). As the quasi-
determinant is multiplicative whenever it is real, and the quasi-determinant of γMγT is the quasi-determinant
of M . Furthermore, (
γMγT
)T
= γM
T
γT = γMγT ,
as desired. Finally, the subset of Mat(2, H) of matrices with real quasi-determinant and the relations
ab‡, cd‡ ∈ H+ is closed under multiplication, so we conclude that γMγT ∈ MH,j , as claimed. More than
that, because the quasi-determinant is preserved, and the quasi-determinant corresponds to the quadratic
form qH,j , we see that the cone qH,j(x) = n is preserved under the action, meaning that we have defined
a valid action of SL‡(2, H) on the oriented spheres in H+. To see that this action agrees with the action
already described, it suffices to check that it agrees on inv(Sˆj) = (0, 0, j). Choose any element
γ =
(
a b
c d
)
∈ SL‡(2, H),
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and note that (
a b
c d
)(
0 j
−j 0
)(
a c
b d
)
=
(−bja+ ajb −bjc+ ajd
−dja+ cjb −djc+ cjd
)
=
(
κ′(γ) ξ(γ)
ξ(γ) κ(γ)
)
,
which agrees with the previous defined action. 
Corollary 7.1. As algebraic groups over Q, SL‡(2, H) ∼= Spin(qH,j).
Proof. By Lemma 7.4, we know that SL‡(2, H) acts on the set of points (κ, κ′, ξ) ∈ Q2 × H+, preserving
the quadratic form qH,j . In other words, we have found a morphism SL
‡(2, H) → SO(qH,j). It isn’t hard
to check that this morphism is surjective, with kernel {±1}—in other words, SL‡(2, H) is a double-cover of
SO(qH,j). But, up to isomorphism, SO(qH,j) has a unique double cover; namely, Spin(qH,j). This concludes
the proof. 
8. Sphere Intersections in SO,j:
We have shown that for a sphere packing SO,j , there exists a constant C =
√
nrm(j) such that after
rescaling by this constant the bends of all spheres in the packing are integers. We shall see later that
showing SO,j is dense in R3 is straightforward. Consequently, the remainder of this paper will be devoted
to determining under what conditions we can conclude that SO,j is tangential and tangency-connected. We
begin with a few preliminary results. Given γ ∈ SL‡(2,O), we write
ξ3(γ) = pij
(
ξ˜j(γ)
)
Lemma 8.1. Let H =
(
−m,−n
Q
)
be a definite quaternion algebra, and O ⊂ H be a maximal ‡-order. Then
intersection curves between spheres in SO,j are all Q-rational if and only if for every γ ∈ SL‡(2,O), the
equation
X2 +mY 2 = n
(
1− ξ3(γ)2
)
has a rational solution.
Proof. Since elements of SL‡(2,O) act on H+ as bi-rational maps, it suffices to prove the lemma in the case
where one of the spheres is the plane Sˆj . Furthermore, we can assume that the other sphere S is not a plane.
To see this, choose a point z ∈ O ∩ Sˆj such that −z−1 /∈ S. Then the transformation
γ′ =
(
1 0
z 1
)
∈ SL‡(2,O)
sends Sˆj to Sˆj and ∞ /∈ γ′S. Fix γ ∈ SL‡(2,O) such that S = γSˆj . With the above assumptions, we know
by basic geometry that the intersection curve is the set of points a+ bi such that
nrm
(
a+ bi− ξ˜(γ)
κ˜(γ)
)
=
n
κ˜(γ)2
.
After a rational change of variables, this yields the curve
X2 +mY 2 = n
(
1− ξ3(γ)2
)
.
Since this is a conic section, it is rational if and only if it has at least one rational point. 
Lemma 8.2. Let H =
(
−m,−n
Q
)
be a definite quaternion algebra, and O ⊂ H be a maximal ‡-order. There
exist two spheres in SO,j intersecting at an angle θ if and only if there exists γ ∈ SL‡(2,O) such that
θ = arccos (ξ3(γ)) .
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Proof. Since the action of SL‡(2,O) preserves angles, it suffices to consider the case where one of the spheres
is the plane Sˆj . Choose γ ∈ SL‡(2,O) such that the other sphere S = γSˆj . Letting θ be the angle between
these two spheres; then from Lemma 7.3 we have
cos(θ) =
1
nrm(j)
bH,j (inv(γ), inv(id))
=
1
nrm(j)
bH,j (inv(γ), (0, 0, j)) = ξ3(γ).
The claim follows. 
The unit group O× has a standard embedding into SL‡(2,O) by
O× ↪→ SL‡(2,O)
u 7→
(
u 0
0 u−1‡
)
,
which gives it an action by rotations on H+.
Lemma 8.3. If intersections in SO,j are tangential, then intersections in SO,j are rational and the action
of O× preserves Sˆj.
Proof. If all intersections are tangential, then for any γ ∈ SL‡(2,O) such that Sˆj intersects γSˆj , we have
that ξ3 = ±1 by Lemma 8.2, and therefore
X2 +mY 2 = n
(
1− ξ3(γ)2
)
= 0,
which is rational. If the action of O× does not preserve Sˆj , then there is a rotation γ ∈ SL‡(2,O) about the
origin such that Sˆj 6= γSˆj , and the intersection between these two planes in SO,j must be a line. 
The converse of Lemma 8.3 is false. To see this, consider the quaternion algebra H =
(
−5,−1
Q
)
and the
maximal ‡-order
O = Z⊕ Zi⊕ Zj ⊕ Z1 + i+ j + ij
2
.
It is easily checked that O× = 〈j〉, and since j2 = −1, it follows that it acts on H+ by half-turns, which
preserve Sˆj . Furthermore, for any
γ =
(
a b
c d
)
∈ SL‡(2,O),
we must have
ξ˜(γ) ∈ O ∩H+ = Z⊕ Zi⊕ Zj,
from which we conclude that ξ3(γ) ∈ Z. Therefore, we need only to check that
X2 + 5Y 2 = 1
X2 + 5Y 2 = 0
are rational to conclude that intersections in Sj,O are rational. However, intersections in Sj,O are not
generally tangential. Indeed, one checks that
γ =
(−1+i+j−ij
2
1+i+j+ij
2
1+i−j−ij
2 1 + j
)
∈ SL‡(2,O),
and ξ3(γ) = 0, which shows that the intersection curve is not a point.
For that matter, the statement that tangential intersections imply rational intersections is not vacuous—it
is possible for the intersection curves of Sj,O to be non-rational. For example, consider H =
(
−7,−1
Q
)
and
the maximal ‡-order
O = Z⊕ Zi⊕ Z i+ j
2
⊕ Z1 + ij
2
.
QUATERNION ORDERS AND SPHERE PACKINGS 17
One checks that
ξ3
((
1 i+j2
i+j
2 1
))
=
1
2
,
but
X2 + 7Y 2 =
3
4
admits no rational solutions. We will show later that for
H =
(−7,−1
Q
)
and O = Z⊕ Z1 + i
2
⊕ Zj ⊕ Zj + ij
2
H =
(−1,−7
Q
)
and O =
{
Z⊕ Zi⊕ Z i+j2 ⊕ Z 1+ij2
Z⊕ Zi⊕ Z 1+j2 ⊕ Z i+ij2
all intersections are tangential. This shows that whether or not intersections are rational or tangential is not
determined solely by the quaternion algebra or the choice of normal vector j, but depends crucially on the
choice of maximal ‡-order O.
In contrast, for circle packings constructed as orbits of R under the action of a Bianchi group SL(2,O),
Stange proved that all intersections are rational and furthermore are tangential if and only if the action of
the unit group preserves R [Sta17]. Moreover, in that context, even if the unit group does not preserve R,
it is nevertheless true that there exist two spheres that intersect at angle θ if and only if there exists a unit
u ∈ O× such that
cos(θ) = pii
(
ξ
((
u 0
0 u−1
)))
.
We have shown that the corresponding statement for maximal ‡-orders is false, but we might nevertheless
conjecture that all angles of intersection must be rational multiples of pi. This is also false—let H =
(
−m,−n
Q
)
be a rational quaternion algebra, O be a maximal ‡-order, and z ∈ O ∩H+. Then
γ =
(
1 z
0 1
)(
1 0
z − tr(z) 1
)
=
(
1− nrm(z) z
z − tr(z) 1
)
∈ SL‡(2,O)
and ξ3(γ) = 1− 2pij(z)2n. So, for example, if we take H =
(
−5,−5
Q
)
and the order
O = Z⊕ Zi⊕ 2i+ j
5
⊕ 5 + i+ 3j + ij
10
,
then
1− 2pij
(
2i+ j
5
)2
5 =
3
5
,
and arccos(3/5) is not a rational multiple of pi.
9. Strong Approximation:
What we have seen is that in order to determine the tangency structure of SˆO,j , we need to understand
the set ξ3(SL
‡(2,O)). This can be accomplished by appealing to the strong approximation theorem for
algebraic groups, from which we obtain the following theorem.
Theorem 9.1. Let O be a ‡-order of a rational quaternion algebra H, and Ψ : SL‡(2,O)→ Zk a coordinate-
wise polynomial map. Then
Ψ
(
SL‡(2,O)) = ⋂
p prime
Ψ
(
SL‡(2,Op)
)
.
Proof. That
Ψ
(
SL‡(2,O)) ⊂ ⋂
p prime
Ψ
(
SL‡(2,Op)
)
.
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is evident. To prove containment the other way, we appeal to strong approximation. We consider SL‡(2,O)
as the set of integer points on an algebraic group G. By Corollary 7.1, we know that G(Q) ∼= Spin(qH,j).
This group is almost simple and simply-connected. Therefore, by the Strong Approximation theorem proved
in characteristic zero by Kneser [Kne65] and Platonov [Pla69], we know that for any finite set of places S of
Q, G(Q) is dense in G(AS) if and only if
GS =
∏
ν∈S
G(Qν)
is not compact—here, AS denotes the ring of S-adeles. In our case, we take S to be the unique archimedian
place of Q and note that then
GS = G(R) ∼= SL‡(2,R),
which is certainly not compact, and so we can conclude that G(Q) is dense inside
G(A) =
g = (gp) ∈ ∏
p prime
G(Qp)
∣∣∣∣∣∣gp ∈ G(Zp) for almost all p
 .
However, since S precisely consists of the archimedian places, this implies that G(Z) = SL‡(2,O) is dense
inside of
G(Zˆ) =
∏
p
SL‡(2,Op).
On the other hand, since Ψ is coordinate-wise polynomial, it can be enlarged to a continuous map Ψ :
G(Zˆ) → Zˆk. Since SL‡(2,O) is a dense subset, its image must be dense in the image of Ψ. However, this
implies that
Ψ(SL‡(2,O)) = Ψ
(∏
p
SL‡(2,Op)
)
∩ Zk ⊃
⋂
p prime
Ψ
(
SL‡(2,Op)
)
,
which proves the claim. 
With this result in hand, it now suffices to determine the image of the p-adic localizations. We consider
two cases, depending on whether or not p is odd.
Lemma 9.1. Let p be an odd prime and H a quaternion algebra over Qp with involution ‡. Fix an element
j ∈ H0 ∩H+ with square-free integer norm, and a maximal ‡-order O in H containing j. Then
ξ3
(
SL‡(2,O)) = { 1pZp if jOj−1 6= O
1 + nrm(j)Zp otherwise.
Proof. If
γ =
(
a b
c d
)
∈ SL‡(2,O),
then
ξ3(γ) = pij
(
ajd− bjc)
= 1 + pij
(
(ajd− bjc)− (ad‡ − bc‡)j)
= 1 + pij
(
a(jd− d‡j)− b(jc− c‡j))
= 1 + pij
(
a(jdj−1 − d‡)j − b(jcj−1 − c‡)j)
= 1 + re
(
a(jdj−1 − d‡)− b(jcj−1 − c‡)) .
If jOj−1 = O, this implies that jdj−1 − d‡ ∈ O, with trace zero and no i component. From this, we can
conclude that ξ3(γ) ∈ 1 + nrm(j)Zp. If jOj−1 6= O, then we can only assume that pjOj−1 ⊂ O, and so we
only know that ξ3(γ) ∈ p−1Zp.
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It is easy to show that ξ3(SL
‡(2,O)) ⊃ 1 + nrm(j)Zp. To see this, it suffices to note that
γ =
(
1 λj
j 1 + λj2
)
∈ SL‡(2,O)
ξ(γ) = (1 + λj2)j + λj3 = (1− 2λnrm(j))j
for any λ ∈ Zp. Therefore, it remains to prove that if jOj−1 6= O, then ξ3(SL‡(2,O)) ⊃ p−1Zp. By Lemma
5.1, if jOj−1 6= O, then O = Mat(2,Zp) without loss of generality, where the involution is(
a b
c d
)‡
=
(
a −c
−b d
)
.
We conclude that there exist some s, t ∈ Z×p such that
j =
(
s t
−t −s
)
,
and we choose an α ∈ O×, so
γ =
(
α 0
0 α−1‡
)
∈ SL‡(2,O).
Then
ξ(γ) = αjα−1‡ =
αjα‡
nrm(α)
ξ3(γ) = re
(
αjα‡j−1
nrm(α)
)
.
Taking
α =
(
a b
c a
)
,
we obtain
ξ3(γ) =
(b2 + c2)s2 − 2bct2 + 2a2(s2 − t2)
2 (s2 − t2) (a2 − bc) .
Note that s2− t2 = j2 ∈ pZp, so in fact it shall suffice to show that we can find a, b, c ∈ Zp such that for any
λ ∈ Z×p ,
(b2 + c2)s2 − 2bct2 + 2a2(s2 − t2) = λ (a2 − bc)
a2 − bc ∈ Z×p .
This can be accomplished by Hensel’s lemma. We shall require that a2− bc = u2s2/λ, where u ∈ Z×p will be
chosen later. Then, noting that st − t2 = 0 mod p, we have
(b2 + c2)s2 − 2bct2 + 2a2(s2 − t2) = (b− c)2s2 mod p,
hence if we choose c = b± u, then
(b− c)2s2 = u2s2 = λu
2s2
λ
= λ
(
a2 − bc) mod p.
Of course, this now requires that
a2 − bc = a2 − b(b± u) = a2 ± bu− b2 = u
2s2
λ
mod p,
but we have free choice of u and this is a quadratic form over Z/pZ, so this is satisfiable. We note that as
long as a 6= 0, we can lift our solution to Zp via Hensel’s lemma, and so we are done. 
Lemma 9.2. Let H be a quaternion algebra over Q2 with involution ‡. Let O be a maximal ‡-order of H
containing an element j ∈ H0 ∩H+ of square-free integral norm. Then the image ξ3(SL‡(2,O)) is as given
in Table 2.
20 ARSENIY SHEYDVASSER
O (m,n) / ≈ ξ3(SL‡(2,O))
Z2 ⊕ Z2i⊕ Z2 i+j2 ⊕ Z2 2+2j+ij4 (−6,−6), (−2, 6), (2, 2), (6,−2) 12Z2
Z2 ⊕ Z2i⊕ Z2 i+j2 ⊕ Z2 2+ij4 (−6,−2), (−2,−6), (2, 6), (6, 2) 12Z2
Z2 ⊕ Z2i⊕ Z2 1+i+j2 ⊕ Z2 i+ij2 (−6, 1), (−2,−3), (2, 1), (6,−3) 12Z2
Z2 ⊕ Z2i⊕ Z2 1+j2 ⊕ Z2 i+ij2 (−6, 3), (−2, 3), (2, 3), (6, 3) 12Z2
Z2 ⊕ Z2i⊕ Z2j ⊕ Z2 1+i+j+ij2 (−3,−3), (−3, 1), (1,−3), (1, 1) Z2
Z2 ⊕ Z2i⊕ Z2 1+i+j2 ⊕ Z2 j+ij2 (−3,−2), (−3, 6), (1,−6), (1, 2) Z2
Z2 ⊕ Z2 1+i2 ⊕ Z2j ⊕ Z2 j+ij2 (3,−6), (3,−2), (3, 2), (3, 6) 1 + 4Z2{
Z2 ⊕ Z2 1+i2 ⊕ Z2j ⊕ Z2 j+ij2
Z2 ⊕ Z2i⊕ Z2 1+j2 ⊕ Z2 i+ij2
(−1,−1), (−1, 3), (3,−1), (3, 3) 1 + 2Z2{
Z2 ⊕ Z2i⊕ Z2 2+i+j4 ⊕ Z2 i−j+ij4
Z2 ⊕ Z2i⊕ Z2 2−i+j4 ⊕ Z2 i+j+ij4
(−6, 2), (−2,−2), (2,−6), (6, 6) 14Z2
Z2 ⊕ Z2i⊕ Z2 1+i+j2 ⊕ Z2 i+ij2 (−6,−3), (−2, 1), (2,−3), (6, 1) 12Z2
Z2 ⊕ Z2i⊕ Z2 1+j2 ⊕ Z2 i+ij2 (−6,−1), (−2,−1), (2,−1), (6,−1) 12Z2
Z2 ⊕ Z2i⊕ Z2 1+i+j2 ⊕ Z2 j+ij2 (−3,−6), (−3, 2), (1,−2), (1, 6) 12Z2
Z2 ⊕ Z2 1+i2 ⊕ Z2j ⊕ Z2 j+ij2 (−1,−6), (−1,−2), (−1, 2), (−1, 6) 1 + 4Z2{
Z2 ⊕ Z2i⊕ Z2 i+j4 ⊕ Z2 2+ij4
Z2 ⊕ Z2i⊕ Z2 i−j4 ⊕ Z2 2+ij4
(−6, 6), (−2, 2), (2,−2), (6,−6) 14Z2{
Z2 ⊕ Z2i⊕ Z2 i+j2 ⊕ Z2 1+ij2
Z2 ⊕ Z2i⊕ Z2 1+j2 ⊕ Z2 i+ij2
(−3, 1), (−3, 3), (1,−1), (1, 3) 12Z2{
Z2 ⊕ Z2i⊕ Z2 i+j2 ⊕ Z2 1+ij2
Z2 ⊕ Z2 1+i2 ⊕ Z2j ⊕ Z2 j+ij2
(−1, 3), (−1, 1), (3,−3), (3, 1) 1 + 2Z2.
Table 2. Images ξ3(SL
‡(2,O)) for orders in quaternion algebras over Q2.
Proof. By Lemma 5.2, the given orders are the only ones that need to be considered. As there are only
finitely many possibilities, we can compute ξ3
(
SL‡(2,O ⊗Z Z/4Z)
)
for each of the given orders to conclude
that the image of ξ3(SL
‡(2,O)) modulo 4 surjects onto the given sets. To conclude that the entire image is
represented, note that
ξ3
((
1 0
τ 1
)
γ
)
= ξ3(γ)− κ(γ)pij(τ),
for any τ ∈ O ∩H+—by direct computation of SL‡(2,O ⊗Z Z/4Z), we can be assured that we can always
choose γ such that this spans the entire set. 
Together with Theorem 9.1, Lemmas 9.1 and 9.2 have a number of very useful corollaries.
Corollary 9.1. Given a definite, rational quaternion algebra H with involution ‡, an element j ∈ H0 ∩H+
with square-free integer norm, and a maximal ‡-order O containing j, we have
ξ3
(
SL‡(2,O)) = 1 + 2α nrm(j)
P 2
Z,
where P is the product of odd primes p such that jOpj−1 6= Op, and α ∈ {−2,−1, 0, 1, 2} is chosen to match
the corresponding entry in Table 2 for O ⊗ Z2.
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Corollary 9.2. Spheres in SO,j have only tangential intersections if and only if
2α
nrm(j)
P 2
≥ 2.
Corollary 9.3. Spheres in SO,j have only rational intersections if and only if
X2 + nrm(i)Y 2 = 2αk(2P 2 − 2αnrm(j)k)
has rational solutions for all integers 0 ≤ k ≤ 21−αP 2/nrm(j).
Proof. By Lemma 8.1, intersections are rational if and only if
X2 + nrm(i)Y 2 = nrm(j)
(
1− ξ3(γ)2
)
has rational solutions whenever |ξ3(γ)| ≤ 1. However, we know that
ξ3(γ) = 1− 2α nrm(j)
P 2
k
for some integer k, so
nrm(j) (1− ξ3(γ))2 = nrm(j)2
αnrm(j)k(2P 2 − 2αnrm(j)k)
P 4
=
nrm(j)2
P 4
(
2αk(2P 2 − 2αnrm(j)k)) ,
which concludes the proof. 
10. Orders with Euclidean Intersection:
Corollary 9.2 reduces determining whether intersections in SO,j are tangential to a straightforward com-
putation. This leaves the problem of determining when the packing SO,j is tangency-connected—for this, we
shall need to determine for what γ ∈ SL‡(2,O) the image γSˆj intersects Sˆj . By Lemma 8.3, we know that
tangencies occur at rational points of Sˆj . However, for arbitrary groups SL
‡(2,O), the action on rational
points of Sˆj is not transitive; as a result, it is unclear how to determine the tangency-structure in general.
In fact, the intersection of SL‡(2,O) with SL(2,C) is generally going to be difficult to describe. To simplify
the problem, we instead consider the special case where the intersection of O with C is a Euclidean ring.
Definition 10.1. Let H =
(
−m,−n
Q
)
for some square-free positive integers m,n such that the ring of integers
of Q(i) is a Euclidean ring—equivalently, when m = 1, 2, 3, 7, 11. We equip H with the usual involution ‡.
We say that a maximal ‡-order O has Euclidean intersection if O ∩Q(i) is the ring of integers of Q(i).
We shall show that for orders with Euclidean intersection, the converse to Lemma 8.3 is true. We start by
giving a classification of all such orders.
Theorem 10.1. Let H =
(
−m,−n
Q
)
and let O be a maximal ‡-order with Euclidean intersection. Then O
is one of the orders given in Table 3, with the given image of ξ3(SL
‡(2,O)).
Proof. For m = 1 and m = 2, there are no odd primes dividing m, and therefore by Lemma 5.1 there is
only one maximal ‡-order in Hp for every odd prime p. Consequently, maximal ‡-orders in H are wholly
determined by the orders specified in Lemma 5.2. For all other m, there is a unique maximal ‡-order in H2
containing (1 + i)/2, specifically
Z⊕ Z1 + i
2
⊕ Zj ⊕ Zj + ij
2
.
It therefore suffices to determine the behavior over Qm. If m = 7, by a computation with the Hilbert symbol
shows that either 7 ramifies or −disc(‡) 6= (Q×7 )2. Consequently, by Lemma 5.1, there is but one maximal
‡-order in Hp for every prime p. We conclude that the maximal ‡-orders given in the table are the only ones
possible. If m = 3, 11, there is again just one maximal ‡-order, unless m|n and n/m is not a square modulo
m, in which case m does not ramify, −disc(‡) = (Q×m)2, and consequently, there are two distinct maximal
‡-orders. Since n/m is not a square modulo m, −n/m is, which implies that there exists an integer t such
that n/m+ t2 ≡ 0 mod m, and therefore the orders given in the table are well-defined. Finally, we compute
the sets ξ3(SL
‡(2,O)) by appealing to Corollary 9.1. 
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m O Conditions ξ3(SL‡(2,O)
m = 1 Z⊕ Zi⊕ Zj ⊕ 1+i+j+ij2 if n ≡ 1 mod 4 1 + nZ
Z⊕ Zi⊕ Z 1+i+j2 ⊕ Z j+ij2 if n ≡ 2 mod 4 1 + n2Z{
Z⊕ Zi⊕ Z 1+j2 ⊕ Z i+ij2
Z⊕ Zi⊕ Z i+j2 ⊕ Z 1+ij2
if n ≡ −1 mod 4 1 + n2Z
m = 2 Z⊕ Zi⊕ Z 1+i+j2 ⊕ Z i+ij2 if n ≡ 1 mod 4 1 + n2Z
Z⊕ Zi⊕ Z 1+j2 ⊕ Z i+ij2 if n ≡ −1 mod 4 1 + n2Z
Z⊕ Zi⊕ Z i+j2 ⊕ Z 2+2j+ij4 if n/2 ≡ 1 mod 8 1 + n4Z
Z⊕ Zi⊕ Z i+j2 ⊕ Z 2+ij4 if n/2 ≡ 3 mod 8 1 + n4Z{
Z⊕ Zi⊕ Z 2+i+j4 ⊕ Z i−j+ij4
Z⊕ Zi⊕ Z 2+i−j4 ⊕ Z i+j+ij4
if n/2 ≡ −3 mod 8 1 + n8Z{
Z⊕ Zi⊕ Z i+j4 ⊕ Z 2+ij4
Z⊕ Zi⊕ Z i−j4 ⊕ Z 2+ij4
if n/2 ≡ −1 mod 8 1 + n8Z
m = 3 Z⊕ Z 1+i2 ⊕ Zj ⊕ Z j+ij2 if 3 - n 1 + 2nZ
Z⊕ Z 1+i2 ⊕ Zj ⊕ Z 3j+ij6 if 3|n and n/3 = 1 mod 3 1 + 2n3 Z{
Z⊕ Z 1+i2 ⊕ Z i+j3 ⊕ Z 3j+ij6
Z⊕ Z 1+i2 ⊕ Z i−j3 ⊕ Z 3j+ij6
if 3|n and n/3 = −1 mod 3 1 + 2n9 Z
m = 7 Z⊕ Z 1+i2 ⊕ Zj ⊕ Z j+ij2 if 7 - n 1 + 2nZ
Z⊕ Z 1+i2 ⊕ Zj ⊕ Z 7j+ij14 if 7|n 1 + 2n7 Z
m = 11 Z⊕ Z 1+i2 ⊕ Zj ⊕ Z j+ij2 if 11 - n 1 + 2nZ
Z⊕ Z 1+i2 ⊕ Zj ⊕ Z 11j+ij22 if 11|n and
(
n/11
11
)
= 1 1 + 2n11Z{
Z⊕ Z 1+i2 ⊕ Z 3i+j11 ⊕ Z 11j+ij22
Z⊕ Z 1+i2 ⊕ Z 3i−j11 ⊕ Z 11j+ij22
if 11|n and n/11 ≡ 2 mod 11 1 + 2n112Z{
Z⊕ Z 1+i2 ⊕ Z 4i+j11 ⊕ Z 11j+ij22
Z⊕ Z 1+i2 ⊕ Z 4i−j11 ⊕ Z 11j+ij22
if 11|n and n/11 ≡ −5 mod 11 1 + 2n112Z{
Z⊕ Z 1+i2 ⊕ Z 2i+j11 ⊕ Z 11j+ij22
Z⊕ Z 1+i2 ⊕ Z 2i−j11 ⊕ Z 11j+ij22
if 11|n and n/11 ≡ −4 mod 11 1 + 2n112Z{
Z⊕ Z 1+i2 ⊕ Z 5i+j11 ⊕ Z 11j+ij22
Z⊕ Z 1+i2 ⊕ Z 5i−j11 ⊕ Z 11j+ij22
if 11|n and n/11 ≡ −3 mod 11 1 + 2n112Z{
Z⊕ Z 1+i2 ⊕ Z i+j11 ⊕ Z 11j+ij22
Z⊕ Z 1+i2 ⊕ Z i−j11 ⊕ Z 11j+ij22
if 11|n and n/11 ≡ −1 mod 11 1 + 2n112Z
Table 3. All orders with Euclidean intersection.
Orders with Euclidean intersection are very well-behaved—for example, for almost all of them, intersec-
tions in SO,j are rational, and barring a small number of exceptions, they are in fact tangential.
Theorem 10.2. Let H =
(
−m,−n
Q
)
be a rational, definite quaternion algebra with a maximal ‡-order O
with Euclidean intersection. Then intersections in SO,j are rational unless m,n are on the following list.
m n
3 6
11 22, 66, 77, 110
Furthermore, intersections are tangential unless m,n are on the following list.
m n
1 1, 2, 3
2 1, 2, 3, 6, 10, 14
3 6
11 22, 66, 77, 110.
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Proof. It is a consequence of Corollary 9.2 that unless m,n are on the given list then all intersections are
tangential. For the remaining finite cases, we apply Corollary 9.3. 
Furthermore, we can give a precise description of how two spheres intersect in SO,j if O has Euclidean
intersection. We begin by looking at spheres intersecting Sˆj at ∞.
Lemma 10.1. Let H =
(
−m,−n
Q
)
be a definite quaternion algebra with a maximal ‡-order O with Euclidean
intersection. Suppose S ∈ SO,j and ∞ ∈ S ∩ Sˆj. Then,
S =
(
u 0
0
(
u‡
)−1)(1 τ0 1
)
(Sˆj),
for some u ∈ O×, τ ∈ O ∩H+.
Proof. Choose γ ∈ SL‡(2,O) such that S = γSˆj . The point p = γ−1(∞) must be a rational point of Sˆj .
Since O ∩ Q(i) is a Euclidean ring, the action of SL (2,O ∩Q(i)) is transitive on the rational points of Sˆj .
Therefore, we can find an element γ′ ∈ SL‡ (2,O ∩Q(i)) such that γ′(p) =∞. We have
S = γγ′
(
Sˆj
)
and γγ′(∞) =∞, hence
γγ′ =
(
u ∗
0
(
u‡
)−1)
=
(
u 0
0
(
u‡
)−1)(1 τ0 1
)
,
where u ∈ O×, τ ∈ O ∩H+. 
Theorem 10.3. Let H =
(
−m,−n
Q
)
be a definite quaternion algebra with maximal ‡-order O with Euclidean
intersection. Choose any sphere S ∈ SO,j and any rational point z ∈ S. There exist a, b, c, d ∈ O such that
ac−1 = z, (
a b
c d
)
∈ SL‡(2,O),
and
S =
(
a b
c d
)
(Sˆj).
Furthermore, the spheres intersecting S at z are given by(
a b
c d
)(
u 0
0 u‡−1
)(
1 τ
0 1
)(
Sˆj
)
for u ∈ O×, τ ∈ O ∩H+.
Proof. We can assume without loss of generality that S = Sˆj since we can always apply a transformation
γ ∈ SL‡(2,O) to move S back to Sˆj . Choose γ ∈ SL‡ (2,O ∩Q(i)) such that γ(∞) = z. Then γ(Sˆj) = Sˆj ,
and so
γ =
(
a b
c d
)
has the desired properties. Furthermore, if S′ is a sphere intersecting Sˆj at z, then γ−1(S′) is a sphere
intersecting Sˆj at ∞. However, by Lemma 10.1 we must have
γ−1(S′) =
(
u 0
0 u‡−1
)(
1 τ
0 1
)(
Sˆj
)
,
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whence
S′ =
(
a b
c d
)(
u 0
0 u‡−1
)(
1 τ
0 1
)(
Sˆj
)
.
Conversely, it is easy to see that any sphere of the given form must intersect Sˆj at z. 
Theorem 10.3 directly implies the converse to Lemma 8.3, as promised.
Corollary 10.1. Let O be a maximal ‡-order with Euclidean intersection. If O× preserves Sˆj and spheres
in SO,j intersect rationally, then all intersections in SO,j are tangential.
11. The Group E‡(2,O) and Covers of O ∩H+:
Having found a collection of orders that admit only tangential intersections, we turn to the requirement
that SO,j is tangency-connected. To this end, we define E‡(2,O) to be the group generated by upper and
lower triangular matrices in SL‡(2,O). The group E‡(2,O) is an analog of the group E(2,O) generated by
elementary matrices when SL(2,O) is a Bianchi group. We also define the intersection graph of SO,j as the
graph where the vertices are spheres in SO,j , and any edges connect spheres that intersect.
Theorem 11.1. Let O be a maximal ‡-order that has Euclidean intersection and such that SO,j admits only
rational intersections. Then the connected components of the intersection graph of SO,j are in bijection with
the coset space SL‡(2,O)/E‡(2,O).
Proof. Note that given a sphere S ∈ SO,j , the element γ ∈ SL‡(2,O) such that S = γ(Sˆj) is well-defined up
to multiplication on the right by an element of E (2,O ∩Q(i)) = SL (2,O ∩Q(i)). Therefore, by Theorem
10.3, we know that if two vertices S1, S2 are connected by an edge and S1 = γ1(Sˆj), S2 = γ2(Sˆj), then there
is an element γ ∈ E‡(2,O) such that γ1 = γ2γ. Therefore, if two spheres S1 = γ1(Sˆj), S2 = γ2(Sˆj) are
in the same connected component of the intersection graph, this implies that γ1, γ2 are in the same coset
of SL‡(2,O)/E‡(2,O). On the other hand, given γ ∈ E‡(2,O), it is easy to see that γ(Sˆj) is in the same
connected component as Sˆj , since all of the generators of E
‡(2,O) send Sˆj to a sphere that intersects Sˆj .
Ergo, we have a well-defined map
SL‡(2,O)/E‡(2,O)→ {connected components of SO,j}
γE‡(2,O) 7→ γE‡(2,O)(SˆjR),
and this map is the desired bijection. 
Thus, whether or not a sphere packing is tangency-connected is wholly determined by whether or not
E‡(2,O) = SL‡(2,O). We shall see that this depends on whether or not unit balls centered on points in
O ∩ H+ cover H+—we shall say that O covers R3 by unit balls. If O covers R3 by unit balls, we have a
division lemma.
Lemma 11.1. Suppose O is a ‡-order that covers R3 by unit balls. Let a, b ∈ O such that ba ∈ O∩H+ and
b 6= 0. Then there exists q, r ∈ O ∩H+ such that nrm(r) < nrm(b) and a = bq + r.
Proof. We have b−1a ∈ H+ and therefore we can find q ∈ O ∩ H+ such that N (b−1a− q) < 1. But this
means that we can rearrange
b−1a = q + (b−1a− q)
to give
a = bq + (a− bq)
= bq + r,
where r = a− bq, and so nrm(r) < nrm(b). 
Using this lemma, we define an analog of the Euclidean algorithm.
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Lemma 11.2. Suppose O is a ‡-order that covers R3 by unit balls. Let a, b ∈ O such that ba ∈ O∩H+ and
b 6= 0. Consider any sequence defined recursively by:
r0 = a
r1 = b
r2 = a− bq1
...
rl = rl−2 − rl−1ql−1,
s0 = 1
s1 = 0
s2 = s0 − s1q1
...
sl = sl−2 − sl−1ql−1
t0 = 0
t1 = 1
t2 = t0 − t1q1
...
tl = tl−2 − tl−1ql−1
where ql, rl ∈ O ∩H+ and ql is chosen such that nrm(b) > nrm(r0) > nrm(r1) > . . .. Then:
(1) rl = 0 for sufficiently large l.
(2) If k is the smallest value for which rk+1 = 0, then rk is a left gcd of a and b.
(3) ask + btk = rk, and sktk ∈ O ∩H+.
(4) For all integers l such that k + 1 ≥ l ≥ 0,(
sl−1 (−1)l−1sl
tl−1 (−1)l−1tl
)
∈ E‡(2,O).
Proof. The first part of the claim follows immediately from the fact that there are only finitely many integers
between nrm(b) and 0. For the second part, we first show that rk is a left divisor of a and b. We prove this
inductively, by showing that rk divides rk′ for all k
′ < k.
Note that since rk+1 = 0, we must have rk−1 = rkqk+1 and of course rk = rk, which proves the base cases.
Now, assume that rk is a left divisor of rk−l and rk−l+1; we must show rk is a left divisor of rk−l−1. This is
immediate, since
rk−l−1 = rk−lqk−l + rk−l+1
= rk
(
r′k−lqk−l + r
′
k−l+1
)
.
Next, we show that if r is a left divisor of a and b, then r is a left divisor of rk. We also prove this inductively,
by showing that r is a left divisor of rk for all k. The base cases of a and b is known by assumption, so it
suffices to assume that r is a left divisor of rl−1 and rl−2 and to prove that it is a left divisor of rl. This is
also immediate, since
rl = rl−2 − rl−1ql−1
rl = r
(
r′l−2 − r′l−1ql−1
)
.
To prove that ask + btk = rk, we prove asl + btl = rl for all l by induction. The base cases are easy to check
s0a+ t0b = a = r0
s1a+ t1b = b = r1
So, we assume that asl−1 + btl−1 = rl−1, and asl−2 + btl−2 = rl−2 and show that claim holds for l. Indeed
asl + btl = a (sl−2 − sl−1ql−1) + b (tl−2 − tl−1ql−1)
= (asl−2 + btl−2)− (asl−1 + btl−1) ql−1
= rl−2 − rl−1ql−1
= rl.
Next, note that (
sl−1 −sl
tl−1 −tl
)(
0 1
−1 ql
)
=
(
sl sl+1
tl tl+1
)
(
sl−1 sl
tl−1 tl
)(
0 −1
1 ql
)
=
(
sl −sl+1
tl −tl+1
)
.
Since (
s0 s1
t0 t1
)
=
(
1 0
0 1
)
∈ E‡(2,O)
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we must have (
sl−1 (−1)l−1sl
tl−1 (−1)l−1tl
)
∈ E‡(2,O),
for all l. It is an immediate consequence that sktk ∈ O ∩H+. 
Much like the existence of the standard Euclidean algorithm implies that SL(2,Z) is generated by ele-
mentary matrices, the existence of the algorithm defined by Lemma 11.2 implies that SL‡(2,O) = E‡(2,O).
Lemma 11.3. If O is a ‡-order that covers R3 by unit balls, then SL‡(2,O) = E‡(2,O).
Proof. Choose any element
γ =
(
a b
c d
)
∈ SL‡(2,O).
If b = 0, then it follows that γ ∈ E‡(2,O). So, assume b 6= 0, and consider ba. Since
γ−1 = ±
(
d‡ −b‡
−c‡ a‡
)
,
we must have
−b‡ (a−1)‡ ∈ H+
and so ba ∈ O ∩H+. We can therefore apply the algorithm described in Lemma 11.2. Since ad‡ − bc‡ = 1,
we see that the greatest common divisor g of a, b must be a unit in O. Therefore(
a b
−g−1‡t‡k g−1
‡
s‡k
)
∈ SL‡(2,O)
and since (
1 0
z 1
)(
a b
−g−1‡t‡k g−1
‡
s‡k
)
=
(
a b
c d
)
for some z ∈ O ∩ H+, it suffices to show that this new matrix is in E‡(2,O). We can simplify this even
further by noting that (
a b
−g−1‡t‡k g−1
‡
s‡k
)−1
=
(
skg
−1 −b‡
tkg
−1 a‡
)
=
(
sk −b‡g−1‡
tk a
‡g−1‡
)(
g−1 0
0 g‡
)
,
so the problem is equivalent to showing that(
sk −b‡g−1‡
tk a
‡g−1‡
)
∈ E‡(2,O).
But, since (
sk −b‡g−1‡
tk a
‡g−1‡
)
=
(
sk (−1)ksk+1
tk (−1)ktk+1
)(
1 z
0 1
)
for some z ∈ O ∩H+, we are done. 
Theorem 11.2. If O ⊂
(
−m,−n
Q
)
is a maximal ‡-order with Euclidean intersection, then it covers R3 by
unit balls if and only if (m,n) is on the following table.
m n
1 1, 2, 3, 6, 7, 10
2 1, 2, 3, 5, 6, 10, 14, 26
3 1, 2, 6, 15
7 1
11 22, 66, 77, 110, 143
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m O ∩H+ G
m = 1 Z⊕ Zi⊕ Zj
√
n
n−2 (2, 2, 1 + i+ j)
Z⊕ Zi⊕ Z 1+i+j2
√
n2
n2−12n+4
(
4, 4, 2 + 2i+ n−2n j
)
Z⊕ Zi⊕ Z 1+j2
√
n2
n2−10n+1
(
4, 4, 2 + 2i+ n−1n j
)
Z⊕ Zi⊕ Z i+j2
√
n2
n2−10n+1
(
4, 4, 2 + 2i+ n−1n j
)
m = 2 Z⊕ Zi⊕ Z 1+i+j2
√
n2
(n−1)(n−9)
(
4, 4, 2 + 2i+ n−3n j
)
Z⊕ Zi⊕ Z 1+j2
√
n2
n2−6n+1
(
4, 4, 2 + 2i+ n−1n j
)
Z⊕ Zi⊕ Z i+j2
√
n2
n2−8n+4
(
4, 4, 2 + 2i+ n−2n j
)
Z⊕ Zi⊕ Z 2+i+j4
√
n2
n2−36n+100
(
8, 8, 4 + 4i+ n−10n j
)
Z⊕ Zi⊕ Z i+j4
√
n2
n2−28n+36
(
8, 8, 4 + 4i+ n−6n j
)
m = 3 Z⊕ Z 1+i2 ⊕ Zj
√
3n
3n−8
(
2, 2, 1 + i3 + j
)
Z⊕ Z 1+i2 ⊕ Z i+j3
√
n
n−24 (6, 6, 3 + i+ j)
m = 7 Z⊕ Z 1+i2 ⊕ Zj
√
7n
7n−12
(
2, 2, 1 + 3i7 + j
)
m = 11 Z⊕ Z 1+i2 ⊕ Zj
√
11n
11n−8
(
2, 2, 1 + 5i11 + j
)
Z⊕ Z 1+i2 ⊕ Z 3i+j11
√
n2
(n−22)(n−198)
(
22, 22, 11 + 5i+ n−66n j
)
Z⊕ Z 1+i2 ⊕ Z 4i+j11
√
n2
n2−176n+1936
(
22, 22, 11 + 5i+ n−44n j
)
Z⊕ Z 1+i2 ⊕ Z 2i+j11
√
n2
(n−22)(n−198)
(
22, 22, 11 + 5i+ n−66n j
)
Z⊕ Z 1+i2 ⊕ Z 5i+j11
√
n
n−88 (22, 22, 11 + 5i+ j)
Z⊕ Z 1+i2 ⊕ Z i+j11
√
n2
n2−176n+1936
(
22, 22, 11 + 5i+ n−44n j
)
Table 4. Spheres orthogonal to unit spheres centered at points of O ∩H+.
Proof. Each of the orders with Euclidean intersection covers R3 by unit balls if and only if there does not
exist a sphere orthogonal to unit spheres centered at the lattice points of O∩H+. These spheres are compiled
in Table 4, with one representative for every pair O, jOj−1. Note that each of these spheres exists if and only
if the expression in the square root is positive—the values of (m,n) given in the statement of the theorem
are precisely those for which the inequality holds true. 
12. The SL‡(2,O) 6= E‡(2,O) Case:
We need to determine when SL‡(2,O) 6= E‡(2,O). We begin by giving a sufficient condition that applies
for all maximal ‡-orders.
Theorem 12.1. Let H be a definite rational quaternion algebra with involution ‡ and O a maximal ‡-order.
Let O′ be the ‡-order generated by the elements of O ∩H+ and O×. If O 6= O′, then E‡(2,O) 6= SL‡(2,O).
Proof. Choose any u ∈ O\O′. Let N = nrm(u). Then(
u 0
0 u‡
)
∈
{
SL‡ (2,O) if N = 1
SL‡ (2,O ⊗Z Z/(N − 1)Z) otherwise.
In either case, however, by appealing to the fact that
SL‡ (2,O)→ SL‡ (2,O ⊗Z Z/(N − 1)Z)
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m O Conditions
m = 2 Z⊕ Zi⊕ Z i+j2 ⊕ Z 2+2j+ij4 if n/2 ≡ 1 mod 8, n > 2
Z⊕ Zi⊕ Z i+j2 ⊕ Z 2+ij4 if n/2 ≡ 3 mod 8, n > 6
m = 7 Z⊕ Z 1+i2 ⊕ Zj ⊕ Z 7j+ij14 if 7|n, n > 7
m ≡ 3 mod 8 Z⊕ Z 1+i2 ⊕ Zj ⊕ Zmj+ij2m if m|n and
(
n/m
m
)
= 1, n > m
Table 5. Orders O that are not generated by O× and O ∩H+.
is surjective, we conclude that there exists an element
γ =
(
a b
c d
)
∈ SL‡(2,O)
with a ∈ O\O′. However, clearly E‡(2,O) ⊂ SL‡(2,O′), so γ ∈ SL‡(2,O)\E‡(2,O). 
Corollary 12.1. For all of the orders in Table 5, SL‡(2,O) 6= E‡(2,O).
Proof. It is easy to check by computing the norm forms that for all but finitely many n, O× ∩H+ = O×.
This reduces showing that the orders in the table satisfy this property to a finite computation. However, if
O× ∩ H+ = O×, then by Theorem 12.1 it suffices to note that none of the above orders are generated by
elements in O ∩H+. 
Apart from this criterion that allows us to establish that SO,j is tangency-disconnected, we also have a
means of proving that it is topologically disconnected, using the concept of a ”ghost sphere.”
Definition 12.1. Let O be a maximal ‡-order of a definite quaternion algebra over Q. A ghost sphere is a
sphere in R3 that does not intersect any sphere in SO,j.
The term “ghost sphere” comes from Stange’s terminology for circle packings [Sta17]. Since the ghost
sphere does not belong to the packing, it defines a boundary splitting the packing into two disconnected
components. The same is true of all of the translates of the ghost sphere, and so the existence of a ghost
sphere automatically proves that SO,j splits into infinitely many disconnected components.
Lemma 12.1. Let O be a maximal ‡-order of a rational quaternion algebra H =
(
−m,−n
Q
)
, such that O has
Euclidean intersection. Suppose that O is not one of the orders listed in Table 5, nor is
O = Z⊕ Z1 + i
2
⊕ Z ti+ j
11
⊕ Z11j + ij
22
⊂
(−11,−n
Q
)
.
If O is does not cover R3 by unit balls, then SO,j contains a ghost sphere.
Proof. If O does not cover R3 by unit balls, then there exists a sphere that is orthogonal to unit spheres
centered on points in O ∩H+, as defined in Table 4. Under the given conditions, we shall prove that this
sphere is a ghost sphere. Note that, in general, this sphere is defined by the fact that if
O = Z⊕ Ze1 ⊕ Ze2 ⊕ Ze3,
and the inversive coordinates of this sphere are given by xˆ = (κˆ, κˆ′, ξˆ) then
bH,j (xˆ, (1, α, e1)) = bH,j (xˆ, (1, β, e2)) ,
where α, β are integers such that
qH,j ((1, α, e1)) = qH,j ((1, β, e2)) = 1.
From this, we conclude that
bH,j (xˆ, (κ, κ
′, a+ be1 + ce2)) = bH,j (xˆ, (κ+ κ′ − a− bα− cβ))
= − κˆ
2
(κ+ κ′ − a− b(α+ 1)− c(β + 1)) .
QUATERNION ORDERS AND SPHERE PACKINGS 29
Our goal is to use this to prove that for all γ ∈ SL‡(2,O),
bH,j (xˆ, inv(γ)) /∈ [−n, n],
which is exactly equivalent to the sphere corresponding to the inversive coordinates xˆ being a ghost sphere.
From the above, we have shown that
γ 7→ 2
κˆ
bH,j (xˆ, inv(γ))
is a polynomial map—indeed, this map is linear, with integer coefficients. Consequently, we can completely
determine its image by considering the localizations at various primes p. First, note that if p is odd and it
is not the case that p|nrm(j), p - disc(H), and −disc(‡) = (Q×p )2, then we know there is a unique maximal
‡-order in Hp containing j, and that is
Op = Zp ⊕ Zpi⊕ Zpj ⊕ Zp ij
pk
,
where k is either 0 or 1, with the latter occurring precisely when p|nrm(i),nrm(j). In either case, one checks
that if p|nrm(j), then
κ˜′j(γ) = 2re
(
abj
) ∈ pZp
κ˜j(γ) = 2re
(
cdj
) ∈ pZp
and
ξ˜j(γ) = j + ajd− bjc− (ad‡ − bc‡)j
= j + a
(
(jdj−1
)
j − b ((jcj−1) j
∈ pZp ⊕ pZpi⊕ (1 + pZp) j.
We also know that ξ˜j(γ) = a+ be1 + ce2, and from this we compute that
c ∈ 1
pij(e2)
+ pZp
b ∈ − pii(e2)
pii(e1)pij(e2)
+ pZp
a ∈ pii(e1)re(e2)− pii(e2)re(e1)
pii(e1)pij(e2)
+ pZp.
Taking all of this together, we have that
2
κˆ
bH,j (xˆ, inv(γ)) ∈ pii(e1)re(e2)− pii(e2)re(e1)
pii(e1)pij(e2)
− pii(e2)(α+ 1)
pii(e1)pij(e2)
+
β + 1
pij(e2)
+ pZp
∈ pii(e1)(re(e2) + β + 1)− pii(e2)(re(e1) + α+ 1)
pii(e1)pij(e2)
+ pZp.
For all other odd primes p, it shall suffice to note that
2
κˆ
bH,j (xˆ, inv(γ)) ∈ Zp.
This leaves only p = 2, which we handle separately for all the various orders under consideration. Let us
consider the case m = 3, 3|n, n ≡ −1 mod 3, where
O = Z⊕ Z1 + i
2
⊕ Z i+ j
3
⊕ Z3j + ij
3
.
First, we note that from the above discussion, we have
2
κˆ
bH,j (xˆ, inv(γ)) =
n− 6
3
+
n2
3
Z,
where n = 2ln2 for some integers l, n2, where n2 is odd. One checks by computing SL
‡(2,O⊗Z Z/2lZ) that
for all γ ∈ SL‡(2,O),
inv(γ) ∈ (2l+1Z2l+1 , 2l+1Z2l+1 , 2l+1Z2l+1 ⊕ 2l+1Z2l+1i⊕ (1 + 2l+1Z2l+1)j) .
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m O ∩H+ Image
m = 1 Z⊕ Zi⊕ Zj
√
n
n−2 (n+ 2nZ)
Z⊕ Zi⊕ Z 1+i+j2
√
n2
n2−12n+4 (2− n+ 2nZ)
Z⊕ Zi⊕ Z 1+j2
√
n2
n2−10n+1 (3− n+ 2nZ)
Z⊕ Zi⊕ Z i+j2
√
n2
n2−10n+1 (n− 1 + 2nZ)
m = 2 Z⊕ Zi⊕ Z 1+i+j2
√
n2
(n−1)(n−9) (1− n+ 2nZ)
Z⊕ Zi⊕ Z 1+j2
√
n2
n2−6n+1 (3− n+ 2nZ)
Z⊕ Zi⊕ Z 2+i+j4
√
n2
n2−36n+100 (6− n+ 2nZ)
Z⊕ Zi⊕ Z i+j4
√
n2
n2−28n+36 (n− 6 + 2nZ)
m = 3 Z⊕ Z 1+i2 ⊕ Zj
√
3n
3n−8 (n+ 2nZ)
Z⊕ Z 1+i2 ⊕ Z i+j3
√
n
n−24
(
n−6
3 + 2nZ
)
m = 7 Z⊕ Z 1+i2 ⊕ Zj
√
7n
7n−12 (n+ 2nZ)
m = 11 Z⊕ Z 1+i2 ⊕ Zj
√
11n
11n−8 (n+ 2nZ)
Table 6. Images of bH,j (xˆ, inv(γ)) for γ ∈ SL‡(2,O).
From this, we deduce that if ξ˜j(γ) = a+ be1 + ce2, then
c = 1 mod 2l+1
b = −2 mod 2l+1
a = 1 mod 2l+1,
and therefore
2
κˆ
bH,j (xˆ, inv(γ)) = −(κ+ κ′) + a+ b+ n+ 3
9
c
= n+ 2 mod 2l+1.
However,
n− 6
3
= −n− 2 mod 2l+1
= n+ 2 mod 2l+1,
from which we conclude that
2
κˆ
bH,j (xˆ, inv(γ)) =
n− 6
3
+
2n
3
Z.
This implies that
bH,j (xˆ, inv(γ)) =
√
n
n− 24
(
n− 6
3
+ 2nZ
)
,
which has non-empty intersection with [−n, n] only if√
n
n− 24
n− 6
3n
< 1.
One checks this never occurs, ergo the sphere with coordinates xˆ is a ghost sphere. The arguments for the
other cases are similar—we compile the results of the computations of the image of bH,j (xˆ, inv(γ)) in Table
6, with one representative for each pair of orders O, jOj−1 under consideration. 
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An obvious question to ask is why the proof of Lemma 12.1 cannot be extended to other maximal ‡-orders.
The surprising answer is that even for maximal ‡-orders with Euclidean intersection, the sphere orthogonal
to the unit spheres centered at points in O ∩ H+ is not necessarily a ghost sphere. For instance, for the
quaternion algebra H =
(
−7,−7
Q
)
with order
O = Z⊕ Z1 + i
2
⊕ Zj ⊕ Z7j + ij
14
the sphere with center
(
1
2 ,
3
2
√
7
,
√
7
2
)
and radius
√
37/7
2 is such a sphere, but it intersects γ(Sˆj), where
γ =
(
1 + j2 +
ij
14 1− j2 + ij14
1− j2 + ij14 −1− j2 − ij14
)
∈ SL‡(2,O).
However, between Corollary 12.1 and Lemma 12.1, we have proved that if O does not cover R3 by unit balls,
then SL‡(2,O) 6= E‡(2,O) for all maximal ‡-orders with Euclidean intersection, with the sole exception of
the case where
O = Z⊕ Z1 + i
2
⊕ Z ti+ j
11
⊕ Z11j + ij
22
⊂
(−11,−n
Q
)
,
where 11|n and n/11 is a non-square modulo 11. We handle this case separately.
13. Special Unimodular Pairs:
Throughout this section, we shall take O to be a maximal ‡-order
O = Z⊕ Z1 + i
2
⊕ Z ti+ j
11
⊕ Z11j + ij
22
⊂
(−11,−n
Q
)
,
where n is a positive integer such that 11|n and n/11 is not a square modulo 11, and O does not cover R3
by unit balls, unless otherwise specified. Our goal is to prove that SL‡(2,O) 6= E‡(2,O) in this case, which
we do by adapting Nica’s proof that SL(2,O) 6= E(2,O) if O is an imaginary quadratic ring [Nic11].
Definition 13.1. We call a pair (a, b) ∈ O2 unimodular if there exists a pair (c, d) ∈ O2 such that(
a b
c d
)
∈ SL‡(2,O).
We denote the entire space of unimodular pairs by U(2,O). We call a unimodular pair (a, b) special if
nrm(a) = nrm(b) < nrm(a± b)
and a, b ∈ O ∩Q(j).
The definitions here are essentially the same as Nica’s, mutatis mutandis. Notice that SL‡(2,O) has a right
action on U(2,O), and since {(
1 x
0 1
)∣∣∣∣x ∈ O ∩H+} /SL‡(2,O) = U(2,O),
if U(2,O) splits into infinitely many orbits under the action of E‡(2,O), then E‡(2,O) is an infinite index
subgroup of SL‡(2,O). We shall prove that this is the case by showing that there exist special pairs that
belong to different orbits under the action of E‡(2,O). To this end, we begin with a pair of lemmas.
Lemma 13.1. Every element γ ∈ E‡(2,O) can be written in the form
γ = ±
(
x1 1
−1 0
)(
x2 1
−1 0
)
. . .
(
xn 1
−1 0
)
,
where x1, x2, . . . xn ∈ O ∩H+.
Lemma 13.2. For all x ∈ O, nrm(x) > 2 if x 6= 0, 1, and nrm(x) = 3 if and only if x = ±(1± i)/2.
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Lemma 13.1 was already shown to be true with O replaced by an imaginary quadratic ring, and E‡(2,O)
replaced by E(2,O) by Cohn [Coh66]—the proof in our case is essentially the same, and so we omit it in the
interest of brevity. The proof of Lemma 13.2 follows via a straightforward computation of the norm form,
which we leave as an exercise to the reader. As a consequence of the latter lemma, we have a restriction on
how the norms of pairs in U(2,O) can change as a result of the action by E‡(2,O).
Lemma 13.3. Let (a, b) ∈ U(2,O), and consider
(a′, b′) = (a, b)
(
x 1
−1 0
)
,
where x ∈ O ∩H+. If x 6= 0,±1 and nrm(a) > nrm(b), then nrm(a′) > nrm(b′). Additionally, if x 6= 0 and
(a, b) is special, then nrm(a′) > nrm(b′).
Proof. Note that (a′, b′) = (ax− b, a), hence
nrm(a′) = nrm(ax− b) ≥ nrm(x)nrm(a)− nrm(b).
If x 6= 0,±1, then by Lemma 13.2, if nrm(a) > nrm(b), then
nrm(a′) > 2nrm(a)− nrm(a) = nrm(a) = nrm(b′).
On the other hand, if (a, b) is a special pair, if x 6= 0,±1,±(1± i)/2, then
nrm(a′) ≥ 3nrm(a)− nrm(a) = 2nrm(a) > nrm(b′).
If x = ±1, then we note that
nrm(a′) = nrm(a± b) > nrm(a) = nrm(b′),
by definition of the special pair. This leaves the case when x = ±(1 ± i)/2. Suppose that a = a0 + a1j,
b = b0 + b1j, where a0, a1, b0, b1 ∈ Q. Then one directly computes that if x = ±(1± i)/2,
nrm(a′)− nrm(b′) = nrm(ax− b)− nrm(a)
=
7a20
4
+
(a0
2
± b0
)2
+
77a21n
4
+ 11n
(a1
2
± b1
)2
> 0,
and so we conclude that nrm(a′) > nrm(b′) in this case as well. 
As a corollary, we obtain our desired result.
Theorem 13.1. E‡(2,O) is an infinite index subgroup of SL‡(2,O).
Proof. By Lemmas 13.1 and 13.3, if (a, b), (c, d) are both special and in the same orbit, then it must be that
(c, d) = ±(a, b)
(
0 1
−1 0
)k
where k = 0, 1—or, in other words, (c, d) = (a, b), (−a,−b), (b,−a), (−b, a). It suffices to show that there
are infinitely many special pairs to conclude that infinitely many special pairs belong to different orbits
under the action of E‡(2,O), proving that E‡(2,O) is an infinite index subgroup of SL‡(2,O). Since this is
equivalent to finding special pairs in the imaginary quadratic ring O ∩Q(j), we know that this has already
been proved by Nica [Nic11]. 
This result finally allows us to characterize all of the orders for which SL‡(2,O) = E‡(2,O).
Theorem 13.2. Let H be a rational quaternion algebra generated by i, j. Let O be a maximal ‡-order
of H with Euclidean intersection. If O covers R3 by unit balls, then SL‡(2,O) = E‡(2,O). Otherwise,
E‡(2,O) is an infinite index subgroup of SL‡(2,O). The order O covers R3 by unit balls if and only if
m = nrm(i), n = nrm(j) are on the following list.
m n
1 1, 2, 3, 6, 7, 10
2 1, 2, 3, 5, 6, 10, 14, 26
3 1, 2, 6, 15
7 1
11 22, 66, 77, 110, 143.
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Theorem 13.2 should be seen an analog of the result of Cohn [Coh66] that if O is the ring of integers of an
imaginary quadratic field, then either O is a Euclidean domain and E(2,O) = SL(2,O) or otherwise E(2,O)
is an infinite index subgroup of SL(2,O). As a side note, this is a surprising result, since it is true that
SL(2,O) = E(2,O) if O is the ring of integers of any algebraic number field that is not imaginary quadratic;
the imaginary quadratic case seems to be special, and was given an elementary proof by Nica [Nic11], with
a small corrigendum made in [She16].
14. Classification of Superpackings:
We are finally ready to give a proof of Theorem 2.1.
Proof of Theorem 2.1. If H is generated by i, j, we shall write m = nrm(i), n = nrm(j). By Theorems 10.2,
11.1, and 13.2, we know that SO,j has only rational intersections and is tangency-connected if and only
(m,n) are on the following list.
m n
1 6, 7, 10
2 5, 26
3 1, 2, 15
7 1
11 143.
By Lemma 7.2, SO,j is integral for any choice of H and O. Since we know that O covers R3 by unit balls, we
know that the extended Euclidean algorithm described in Lemma 11.2 applies—consequently, at any point
in H+ that can be written as b−1a with a, b ∈ O, we can find a sphere in SO,j passing through that point.
Such points are dense in R3, hence SO,j is dense in R3. Finally, using the explicit forms of O compiled in
Theorem 10.1, we conclude that the only isomorphism classes satisfying the desired conditions are the ones
listed. It remains to determine which of the sets SO,j are conformally equivalent
We note that the two collections with (m,n) = (1, 7) are conformally equivalent, since if
O1 = Z⊕ Zi⊕ Z1 + j
2
⊕ Z i+ ij
2
O2 = Z⊕ Zi⊕ Z i+ j
2
⊕ Z1 + ij
2
then (
1+i√
2
0
0 − 1−i√
2
)
SL‡(2,O1)
(
1+i√
2
0
0 − 1−i√
2
)−1
= SL‡(2,O2),
and therefore (
1+i√
2
0
0 − 1−i√
2
)
SL‡(2,O1)(Sˆj) = SL‡(2,O2)(Sˆj).
Similarly, if O′ = jOj−1, then SO,j and SO′,j are conformally equivalent. On the other hand, note that
{bH,j(inv(S1), inv(S2))|S1, S2 ∈ SO,j} =
{
bH,j
(
inv(−Sˆj), inv(S2)
)∣∣∣S1, S2 ∈ SO,j}
= ξ3
(
SL‡(2,O)) .
This set is clearly invariant under conformal transformations; furthermore, we already computed it in The-
orem 10.1, as summarized below.
H ξ3
(
SL‡(2,O))(
−1,−6
Q
)
1 + 3Z(
−1,−7
Q
)
1 + 72Z(
−1,−10
Q
)
1 + 5Z(
−2,−5
Q
)
1 + 52Z(
−2,−26
Q
)
1 + 134 Z
(
−3,−1
Q
)
1 + 2Z(
−3,−2
Q
)
1 + 4Z(
−3,−15
Q
)
1 + 103 Z(
−7,−1
Q
)
1 + 2Z(
−11,−143
Q
)
1 + 2611Z.
This proves that the only two additional sphere collections that can possibly be conformally equivalent are
the collections with (m,n) = (3, 1) and (m,n) = (7, 1). However, it shall be proved in Lemma 17.2 that
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the sphere collection with (m,n) = (3, 1) is the superpacking of the Soddy sphere packing, which is a Boyd-
Maxwell packing. In contrast, we shall prove in Theorem 17.1 that the collection with (m,n) = (7, 1) is the
superpacking of an integral crystallographic packing that is not Boyd-Maxwell. 
15. (O, j)-Apollonian Packings:
It remains to show that the sphere collections SˆO,j enumerated in Theorem 2.1 are superpackings of cor-
responding integral crystallographic packings. Our approach is to introduce the notion of (O, j)-Apollonian
packings; this terminology is taken from Stange [Sta15], where she uses a similar construction for the circle
packings introduced in [Sta17]. We begin with a definition.
Definition 15.1. A collection of spheres C straddles a sphere S if it intersects both the interior and exterior
of S. We define an (O, j)-Apollonian packing to be a maximal tangency-connected subset C of spheres in
SˆO,j such that C does not straddle any spheres in SˆO,j. We say two spheres S1, S2 ∈ SˆO,j are immediately
tangent if they don’t straddle any spheres in SˆO,j.
It is evident that SˆO,j is the disjoint union of all (O, j)-Apollonian packings, since every sphere in SˆO,j lies
in some tangency-connected component, and if two such components intersect, then they must be equal.
Furthermore, any two (O, j)-Apollonian packings are necessarily the same up to a Mo¨bius transformation.
We shall write PO,j to denote the unique (O, j)-Apollonian packing containing Sˆj . Since PO,j is a sub-
packing of SˆO,j , it is integral and spheres can only intersect tangentially—indeed, due to its construction,
they can only intersect externally, which is to say that the interiors do not intersect. Furthermore, since
SˆO,j is tangency-connected and dense in R3, PO,j must be dense in R3. We wish to show that PO,j is in fact
a crystallographic packing. By the above discussion, it shall suffice to find a discrete subgroup of Isom(H4)
admitting a convex fundamental polyhedron with finitely many sides, and whose limit set is the closure of
PO,j . Let $, τ ∈ O such that O ∩H+ = Z⊕ Z$ ⊕ Zτ , as in Table 3. Define
ϕ1(z) = −z
ϕ2(z) =
1
nrm(i)
izi
ϕ3(z) = 2− z
ϕ4(z) =
{
2i+ ϕ2(z) if $ = i
i+ ϕ2(z) if $ =
1+i
2
ϕ5(z) = z
−1
ϕ6(z) = ϕ5(z − 1) + 1
ϕ7(z) = ϕ5(z −$) +$
ϕ8(z) = ϕ5(z − 1−$) + 1 +$
ϕ9(z) = ϕ5(z − τ) + τ
ϕ10(z) = ϕ5(z − 1− τ) + 1 + τ
ϕ11(z) = ϕ5(z −$ − τ) +$ + τ
ϕ12(z) = ϕ5(z − 1−$ − τ) + 1 +$ + τ.
The maps ϕ1, ϕ2, ϕ3, ϕ4 are reflections through the planes x = 0, y = 0, x = 1, y = im($) respectively. The
map ϕ5 is a reflection through the unit sphere centered at 0. The maps ϕi for i = 6, . . . 12 are reflections
through translations of this sphere. Let Γ be the group generated by the maps ϕi.
Lemma 15.1. Γ is a discrete subgroup of Isom(H4) admitting a convex fundamental polyhedron with finitely
many sides.
Proof. Note that Γ can be embedded inside the smallest subgroup containing ϕ1, ϕ2 and PSL
‡(2,O)—which,
since these commute, is nothing more than{
PSL‡(2,O)⊕ 〈ϕ1〉 if m = 1
PSL‡(2,O)⊕ 〈ϕ1〉 ⊕ 〈ϕ2〉 otherwise
.
Consequently, it is discrete. Consider the convex polyhedron P in H4 defined as the set of all points (x, y, z, t)
such that 0 < x < 1, 0 < y < im($) and (x, y, z, t) is on the exterior of every unit sphere centered at Z[$]
and Z[$] + τ—note that these are geodesic spheres in H4. As there are only finitely many such spheres
that intersect the cone defined above, this polyhedron has finitely many sides. By inspection, all of the
generators of Γ are hyperbolic reflections through the sides of P . Furthermore, for every side of P , there is
a corresponding reflection through that side. We conclude that P is a fundamental domain of Γ. 
Lemma 15.2. Γ acts transitively on Q(i) and Q(i) + τ .
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Proof. Let Γ′ be the subgroup generated by ϕi for i = 1, . . . 8. Since it preserves Q(i) considered with
orientation, we can consider it as a subgroup of Isom(H3), and so it makes sense to consider its fundamental
domain in H3. One possible choice is the set of points (x, y, z) ∈ H3 satisfying
x2 + y2 + z2 > 1
(x− 1)2 + y2 + z2 > 1
x2 + (y − im($))2 + z2 > 1
(x− 1)2 + (y − im($))2 + z2 > 1
1 > x > 0
im($) > y > 0.
Note that this region is the fundamental domain of SL (2,Z[$]), unless m = 1 or m = 3, in which case
it is the union of copies of this fundamental domain, which share a cusp. Furthermore, the action of Γ′
moves these copies of the fundamental domain of SL (2,Z[$]) to adjacent copies of the fundamental domain.
Consequently, Γ′ acts transitively on the cusps of the fundamental domain of SL (2,Z[$]), which occur at
every point of Q(i). The proof that Γ acts transitively on Q(i) + τ is similar—note that ϕi for i = 1, . . . 4,
and 9, . . . 12 generate a group that preserves Q(i) + τ considered with orientation, so we can also consider
it as a subgroup of Isom(H4). Its fundamental domain also contains copies of the fundamental domain of
SL (2,Z[$]), and so we are done. 
Lemma 15.3. The limit set of Γ is the closure of PO,j.
Proof. We shall fix the point o = ij and consider the orbit Γo. First, note that the limit set of Γ must
contain ∞, since
(ϕ3 ◦ ϕ1) (z) = z + 2,
and therefore
(ϕ3 ◦ ϕ1)n o n−→∞−−−−→∞.
By Lemma 15.2, this implies that the limit set of Γ contains both Sˆj and −Sˆj + τ . By Lemma 10.1, we
know that the intersection of any sphere of SO,j with Sˆj happens at a rational point, and by Lemma 15.2
we know that Γ acts transitively on Q(i). Since −Sˆj is immediately tangent to Sˆj , we therefore conclude
that the limit set of Γ contains all spheres immediately tangent to Sˆj . Similarly, since Γ acts transitively on
Q(i) + τ , it follows that the limit set contains all spheres immediately tangent to −Sˆj + τ .
The hyperbolic reflection ϕ4 sends −Sˆj + τ to the sphere(
0 −1
1 τ
)
(Sˆj),
which is the sphere immediately tangent to Sˆj at 0. Therefore, ϕ4 sends spheres immediately tangent to
−Sˆj + τ to spheres immediately tangent to the sphere immediately tangent to Sˆj at 0. Similarly, ϕ7 sends
Sˆj to the sphere immediately tangent to −Sˆj + τ at τ . Therefore, ϕ7 sends spheres immediately tangent to
Sˆj to spheres immediately tangent to the sphere immediately tangent to −Sˆj +τ at τ . Using the transitivity
of the action on Sˆj and −Sˆj + τ , we can iterate this process, and we see that in fact we must have that the
limit set of Γ contains PO,j . It remains to show that closure of this packing is the entirety of the limit set.
Let T denote the set of points between Sˆj and −Sˆj + τ , inclusive. Consider the set T × [0,∞) inside H4
union its boundary. Since the generators of Γ preserve T × [0,∞) and we chose o to lie inside this set, it
follows that all the limit points of Γo lie in T . However, this shows that the limit points must be contained
in the exterior of every sphere in PO,j , since we have shown that the action of Γ can send any sphere in PO,j
to either Sˆj or −Sˆj + τ . Any point in the exterior of every sphere in PO,j is contained in the topological
closure of the sphere packing, and therefore we are done. 
Lemmas 15.1 and 15.3 together prove that PO,j is crystallographic.
16. Equivalency of Constructions:
We now seek to show that SˆO,j is the super-packing of PO,j . Let P˜O,j denote the super-packing of PO,j .
It is easy to see that SˆO,j ⊂ P˜O,j—this follows immediately from the fact that the super-group of P˜O,j has
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to contain Γ as defined in the previous section, as well as the maps
z 7→ z + 1
z 7→ z +$
z 7→ z + τ,
which is sufficient to generate the group PSL‡(2,O) ⊕ 〈ϕ1〉—the action of this group on PO,j yields SˆO,j .
On the other hand, SˆO,j has an important invariance property.
Lemma 16.1. The action of the super-group Γ˜ preserves SˆO,j.
Proof. By the proof of Lemma 15.3, we know that by the action of Γ, we can move any sphere in PO,j
to either −Sˆj or Sˆj + τ . Therefore, given any element g ∈ Γ˜, by composing with elements of Γ, we can
assume that g sends −Sˆj to either −Sˆj or Sˆj + τ . Since the transformation z 7→ z+ τ interchanges −Sˆj and
Sˆj + τ , we can in fact assume that g sends −Sˆj to −Sˆj . Furthermore, we know that Sˆj + τ gets mapped to
a sphere tangent to −Sˆj—the point of intersection must be rational, but by Lemma 15.2 we know that Γ
contains a subgroup that has a well-defined, transitive action on the rational points of −Sˆj . Consequently,
by composing with an element of Γ, we can assume that g send −Sˆj to −Sˆj and Sˆj + τ to Sˆj + τ . The only
transformations that satisfy this are Euclidean isometries.
We consider the spheres immediately tangent to −Sˆj at 0, 1, $, and τ—these are all of minimal positive
bend, and appear both in SˆO,j and PO,j . The action of g must map them to spheres of minimal positive bend
tangent to −Sˆj . However, by composing with translations and reflections that preserve SˆO,j and PO,j , we
can assume that the sphere tangent at 0 is mapped back to itself. After that, there is only a finite number of
possible Euclidean isometries that can possibly map the remaining three spheres to other spheres of minimal
positive bend immediately tangent to −Sˆj . It is an easy exercise to check that all such transformations that
preserve PO,j preserve SˆO,j . 
Corollary 16.1. P˜O,j = SˆO,j.
Proof. As we have already observed, P˜O,j contains SˆO,j—it must therefore be the union of orbits of SˆO,j
under the action of the super-group. However, since SˆO,j is preserved by the super-group, we conclude that
these two sets are in fact equal. 
We have thus proved Theorem 2.2, as promised.
17. Boyd-Maxwell Packings and the Orthoplicial Packing:
Our final task is to show that the packings that we have constructed are not all conformally equivalent
to packings already in the literature, specifically the orthoplicial packing and Boyd-Maxwell packings such
as the Soddy packing. We begin by briefly recalling the definition of a Boyd-Maxwell packing. Let W be a
group generated by a finite set of generators S and relations
(st)ms,t = 1, ∀s, t ∈ S
where ms,s = 1 and if s 6= t then ms,t ≥ 2 or∞. Then we say that (W,S) is a Coxeter system, and associate
to it a matrix B such that
Bs,t =
{
cos
(
pi
ms,t
)
if ms,t <∞
1 otherwise
and a Coxeter diagram, where the vertices are elements of S, and we include an edge between s, t ∈ S if
ms,t > 1—furthermore, if ms,t > 2, then we label the edge by ms,t.
Define V to be real vector space with basis es. Then the matrix B defines a bilinear form on V , and the
group W is isomorphic to a subgroup of OB(V ). If B has signature (n− 1, 1), then V is a Lorentzian space,
and we can identify the hyperboloid
{x ∈ V |B(x, x) = 1}
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with the collection of spheres in Rn−2. With this convention, we identify W with a subgroup of Isom(Hn−1)
generated by spheres corresponding to the vectors es. Let {fs} denote the dual basis of es, and consider the
sets
Ω =
⋃
s∈S
W.fs
Ωr = {x ∈ Ω|B(x, x) > 0} .
Normalizing the vectors in Ωr to have norm 1, we can identify them with a collection of spheres in Rn−2—if
the spheres in this collection have disjoint interiors, we call it a Boyd-Maxwell packing. If, furthermore,
Ω = Ωr, we call it a non-degenerate Boyd-Maxwell packing. These were originally introduced by Boyd
[Boy74]; Maxwell proved under what conditions this collection of spheres is disjoint, and attempted to give
a full classification [Max82]. Maxwell’s list was eventually amended by Chen and Labbe´ [CL15], which we
shall use extensively. We begin by showing that three of the super-integral crystallographic packings that
we have defined are in fact non-degenerate Boyd-Maxwell packings.
Lemma 17.1. For H =
(
−1,−6
Q
)
, the corresponding (O, j)-Apollonian sphere packing is a non-degenerate
Boyd-Maxwell packing corresponding to the Coxeter diagram below.
Proof. Consider −Sˆj , Sˆj + τ , and the three spheres in PO,j tangent to −Sˆj at 0, 1, and i. By inspection,
the reflections through the dual spheres are given by
φ1(z) = −z
φ2(z) = −izi
φ3(z) =
2
j2
(
j − ij
2
(z‡ − 1− i)j + ij
2
)
φ4(z) =
1 + i+ j
2
+
(
z − 1− i− j
2
)−1
φ5(z) = ϕ3
(
(z − 1− i) ((1− i)z − 1)−1
)
.
Note that φ3 is the reflection through the plane x+y = 1—given this, it is clear that each of these reflections
preserve SO,j . Indeed, since each reflection moves one sphere to a sphere that is immediately tangent to one
of the spheres in the configuration, the orbit of the initial sphere cluster must be a subset of PO,j . However,
the group generated by the φi is a Coxeter group, with relations
(φ1φ2)
2
= id (φ1φ5)
4
= id (φ2φ5)
4
= id
(φ1φ3)
4
= id (φ2φ3)
4
= id (φ3φ4)
2
= id
(φ1φ4)
3
= id (φ2φ4)
3
= id (φ4φ5)
2
= id.
Therefore, the orbit of the initial sphere cluster is a Boyd-Maxwell packing corresponding to the given
Coxeter diagram, and since this packing is non-degenerate, it is maximal [CL15], meaning that no further
oriented spheres can be added to the collection such that the interiors do not intersect with any of the
existing oriented spheres. Ergo, this Boyd-Maxwell packing is equal to PO,j , as claimed. 
Lemma 17.2. For H =
(
−3,−1
Q
)
, the corresponding O-Apollonian sphere packing is the non-degenerate
Boyd-Maxwell packing corresponding to the Coxeter diagram below.
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We note that this Boyd-Maxwell packing is precisely the Soddy packing [Sod36].
Proof of Lemma 17.2. Consider −Sˆj , Sˆj + τ , and the three spheres in PO,j tangent to −Sˆj at 0, 1,, and 1+i2 .
Let φr denote the rotation of −Sˆj around the point 3+i6 by pi/3 degrees—this rotation cyclically permutes the
three aforementioned spheres tangent to −Sˆj and preserves PO,j . We note also that the reflection through
the plane z = 1/2 switches −Sˆj and Sˆj + τ while preserving PO,j , and that the transformation z 7→ −z−1
switches Sˆj + τ with the sphere tangent at 0 while preserving PO,j .
Since the sphere reflection z 7→ −z preserves PO,j , reflections through all the images of this sphere under
the above transformations preserve PO,j . However, this includes the dual spheres to the above sphere cluster.
By symmetry, it is clear that all of the dual spheres intersect at an angle of pi/6, and consequently they
correspond to the Boyd-Maxwell packing with the given Coxeter diagram. Since this is a maximal packing
and is a subset of PO,j , it is in fact equal to PO,j . 
Lemma 17.3. For H =
(
−3,−2
Q
)
, the corresponding O-Apollonian sphere packing is the non-degenerate
Boyd-Maxwell packing corresponding to the Coxeter diagram below.
Proof of Lemma 17.3. Let φ1, φ2, φ3 be plane reflections, where the plane corresponding to φ1 passes through
0, with normal vector (1− i)/2; the plane corresponding to φ2 passes through 0, with normal vector i; and
the plane corresponding to φ3 passes through i, with normal vector 3 + i. By inspection, all three of these
plane reflections preserve PO,j . Define as well sphere reflections
φ4(z) =
(
z − i)−1 + i
φ5(z) =
(
z − j)−1 + j.
These are also manifestly transformations that preserve PO,j . Thus the group generated by φ1, . . . φ5 pre-
serves PO,j . These are generators are the dual spheres to spheres corresponding to
(0, 0,−j), (0, 4, j), (4, 0, j), (4, 8, 4 + 3j), (8, 12, 6 + 2i+ 5j),
which are checked to be elements of PO,j . The orbit of this initial configuration is therefore a subset of PO,j .
However, this orbit is the Boyd-Maxwell packing with the given Coxeter digram, and as this is a maximal
packing, it is in fact equal to PO,j . 
Our claim is that aside from these three exceptions, all the other packings PO,j are neither non-degenerate
Boyd-Maxwell packings nor the orthoplicial packing. To show this, we first prove the following technical
lemma.
Lemma 17.4. Let PO,j be an (O, j)-Apollonian packing. If
O *
(−1,−6
Q
)
,
(−1,−10
Q
)
,
(−3,−1
Q
)
,
(−3,−2
Q
)
,
then the only plane reflections preserving PO,j are normal to either 1 or i.
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Proof. Any plane reflection preserving PO,j must preserve the two planes that it contains, and must therefore
must have a normal vector in Sj . It must also preserve the set of spheres of smallest bend tangent to −Sˆj ,
and in particular must preserve the set of their tangencies. If i2 6= −1,−3, then this set is a rectangular
lattice whose symmetry group is generated by reflections through planes normal to 1 and i. If i2 = −1, then
it is a square lattice, which is also preserved by reflections through the diagonals. However, one checks by
inspection that if also j2 = −7, then the set of spheres of smallest bend tangent to 1+j2 + Sˆj is not preserved
by such reflections. If i2 = −3, then we have a triangular lattice, which is preserved under reflections through
the sides of the equilateral triangles that it is composed of. However, if we also have j2 = −15, then one
checks that the set of spheres of smallest bend tangent to i+j3 + Sˆj is not preserved by such reflections. 
Theorem 17.1. If O *
(
−1,−6
Q
)
,
(
−3,−1
Q
)
,
(
−3,−2
Q
)
, then PO,j is neither a non-degenerate Boyd-Maxwell
packing nor the orthoplicial packing.
Proof. First, we prove that all these (O, j)-Apollonian packings are not non-degenerate Boyd-Maxwell pack-
ings. Suppose otherwise, and choose any two tangent spheres in the initial configuration. Without loss of
generality, these two spheres are the two planes in PO,j , in which case there are three generators of the
Coxeter group preserving those two planes. Those generators must correspond to plane reflections, which by
Lemma 17.4 must either be normal to either 1 or i if i2 6= −1,−3. As there are three reflections, at least two
of them must be reflections through parallel planes—however, this is impossible, as it would mean that there
would be two generators g1, g2 such that g1g2 is of infinite order, which does not occur for Boyd-Maxwell
sphere packings, per the classification given by Chen and Labbe´ [CL15]. This leaves the case where i2 = −1,
j2 = −10, but we note that the set
B = {bH,j(inv(S1), inv(S2))|S1, S2 ∈ PO,j}
⊂ {±ξ3(γ)∣∣γ ∈ SL‡(2,O)} ,
is invariant under conformal transformations and must satisfy certain congruence restrictions—to be precise,
we know that it must be a subset of ±1+5Z. Ergo, we can further restrict the class of possible non-degenerate
Maxwell-Boyd packings by computing its first few terms for each Maxwell-Boyd packing in the list given in
[CL15]. By direct computation, there are no non-degenerate Maxwell-Boyd packings that satisfy the desired
condition. It remains to show that none of the (O, j)-Apollonian packings are conformally equivalent to the
orthoplicial packing. However, as discussed in [Dia14, Nak14], there is a congruence restriction on the bends
of the orthoplicial packing—only certain congruence classes modulo 4 appear as bends. By inspection, for all
of the (O, j)-Apollonian packings, all congruence classes modulo 4 are represented by bends, and therefore
they are not conformally equivalent to the orthoplicial packing. 
References
[Ahl86] Lars V. Ahlfors. Mo¨bius transformations in expressed through 2×2 matrices of Clifford numbers. Complex Variables,
Theory and Application: An International Journal, 5(2-4):215–224, 1986.
[BK13] Jean Bourgain and Alex Kontorovich. On the local-global conjecture for integral Apollonian gaskets. Inventiones
mathematicae, 196(3):589650, 2013.
[Boy74] David Boyd. A new class of infinite sphere packings. Pacific Journal of Mathematics, 50(2):383–398, Jan 1974.
[CL15] Hao Chen and Jean-Philippe Labbe´. Lorentzian Coxeter systems and Boyd-Maxwell ball packings. Geometriae
Dedicata, 174(1):43–73, Feb 2015.
[Coh66] Paul M. Cohn. On the structure of the GL2 of a ring. Publications Mathmatiques de l’IHS, 30:5–53, 1966.
[Dia14] Dimitri Dias. The local-global principle for integral generalized Apollonian sphere packings. ArXiv e-prints, January
2014.
[FS11] Elena Fuchs and Katherine Sanden. Some experiments with integral Apollonian circle packings. Experimental Math-
ematics, 20(4):380399, 2011.
[FSZ17] Elena Fuchs, Katherine E. Stange, and Xin Zhang. Local-global principles in circle packings. ArXiv e-prints, July
2017.
[GLM+03] Ronald L. Graham, Jeffrey C. Lagarias, Colin L. Mallows, Allan R. Wilks, and Catherine H. Yan. Apollonian circle
packings: number theory. J. Number Theory, 100(1):1–45, 2003.
[GLM+05] Ronald L. Graham, Jeffrey C. Lagarias, Colin L. Mallows, Allan R. Wilks, and Catherine H. Yan. Apollonian circle
packings: Geometry and group theory ii. super-Apollonian group and integral packings. Discrete & Computational
Geometry, 35(1):1–36, 2005.
[GM10] Gerhard Guettler and Colin Mallows. A generalization of Apollonian packing of circles. Journal of Combinatorics,
1(1):127, 2010.
40 ARSENIY SHEYDVASSER
[KN17] Alex Kontorovich and Kei Nakamura. Geometry and arithmetic of crystallographic sphere packings. ArXiv e-prints,
November 2017.
[Kne65] Martin Kneser. Starke approximation in algebraischen Gruppen. i. Journal fu¨r die reine und angewandte Mathe-
matik, 218:190–203, 1965.
[Koc07] Jerzy Kocik. A theorem on circle configurations. ArXiv e-prints, June 2007.
[Kon12] Alex Kontorovich. The local-global principle for integral Soddy sphere packings. ArXiv e-prints, August 2012.
[Max82] George Maxwell. Sphere packings and hyperbolic reflection groups. Journal of Algebra, 79(1):7897, 1982.
[Nak14] Kei Nakamura. The local-global principle for integral bends in orthoplicial Apollonian sphere packings. ArXiv e-
prints, January 2014.
[Nic11] Bogdan Nica. The unreasonable slightness of E2 over imaginary quadratic rings. The American Mathematical
Monthly, 118(5):455, 2011.
[Pla69] Vladimir P. Platonov. The problem of strong approximation and the Kneser-Tits conjecture for algebraic groups.
Mathematics of the USSR-Izvestiya, 3(6):1139, 1969.
[She16] Arseniy Sheydvasser. A corrigendum to unreasonable slightness. The American Mathematical Monthly, 123(5):482,
2016.
[She17] Arseniy Sheydvasser. Orders of quaternion algebras with involution. Journal of Number Theory, 2017.
[Sod36] F. Soddy. The kiss precise. Nature, 137(3477):10211021, 1936.
[Sta15] Katherine E. Stange. The Apollonian structure of Bianchi groups. Transactions of the American Mathematical
Society, 5 2015.
[Sta17] Katherine E. Stange. Visualising the arithmetic of imaginary quadratic fields. International Mathematics Research
Notices, 2017.
[Vah02] Karl Theodor Vahlen. Ueber bewegungen und complexe Zahlen. Mathematische Annalen, 55(4):585–593, Dec 1902.
Department of Mathematics, Graduate Center at CUNY, 365 5th Ave, New York, NY 10016
E-mail address: sheydvasser@gmail.com
