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Abstract
Modeling the complex interactions of systems of particles or agents is a fundamental
problem across the sciences, from physics and biology, to economics and social sciences.
In this work, we consider second-order, heterogeneous, multivariable models of inter-
acting agents or particles, within simple environments. We describe a nonparametric
inference framework to efficiently estimate the interaction kernels which drive these
dynamical systems. We develop a complete learning theory which establishes strong
consistency and optimal nonparametric min-max rates of convergence for the estima-
tors, as well as provably accurate predicted trajectories. The estimators exploit the
structure of the equations in order to overcome the curse of dimensionality; furthermore
we describe a fundamental coercivity condition which ensures that the interaction
kernels can be learned and relates to the minimal singular value of the learning matrix.
The numerical algorithm presented to build the estimators is parallelizable, performs
well on high-dimensional problems, and its performance is tested on a variety of
complex dynamical systems.
We are often interested in collective dynamical systems exhibiting emergent behav-
iors with complicated interaction kernels, and with kernels which are parameterized
by a single unknown parameter. We provide extensive numerical evidence that the
estimators provide faithful approximations to these interaction kernels, and provide
accurate predictions for trajectories started at new initial conditions, both throughout
the “training” time interval in which the observations were made, and much beyond.
ii
We demonstrate these features on prototypical systems displaying collective behaviors,
ranging from opinion dynamics, flocking dynamics, self-propelling particle dynam-
ics, to synchronized oscillator dynamics. We also consider the problem of learning
interaction kernels in these dynamical systems constrained to evolve on Riemannian
manifolds. The models are based on interaction kernels depending on pairwise Rie-
mannian distances between agents, with agents interacting locally along the direction
of the shortest geodesic connecting them.
Lastly, we build accurate and predictive models of the underlying mechanisms of
celestial motion. By modeling the major Astronomical Bodies in the Solar system as
pairwise interacting bodies, we generate extremely accurate dynamics can provide a
unified explanation to the observation data, especially in terms of reproducing the
perihelion precession of Mars, Mercury, and the Moon.
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5.1 Perihelion estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
5.2 Index of celestial body setup . . . . . . . . . . . . . . . . . . . . . . . 219
5.3 Constants and units . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
5.4 Masses of celestial bodies . . . . . . . . . . . . . . . . . . . . . . . . . 220
xiii
LIST OF FIGURES Jason Miller
List of Figures
2.1 Flocking with external potential energy kernels . . . . . . . . . . . . . 53
2.2 Flocking with external potential alignment kernels . . . . . . . . . . . 53
2.3 Flocking with external potential trajectory comparison. . . . . . . . . 54
2.4 Anticipation dynamics energy kernels . . . . . . . . . . . . . . . . . . 56
2.5 Anticipation dynamics alignment kernels . . . . . . . . . . . . . . . . 57
2.6 Anticipation dynamics trajectories . . . . . . . . . . . . . . . . . . . . 57
3.1 Opinion dynamics interaction kernels . . . . . . . . . . . . . . . . . . 110
3.2 Opinion dynamics trajectories . . . . . . . . . . . . . . . . . . . . . . 111
3.3 Cucker-Smale interaction kernels . . . . . . . . . . . . . . . . . . . . 115
3.4 Cucker-Smale trajectories . . . . . . . . . . . . . . . . . . . . . . . . 116
3.5 Fish mill 2D interaction kernels . . . . . . . . . . . . . . . . . . . . . 119
3.6 Fish mill 2D trajectories . . . . . . . . . . . . . . . . . . . . . . . . . 120
3.7 Fish mill 3D interaction kernels . . . . . . . . . . . . . . . . . . . . . 124
3.8 Fish mill 3D trajectories . . . . . . . . . . . . . . . . . . . . . . . . . 125
3.9 (SOD) The true interaction laws are shown in black, and the mean
estimated interaction laws are shown in blue. . . . . . . . . . . . . . . 129
3.10 Synchronized oscillator dynamics trajectories . . . . . . . . . . . . . . 130
3.11 Gravitation system kernels . . . . . . . . . . . . . . . . . . . . . . . . 134
3.12 Gravitational system kernels and cleaned-up kernels . . . . . . . . . . 135
3.13 Gravitational system trajectories . . . . . . . . . . . . . . . . . . . . 136
3.14 Gravitation system extention from discrete to continuous . . . . . . . 140
xiv
LIST OF FIGURES
3.15 Gravitation system estimated masses . . . . . . . . . . . . . . . . . . 141
4.3 Opinion dynamics kernels on two sphere . . . . . . . . . . . . . . . . 180
4.4 Opinion dynamics on two sphere trajectories . . . . . . . . . . . . . . 181
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4.9 Lennard-Jones dynamics on Poincaré disk kernels . . . . . . . . . . . 187
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Physical, biological, and social systems across all scales of complexity and size can
often be described as dynamical systems written in terms of interacting agents (e.g.
particles, cells, humans, planets, ...). Rich theories have been developed to explain the
collective behavior of these interacting agents across many fields including astronomy,
particle physics, economics, social science, and biology. Examples include predator-
prey systems, molecular dynamics, coupled harmonic oscillators, flocking birds or
milling fish, human social interactions, and celestial mechanics, to name a few. In
order to encompass many of these examples, we will consider a rather general family
of second-order, heterogeneous (the agents can be of different types), interacting (the
acceleration of an agent is a function of properties of the other agents) agent system that
includes external forces, masses of the agents, multivariable interaction kernels, and an
additional environment variable that is a dynamical property of the agent (for example,
a firefly having its luminescence varying in time). We propose a learning approach
that combines machine learning and dynamical systems in order to provide highly
accurate dynamical models of the observation data from these systems. The model
and learning framework presented in sections 2.2-2.4 includes a very large number of
relevant systems and allows for their modeling. Clustering of opinions [76, 40, 16, 98]
1
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is a simple first-order case that exhibits clustering. Flocking of birds [46, 43, 41] can
be modeled as the behavior of a second-order system that exhibits an emergent shared
velocity of all agents. Milling of fish [38, 1, 5, 37] may be modeled as a large-time
behavior of a second-order system (in 2 or 3-dimensions), with a non-collective force
from the environment. A model of oscillators (fireflies) that sync and swarm together,
and have their dynamics governed by their positions and a phase variable ξ, was
studied by [127, 102, 101, 100]. There are also models that include both energy and
alignment interaction kernels, a particular case of this is the anticipation dynamics
model from [121], which we also consider in this work. These dynamics exhibit a
wide range of emergent behaviors, and as shown in [136, 128, 43, 62, 36, 10, 98], the
behaviors can be studied when the governing equations are known. However, if the
equations are not known and the data consists of only trajectories, we still wish to
develop a model that can make accurate predictions of the trajectories and discover a
dynamical form that accurately reflects their emergent properties. To achieve this,
we present a provably optimal learning algorithm that is accurate, captures emergent
behavior for large time, and, by exploiting the structure of the collective dynamical
system, avoids the curse of dimensionality.
In the second chapter, we consider various numerical simulations that fit into the
framework introduced in the first chapter and focus on whether or not our estimators
can capture delicate emergent behaviors that these systems exhibit. Emergent behavior
in collective dynamics, such as clustering of opinions [76, 40, 16, 98], flocking of birds [46,
43, 41], milling of fish [38, 1, 5, 37], and concentric trajectories of planetary motion [86],
is among one of the most interesting phenomena in macroscopic and microscopic scale
systems. It occurs in systems used across many disciplines, including biology, social
science, particle physics, astronomy, economics, and many more. Extensive studies
have been conducted in order to understand the mechanism behind such intricate and
yet geometrically simple behaviors. As shown in [136, 128, 43, 62, 36, 10, 98], these
2
emergent behaviors are steady-states of various types of collective dynamics, and they
can be qualitatively studied when the governing equations are known beforehand.
However, if only the short-time trajectories of the dynamics are observed, it may be
challenging to make accurate predictions about the emergent behaviors of the observed
dynamics without prior knowledge of the governing equations. We offer a learning
approach to overcome this difficulty by first discovering the governing equations from
the observational data, and then use the estimated equations for large-time prediction.
Research on discovering governing equations of dynamical systems has enjoyed a long
history in the science and engineering community; it can be traced back to the earlier
work of Lagrange, Laplace and Gauss [126]. Among the many inspiring studies, the
lengthy discovery of gravity had immense impact. In 1605, Kepler announced his first
law of planetary motion, from his work on showing Mars’ elliptical orbit based on
Tycho Brahe’s observational data. Based on Kepler’s first law and the assumption
that gravity has a parametric form, namely 1
rp
, Newton formulated his law of universal
gravitation, i.e., that gravity has the form 1/r2, in 1687. Our learning approach can
re-discover the 1/r2 form of the law of universal gravitation in a highly efficient and
precise manner without the assumption of gravitation having a parametric form and
planetary motion being elliptical, for details see Sec. 3.7.
In the third chapter, we consider the generalization of this model to evolve on
Riemannian manifolds, this generalization allows for richer models and we are able
to maintain the optimality of our estimators under mild assumptions on the system
and the manifold. It is a fundamental challenge to learn the governing equations of
interacting agent systems. Often, agents are either associated with state variables
which belong to non-Euclidean spaces, e.g., phase variables considered in various
Kuramoto models [78, 127], or constrained to move on non-Euclidean spaces, for
example [3]. This has motivated a growing body of research considering interacting
agent systems on various manifolds [81, 26, 117], including opinion dynamics [6],
3
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flocking models [3] and a classical aggregation model [60]. Further recent approaches
for interacting agents on manifolds include [144, 124]. In this work, we offer a
nonparametric and inverse-problem-based learning approach to infer the governing
structure of interacting agent dynamics, in the form of Ẋ = f(X), constrained on
Riemannian manifolds. Our method is different from others introduced to learn ODEs
and PDEs from observations, that aim at inferring f , and would be cursed by the
high-dimension of the state space of X. Instead, we exploit the form of the function f ,
special to interacting agent systems, which is determined by an underlying interaction
kernel function ϕ of one variable only, and learn ϕ, with minimal assumptions on ϕ.
By exploiting invariance of the equations under permutation of the agents as well as
the radial symmetry of ϕ, we are able to overcome the curse of dimensionality, while
most other approaches (Bayesian, spars regression, neural networks) are cursed by the
dimension of the state space. We also demonstrate how our approach can perform
transfer learning in section 4.5.
In the final chapter, we give a detailed exploration of real data that looks to
determine whether our model can learn an effective form of gravity based purely
on the trajectories of planets and the Sun in our Solar System. Precisely modeling
and predicting celestial motion has had impacts on human societies across the world
and initiated studies that led to fundamental developments in Physics [88, 113].
These discoveries of fundamental Physics usually worked hand in hand with novel
mathematical tools to provide explanations of the observation data. In 1687, Newton
presented the famous 1
r2
-form of gravity; but, in 1845, Le Verrier found that the
perihelion precession rate of Mercury could not be explained by Newton’s theory of
gravity. It took another 70 years, and the development of Riemannian geometry and
relativity, for Einstein to explain that the discrepancy was due to the effect of the
curvature of spacetime around the Sun. Einstein’s theory has since been applied to
celestial motion well beyond the Solar system. See [133, 8, 105, 2] and references
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therein. With the rapid development of advanced observation technologies, statistics
and machine learning have enabled us to analyze big data sets and discover novel
patterns that are nearly impossible for a human to identify. It is well suited to play
a complementary role to traditional physical reasoning in the pursuit of discovering
fundamental Physics [72, 27]. There has been extensive research applying machine
learning in science (especially in Physics) and engineering, examples include: learning
PDEs [9, 118], governing equations [30], behavior in Biology [33], and fluid mechanics
[110, 69]. Further examples include: many-body problems in quantum systems [28],
mean field games [116], meteorology [68], dynamical systems [39, 24, 142, 18], and
discrete field theory [106]. By combining effective theory [140] and Machine Learning,
our data-driven modeling can provide interpretable and meaningful physical models
which can be used to model observations with very high accuracy, preserving not
only the geometric properties of the trajectories, but also localized dynamical features
such as perihelion precession rates. These results help to confirm the learning theory
and demonstrate the effectiveness of our learning algorithm on real data coming from





Our learning approach discovers the governing laws of a particular subset of dynamical
systems of the form,
Ẏ (t) = FϕEA,ϕξ(Y (t)), Y (0) = Y0 ∈ RD, t ∈ [0, T ].
The learning problem is to infer the right hand side function FϕEA,ϕξ from observations
{Y (m)tl , Ẏ
(m)
tl
}M,Lm=1,l=1 of the dynamical system, where m indexes different trajectories,
started from an initial conditions (IC) sampled i.i.d. from a measure µY on the state
space. Here M is the total number of trajectories observed, with each trajectory
forming a single observation (M plays a fundamental role in the learning theory
where we study convergence as M varies); L refers to the number of observations
at different times along each trajectory. Throughout this work, m will index the
trajectories 1, . . . ,M and l will index the points in time 1, . . . , L. The main difficulties
in establishing an effective theory of learning FϕEA,ϕξ are the curse of dimensionality
caused by the dimension of Y , which is D = N(2d+ 1), where N is the number of
agents, d the dimension of physical space; and the dependence of the observation data,
6
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for example Y (tl+1) is a deterministic function of Y (tl).
We present a learning approach based on exploiting the structure of collective
dynamical systems and nonparametric estimation techniques (see [44, 132, 64, 55, 15]).
A simplified form of our model equations, generalizing the first order models (see
discussion in Appendix 2.12), is derived from Newton’s second law and given by: for








+ ϕA(∥xi′(t)− xi(t)∥)(ẋi′(t)− ẋi(t)). (2.1.1)
Here, mi is the mass of the i
th agent, xi is its position, F
ẋ is a non-collective force,
and ϕE, ϕA : R+ → R are known as the interaction kernels.
To use the trajectory data to derive estimators, we consider appropriate hypothesis
spaces in which to build our estimators, measures adapted to the dynamics, norms,
and other performance metrics, and ultimately an inverse problem built from these
tools. More specifically, let ˆ︁ϕEA denote the direct sum of the kernels ˆ︁ϕE ⊕ ˆ︁ϕA (for




where EEAM is an empirical error functional depending on the observation data, HEA
is a hypothesis space to search for our estimators, and based on the form of the error
functional the estimator is calculated as the solution of a constrained least squares
problem. Once we have obtained this estimated interaction kernel, we want to study
its properties as a function of the amount of trajectory data we receive, which is the
M trajectories sampled from different initial conditions from the same underlying
system, each consisting of L time observations along the trajectory. Here we study
7
CHAPTER 2. THEORETICAL RESULTS Jason Miller
properties of the error functional, establish the uniqueness of its minimizers, and use
the probability measures to define a dynamics-adapted norm to measure the error
of our estimators over the hypothesis spaces. In comparing the estimators to the
true interaction kernels, we first establish concentration estimates over the hypothesis
space.
Our first main result is the strong asymptotic consistency of our learned estimators,
as the number M of trajectories increases, which for the model (2.1.1) yields:
lim
M→∞
∥ ˆ︁ϕEA − ϕEA∥L2(ρEA,LT ) = 0 with probability one, (2.1.2)
where ρEA,LT is a dynamics-adapted measure on pairwise distances, and we use a
weighted L2 space (see section 2.4, particularly (2.4.3)); see section 2.3 for the
required definitions and section 2.4.3 for the full theorem. In fact, we also prove a
stronger result that provides the rate of convergence. We achieve the minimax rate of
convergence for any number of variables V in the interaction kernels. See section 2.4.4
for the full theorem, (see section 2.3 for relevant definitions) which is given by:
EµY
[︂










In the case of model (2.1.1), V = 1, as in the results for first-order systems [19, 89, 90].
This means that our estimators converge at the same rate inM as the best possible
estimator (up to a logarithmic factor) one could construct when the initial conditions
are randomly sampled from some underlying initial condition distribution denoted
µY throughout this work, see (section 2.4.3).
To solve the inverse problem, we give a detailed discussion of an essential link
between these three aspects, the notion of coercivity of the system - detailed in section
2.4.2. Coercivity plays a key role in the approximation properties, the algorithm
design, and the learning theory. We also present numerical examples, see also the
8
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detailed numerical study in [146], which help to explain why the particular norms
we define are the right choice, as well as show excellent performance on complex
dynamical systems, in section 2.5.
The chapter is structured as follows. The first part of the chapter describes
the model, learning framework, inference problem, and the basic tools needed for
the learning theory. These ideas are all explained in detail in sections 2.2-2.4. If
one wishes to quickly jump to the theoretical sections, and then refer back to the
definitions as needed, we have provided tables 2.1, 2.3 which explains the model
equations and outlines the definitions and concepts needed for the learning theory and
general theoretical results, respectively. The theoretical part of the chapter (sections
2.4.2-2.4.5) discusses fundamental questions of identifiability and solvability of the
inverse problem, consistency, and rate of convergence of the estimators, and the ability
to control trajectory error of the evolved trajectories using our estimators. Some key
highlights of our theoretical contributions are described in 2.3.4, with full details in
the corresponding sections. Lastly, we consider applications in section 2.5, as well as
have many additional proofs and details in appendices 2.7-2.14.
2.1.1 Comparison with existing work
Our general method is a non-parametric, inverse-problem-based approach to infer
the interaction kernels from observations of trajectory data, especially within short-
time periods. In [19], a convergence study of learning unknown interaction kernels
from observation of first-order models of homogeneous agents was done for increasing
N , the number of agents. The estimation problem with N fixed, but the number
of trajectories M varying, for first-order and second-order models of heterogeneous
agents was numerically studied in [89] and learning theory on these first-order models
was developed in [90, 84]. Further extensions of the model and algorithm to more
complicated second-order systems, with particular emphasis on emergent collective
9
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behaviors, was discussed in [146]. A big data application to real celestial motion
ephemerides is developed and discussed in [94]. In this work, we provide a rigorous
learning theory covering the models presented in [146], as well as the second-order
models introduced in [89]. We consider generalizations of the models in [146], to
include models with higher-dimensional interaction kernels, that do not depend only
on pairwise distances. Compared to the theories studied in [90, 84], our theory focuses
on second-order models with interaction kernels of the form ϕE(r)r + ϕA(r)ṙ (with
r and ṙ representing norms of differences of positions and, respectively, velocities of
pairs of agents); additionally, we discuss the identifiability and separability of ϕE and
ϕA from the sum.
More generally, applying machine learning to the sciences has experienced tremen-
dous growth in recent years, a small selection of general applications related to the
ideas in this work include: learning PDEs ([9, 118, 80]), modeling dynamical systems
([58, 12, 83]), governing equations ([30, 143]), biology ([33]), fluid mechanics ([110, 69]),
many-body problems in quantum systems ([28]), mean-field games ([116]), meteorology
([68]), and dynamical systems ([39, 24, 142, 18]). These, and the references therein,
give a flavor of the diverse range of applications. A vast literature exists in the context
of learning dynamical systems. In the case of a general nonlinear dynamical system,
symbolic regression has been developed to learn the underlying form of the equations
from data, see [17, 119]. Sparse regression techniques which use an extremely large
collection of functions, often containing most major mathematical functions, are fit to
the data with a sparsity condition that only allows a few terms to appear in the final
model. Detailed study and development of these approaches can be found for SINDy in
([23, 115, 22]), a LASSO-type penalty ([70, 73]), and sparse Bayesian regression ([145]).
Other approaches consider multiscale methods, statistical mechanics, or force-based
models, see [7, 14]. Deep learning has also been applied to learn dynamical systems,




The majority of the earliest work in inferring interaction kernels in systems of the
type (2.1.1), (2.2.2) occurred in the Physics literature, going back to the works of
Newton. From the viewpoint of purely data-driven analysis of the equations, requiring
limited or no physical reasoning, foundational work on estimating interaction laws
includes [91, 74]. In these works, the interaction kernels are assumed to be in the
span of a known family of functions and parameters are estimated. In statistics, the
problem of parameter estimation in dynamical systems from observations is classical,
e.g. [135, 21, 85, 25, 111]. The question of identifiability of the parameter emerges,
see e.g. [52, 95]. Our work is closely related to this viewpoint but our parameter is
now infinite-dimensional, with identifiability discusses in section 2.4.2.
There are many techniques which can be used to tackle the high-dimensionality
of the data set: sparsity assumptions, dimension reduction, reduced-order modeling,
and machine learning techniques trained using gradient-based optimization. The
dependent nature of the data prevents traditional regression-based approaches, see the
discussion in [90], but many of the approaches above successfully address this. Our
work, however, exploits the interacting-agent structure of collective dynamical systems,
which is driven by a collection of two-body interactions where each interaction depends
only on pairwise data between the states of agents, as in (2.1.1). With this structure
in mind, we are able to reduce the ambient dimension of the data N(2d+ 1) to the
dimension of the variables in the interaction kernels, which is independent of N . We
also naturally incorporate the dependence in the data in an appropriate manner by
considering trajectories generated from different initial conditions.
Our theoretical results focus on the joint learning of ϕE,ϕA that takes into account
their natural weighted direct sum structure that is described in the following sections,
which is different from the learning theory on single ϕE’s considered in [89, 90]. The
current theoretical framework is not able to conclusively show that ϕE and ϕA can be
11
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learned separately; however we demonstrate in various numerical experiments that by
learning ϕE and ϕA jointly, we still achieve strong performance. Finally, we note that
the first-order theory developed in [90] is a special case of our second-order theory,
see details in appendix 2.12.
2.2 Model description
In order to motivate the choice of second-order models considered in this chapter, we
begin our discussion with a simple second-order model derived from classical mechanics.
Let us consider a closed system of N homogeneous agents (or particles) equipped with











U(∥xi′(t)− xi(t)∥), i = 1, . . . , N .
Here U is a potential energy depending on pairwise distance. From the Lagrange
equation, d
dt






ϕE(∥xi′(t)− xi(t)∥)(xi′(t)− xi(t)), i = 1, . . . , N . (2.2.1)
Here, ϕE(r) = U
′(r)
r
represents an energy-based interaction between agents. We are




corresponds to Newton’s gravity model.
In order to incorporate a wider spectrum of behaviors, we add alignment-based
interactions, which enable the alignment of velocities (so that short-range repulsion,
mid-range alignment, and long arrange attraction are all present), auxiliary state
variables describing internal states of agents (emotion, excitation, phases, etc.), and
non-collective forces (interaction with the environment). We also allow for heteroge-
neous systems, consisting of agents belonging to K disjoint types {Ck}Kk=1, with Nk
12
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being the number of agents of type k, grouped in the index subset Ck. In summary,
the systems we consider have the form
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
miẍi(t) = F
























for i = 1, . . . , N , where ki ∈ {1, · · · , K} is the index of the agent type of the




kk′ are in general different for interacting
agents of different types, and they not only depend on the pairwise distance rii′(t) =
∥xi′(t)− xi(t)∥, but also on other pairwise features, sEii′(t), sAii′(t), s
ξ
ii′(t). Note the
implicit dependence of t for these feature variables. For example, the interactions
between birds may depend on the field of vision, not just the distance between pairs
of birds. We will often suppress the explicit dependence on time t when it is clear
from the context. The unknowns, for which we will construct estimators, in these
equations, are the functions ϕEkiki′
, ϕAkiki′
and ϕξkiki′
; everything else is assumed given.
Table 2.1 gives a detailed explanation for the definition of the variables used
in (2.2.2). We note that in what follows, the notation {E,A, ξ} attached to a
map/function/etc... means that there is one of those maps/functions/etc. for each
element in the set {E,A, ξ}. It is a convenient way to avoid excessive repetition of
similar definitions.
13
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Variable Definition
i, i′ index of agent, from 1, . . . , N
mi mass of agent i
xi(t), ẋi(t), ẍi(t) ∈ Rd position/velocity/acceleration vector of agent i at time t
ξi, ξ̇i auxiliary variable, and its derivative
∥ · ∥ Euclidean norm in Rd
K number of agent types
k, k′ index for agent types, ranging in {1, . . . , K}
Nk number of agents in type k
ki element of {1, . . . , K} indicating the type of agent i
Ck subset of {1, . . . , N} consisting of indices of the agents of type k
ϕkk′ influence of any agent of type k onto any agent of type k
′
Fẋ,Fξ non-collective forces affecting ẍi and ξ̇i, respectively
ϕE, ϕA, ϕξ energy, alignment, and environment-based interaction kernels respectively
F Common Feature Map (CFM), F(x, ẋ, ξ,x′, ẋ′, ξ′) : R4d+2 → Rp
π
{E,A,ξ}
kk′ Projection map, give the feature combination from CFM
s
{E,A,ξ}
(k,k′) Feature map, π
{E,A,ξ}
kk′ ◦ F(x, ẋ, ξ,x′, ẋ





ii′ (t) Feature evaluation, s
{E,A,ξ}
(ki,ki′ )




Table 2.1: Notation for the variables in (2.2.2).
The specific instances of the feature map F together with corresponding projections
π
{E,A,ξ}
kk′ include a variety of systems that have found a wide range of applications in
physics, biology, ecology, and social science; see the examples in the chart below. We
assume that the function F is Lipschitz and known, and so are all the π{E,A,ξ}kk′ ’s. The
Lipschitz assumption is sufficient to ensure the well-posedness of the system and will
also be used to control the trajectory error, and of course implies that the feature
maps s
{E,A,ξ}
(k,k′) are all Lipschitz. The function F is a uniform way to collect all of the
different variables (functions of the inputs) used across any of the (k, k′) pairs over all
of the E,A, ξ functions in the system. This uniformity is helpful when discussing the
rate of convergence, among other places. Examples of where this generality matters
emerge naturally, say when one has a different number of variables across interaction
kernels for different pairs (k, k′), or when the energy and alignment kernels depend on
r and then additional but distinct other variables. From this uniform set of variables,
we then project to arrive at the relevant function s
{E,A,ξ}
(k,k′) for each pair (and each of the




Model ϕE ϕA mi F




Fish Milling 2D 1
Fish Milling 3D 1
Flocking w. Ext. Poten. 1
Phototaxis 1 1
Predator-Swarm (2nd Order) 1
Lennard-Jones 1
Opinion Dynamics 1
Predator-Swarm (1st Order) 1
Synchronized Oscillator 2 2
Table 2.2: Summary of the models studied in this work and in [89, 90, 146, 94]
of agents (i, i′), that leads to the feature evaluation, s
{E,A,ξ}
ii′ which is the expression
used in the model equation (2.2.2).
The model class (2.2.2) is quite large. We will consider several different concrete
example in section 2.5.2. We summarize how those examples, and others, map to
the model class in table 2.2, with a shaded (respectively: empty) cell indicating that
the model has (respectively: has not) that characteristic. A numeric value indicates
this is the number of unique variables, V ,Vξ used within the EA or ξ portions of the
system. The number of these unique variables specifies the dimension in the minimax
convergence rate, see section 2.4.4.
Our second-order model equations cover the first-order models considered in [89, 90,
146] as special cases (see Appendix 2.12), but they are a significantly larger class: even
when written as a first-order system in more variables, they are a strict generalization of
the previous first-order models. Furthermore, the dynamical characteristics produced
by second-order models are much richer and can model more complicated collective
motions and emergent behavior of the agents.
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2.3 Inference problem and learning approach
In this section, we first introduce the problem of inferring the interaction kernels
from observations of trajectory data and give a brief review and generalization of the
learning approach proposed in the works [89] and [146].
2.3.1 Preliminaries and notation
We vectorize the model in (2.2.2) in order to obtain a more compact description. We
















⎤⎥⎥⎥⎥⎦ ∈ RN .













with each zi ∈ Rd or R. Here ∥·∥ is the same norm used
in the construction of pairwise distance data for the interaction kernels (typically,
the Euclidean norm). The weight factor 1/Nki is introduced so that different types
of agents of different types are overall weighted equally, which is important in the
estimation phase, especially in the case when the number of agents of different types
is highly non-uniform. The model (2.2.2) becomes
⎧⎪⎨⎪⎩








2.3. INFERENCE PROBLEM AND LEARNING APPROACH
Here m⃗ =
[︃
m1, . . . , mN
]︃T
∈ RN , ◦ is the Hadamard product, and we use boldface
fonts to denote the vectorized form of our estimators (with some once-for-all-fixed
ordering of the pairs (k, k′)k,k′=1,...,K):
ϕE = [ϕEkk′ ]
K
k,k′=1, ϕ
A = [ϕAkk′ ]
K
k,k′=1, ϕ
ξ = [ϕξkk′ ]
K
k,k′=1 , (2.3.2)



















both of which are vectors in RNd. We omit the analogous definitions for fϕA and fϕξ .
We also use the shorthand:
ϕEA := ϕE ⊕ ϕA , (2.3.3)
to denote the element of the direct sum of the function spaces containing ϕE,ϕA.
2.3.2 Problem setting
Our observation data is given by {Y (m)tl , Ẏ
(m)
tl
}M,Lm=1,l=1 for 0 = t1 < t2 < · · · < tL = T .
Here Ẏ t = [y
T






, and m indexes the
M different trajectories, each generated by the system (2.1) with the unknown set of
interaction kernels, i.e. ϕE,ϕA,ϕξ, with initial conditions {Y (m)(0)}m=1,...,M drawn
i.i.d from µY , a probability measure defined on the space RN(2d+2). We use a superscript
(m) to denote that the variable is calculated from the data from that mth trajectory.
The objective is to construct estimators ˆ︁ϕE, ˆ︁ϕA, ˆ︁ϕξ the unknown interaction kernels
given these observations.
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2.3.3 Loss functionals
For simplicity, we only consider equidistant observation points: tl − tl−1 = h for
l = 2, . . . , L; the proposed estimator is easily extended to the case non-equispaced
time points. Following and extending [89, 90, 146], we consider the empirical error



























































The estimators of interaction kernels are defined as the minimizers of the error
functionals EEAM and E
ξ
M over suitably chosen finite-dimensional function spaces H
EA
and Hξ: ˆ︁ϕEA = argmin
φEA∈HEA
EEAM (φEA) , ˆ︁ϕξ = argmin
φξ∈Hξ
EξM(φξ) . (2.3.5)
2.3.4 Overview of theoretical contributions
We focus on the regime where L is fixed but M → ∞. We provide a learning theory
that answers the fundamental questions:
 Quantitative description of estimator errors. We will introduce measures
to describe how close the estimators are to the true interaction kernels, that
lead to novel dynamics-adapted norms. See section 2.4.
 Identifiability of kernels. We will establish the existence and uniqueness
of the estimators as well as relate the solvability of our inverse problem to a
fundamental coercivity property. See section 2.4.2.
 Consistency and optimal convergence rate of the estimators. We will
18
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prove theorems on strong consistency and optimal minimax rates of convergence
of the estimators, which exploit the separability of the learning on the energy
and alignment from the learning on the environment variable. See section 2.4.3.
 Trajectory Prediction We prove a theorem that describes the performance
of the estimated dynamics using the estimated kernels compared to the true
dynamics. Our result demonstrates how the expected supremum error (over the
entire time interval) of our trajectories is controlled by the norm of the difference
between the true and estimated kernels, further justifying our choice of norms
and estimation procedure. See section 2.4.5.
The papers [146, 89, 90] have applied this learning approach to a variety of systems
and the extensive numerical simulations demonstrate the effectiveness of the approach.
However, theoretical guarantees of the proposed approach for second order systems
had not been developed and will be the main focus of this chapter. Our theory includes
the first-order theory in [90] as a special case, as discussed in Appendix 2.12.
2.3.5 Function spaces
We begin by describing some basic ideas about measures and function spaces. Consider
a compact or precompact set U ⊂ Rp for some p; the infinity norm is defined as
∥h∥∞ := ess supx∈U |h(x)|, and L∞(U) as the space of real valued functions defined
on U with finite ∞-norm. A key function space we need to consider is, Ck,αc (U), for
k ∈ N, 0 < α ≤ 1, defined as the space of compactly supported, k-times continuously
differentiable functions with a k-th derivative that is Hölder continuous of order α.




L∞(U) , endowed with the norm ∥f∥∞ := max
k,k′
∥fkk′∥∞ , ∀f ∈ L
∞(U) .
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Similarly, we consider direct sums of measures, with corresponding vectorized function
spaces, in particular L2 (see section 2.4.1).
We now define a suitable function class for the interaction kernels in the model
(2.2.2). A simple model is that the agents get farther and farther apart, they eventually












where we remind the reader that the {E,A, ξ} notation means, in this case, that there
is an admissible space for each element of the set {E,A, ξ}. Here, Rminkk′ , Rmaxkk′ are
the minimum or maximum, respectively, possible interaction radius for agents in Ck′
influencing agents in Ck. Similarly, SEkk′ ,SAkk′ ,S
ξ



















kk′ ] , R := max
k,k′
Rmaxkk′ . (2.3.7)
Notice that all interaction kernels are supported on the interval of pairwise distance
[0, R].
We denote the distribution of the initial conditions by µY . This measure is
unknown and is the source of randomness in our system. It is a product measure of
three measures µX , µV , µξ, all also unknown, that represent the distribution on the









2.3. INFERENCE PROBLEM AND LEARNING APPROACH
It reflects that we will observe trajectories which start at different initial conditions,
but that evolve from the same dynamical system. For example, in our numerical















∥ξi(t)− ξi′(t)∥ , (2.3.10)
and we assume that both of these quantities are finite. A sufficient condition is
that the measures µV ,µξ (specifying the distribution of the initial conditions on the
velocities and the environment variable are compactly supported, which follows by the
assumptions on the interaction kernels below and that we only consider finite final
time T .


































Next, we will assume that the interaction kernels live in the corresponding admissible
sets, namely,
ϕE ∈ KESE , ϕ
A ∈ KASA , ϕ
ξ ∈ KξSξ . (2.3.12)
The admissibility assumptions (2.3.12) allow us to establish properties such as
existence and uniqueness of solutions to (2.2.2) as well as to have control on the
trajectory errors in finite time [0, T ]. It further allows us to show regularity and
absolute continuity with respect to Lebesgue measure of the appropriate performance
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measures defined in section 2.4.1.
When estimating the EA part of the system, we will consider the direct sum





In the learning approach, we will consider hypothesis spaces that we will search in
order to estimate the various interaction kernels. The hypothesis spaces corresponding
to {ϕ{E,A,ξ}kk′ } are denoted as {H
{E,A,ξ}





Analogous to our simplified notation for ϕEA,φEA described in (2.3.3), we define the
direct sum of the hypothesis spaces as,
HEA := HE ⊕HA (2.3.15)
We will consider specific choices for the hypothesis spaces during the learning theory
and numerical algorithm sections.
2.3.6 Algorithm for constructing the interaction kernel esti-
mators
Let Hxkk′ be a finite dimensional function spaceof dimension nEkk′ with basis func-
tions given by piecewise polynomials whose degree will be chosen later (other type
of basis functions are also possible, e.g., clamped B-splines as shown in [89]). It is
built on uniform partitions of [Rmin,obskk′ , R
max,obs




kk′ is the mini-
mum/maximum interacting radius for agents in type k′ influencing agents in type k,
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derived from the observation data. Similar construction is done for Hẋ with dimension


























(r, ṙ, sA), .






and minimizing the empirical loss functional corresponds to solving this system in




with α⃗E and α⃗A being












. See Sec. 2.14 for full details.
The total computational complexity is detailed as follows: MLN2 for computing
pairwise data, MLd(nEA)2 for constructing the learning matrix and right hand side
vector, and (nEA)3 for solving the linear system, hence the total computing time is
MLN2 +MLd(nEA)2 + (nEA)3. Assuming that a tensor-grid construction of Hxkk′ is











is used in each dimension, we have nEA = 2nV∗ ≈ 2M
V
2s+V ; then we obtain the total
computing time in terms of M as follows
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In the special case of s = 1 (Lipscthiz functions) and V = 1, we have
Comp. Time =MLN2 + 4LdM
2
3




It is slightly super-linear in M .
Similar computational complexity analysis on solving Aξα⃗ξ = b⃗
ξ
also shows that
the computational cost is slightly super linear in M when s = 1 and V = 1.
The overall memory storage needed for the learning problem is MLN(d(5 + nEA +
nξ) + 3), with MLN(4d + 2) for storing the trajectory data, MLNd(nEA + nξ)
(here nEA = nE + nA) for learning matrices, and MLN(d + 1) for right hand side
vectors. Hence if M ≫ O(1), we can consider parallelization in m in order to reduce
the overhead memory, ending up with Mper core
(︁






. The final storage of A and b⃗ only needs nEA(nEA + 1) + nξ(nξ + 1).
2.4 Learning theory
2.4.1 Probability measures and weighted L2 for measuring
learning performance
The interaction kernels depend on (r, ṙ, sE, sA, sξ), and to measure distances between
estimated interaction kernels and true interaction kernels, we consider a natural set
of probability measures and corresponding weighted L2 spaces. These generalize the
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for k = k′, and we used the following
shorthand notation for the Dirac measures:
δii′,t(r, s
E, ṙ, sA) := δrii′ (t),sEii′ (t),ṙii′ (t),s
A
ii′ (t)
(r, sE, ṙ, sA)
δii′,t,m(r, s










(r, sE, ṙ, sA) .
The measure ρEA,L,k,k
′
T is the discrete counterpart of ρ
EA,k,k′
T with the continuous average
over [0, T ] replaced by the average over the observation times 0 = t1 < . . . < tL = T .
ρEA,L,M,k,k
′
T can be computed from observations and converges to ρ
EA,L,k,k′
T as M → ∞.












A dṙ , ρA,k,k
′
















T (r, ṙ, s
A), ρA,L,M,k,k
′
T (r, ṙ, s
A) defined anal-




T , are the ones used in










For ease of notation, we introduce the following measures to handle the hetero-
geneity of the system, and which are used to describe error over all of the pairs (k, k′).
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Similar definitions apply for measures related to learning the ξ-based interaction
kernels, see Appendix 2.13. We discuss some key properties of the measures in
Appendix 2.10.
We now discuss the performance measures for the estimated interaction kernels.
We use weighted L2-norms (with mild abuse of notation, we omit the weight from the
notation) based on the dynamics-adapted measures introduced above (with analogous






























































ϕEkk′ ⊕ ϕAkk′ in the joint norm given by (2.4.4). As long as the joint norm is small,
our estimators produce faithful approximations of the right hand side function of the
original system and trajectories. However, it does not necessarily imply that both
ϕ̂
E
kk′ − ϕEkk′ ’s and ϕ̂
A
kk′ − ϕAkk′ ’s are small in their corresponding energy- and alignment-
based norms, since the joint norm is a weaker norm. It would be interesting to study
if there is any equivalence between these two norms, but the problem appears to be
quite delicate. The theoretical investigation is still ongoing.
Now, we have all the tools needed to establish a theoretical framework: dynamics
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induced probability measures, performance measurements in appropriate norms, and
loss functionals. These will allow us to discuss the convergence properties of our
estimators. Full details of the numerical algorithm are given in Appendix 2.14.
Notational summary
A summary of the learning theory notation introduced in sections 2.3.1, 2.3, and the
notation above, is given below in table 2.3.
Notation Definition Ref
M number of trajectories Sec. 2.1
L number of times in [0, T ] for each trajectory Sec. 2.2
Y (t) full state space vector containing Xt,Vt,Ξt Sec. 2.2







µY distribution on the initial conditions Y (0) Sec. 2.3.5
ϕ{E,A,ξ} = (ϕ
{E,A,ξ}




{E,A,ξ} ∈ H{E,A,ξ} with φ{E,A,ξ}kk′ ∈ H
{E,A,ξ}
kk′ (2.3.2)
EA shorthand denoting energy and alignment part of system (2.3.3)
ϕEA represents the joint function ϕE ⊕ ϕA ∈ HEA (2.3.3)
∥Y ∥2Y ∥X∥
2




















K{E,A,ξ}S{E,A,ξ} admissible spaces for the E,A, ξ kernels (2.3.11)
H{E,A,ξ}kk′ the hypothesis spaces for ϕ
{E,A,ξ}
kk′ (2.3.14)
H{E,A,ξ} = ⊕kk′H{E,A,ξ}kk′ the hypothesis spaces for ϕ{E,A,ξ} (2.3.14)
HEA direct sum of hypothesis spaces HE ⊕HA (2.3.15)
EEAM (·),E
ξ










T measure for EA, ξ with continuous time, infinite trajectories (2.4.3), 2.13
ρEA,LT , ρ
ξ,L













cHEA , cHξ coercivity constant on the HEA, Hξ hypothesis spaces Def.2.4.1
HEAM ,H
ξ
M hypothesis spaces on EA, ξ depending on M Sec. 2.4.3
V ,Vξ Dimension for minimax convergence rates (2.4.16)
AEAM , A
ξ
M Learning matrices for the inverse problem Sec. 2.5
N (H, δ) δ-covering number, under the ∞-norm, of a set H [134]
Table 2.3: Notation used throughout the chapter
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2.4.2 Identifiability of kernels from data
In this section we introduce a technical condition, called coercivity condition, on the
dynamical system that relates to the well-posedness (solvability and uniqueness of
the solution) of the inverse problem and plays a key role in the learning theory. We
establish theorems in two directions:
1. showing how identifiability of the interaction kernels can be derived from the
coercivity condition by relating the coercivity constant to the singular values of
the learning matrices associated to our inverse problem, for both finitely and
infinitely many trajectories;
2. establishing the coercivity condition for a wide class of dynamical systems of the
form (2.2.2), under assumptions on the distribution µY of the initial conditions.
Our numerical experiments suggest that the coercivity condition holds even
more generally.
For the remainder of the chapter, we will make the following assumptions on the
hypothesis spaces used in the learning approach:





This implies that the infinity norm of all elements in HEA is bounded above by
max{SE, SA}, and we assume that a constant SEA ≥ max{SE, SA} is known.
Assumption 2.4.2. Hξ is a compact convex subset of KξSξ (see 2.3.11).
This implies the elements of Hξ have ∞−norm bounded above by Sξ, and we
assume that a constant S0 ≥ Sξ is known. It is easy to see that HEA can be naturally
embedded as a compact subset of L2(ρEA,LT ) and that H
ξ can be naturally embedded
as a compact subset of L2(ρξ,LT ) (recall these measures are defined in section 2.4.1).
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Assumptions 2.4.1, 2.4.2 ensure the existence of minimizers to the loss functionals
EEAM ,E
ξ
M defined in (2.3.4) and (2.3.4), which will be proven in Appendix 2.8.
In order to ensure learnability we introduce a coercivity condition, that generalizes
that introduced in [19] and studied in [89, 90, 84]. In fact, for the second-order
systems considered here, we will have two coercivity conditions, one for the energy
and alignment terms and the other for the ξ variable. These conditions ensure that
the minimizers to the error functionals are unique, and second that when the expected
error functional is small, then the distance from the estimator to the true kernels is
small in the appropriate ρT norm. Due to their connection to the error functional
and the learnability of the interaction kernels, coercivity plays an important role in
the theorems of Section 2.4.3.
Definition 2.4.1 (Coercivity condition). For the dynamical system (2.2.2) observed
at time instants 0 = t1 < t2 < · · · < tL = T and with initial condition distributed
































Analogous definitions holds for continuous observations over the time interval [0, T ],
by replacing the average over observations at discrete times with an integral average
over [0, T ].
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In the following, we prove the coercivity condition on general compact sets of
L2([0, R],ρEA,LT ) under suitable hypotheses. Our result is independent of N , which
implies that the finite sample bounds of Theorem 2.4.7 can be dimension free – in that
the coercivity constant has no dependence on N . This result implies that coercivity
may be a fundamental property of the dynamical system, including in the mean field
regime (N → ∞).
Identifiability from coercivity
By choosing the hypothesis space to be compact and convex, we are able to show
that the error functional has a unique minimizer. However, many possible bases exist
that could potentially yield good performance (in terms of the error functional and
L2 error to the true kernel). We want to choose a basis such that the regression
matrix, AEAM defined in Appendix 2.14, is well-conditioned – and thus an estimator
can be learned that will have good performance (in terms of the error functional and
L2(ρEA,LT ) error to the true kernel). In the proposition below we establish two results
in this direction. The key for both results is that the basis is chosen to be orthonormal
in L2(ρEA,LT ), versus the naive choice of basis in the underlying direct sum of L
∞
spaces that the interaction kernels live in. The first result is theoretical and shows
that, under appropriate assumptions on the basis, the minimal singular value of the
expected (M → ∞) regression matrix (denoted AEA∞ ) equals the coercivity constant.
The second result is critical for the practical implementation, as for each finite but
large enough M it shows that the minimal singular value of the regression matrix
AEAM is lower bounded in terms of the coercivity constant with high probability. These
results demonstrate quantitatively that the regression matrix is well-conditioned if
the coercivity constant of HEA well-separated from 0, and the importance of choosing




To ease the notation, we introduce the bilinear functional ⟨⟨·, ·⟩⟩ on HEA ×HEA,
defined by

















































For every pair (k, k′) let (ψEkk′,i ⊕ ψAkk′,i)
nkk′
i=1 be a basis of
HEAkk′ ⊂ L∞([0, R]× SEkk′)⊕ L∞([0, R]× SAkk′)
satisfying the orthonomality and boundedness conditions
⟨ψEAkk′,p, ψEAkk′,p′⟩L2(ρEA,L,kk′T ) = δp,p′ , ∥ψ
EA
kk′,p∥∞ ≤ SEA. (2.4.8)
We note that multivariable basis functions arise naturally in this setting due to the
model. For example, a tensor product basis of splines or piecewise polynomials can
be used. The nkk′ notation allows multivariable functions, different choices for the
number of basis functions across pairs (k, k′), and a different number of basis functions
within a pair with respect to the underlying coordinates of the tensor product.
By convention, we use the lexicographic ordering to order within pairs (k, k′) (with
order r, sE, sA), and then across pairs (with the lexicographic ordering on pairs of
integers). Set n =
∑︁
k,k′ nkk′ = dim(H
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Under the setting above, we have the following relationship between the coercivity
constant and the minimal singular value of the empirical and expected learning matrix:




















∞ ) = cHEA , σmin(A
ξ
∞) = cHξ , (2.4.9)
with cHEA , cHξ defined in (2.4.5),(2.4.6). Additionally, for large M , the smallest
singular value of AEAM satisfies the inequality
σmin(A
EA
M ) ≥ 0.8cHEA











with c1 = 2K
4max{R,Rẋ}2S2EA+



















Therefore, with high probability, a system and its associated hypothesis space satisfying
the coercivity condition, and for M sufficiently large, the inverse problem is uniquely
solvable, with condition number controlled by the coercivity constant.
Proof. We prove the result in the EA case, the proof of the results about the ξ part
of the system being analogous. The orthonormality of the component functions given
in (2.4.8), implies that ⟨ψEAp ,ψEAp′ ⟩L2(ρEA,LT ) = δpp′ . Expand φ

































This lower bound is achieved by the singular vector corresponding to the singular
value σmin(A
EA
∞ ), so that by definition (2.4.5) we have that σmin(A
EA
∞ ) = cHEA .
For the second statement, we consider the learning matrix AEAM (defined in section
2.14), from the observations from M trajectories. By construction, for each m,
AEA∞ = EµY [AEA,(m)] and limM→∞AEAM = AEA∞ by the Strong Law of Large Numbers.
Next we will derive some important properties of the learning matrix that will allow
us to apply the matrix Bernstein inequality (see [131], Theorem 6.1.1, Corollary 6.1.2).
Note that we will use the notation from this reference. First we note an elementary
matrix analysis result (see [13] Problem III.6.13); for any two square matrices A,B,
maxj |σj(A) − σj(B)| ≤ ∥A − B∥. All norms in this proof are the spectral norm,
unless otherwise specified. Thus if we get a concentration inequality of the form
PµY {∥AEA∞ − AEAM ∥ ≥ t} we will get the desired result relating the minimal singular
values of AEAM to cHEA . First, notice that EµY [AEAM ] = AEA∞ . Additionally, using the
definition of the regression matrix, and our assumptions on the interaction kernels
and the dynamics, we can bound every entry by c1 = 2K
4max{R,Rẋ}2S2EA + 2. This
immediately implies the bound
∥AEAM − AEA∞ ∥ ≤ 2nc1.









v(Z) = max{∥E[(Z − EZ)(Z − EZ)∗∥, ∥E[(Z − EZ)∗(Z − EZ)∥}.
Using a similar analysis to bound each entry of the matrices, we can arrive at the
result that v(Z) ≤ 2n2c21. Now, we apply the matrix Bernstein inequality to see that
PµY
{︂



















, which together with the results above yield the desired inequality.
From Proposition 2.4.3 we see that, for each hypothesis space Hkk′ , it is important
to choose a basis that is well-conditioned in L2(ρEA,LT ),L
2(ρξ,LT ), instead of in the
corresponding L∞ spaces. If not, the learning matrices, defined in Appendix 2.14,
AEAM , A
ξ
M may be ill-conditioned or even singular. This would lead to fundamental
numerical challenges in solving for the (coefficients of the) interaction kernels. In
order to mitigate these issues, one can use piecewise polynomials on a partition of
the support of the empirical measure and/or use the pseudo-inverse with an adaptive
tolerance for thresholding small singular values.
Discussions on the coercivity condition
The coercivity condition is key to the identifiability of the interaction kernels from
data. It is determined by the distribution of the solution to the agent system and
introduces constraints on the hypothesis space. For the second-order system, it is
therefore related to the distribution µY of the initial conditions, the true interaction
kernels, and the non-collective force. The coercivity condition has been studied for
first-order systems in [89, 90, 84]. For homogeneous systems, [89, 90] showed that the
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coercivity condition holds true on any compact subset of the corresponding L2 space
for the case of L = 1. This result has been generalized to cover heterogeneous systems
in [90] and a few examples of the stochastic homogeneous system including linear
systems and nonlinear systems with stationary distributions for general L in [84].
In this chapter, we shall employ a similar idea as for first-order systems and extend
the result to second-order systems. One key in the proof is to show the positiveness
of integral operators that arise in the expectation in Eq. (2.4.5). We focus on a
representative model of second-order homogeneous systems,
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
miẍi = F





(ϕE(∥xi′ − xi∥)(xi′ − xi) + ϕA(∥xi′ − xi∥)(ẋi′ − ẋi)
ξ̇i = F





ϕξ(∥xi′ − xi∥)(ξi′ − ξi)
(2.4.10)
which includes the first-order systems considered in [19, 89, 90] as special cases and
various second-order system examples in [89, 146] as specific applications. We shall
prove the coercivity condition holds true for the case L = 1:






⎤⎥⎥⎥⎥⎦ where µX0 is exchangeable Gaussian with cov(xi(t1))−cov(xi(t1),xj(t1)) =




0 are exchangeable with finite second moment, and
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 c1,N,HEA ≥ (N−12N2 +
(N−1)(N−2)
2N2










E∥ẋi(0)∥2 (i ̸= i
′) and cEHEA and c
A
HEA are non-negative constants independent
of N , and are strictly positive for compact HEA of L2(ρEA,1T ).
 c1,N,Hξ ≥ (N−1N2 +
(N−1)(N−2)
N2
c), c = cHξcµΞ0 with cµΞ0 = 1−
E⟨ξi(0),ξi′ (0)⟩
E∥ξi(0)∥2 (i ̸= i
′) and
cHξ is a non-negative constant independent of N , which is strictly positive for
compact Hξ of L2(ρξ,1T ).
Note that in this case that the coercivity constant is independent of the number
of agents N , and therefore not only will the convergence rate of our estimators be
independent of the dimension (2d+ 1)N of the phase space, but even the constants in
front of the rate term are independent of N , see theorem 2.4.7. Our results extend
those for first-order systems from [89, 90, 146]. The empirical numerical experiments
on some second-order systems [146] support the idea that the coercivity condition
is satisfied by large classes of second-order systems, and is “generally” satisfied for
general L on suitable hypothesis spaces, with a constant independent of the number
of agents N thanks to the exchangeability of the distribution of the initial conditions,
and of the agents at any time t. The proof of the result above is given in Appendix
2.9.
2.4.3 Consistency and optimal convergence rate of estimators
The final preparatory results for our main theorems combine concentration with a
union bound. Here we control the probability that the supremum of the difference





Our first main result is a concentration estimate that relates the coercivity condition
to an appropriate bias-variance tradeoff in our setting. Let N (H, δ) be the δ-covering
number, with respect to the ∞-norm, of the set H.
Theorem 2.4.5 (Concentration). Suppose that ϕ{E,A,ξ} ∈ K{E,A,ξ}S{E,A,ξ}. Consider a
convex, compact (with respect to the ∞-norm) hypothesis spaces




bounded above by S0 ≥ max{SE, SA, Sξ} respectively. Additionally, assume that the
coercivity conditions (2.4.5),(2.4.6) hold on HEAM and H
ξ
M , respectively.
Then for all ϵ > 0, with probability (with respect to µY ) at least 1− δ, we have the
estimates
cHEAM ∥
ˆ︁ϕEAM − ϕEA∥2L2(ρEA,LT ) ≤ 2 infφEA∈HEAM ∥φEA − ϕEA∥2L2(ρEA,LT ) + 2ϵ,
cHξM
∥ ˆ︁ϕξM − ϕξ∥2L2(ρξ,LT ) ≤ 2 infφξ∈HξM ∥φξ − ϕξ∥2L2(ρξ,LT ) + 2ϵ ,
(2.4.11)



















and similarly for the second inequality, using HξM .
Proof of Theorem 2.4.5. We start out by setting α = 1
6
in Proposition 2.8.11,
which yields the tightest bound in the argument below. To ease the notation we letˆ︁ϕEA
L,M,HEA =
ˆ︁ϕE
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This immediately implies, by choosing φEA = ˆ︁ϕEA
L,M,HEA , that with probability P
D∞( ˆ︁ϕEAL,M,HEA) < 2DM( ˆ︁ϕEAL,M,HEA) + ϵ .
By definition of ˆ︁ϕEA




DM( ˆ︁ϕEAL,M,HEA) = EEAM ( ˆ︁ϕEAL,M,HEA)− EEAM ( ˆ︁ϕEAL,∞,HEA) ≤ 0,
and combining this result with equation (2.8.14) from Proposition 2.8.5, we have
cHEA∥ ˆ︁ϕEAL,M,HEA − ˆ︁ϕEAL,∞,HEA∥2L2(ρEA,LT ) ≤ D∞( ˆ︁ϕEAL,M,HEA) < ϵ, (2.4.13)








































In the regime where M → ∞, we will choose an increasing sequence of hypothesis
spaces, each satisfying the conditions of Theorem 2.4.5. By our assumptions on
the interaction kernels, we can also choose the sequence of HEAM ’s such that the
approximation error goes to 0 as M → ∞. This enables us to control the infimum on
the right hand side of (2.4.11). From here we can apply Theorem 2.4.5 for each M
to prove the consistency of our estimators with respect to the L2(ρEA,LT ) norm and
derive the following consistency theorem.
Theorem 2.4.6 (Strong Consistency). Suppose that
{HEAM }∞M=1 ⊂ L∞(R× SE)⊕L∞(R× SA)















compact in L∞(R× SE)⊕L∞(R× SA). Then the estimator is strongly consistent
with respect to the L2(ρEA,LT ) norm:
lim
M→∞
∥ ˆ︁ϕEAM − ϕEA∥L2(ρEA,LT ) = 0 with probability one.
An analogous consistency result holds for the estimator in the ξ variable.
These two results together provide a consistency result on the full estimation of
the triple (ˆ︂ϕξ, ˆ︂ϕE, ˆ︂ϕA) and thus consistency of our estimation procedure on the full
system (2.2.2).
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Proof of Theorem 2.4.6. To simplify the notation, we use the same conventions as
the proof of Theorem 2.4.5 and let D∞ = DL,∞,HEAM . By definition of the coercivity
constant in (2.4.5), we have the inequality c∪MHEAM ≤ cHEAM . From an argument
analogous to the one used to arrive at equation (2.4.13) in the proof of Theorem 2.4.5,
we obtain that
c∪MHEAM ∥
ˆ︁ϕEAM − ϕEA∥2L2(ρEA,LT ) ≤ D∞( ˆ︁ϕEAM ) + EEA∞ ( ˆ︁ϕEA∞ ) . (2.4.14)
For ϵ > 0, inequality (2.4.14) implies
PµY {c∪MHEAM ∥
ˆ︁ϕEAM − ϕEA∥2L2(ρEA,LT ) ≥ ϵ} ≤ PµY {D∞( ˆ︁ϕEAM ) + EEA∞ ( ˆ︁ϕEA∞ ) ≥ ϵ}
≤ PµY
{︃




EEA∞ ( ˆ︁ϕEA∞ ) ≥ ϵ2
}︃
.
We now bound the two terms in the above expression separately. For the first term,
the proof of Theorem 2.4.5 shows that
























where C1 = 96S
2
EAmax{R,Rẋ}2K4, C2 = 2304S2EAmax{R,Rẋ}2K4, andN (∪MHEAM , ϵC1 )


















For the second term, the bound (2.8.4) yields






Since ϵ is fixed, the above result, together with our assumption on the sequence of
hypothesis spaces, implies that PµY
{︂






ˆ︁ϕEA∞ ) ≥ ϵ2} <∞. The finiteness of the two sums above






ˆ︁ϕEAM − ϕEA∥2L2(ρEA,LT ) ≥ ϵ}}︁ = 0 .
Since ϵ was arbitrary, we have the desired strong consistency of the estimator. An
exactly analogous argument gives the result on the part of the system involving ξ.
2.4.4 Rate of convergence
Theorem 2.4.5 highlights the classical bias-variance tradeoff in our setting. Given
data collected from M trajectories, we would like to choose the best hypothesis space
to maximize the accuracy of the estimators. On the one hand, we would like the







∥φEA − ϕEA∥2∞ ,
is small. Simultaneously, we would like HEAM to be small enough so that the cov-
ering number N (HEAM , ϵ) is small. Just as in nonparametric regression, our rate of
convergence depends on a regularity condition of the true interaction kernels and
corresponding approximation properties of the hypothesis space, as is demonstrated
in the following theorem. We establish the optimal (up to a log factor) min-max rate
of convergence by choosing a hypothesis space of an optimal dimension as a function
of the sample size M .









(k,k′), see table 2.1 for the definition of the p(k,k′). However
we can exploit the structure of the system in such a way that our convergence rate
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only depends on the maximum number of unique variables in a pair (k, k′) across the
E,A portions of the system. A similar result holds for the ρξ,LT and its convergence
rate. For the system (2.2.2), consider VE,kk′ to be the number of distinct variables
in the function ϕEkk′(r, s
E
(k,k′)), similarly we define VA,kk
′
, Vξ,kk′ , more precisely, and
recalling the notation in table 2.1:
VE,kk′ := 1 + pE(k,k′)
VA,kk′ := 1 + pA(k,k′) (2.4.15)
Vξ,kk′ := 1 + pξ(k,k′)
Using these, we get the dimensions needed for the minimax rates:
V := max
k,k′
{VE,kk′ ,VA,kk′}, Vξ := max
k,k′
Vξ,kk′ (2.4.16)
The dimension for the minimax rates on the energy and alignment inference is
given by V , representing the maximum number of unique variables used in any one of
the ϕEkk′ , ϕ
A
kk′ pairs. Analogously, Vξ is used for the minimax convergence rate for the
inference of ϕξ. As an extreme example, consider a problem with 10 different types
of agents, leading to 100 distinct interaction kernels, each depending on r and one
additional variable that is unique for each function. In this case, we only pay the 2
dimensional rate, rather than the 101-dimensional rate in the ambient space of the 101
unique variables, although the heterogeneity affects the constant in the convergence
rate. We note that we are not predicting the number of variables nor their form: these
are assumed known.
Theorem 2.4.7 (Rate of Convergence). Let ˆ︁ϕEA := ˆ︁ϕEM ⊕ ˆ︁ϕAM denote the minimizer




(a) Let the hypothesis space be chosen as the direct sum of the admissible spaces,
namely HEA = KESE ⊕K
A
SA
, and assume that the coercivity condition (2.4.5) holds on
HEA. Then, there exists a constant C depending only on K,SEA, R,Rẋ such that
EµY
[︂
∥ ˆ︁ϕEAM − ϕEA∥2L2(ρEA,LT )]︂ ≤ CcHEAM− 1V+1 .
(b) Assume that {Ln}∞n=1 is a sequence of finite-dimensional linear subspaces of
L∞(R× SE)⊕L∞(R× SA) satisfying the dimension and approximation constraints
dim(Ln) ≤ c0K2nV , inf
φEA∈Ln
∥φEA − ϕEA∥∞ ≤ c1n−s, (2.4.17)
for some fixed constants c0, c1 representing dimension-independent approximation
characteristics of the linear subspaces, and s > 0 related to the regularity of the
interaction kernels. The value n can be thought of as the number of basis functions
along each of the (up to) V axes for each (k, k′). Suppose the coercivity condition holds
true on the set L := ∪nLn, and let cEAL be the coercivity constant of L. Define Bn
to be the closed ball centered at the origin of radius (c1 + SEA) in Ln. If we choose
the hypothesis space as HM = Bk(M), where k(M) ≍ ( MlogM )
1
2s+V , then there exists a











(c) under the corresponding assumptions as in (a), there exists a constant C depending
only on K,Sξ, R such that
EµY
[︂
∥ ˆ︁ϕξM − ϕξ∥2L2(ρξ,LT )]︂ ≤ CcHξM− 1Vξ+1 .
43
CHAPTER 2. THEORETICAL RESULTS Jason Miller
(d) under the corresponding assumptions as in (b), there exists a constant C de-
pending only on K,R, Sξ, c0, c1, s such that, and for c











We in fact prove bounds not only in expectation, but also with high probability,
for every fixed large-enough M , as the proof will show.
Proof of Theorem 2.4.7. For part (a), let H = KESE ⊕K
A
SA
. Standard results on
covering numbers of function spaces (see theorem 2.7.1 of [134]) give us that the
covering number of H satisfies

















for some absolute constant CH depending only on H and V. By assumption on
the hypothesis space, we have that infφEA∈H ∥φEA − ϕEA∥2∞ = 0. From this, the
concentration estimate (2.4.11) together with the covering number bound imply that,
PµY {∥ ˆ︁ϕEAL,M,H − ϕEA∥2L2(ρEA,LT ) > ϵ} ≤ N (H, C1ϵ, ∥ · ∥∞) exp(−C2Mϵ)














which we will minimize to achieve the desired probability bound. By direct calculation,












derivative of g(ϵ) is ≤ 0 for all ϵ ≥ ϵM . Therefore, the bound (2.4.20) implies







, ϵ ≥ ϵM
1, ϵ ≤ ϵM
(2.4.21)
Integrating over ϵ ∈ (0,+∞) and using e−x ≤ x+ 1 for all x ≥ 0, we obtain
 ∞
0
PµY {∥ ˆ︁ϕEAL,M,H − ϕEA∥2L2(ρEA,LT ) > ϵ}dϵ ≤ (︂C4M )︂ 1V+1 +O(︂ 1M )︂
Using coercivity and (2.4.11), we conclude that
EµY [∥ ˆ︁ϕEAL,M,HEA − ϕEA∥2L2(ρEA,LT )] ≤ C4cHEAM− 1V+1 ,
where C4 is an absolute constant that only depends on K,SEA, R,Rẋ.
For part (b), we recall (see [45, Proposition 5]) that






Using (2.4.11), and the approximation assumption, we bound the probability as
PµY {∥ ˆ︁ϕEAL,M,Bn − ϕEA∥2L2(ρEA,LT ) > ϵ+ c2n−2s}
= PµY {∥ ˆ︁ϕEAL,M,Bn − ϕEA∥2L2(ρEA,LT ) > t′n−2s + c2n−2s}
= PµY {∥ ˆ︁ϕEAL,M,Bn − ϕEA∥2L2(ρEA,LT ) > tn−2s}
≤ N
(︂








≤ exp(c0K2nV log(c3) + c0K2nV | log(tn−2s)| − c4Mtn−2s),
(2.4.22)
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are absolute constants independent of M . Define
g(n) := c0n
VK2 log(c3) + c0n
VK2| log(tn−2s)| − c4
2
Mtn−2s.
To find the optimal n in terms of M , we minimize g in n. By taking a derivative, and








with a constant depending on c3, c4, c2 but not on M . We choose n∗ = ⌊( MlogM )
1
2s+V ⌋,







2 log(c3) + c0n∗K
2| log(ϵ)| − c4
2
Mϵ.
As above, let ϵ = tn−2s∗ = tϵM and consider h(tϵM ). It is easy to see that limt→0+ h(tϵM ) =
∞ and limt→∞ h(tϵM) = −∞. Together with the continuity of h, these facts imply
that there exists a constant c5, depending on K, c0, c2, c3, c4, such that h(c5ϵM) = 0.
We further need that h′(ϵ) ≤ 0 for all ϵ ≥ c5ϵM . By taking the derivative of h, setting
it ≤ 0, we find that this condition eventually holds by basic calculus. Therefore, if
needed, to satisfy the derivative condition, we can enlarge the constant c5 to a constant
c6 (independent of M) such that h(ϵ) ≤ 0 and h′(ϵ) ≤ 0 for all ϵ ≥ c6ϵM . These results
imply







, ϵ ≥ c6ϵM







PµY {∥ ˆ︁ϕEAL,M,Bn∗ − ϕEA∥2L2(ρEA,LT ) > ϵ}dϵ ≤ C1(︂ logMM )︂ 2s2s+V ,
where C1 is a constant depending on c0, c1, s,K, SEA, R,Rẋ.
Now, with HEAM = Bn∗ and using (2.4.11), we have shown the convergence rate






where c7 is an absolute constant that only depends on s,K, c0, c1, SEA, R,Rẋ.
In both theorems, the convergence rates 2s
2s+V and
2s
2s+Vξ coincide with the minimax
rate of convergence 2s
2s+d
for nonparametric regression in the corresponding dimension
d – up to the logarithmic factor. (This logarithmic factor may be removable (using,
e.g., the techniques in Chapter 11-15 of [64]), but with additional complexity of
the proofs.) Achieving the same rate of convergence as if we had observed the
noisy values of the interaction kernels directly, rather than through the dynamics,
demonstrates the optimality of our approach. The strong consistency results show the
asymptotic optimality of our method, and for wide classes of systems the assumptions
of the theorems apply. Specifically, for part (b) of the theorems, the dimension
and approximation conditions can be explicitly achieved by piecewise polynomials
or splines appropriately adapted to the regularity of the interaction kernel. In the
conditions of theorem 2.4.7, n can be the number of partitions along each axis of
the variables in V . Then, using multivariate splines or piecewise polynomials we will
have a fixed constant c0 (corresponding to the number of parameters to estimate
for each function) times KnV as the dimension of the linear space. Furthermore, by
standard approximation theory results, see [120] (Chapters 12,13), [51],[53], for s the
regularity of the interaction kernels we achieve the desired approximation condition
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with piecewise polynomials of degree ⌊s⌋. In our admissible spaces we have s = 1,
note that the rate of convergence is faster if we have a kernel of higher regularity.
We next briefly examine the convergence rate on a few systems of interest. Recall
that in table 2.2 we have as the final two columns the values V ,Vξ, which dictate the
rate of convergence of our estimators in each system. Some specific highlights:
 For Anticipation Dynamics (AD), even though we are learning both an energy
and alignment kernel, because there are only 2 unique variables shared across
both of them we learn at the 2-dimensional rate.
 For the Synchronized Oscillator we achieve the 2-dimensional optimal learning
rate on each of the EA and ξ portions (rather than a 4-dimensional rate) due to
the decoupled nature of the system; similarly we only pay the 1-dimensional rate
twice for the Phototaxis system. This is a key reason for splitting our learning
theory between EA- and ξ-interaction kernels and accounting for shared and
non-shared variables.
 Due to the design of the measures, norms and the associated learning algorithm,
even in the heterogeneous case for celestial mechanics and predator-swarm, we
only pay the 1-dimensional learning rate, although the constants are of course
affected by the heterogeneity and the algorithm requires a larger learning matrix.
 The rates of convergence of our estimators for all previously-studied first-order
systems (see [89, 90, 146]) can be derived from Theorem 2.4.7.
One downside of the results above is the lack of dependence on L: it seems natural
that finer time samples in each trajectory should improve the results, at least up to a
point. Indeed, the numerical experiments of [146, 89, 90] demonstrate that more data
in L may indeed be helpful to improve the performance. One technique used in [146]
for very long trajectory data (large L, medium to small M) is to split each trajectory
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into larger M with smaller L in each. The dependence on the number of agents N is
not the objective of this work; it was considered [19] in the case of first-order systems;
but further study in this mean-field regime is of interest to the authors and work is
ongoing.
2.4.5 Performance of trajectory prediction
Once estimators ˆ︁φEA, ˆ︁φξ are obtained, a natural question is the accuracy of the evolved
trajectory based on these estimated kernels. We compare the observed trajectories
to the estimated trajectories evolved from the same initial conditions but with the







T be the trajectory from
dynamics generated by the true and unknown interaction kernels with initial condition







T be the trajectory from dynamics generated, with the
same initial condition Ŷ 0 = Y0, by the interaction kernels estimated from observations
at times {tl}Ll=1. We let
⃦⃦⃦



















The next theorem shows that the error in prediction is (i) bounded trajectory-wise
by a continuous-time version of the error functional, and (ii) bounded on average by
the L2(ρEAT ),L
2(ρξT ), respectively, error of the estimator. This further validates the
effectiveness of our error functional and L2(ρT )-metric to assess the quality of the
estimator. In particular, this emphasizes that although the system is a coupled system
of ODE’s, our decoupled learning procedure with our choice of norm will lead to
control of the expected supremum error as long as we minimize the L2(ρEAT ),L
2(ρξT )
norms in obtaining our estimators.
Theorem 2.4.8. Suppose that ˆ︁ϕE ∈ KESE , ˆ︁ϕA ∈ KASA and ˆ︁ϕξ ∈ KξSξ . Denote by ˆ︁Y (t)
and Y (t) the solutions of the systems with kernels ˆ︁ϕE = (ˆ︁ϕEkk′)K,Kk,k′=1, ˆ︁ϕA = (ˆ︁ϕAkk′)K,Kk,k′=1,
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∥Ξ̇s − fnc,ξ(Xs,Vs,Ξs)− f
ˆ︁ϕξ(Xs,Vs,Ξs)∥2Sds
]︃
where g(T ) = 1 + (1 +B1T )T exp(A1T + T
2/2). The constants are A1 = 2T (8KP +
L+8QK +Lξ) and B1 = 2T 2(8KP +L), with any unspecified constants made precise
in the proof and only depending on the Lipschitz constants of the noncollective forces
and the feature maps, as well as the values SE, SA, Sξ coming from the admissible
spaces. It is bounded on average, with respect to the initial distribution µY , by
EµY [ sup
t∈[0,T ]
∥ ˆ︁Yt − Yt∥2Y ] ≤ g(T )(︃(T 2K2 + TK2)∥ ˆ︁ϕEA − ϕEA∥2L2(ρEAT )




with the measures ρEAT ,ρ
ξ
T defined in (2.4.1, 2.13.1). Expression (2.4.25) shows that
by minimizing the right hand side, we can control the expected Y-supremum error of
the estimated trajectories.
We postpone the somewhat lengthy proof to Appendix 2.7.
2.5 Applications
Our learning theory, as well as measures, norms, functionals etc. can be applied
to study all the examples considered in the works [89, 90, 146]. These examples,
particularly those of [146], can thus be considered as applications of the theoretical
results as well as of the algorithm in section 2.14. We choose to study two new
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dynamics, which are not considered in [89, 146] since they exhibit some unique
features of our generalized model. In particular, we choose them due to their special
form of having both energy-based and alignment-based interactions. These are the
flocking with external potential (FwEP) model in [122] and the anticipation dynamics
(AD) model in [121].
Table 2.4 shows the value of learning parameters for these dynamics.
Mρ L Tf T µ
x µẋ Num. of learning trials
2000 500 10 5 Unif.([0, 5]2) Unif.([0, 5]2) 10
Table 2.4: Values of parameters for the learning.
The setup of the learning experiment is as follows. We use Mρ different initial
conditions to evolve the dynamics1 from 0 to T for the sole purpose of obtaining a




T . Then we use another set of M (M = 500
for FwEP and M = 750 for AD) initial conditions to generate training data to learn
the corresponding ϕE and ϕA from the empirical distributions, ρL,M,EAT ’s, etc. We




, (2.4.4) for ϕ̂
E
,
and (2.4.4) for ϕ̂
A
, along with pictorial comparison of those interaction kernels as well
as a visualization on the pairwise data which is used to learn the estimated kernels.
Then we evolve the dynamics either from the training set of M initial conditions or





0 to Tf > T , and report the trajectory errors calculated using (2.5.1) on y (the whole
system), and for x (the position) and v (the velocity). Again, pictorial comparison of
the trajectories are also shown. We report the trajectory errors over [0, T ] and [T, Tf ].
The learning results are shown in the following sections. We consider a related norm
on the trajectory Y[0,T ] = {Ytl}Ll=1 (0 = t1 < · · · < tL = T ):
⃦⃦⃦










1We use the built-in MATLAB integrating routine, ode15s, with relative tolerance at 10−8 and
absolute tolerance at 10−11.
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We also consider a relative version, invariant under changes of units of measure:
⃦⃦⃦












Lastly, we report errors between X[0,T ] and X̂ [0,T ],
⃦⃦⃦












Similar re-scaled norms are used for the difference between V[0,T ] and V̂ [0,T ], and for
the difference between Ξ[0,T ] and Ξ̂[0,T ].
2.5.1 Learning results for flocking with external potential
We consider the FwEP model for its simplicity and clustering behavior in both position












ϕ(∥xi′ − xi∥)(ẋi′ − ẋi).
Here a > 0 is a constant representing an attraction force, and ϕ = 1
(1+r2)β
2 with β = 1
2
.
To fit into our learning regime, we take, mi = 1, K = 1, no ξi, no non-collective force,
and




For the FwEP model, we use the space of 1st degree piecewise polynomials with
dimension nE = 122 for learning ϕE; and for ϕA, we use the same space. First,
consider the comparison of energy-based interactions shown in Fig. 2.1.
2This choice of interaction for alignment is not mandatory. It is a good comparison between this
FwEP model with the Cucker-Smale mode with this choice of interaction functions.
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Figure 2.1: ϕE vs. ϕ̂
E
, Err: 3.9 · 10−6 ± 6.6 · 10−7. The lines shown in blue are the
estimated interaction kernels, and the lines shown in black are the true interaction kernels.
The colored areas shown in the background are the learned distributions of pairwise distance
data.
Fig. 2.1 shows that our learning performance on constant functions using piecewise
linear polynomials shows promising results. However, we still have trouble learning
the behavior of the interaction at r = 0, part of it due to the weight of 0⃗ in the model,
and the other part of it being lack of available data towards r = 0. Next, we show
the comparison of alignment-based interactions in Fig. 2.2 with distribution of the
pairwise data.
((a)) ϕA vs. ϕ̂
A
, Err: 9.1 · 10−3 ± 2.5 · 10−4. ((b)) ρA,LT vs. ρ
A,L,M
T .
Figure 2.2: The lines shown in blue are the estimated interaction kernels, and the lines
shown in black are the true interaction kernels. The colored areas shown in the background
are the learned distributions of pairwise distance data.
Again, in Fig. 2.2(a), it shows a faithful approximation from our estimated kernels.
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error is: 5.8 · 10−3 ± 1.6 · 10−4. The comparison of trajectories are shown
in Fig. 2.3.
Figure 2.3: Flocking with external potential trajectory comparison.
Fig. 2.3 shows little visual difference between the learned and observed trajectories.
A more quantitative description of the trajectory errors are shown in table 2.5.
[0, T ] [T, Tf ]
meanIC on x 7.2 · 10−4 ± 1.9 · 10−5 6.7 · 10−4 ± 1.8 · 10−5
meanIC on v 1.15 · 10−3 ± 3.1 · 10−5 1.5 · 10−3 ± 4.1 · 10−3
meanIC on y 6.2 · 10−6 ± 1.7 · 10−7 2.22 · 10−6 ± 6.8 · 10−8
stdIC on x 1.28 · 10−4 ± 4.2 · 10−6 1.22 · 10−4 ± 4.0 · 10−6
stdIC on v 2.20 · 10−4 ± 7.0 · 10−6 2.5 · 10−4 ± 1.0 · 10−5
stdIC on y 1.52 · 10−6 ± 5.9 · 10−8 6.0 · 10−7 ± 2.6 · 10−8
meanIC on x 7.2 · 10−4 ± 1.7 · 10−5 6.7 · 10−4 ± 1.6 · 10−5
meanIC on v 1.15 · 10−3 ± 2.7 · 10−5 1.46 · 10−3 ± 3.3 · 10−5
meanIC on y 6.2 · 10−6 ± 1.6 · 10−7 2.22 · 10−6 ± 5.4 · 10−8
stdIC on x 1.30 · 10−4 ± 5.8 · 10−6 1.24 · 10−4 ± 5.3 · 10−6
stdIC on v 2.25 · 10−4 ± 9.9 · 10−6 2.56 · 10−4 ± 9.1 · 10−6
stdIC on y 1.6 · 10−6 ± 7.6 · 10−8 6.2 · 10−7 ± 2.4 · 10−8
Table 2.5: Trajectory Errors. The first three rows of mean trajectory errors are from
the training set of initial conditions. The next three rows are standard deviation of the
trajectory errors from the training set of initial conditions. The following three rows are
mean trajectory errors from a new set of initial conditions. Finally, the last three rows
report the standard deviation of the trajectory errors from a new set of initial conditions.
We are maintaining a relative four-digit accuracy in estimating the position, and a
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relative three-digit accuracy in estimating the velocity of the agents in the system.
Although we are able to reconstruct ϕE with a 6-digit accuracy, we are not able to do




reflects this discrepancy by considering the
two functions together.
2.5.2 Learning results for anticipation dynamics with U(r) =
rp
p
The energy-based interactions are constants in the FwEP models, if we want to
consider more complicated models, i.e., interactions depending on pairwise distance















{︂−τU ′(∥xi′ − xi∥)(xi′ − xi) · (ẋi′ − ẋi)
∥xi′ − xi∥3
+
τU ′′(∥xi′ − xi∥)(xi′ − xi) · (ẋi′ − ẋi)
∥xi′ − xi∥2
+
U ′(∥xi′ − xi∥)
∥xi′ − xi∥
}︂
(xi′ − xi). (2.5.2)
Here τ measures the amount (in time) of anticipation. In order to fit the model into














Here we have no ξi, K = 1, mi = 1, and
sEi,i′ = s
A
i,i′ := (xi′ − xi) · (ẋi′ − ẋi).
We also use τ = 0.1.
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It is shown in [121] that if U ′′ is bounded when r → ∞ with U(0) = U ′(0) = 0,
then unconditionally flocking would occur. We take U(r) = r
p
p
for 1 < p ≤ 2, then the
system would show unconditional flocking. We choose p = 1.5 for our learning trials3.
We use a tensor grid of 1st degree piecewise standard polynomials with nE = 282
for learning ϕE(r, s), then a set of 1st degree piecewise standard polynomials with
nA = 138 for learning ϕA(r). For the energy-based interactions we have the following
results.





, Err: 6 · 10−1 ± 2.6 ·
10−1.







Figure 2.4: The lines shown in blue are the estimated interaction kernels, and the lines
shown in black are the true interaction kernels. The colored areas shown in the background
are the learned distributions of pairwise distance data.
As is shown in Fig. 2.4(b), the concentration of pairwise distance data is away
from 0, making the estimation of the behavior of ϕE(r, s) at r close to 0 extremely
difficult, meanwhile, since ϕE is also weighted by the pairwise difference, xi′ −xi, and
at ri,i′ close to 0, the information is also lost. Next, we present the alignment-based
interaction kernels in Fig. 2.5(a).
3p = 2 induces constant forces on the dynamics.
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. Err: 1.7 · 10−1 · 3.9 ·
10−2.







Figure 2.5: The lines shown in blue are the estimated interaction kernels, and the lines
shown in black are the true interaction kernels. The colored areas shown in the background
are the learned distributions of pairwise distance data.
As shown in Fig. 2.5, the behavior of ϕA at r = 0 is learned accurately. Less
accurate is the estimation of ϕA for large r: since the agents have aligned their velocities,
the weight vi′ − vi is close to a zero vector. The overall learning performance for





6 · 10−1 ± 3.0 · 10−1. The comparison of trajectories between the true kernels (LHS)
and the estimators (RHS) is shown in Fig.2.6.
Figure 2.6: U(r) = r
1.5
1.5 : Trajectory Comparison.
As shown in Fig. 2.6, visually, there is no difference between the true dynamics
and the estimated dynamics. We offer more quantitative insight into the difference
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between the two in table 2.6.
[0, T ] [T, Tf ]
meanIC on x 2.22 · 10−3 ± 8.5 · 10−5 2.4 · 10−3 ± 1.0 · 10−4
meanIC on v 7.8 · 10−3 ± 3.9 · 10−4 1.78 · 10−2 ± 8.9 · 10−4
meanIC on y 1.91 · 10−5 ± 9.0 · 10−7 6.2 · 10−6 ± 3.6 · 10−7
stdIC on x 2.8 · 10−4 ± 1.2 · 10−5 3.4 · 10−4 ± 1.5 · 10−5
stdIC on v 1.14 · 10−3 ± 7.8 · 10−5 2.7 · 10−3 ± 1.5 · 10−4
stdIC on y 4.7 · 10−6 ± 3.0 · 10−7 6.2 · 10−6 ± 3.6 · 10−7
meanIC on x 2.22 · 10−3 ± 8.4 · 10−5 2.4 · 10−3 ± 1.0 · 10−4
meanIC on v 7.8 · 10−3 ± 3.8 · 10−4 1.78 · 10−2 ± 8.7 · 10−4
meanIC on y 1.91 · 10−5 ± 8.6 · 10−7 2.4 · 10−5 ± 1.1 · 10−6
stdIC on x 3.0 · 10−4 ± 2.4 · 10−5 3.4 · 10−4 ± 1.3 · 10−5
stdIC on v 1.15 · 10−3 ± 6.8 · 10−5 2.7 · 10−3 ± 1.5 · 10−4
stdIC on y 4.7 · 10−6 ± 2.6 · 10−7 6.2 · 10−6 ± 3.1 · 10−7
Table 2.6: U(r) = r
1.5
1.5 : Trajectory Errors.
We maintain a 3-digit relative accuracy in estimating the position/velocity of the
agents, even though for the interaction kernels, we are only able to maintain a 1-digit
relative accuracy.
2.6 Conclusion and further directions
We have described a second-order model of interacting agents that incorporates
multiple agent types, an environment, external forces, and multivariable interaction
kernels. The inference procedure described exploits the structure of the system to
achieve a learning rate that only depends on the dimension of the interaction kernels,
which is much smaller than the full ambient dimension (2d + 1)N . Our estimators
are strongly consistent, and in fact have learning rates that are min-max optimal
within the nonparametric class, under mild assumptions on the interaction kernels
and the system. We described how one can relate the expected supremum error of the
trajectories for the system driven by the estimated interaction kernels to the difference
between the true interaction kernels and the estimated ones – this result gives strong
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support to the use of our weighted L2 norms as the correct way to measure performance
and derive estimators. A detailed discussion of the full numerical algorithm, including
the inverse problem derived from data and a coercivity condition to ensure learnability,
along with complex examples, were presented and we showed how the formulation
presented covers a very wide range of systems coming from many disciplines.
There are various ways that one could build on this work to handle different systems
and for many of these further directions, the theoretical framework, techniques, and
theorems presented here would be directly useful. In particular, one could consider
second-order stochastic systems or a similar system but on a manifold, more complex
environments, having more unknowns within the model beyond just the interaction
kernels (say estimating the non-collective forces as well), identifying the best feature
maps to model the data, and considering semiparametric problems where there are
hidden parameters within the interaction kernels or other parts of the model that we
wish to estimate along with the interaction kernels. The generality of the model and
its broad coverage of models across the sciences, together with the scalability and
performance of the algorithm, could inspire new models – both explicit equations and
nonparametric estimators learned from data – which are theoretically justified and
highly practical.
2.7 Control of trajectory error
Proof of Theorem 2.4.8. We introduce the function
F [φEA](x, ẋ, sE, sA) := φE(||x||, sE)x+ φA(||x||, sA)ẋ
defined on R2d+pE+pA for functions φE ∈ L∞([0, R] × SE), φA ∈ L∞([0, R] × SA).
Similarly, let F [φξ](x, ξ, sξ) := φξ(||x||, sξ)ξ. By assumption, ˆ︁Y0 = Y0 and ˆ︁Ẏ 0 = Ẏ 0.
For every t ∈ [0, T ], by the fundamental theorem of calculus and the triangle inequality,
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we have




























∥Ẍs − fnc,ẋ(Xs,Vs,Ξs)− f
ˆ︁ϕEA(Xs,Vs,Ξs)
+ fnc,ẋ(Xs,Vs,Ξs) + f
ˆ︁ϕEA(Xs,Vs,Ξs)




















∥fnc,ẋ(Xs,Vs,Ξs)− fnc,ẋ(ˆ︂Xs, ˆ︁Vs, ˆ︁Ξs)∥2Sdsdu.
First we introduce the convenient notations of
sE
iˆ︁i′ = sE(ki,ki′ )(xi, ẋi, ξi, ˆ︁xi′ , ˆ︁ẋi′ , ˆ︁ξi′), ˆ︂sEii′ = sE(ki,ki′ )(ˆ︁xi, ˆ︁ẋi, ˆ︁ξi, ˆ︁xi′ , ˆ︁ẋi′ , ˆ︁ξi′) (2.7.3)
with analogous formulae for sEˆ︁ii′ , sAˆ︁ii′ , sAiˆ︁i′ , sξiˆ︁i′ , sξˆ︁ii′ , ˆ︂sAii′ , ˆ︂sξii′ .




ˆ︁ϕEA(Xs,Vs,Ξs)− f ˆ︁ϕEA(ˆ︂Xs, ˆ︁Vs, ˆ︁Ξs)⃦⃦⃦⃦2
S
,










(F [ˆ︁ϕEAjj′ ](rii′(s), ṙii′(s), sEii′(s), sAii′(s)) (2.7.4)
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Note that in I, j is the index of the type among the {1, . . . K} and i indexes within
each type Cj. This holds similarly in later expressions I1, I2. For the third term of
(2.7.1), we exploit the Lipschitz property of the non-collective force:



















+ ∥ẋi(s)− ˆ︁ẋi(s)∥2 + ∥ξi(s)− ˆ︁ξi(s)∥2)︂
≤ max
i
Lip2[Fẋi ]∥Ys − ˆ︁Ys∥2Y














Lip2[Fẋi ]∥Ys − ˆ︁Ys∥2Ydsdu (2.7.6)










(F [ˆ︁ϕEAjj′ ](rii′(s), ṙii′(s), sEii′(s), sAii′(s))















(F [ˆ︁ϕEAjj′ ](xi(s)− ˆ︂xi′(s),xi̇ (s)− ˆ︁xi̇ (s), sEiˆ︁i′(s), sAiˆ︁i′(s))
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− F[ˆ︁ϕEA
jj′ ]






















(F [ˆ︁ϕEAjj′ ](rii′(s), ṙii′(s), sEii′(s), sAii′(s))




















Lip[F [ˆ︁ϕEAjj′ ]]⃦⃦⃦(xi′(s)− ˆ︂xi′(s), ẋi′(s)− ˆ︁ẋi′(s),
sEii′(s)− sEiˆ︁i′(s), sAii′(s)− sAiˆ︁i′(s))
⃦⃦⃦)︃⃓⃓⃓⃓2
.
By the assumptions on the feature maps, we have that
∥sEii′(s)− sEiˆ︁i′(s)∥ ≤ Lip[sE(ki,ki′ )]∥(xi′(s)− ˆ︂xi′(s), ẋi′(s)− ˆ︁ẋi′(s), ξi′(s)− ˆ︁ξi′(s))∥
∥sAii′(s)− sAiˆ︁i′(s)∥ ≤ Lip[sA(ki,ki′ )]∥(xi′(s)− ˆ︂xi′(s), ẋi′(s)− ˆ︁ẋi′(s), ξi′(s)− ˆ︁ξi′(s))∥

















Lip[F [ˆ︁ϕEAjj′ ](Lip[sE(j,j′)] + 1),Lip[F [ˆ︁ϕEAjj′ ](Lip[sA(j,j′)] + 1))︂)︂2
(∥xi′(s)− ˆ︂xi′(s)∥+ ∥ẋi′(s)− ˆ︁ẋi′(s)∥+ ∥ξi′(s)− ˆ︁ξi′(s)∥)2. (2.7.7)
Let S̃ = max(SE, SA)





2, and then let P = S̃J and
62
2.7. CONTROL OF TRAJECTORY ERROR
we get by Young’s inequality that,
I1 ≤ 4KP∥Ys − ˆ︁Ys∥2Y , (2.7.8)
and performing a similar analysis we get that
I2 ≤ 4KP∥Ys − ˆ︁Ys∥2Y .
So gathering terms, we can reexpress (2.7.1) as




∥Ẍs − fnc,ẋ(Xs,Vs,Ξs)− f
ˆ︁ϕEA(Xs,Vs,Ξs)∥2Sdsdu





∥Ys − ˆ︁Ys∥2Ydsdu (2.7.9)
where F = maxi Lip[F
ẋ
i ]. Performing an analogous analysis on ∥Vt− ˆ︁Vt∥2S , ∥Ξt− ˆ︁Ξt∥2S ,
with some additional effort, one can get the following result on the phase variable






∥Ξ̇s − fnc,ξ(Xs,Vs,Ξs) + fϕ
ξ
(Xs,Vs,Ξs)∥2Sds (2.7.10)
where F ξ = maxi Lip[F
ξ
i ] and Q = max(H,S





Similarly, we have that,
∥Vt − ˆ︁Vt∥2S ≤ 2T  t
s=0
∥Ẍs − fnc,ẋ(Xs,Vs,Ξs)− f
ˆ︁ϕEA(Xs,Vs,Ξs)∥2Sds
+ 2T (F + 8KP )
 t
s=0
∥Ys − ˆ︁Ys∥2Yds (2.7.11)
Gathering the bounds (2.7.9, 2.7.10, 2.7.11), we have that
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∥ ˆ︁Yt − Yt∥2Y ≤ 2T (8KP + F + 8QK + F ξ)  t
s=0
∥ ˆ︁Ys − Ys∥2Yds


























where we denote the last three lines by a(t) and notice that this is a nondecreasing
function in t. We also denote A1 = 2T (8KP+F+8QK+F
ξ) and B1 = 2T
2(8KP+F ).
Now use theorem 2.11.1, which is in [34] and is originally in Bainov and Simeonov.
With this notation, we can rewrite the above bound as
∥ ˆ︁Yt − Yt∥2Y ≤ A1  t
s=0




∥ ˆ︁Ys − Ys∥2Ydsdu+ a(t) (2.7.12)
And so in the notation of Theorem 2.11.1 we have u(t) = ∥ ˆ︁Yt − Yt∥2Y , b(t) = 1,
k1(t, t1) = A1 and k2(t, t1, t2) = B1, so that for all t we have
∥ ˆ︁Yt − Yt∥2Y ≤ a(t) +  t
0
ˆ︁R[a](t, s) exp(︃  t
s
ˆ︁R[b](t, τ)dτ)︃ds
and we have the simple bounds
ˆ︁R[a](t, s) = a(t) +  s
0
B1a(t2)dt2 ≤ a(T ) +B1Ta(T ) (2.7.13)
ˆ︁R[b](t, τ) = A1 +  τ
0
1dy = A1 + τ (2.7.14)
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So that,

















= a(T ) + [a(T ) +B1Ta(T )]T exp(A1T + T
2/2)
= a(T )(1 + (1 +B1T )T exp(A1T + T
2/2))
So that we can immediately conclude the first assertion of the theorem,
sup
t∈[0,T ]
∥ ˆ︁Yt − Yt∥2Y ≤ a(T )(1 + (T +B1T 2) exp(A1T + T 2/2))
Lastly, we can use the results of section 2.8.1 to get the key result on the expected
supremum error. We take expectation on each of the three terms of a(T ) and normalize







EµY ∥Ẍs − fnc,ẋ(Xs,Vs,Ξs)− f
ˆ︁ϕEA(Xs,Vs,Ξs)∥2Sdsdu
≤ K2∥ ˆ︁ϕEA − ϕEA∥2L2(ρEAT ) .





EµY ∥Ξ̇s − fnc,ξ(Xs,Vs,Ξs)− f
ˆ︁ϕξ(Xs,Vs,Ξs)∥2Sds ≤ K2∥ ˆ︁ϕξ − ϕξ∥2L2(ρξT ) ,
(2.7.15)
and can get an analogous bound for the remaining term of a(T ). These bounds
together lead to
a(T ) ≤ (2T 4K2 + 2T 2K2)∥ ˆ︁ϕEA − ϕEA∥2L2(ρEAT ) + 2T 2K2∥ ˆ︁ϕξ − ϕξ∥2L2(ρξT )
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which implies the desired result.
2.8 Learning theory - technical tools
2.8.1 Continuity of the error functionals




















These will be used in various places throughout the technical proofs and easily relate
to the error functionals




























which by the Strong Law of Large Numbers satisfy
EEA∞ (φEA) = lim
M→∞
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We begin by establishing basic continuity results for our error functionals over the
hypothesis space. The specific structure of the governing equations plays a critical
role in the analysis.
Alignment and energy based kernels
Proposition 2.8.1. For ˆ︁φEA, ˆ︁ϕEA ∈ HEA the true and empirical error functionals
are bounded as follows,
|EEA∞ ( ˆ︁φEA)− EEA∞ ( ˆ︁ϕEA)| ≤ K2∥ ˆ︁φEA − ˆ︁ϕEA∥L2(ρEA,LT )∥2ϕEA − ˆ︁φEA − ˆ︁ϕEA∥L2(ρEA,LT )
(2.8.4)
|EEAM ( ˆ︁φEA)− EEAM ( ˆ︁ϕEA)| ≤ K4max{R,Rẋ}2∥ ˆ︁φEA − ˆ︁ϕEA∥∞∥2ϕEA − ˆ︁φEA − ˆ︁ϕEA∥∞
(2.8.5)
Recall the definitions of R,Rẋ in equations (2.3.7), and (2.3.9).
Proof. Using Jensen’s inequality,










































(2ϕEkk′ − ˆ︁φEkk′ − ˆ︁ϕEkk′)(rii′ , sEii′)rii′ + (2ϕAkk′ − ˆ︁φAkk′ − ˆ︁ϕAkk′)(rii′ , sAii′)ṙii′ ⃦⃦⃦
67


























∥(ˆ︁φEAkk′ − ˆ︁ϕEAkk′ )∥L2(ρ̂t,kk′T )∥2(ϕEAkk′ − ˆ︁φEAkk′ − ˆ︁φEAkk′ )∥L2(ρ̂t,kk′′T )
≤ K2∥ ˆ︁φEA − ˆ︁ϕEA∥L2(ρ̂tT )∥2ϕEA − ˆ︁φEA − ˆ︁ϕEA∥L2(ρ̂tT ), (2.8.7)
where






δrii′ (t),sEii′ (tl),ṙii′ (tl),s
A
ii′ (tl)
(r, sE, ṙ, sA)


















∥ ˆ︁φEA − ˆ︁ϕEA∥












∥2ϕEA − ˆ︁φEA − ˆ︁ϕEA∥2
L2(ˆ︁ρtlT )
= K2∥ ˆ︁φEA − ˆ︁ϕEA∥L2(ˆ︁ρLT )∥2ϕEA − ˆ︁φEA − ˆ︁ϕEA∥L2(ˆ︁ρLT ) (2.8.8)
≤ K4max{R,Rẋ}2∥ ˆ︁φEA − ˆ︁ϕEA∥∞∥2ϕEA − ˆ︁φEA − ˆ︁ϕEA∥∞ (2.8.9)
Taking the expectation with respect to µY on each side of (2.8.8) we get the first
inequality. The second inequality follows by noticing that,





















2.8. LEARNING THEORY - TECHNICAL TOOLS
Environment interaction kernels
Here we show an analogous result to the alignment and energy result above. The
techniques are similar and the result serves an identical purpose in the theory. Recall
the definition of Rξ in (2.3.10).
Proposition 2.8.2. For ˆ︁φ, ˆ︁ϕ ∈ Hξ, we have
|Eξ∞( ˆ︁φ)− Eξ∞( ˆ︁ϕ)| ≤ K2∥ ˆ︁φ− ˆ︁ϕ∥L2(ρξ,LT )∥2ϕξ − ˆ︁φ− ˆ︁ϕ∥L2(ρξ,LT ) (2.8.10)
|EξM( ˆ︁φ)− EξM( ˆ︁ϕ)| ≤ K4R2ξ∥ ˆ︁φ− ˆ︁ϕ∥∞∥2ϕ− ˆ︁φ− ˆ︁ϕ∥∞ (2.8.11)
The following lemma can be immediately deduced using (2.8.4), (2.8.5) , and
(2.8.9) .
Lemma 2.8.3. For all φEA ∈ HEA, define the defect function LEAM (φEA) as
LEAM (φ
EA) = EEA∞ (φEA)− EEAM (φEA). (2.8.12)
Then, given two functions φEA1 ,φ
EA
2 ∈ HEA, the defect function is bounded by
|LEAM (φEA1 )− LEAM (φEA2 )| ≤ 2K4max{R,Rẋ}2∥φEA1 −φEA2 ∥∞∥φEA1 +φEA2 − 2ϕEA∥∞
almost surely with respect to µY .
A similar lemma can be immediately deduced on the ξ variable .
Lemma 2.8.4. For all φξ ∈ Hξ, define the defect function LξM(φξ) as
LξM(φ
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Then, given two functions φξ1,φ
ξ
















almost surely with respect to µY .
2.8.2 Uniqueness of minimizers over a compact convex space
Recall the energy and alignment bilinear functional ⟨⟨·, ·⟩⟩EA, previously defined in
equation (2.4.7)












for any φEA1 ,φ
EA
2 ∈ HEA. The S-inner product is the inner product induced by the
∥ · ∥S norm by the polarization identity, which holds as we are working in an L2 space,
so the parallelogram law holds. Then our coercivity condition (2.4.5). can be written











L,∞,HEA ⊕ ˆ︁ϕAL,∞,HEA := argmin
φEA∈HEA
EEA∞ (φEA);
then for all φEA ∈ HEA, the difference of the error functional at this element of HEA
and the minimizer is lower bounded as,
EEA∞ (φEA)− EEA∞ ( ˆ︁ϕEAL,∞,HEA) ≥ cHEA∥φEA − ˆ︁ϕEAL,∞,HEA∥2L2(ρEA,LT ) . (2.8.14)
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Thus, the minimizer of EEA∞ over HEA is unique in L2(ρ
EA,L
T ).
Proof. For φEA ∈ HEA, and to ease the notation let ˆ︁ϕEA := ˆ︁ϕEA
L,∞,HEA , we have
EEA∞ (φEA)− EEA∞ ( ˆ︁ϕEA) = ⟨⟨(φEA − ϕEA), (φEA − ϕEA)⟩⟩
− ⟨⟨( ˆ︁ϕEA − ϕEA), ( ˆ︁ϕEA − ϕEA)⟩⟩ (2.8.15)
Using that ⟨⟨X,X⟩⟩ − ⟨⟨Y, Y ⟩⟩ = ⟨⟨X − Y,X + Y ⟩⟩, which holds by bilinearity and the
definition of the form, we get that
(2.8.15) = ⟨⟨(φEA − ˆ︁ϕEA), (φEA + ˆ︁ϕEA − 2ϕEA⟩⟩
= ⟨⟨(φEA − ˆ︁ϕEA), (φEA − ˆ︁ϕEA + 2( ˆ︁ϕEA − ϕEA))⟩⟩
= ⟨⟨(φEA − ˆ︁ϕEA), (φEA − ˆ︁ϕEA)⟩⟩+ 2⟨⟨(φEA − ˆ︁ϕEA), ( ˆ︁ϕEA − ϕEA)⟩⟩
(2.8.16)
By the coercivity condition, the first term in (2.8.16) is at least as large as
cHEA∥φEA − ˆ︁ϕEA∥L2(ρEA,LT ) ≥ 0
We are left to show the second term in (2.8.16) is nonnegative. Since HEA is convex,
for all t ∈ [0, 1], t(φEA) + (1− t)( ˆ︁ϕEA) ∈ HEA. By definition of ˆ︁ϕEA as an argmin,
EEA∞ (tφEA + (1− t) ˆ︁ϕEA)− EEA∞ ( ˆ︁ϕEA) ≥ 0
which means, using a decomposition analogous to the one above in (2.8.16), that
⟨⟨(tφEA + (1− t) ˆ︁ϕEA − ˆ︁ϕEA), (tφEA + (1− t) ˆ︁ϕEA − ˆ︁ϕEA + 2( ˆ︁ϕEA − ϕEA)⟩⟩
= ⟨⟨t((φEA − ˆ︁ϕEA)), (tφEA + (2− t) ˆ︁ϕEA − 2ϕEA)⟩⟩ ≥ 0 .
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Therefore,
t⟨⟨(φEA − ˆ︁ϕEA), (tφEA + (2− t) ˆ︁ϕEA − 2ϕEA)⟩⟩ ≥ 0 (2.8.17)
⇔ ⟨⟨(φEA − ˆ︁ϕEA), (tφEA + (2− t) ˆ︁ϕEA − 2ϕEA)⟩⟩ ≥ 0 (2.8.18)
By the results of section 2.8.1, we have (Lipschitz) continuity of the bilinear functional
⟨⟨·, ·⟩⟩ over HEA × HEA. Next, take the limt→0+ of (2.8.17) and by the dominated
convergence theorem (which holds due to the boundedness and continuity assumptions
on the interaction kernels) we pass the limit through the expectations in ⟨⟨·, ·⟩⟩. This
gives that (2.8.16) is greater than 0, giving the desired result on the uniqueness of the
minimizer.




then for all φξ ∈ Hξ, the difference of the error functional at this element of Hξ and
the minimizer is lower bounded as,
Eξ∞(φξ)− Eξ∞( ˆ︁ϕξL,∞,Hξ) ≥ cHξ∥φξ − ˆ︁ϕξL,∞,Hξ∥2L2(ρξ,LT ) . (2.8.19)
Thus, the minimizer of Eξ∞ over Hξ is unique in L2(ρ
ξ,L
T ).
2.8.3 Uniform estimates on defect functions
We start this section by introducing normalized errors of the estimators. Denote the








2.8. LEARNING THEORY - TECHNICAL TOOLS
For any φEA ∈ HEA, define the normalized errors as
D∞(φEA) := EEA∞ (φEA)− EEA∞ ( ˆ︁ϕEAL,∞,HEA) , (2.8.21)
DM(φEA) := EEAM (φEA)− EEAM ( ˆ︁ϕEAL,∞,HEA) . (2.8.22)
These quantities capture the difference between the expected/empirical errors of the
estimator and the function in the hypothesis space minimizing the expected error
functional. We begin by proving a lemma that assumes the distance between the
expected and empirical normalized errors are small for a given estimator. We then
show that we have similar control on these distances for all points in a neighborhood
of this particular one. This control enables us to apply a covering argument in the
main proposition of this section due to the compactness of the hypothesis space.
Remark 2.8.7. Exactly analogous definitions hold for the ξ variable and we will
simply state the results in that case.
Lemma 2.8.8. For all ϵ > 0 and 0 < α < 1, if the function φEA1 ∈ HEA satisfies
D∞(φEA1 )−DM(φEA1 )
D∞(φEA1 ) + ϵ
< α ,
then for all φEA2 ∈ HEA such that ∥φEA1 −φEA2 ∥∞ ≤ αϵ8SEA max {R,Rẋ}2K4 , where SEA =
max{SE, SA} we have
D∞(φEA2 )−DM(φEA2 )
D∞(φEA2 ) + ϵ
< 3α.
Proof. To ease the notation, write ˆ︁ϕEA := ˆ︁ϕEA
L,∞,HEA , and using definition (2.8.12),
we have that
D∞(φEA2 )−DM(φEA2 )
D∞(φEA2 ) + ϵ
=
EEA∞ (φEA2 )− EEA∞ ( ˆ︁ϕEA)− (EEAM (φEA2 )− EEAM ( ˆ︁ϕEA))




2 )− LEAM (φEA1 )




1 )− LEAM ( ˆ︁ϕEA)
D∞(φEA2 ) + ϵ
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By Lemma 2.8.3, we have
LEAM (φ
EA
2 )− LEAM (φEA1 ) ≤ 8SEAmax{R,Rẋ}2K4∥φEA2 −φEA1 ∥∞ ≤ αϵ.
By definition we have that D∞(φEA2 ) ≥ 0 implying that,
LM(φ
EA
1 )− LM(φEA2 )
D∞(φEA2 ) + ϵ
≤ α.
For the second term, by equation (2.8.5) and the assumption that α < 1, we obtain
that
EEA∞ (φEA1 )− EEA∞ (φEA2 ) < 4SEAmax{R,Rẋ}2K4∥φEA1 −φEA2 ∥∞ < ϵ.
Therefore
D∞(φEA1 )−D∞(φEA2 ) = EEA∞ (φEA1 )− EEA∞ (φEA2 ) < ϵ ≤ ϵ+D∞(φEA2 ),
and thus
D∞(φEA1 ) + ϵ





1 )− LEAM ( ˆ︁ϕEA)
D∞(φEA2 ) + ϵ
=
D∞(φEA1 )−DM(φEA1 )
D∞(φEA1 ) + ϵ
D∞(φEA1 ) + ϵ
D∞(φEA2 ) + ϵ
< 2α,
and the result follows by summing the two estimates.
Arguing in the same way as above, we can derive the lemma below using equation
2.8.11. We define Dξ∞,D
ξ




M in the obvious
way.
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Proof. Consider the random variable Θ (with randomness coming from the random










The coercivity condition given in Definition (2.4.1), Proposition 2.8.5 and (2.8.4) allow


















≤ K4max{R,Rẋ}2∥φEA − ˆ︁ϕEA∥2L2(ρLT )∥φEA + ˆ︁ϕEA − 2ϕEA∥2∞
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By applying equation (2.8.9) from the proof of Proposition 2.8.1, we have that
Θ ≤ 8S2EAmax{R,Rẋ}2K4 almost surely. We then apply the one-sided Bernstein
inequality to Θ and recalling the definitions (2.8.1) together with the definitions of





































≤ (D∞(φEA) + ϵ)2 .





≤ (D∞(φEA) + ϵ)2.
This follows from Young’s inequality as 2D∞(φEA)ϵ + ϵ2 ≤ (D∞(φEA) + ϵ)2, and
together these results give the desired bound of the proposition.
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We can easily derive the desired supremum bound by a covering argument. The
estimation of the covering numbers involved will play a critical role in the main
theorems and will be done in a dimension dependent way in order to get optimal
minimax rates.





























Proof. Let φEAi = φ
E






denote the center of disks Di of radius
αϵ
8SEA max{R,Rẋ}2K4
covering HEA. The covering






≥ 3α ⇒ D∞(φ
EA
i )−DM(φEAi )
D∞(φEAi ) + ϵ
≥ α.


























































Finally, we state the results for the ξ variable, the proofs are analogous. The
advantage of splitting the theorems will become apparent. Specifically, it allows
us to control the covering numbers on the EA and ξ hypothesis spacees separately,
enabling us to get faster rates than if we viewed the task as estimating all functions
simultaneously. This is possible due to the fundamentally decoupled nature of the
dynamical system.



















































2.9. VERIFICATION OF COERCIVITY CONDITION
2.9 Verification of coercivity condition
In this appendix, we study the coercivity condition for the second-order system of the
form:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
miẍi = F





(ϕE(∥xi′ − xi∥)(xi′ − xi) + ϕA(∥xi′ − xi∥)(ẋi′ − ẋi)
ξ̇i = F





ϕξ(∥xi′ − xi∥)(ξi′ − ξi)
(2.9.1)
We prove the coercivity condition for the system (2.9.1) in the case of L = 1.
When the system does not have a ξ variable, the system (2.9.1) is related to
the anticipation dynamics studied in [121]. When ϕA ≡ 0 or ϕE ≡ 0, the system
is called energy-based or alignment-based respectively, and has found application
in various disciplines including opinion dynamics, particle dynamics, fish-milling
dynamics, Cucker-Smale flocking dynamics and phototaxix dynamics. We refer the
reader to [89, 90, 146] where extensive numerical experiments were conducted to
demonstrate the effectiveness of the proposed learning approach on the aforementioned
dynamics.
For conciseness, we only present the proof of coercivity for learning of ϕE and
ϕA. A similar argument can be conducted to prove the coercivity for learning ϕξ.
Our aguments also work for special cases when ϕA ≡ 0 or ϕE ≡ 0. Therefore we
obtain strict generalization of the coercivity results in [89, 90] which are only for first-
order energy-based systems. We may go further to analyze the coercivity condition
for heterogeneous systems. Compared to the homogeneous system, the coercivity
condition would impose constraints on the angle between components of subspaces
defined on the directed sum of measures, suggesting that the learning task is more
difficult in the case K ≥ 2.
Theorem 2.9.1. Consider the system (2.9.1) at time t1 = 0 with the initial distribution
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⎤⎥⎥⎥⎥⎦, where µX0 is exchangeable Gaussian with cov(xi(t1))−cov(xi(t1),xj(t1)) =




0 are exchangeable with finite second moment, and

















(1) where we have




= EµX0 δr12(t1)EµẊ0 δṙ12(t1),

















(2) c1,N,HEA ≥ N−12N2 +
(N−1)(N−2)
2N2










E∥ẋi(0)∥2 (i ̸= i
′) and cEHEA and c
A
HEA are non-negative constants and are
positive for compact HEA of L2(ρEA,1T ) and independent of N .
(3) c1,N,Hξ ≥ (N−1N2 +
(N−1)(N−2)
N2
c), c = cHξcµΞ0 with cµΞ0 = 1−
E⟨ξi(0),ξi′ (0)⟩
E∥ξi(0)∥2 (i ̸= i
′) and
cHξ is a non-negative constant and is positive for compact Hξ of L2(ρξ,1T ) and
independent of N .
Proof. The proof of part (1) follows from the definition of measures, norms and the
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By the property of µY0 , we have
CEijk = E
[︁








⟨Y2 − Y1, Y3 − Y1⟩
]︁
,
for all (i, j, k), where Xis are exchangeable Gaussian random vectors with cov(X1)−
cov(X1, X2) = λId and Yis are exchangeable random vectors who have the same
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where the constants cEHEA , c
A
HEA ≥ 0 are always positive and independent of N for
compact HEA, and we used the fact
E
[︁











S ] ≥ c1,N,HEA∥φ














For part (3), the proof follows a similar path as for part (2).
From Theorem 2.4.4, we see a particular case when the coercivity constant c1,N,HEA
is positive uniformly in N if cµV0 > 0. In fact, many distributions on R
dN with non-i.i.d
Rd components make the constant cµV0 positive. For example, the components of V
are exchangeable Gaussian but not i.i.d, and d ≥ 2. In this particular case, coercivity
is a property also of the system in the limit as N → ∞, satisfying the mean-field
equations. As a result, the estimation error of our estimators is independent of N .
The proof of Theorem 2.4.4 uses the following lemma, whose proof is the same as
the proof of Lemma 10 in [90]. To be self-contained, we list the statement here.
Lemma 2.9.2. Let X1, X2, X3 be exchangeable Gaussian random vectors in Rd with
cov(X1)− cov(X1, X2) = λId for a constant λ > 0.
 The marginal distribution of ρEA,1T (r, ṙ) with respect to r, denoted by ρ(r), is a
probability measure over R+ with density function C−1λ rd−1e−
1
4λ









E [φ(|X1 −X2|)φ(|X1 −X3|)] ≥ cX∥φ∥2L2(ρ) (2.9.3)
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for all φ ∈ X ⊂ L2(ρ), with cX > 0 if X is compact and cX = 0 if X = L2(ρ).
2.10 Existence, uniqueness and properties of the
measures
In this section, we provide technical details of the analytic properties of the collective
system under consideration as well as of the measures that we defined in section 2.4.1.
We emphasize that for the analytic portion of the theory, as we saw with the trajectory
prediction result, we view the system (2.2.2) as coupled (whereas for the learning
theory we leverage that they can be decoupled to make the estimation have better
performance). We begin by showing that under the assumption that the interaction
kernels lie in the corresponding admissible spaces, then the system is well-posed.
2.10.1 Well-posedness of second-order heterogeneous systems















Where the admissible spaces are defined in (2.3.11). Then the second-order heteroge-
nous system (2.2.2) admits a unique global solution in [0, T ] for every initial datum
X0, Ẋ(0) ∈ RdN , Ξ(0) ∈ RN and the solution depends continuously on the initial
condition.
The proof of Proposition 2.10.1 uses Lemma 2.10.2 and similar techniques used
to prove the well-posedness of the first-order homogeneous system (see Section 6 in
[19]) by rewriting the second-order system as a first-order system and then applying
standard Caratheodory ODE results.
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Lemma 2.10.2. For any φE ∈ KESE , φ
A ∈ KASA, the function
F [φEA](x, ẋ, sE, sA) := φE(||x||, sE)x+ φA(||x||, sA)ẋ,
for x, ẋ ∈ Rd is Lipschitz continuous on R2d+pE+pA where pE, pA are the dimensions
of the range of the functions sE, sA, respectively. Additionally, for any φξ ∈ KξSξ , the
function
F [φξ](x, sξ, ξ) := φξ(||x||, sξ)ξ
is Lipschitz continuous on Rd+1+pξ , where pξ is the dimension of the range of sξ.
2.10.2 Properties of measures
In this section we state and prove some technical properties of the measures described
in Section 2.4.1.
Lemma 2.10.3. Suppose each of the interaction kernels lie in the respective admissible
spaces, namely, ϕE ∈ KESE ,ϕ
A ∈ KASA, ϕ










T defined in section 2.4.1, are regular Borel
probability measures. Furthermore, if µY is absolutely continuous with respect to the









are absolutely continuous with respect to the Lebesgue measure. This implies Borel
regularity, and under the absolute continuity of µY , absolute continuity with respect to







Proposition 2.10.4. Suppose the distribution µY of the initial condition is compactly









T ) is also compact.
Proof. The compact support of the variables r, ṙ, ξ and the feature maps follows by
the global well-posedness of the system in finite time, together with the Lipschitz
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assumptions on the non-collective forces. This compact support over a fixed, finite
time is what is claimed in Proposition 2.10.4.
The main point is that by making reasonable assumptions on the non-collective
forces, feature maps, interaction kernels, and the interval of time, together with the
assumption that our agents’ initial conditions cannot be arbitrarily far apart, we
can derive that the pairwise distance, velocity and ξ will be controlled. Thus, the
measures in section 2.4.1, if given enough trajectories, will be well approximated by
the discretized version using the numerical approach described in section 2.5. Meaning
that if we have a reasonable number of trajectories, we can look at the set of pairwise
distances, velocities, etc. that these agents explore and bin them to set the support of
the interaction kernels. Explicit values for the constants claimed in the proposition
depend on the properties of the non-collective forces, the support and sup-norm of
the interaction kernels, the interval T , and the number of agents.
2.11 Background results
In this section, for the convenience of the reader, we gather a few of the technical
tools used in the analysis of the system. These are fundamental results necessary
for developing the trajectory prediction, the measure support, and the existence and
uniqueness results. We also include some of the necessary results on covering numbers
of function spaces used for the learning theory.
The first theorem we present is an iterated Grönwall type result that allows us to
analyze the trajectory error of the full system Y (t).
Theorem 2.11.1. Let u(t), a(t), and b(t) be nonnegative continuous functions in
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J = [α, β], and suppose that
u(t) ≤a(t) + b(t)
[︃ t
α















for all t ∈ J, where ki (t, t1, . . . , ti) are nonnegative continuous functions in Ji+1, i =
1, 2, . . . , n, which are nondecreasing in t ∈ J for all fixed (t1, . . . , ti) ∈ Ji, i = 1, 2, . . . , n.
Then, for all t ∈ J
u(t) ≤ a(t) + b(t)
 t
α
ˆ︁R[a](t, s) exp(︃ t
s
ˆ︁R[b](t, τ)dτ)︃ ds
where, for all (t, s) ∈ J2
ˆ︁R[w](t, s)) =k1(t, s)w(s) +  s
α
















for each continuous function w(t) in J .
Proof. See [34].
2.12 Additional comments on first-order models
and theory
Our second-order model formulation covers the first-order equations of [90, 89] as
a special case. When Fẋ(xi, ẋi, ξi) = −νiẋi + Fx(xi, ξi) for some constant νi > 0,




≡ 0 for all k, k′ = 1, . . . , K, and mi ≪ 1, (2.2.2)
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It extends the first-order models considered in [89, 90, 146] by adding non-collective
forces, Fx,Fξ, multi-dimensional interaction kernels, ϕEk,k′ , ϕ
ξ
k,k′ , and auxiliary variables,
ξi.
The first-order theory considered in [89, 90] was focused on the learnability of
functions of the form, ϕE(r)r, which is a special case of our second-order theory, where
we study the functions of the form ϕE(r)r + ϕA(r)ṙ, with ϕA(r) ≡ 0.
2.13 Additional performance measures
For measures related to learning the ξ-based interaction kernels, we take
⎧⎪⎨⎪⎩
δξi,i′,t(r, s



























ξ, ξ) dt (2.13.1)






ξ, ξ). Similarly, ρξ,k,k
′
T and its time-
discretization version, ρξ,L,k,k
′
T , are only used in the theoretical setting, whereas the
empirical ρξ,L,M,k,k
′
T is used in the actual algorithm. We consider direct sums of the
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ξ)− ϕξkk′(r, ξ, s
ξ))2ξ2 dρξ,k,k
′




In this section, we will detail the construction of the linear systems to learn α⃗EA and
α⃗ξ.
We start with the procedure of solving for α⃗EA. First, we build the basis functions
for the finite dimensional hypothesis spaces HEkk′ ,HAkk′ using piecewise polynomials or
clamped B-splines as the basis functions (see 2.3.6), which altogether are represented
as HEA as in (2.3.15).
Remark 2.14.1. The support of the unknown interaction kernels is not assumed
to be known. We build our finite dimensional subspaces, HEkk′ ,HAkk′, based on the
empirical observation data. For the support-detection capability of our estimators, see
the examples of opinion dynamics in [89, 146].
We utilize the tensor grid of basis functions, i.e., tensor product of basis functions













kk′ ] is the empirical range of r given by the observation
data, similarly for the empirical SE,L,Mkk′ and SA,L,M being the range of sEkk′ and sAkk′ given
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kk′ , the basis functions are built as piecewise standard
polynomials (or other functions, such as Clamped B-splines, Fourier basis, etc.)
uniformly with the number of basis functions being nE,jkk′ or n
A,j





































If ẍi(tl) is not given, a finite difference scheme on xi(tl) or ẋi(tl) is used to approximate
























Then for the learning matrix, ΨEA,(m) ∈ RLNd×n with n = nE+nA. It is a concatnation
4Mixture of basis functions in each dimension is possible, the algorithm does not required the
basis functions in each dimension to be of the same kind. We make such assumption for simplicity
sake.
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For the energy-based learning matrix, ΨE,(m), we use a lexicographical order on (k, k′)
for k, k′ = 1, . . . , K. We define nEk,k′,prev =
∑︁
(k1,k2)<(k,k′)
nEk1,k2 ; if (k, k
′) = (1, 1), we
take nE1,1,prev = 0. Then for η
E
kk′ = 1, . . . , n
E
k,k′ , Ψ
E,(m) is given as follows, for i ∈ Ck,







(∥xi′(tl)− xi(tl)∥ , sEi,i′(tl))(xi′(tl)−xi(tl)),
and for l = 1, . . . , L. Similar process of construction is done for ΨA,(m). Then we
define,













































Similar assembly from αA is done for ϕ̂
A
kk′ . In the case of using finite difference
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where ζ⃗ = O(T
L
) when a first-order finite difference scheme is used.
Next for α⃗ξ, we build the basis functions for each of the finite dimensional spaces
Hξkk′ , using piecewise polynomials or clamped B-splines (as in the EA case, similarly,
other many other bases work well in this algorithm). This is an explicit example of Hξ.
We utilize the tensor grid of basis functions, i.e., tensor product of basis functions in









is the empirical range of r given by the observation data, similarly for the empirical
Sξ,L,Mkk′ being the range of s
ξ
kk′ given by the observation. And in each dimension
of [Rmin,L,Mkk′ , R
max,L,M
kk′ ] × S
ξ,L,M
kk′ , the basis functions are built as piecewise standard
polynomials (or other functions, such as Clamped B-splines, Fourier basis, etc.)


















































and for i ∈ Ck








(∥xi′(tl)− xi(tl)∥ , sξi,i′(tl))(ξi′(tl)− ξi(tl)).
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Finally we define,














































Our work is focused on discovering governing equations of collective dynamics (also
known as self-organized dynamics), a special kind of interacting particle- and agent-
based dynamical systems. This chapter considers models that are a particular case
of the models proposed in Chapter 2. The material in it is drawn from [146] and
uses slightly different notation from that chapter – which we retain for historical
accuracy as the work of this chapter was done before the work for Chapter 2 and in
fact informed it. Our main goal in this chapter is to explore how the large-time and
emergent behavior of these systems is captured by the ones driven by the estimated
interaction kernels. The models we consider are a distinguished subset of general
autonomous systems of ODEs
Ẋ(t) = f(X(t)), X(T0) =X0 ∈ RD and t ∈ [0, T ]. (3.1.1)
In this general case, given {X(t)}t∈[T0,T ] (0 ≤ T0 < T ), system identification consists in
inferring f from X(t) and Ẋ(t) observed at various t’s. Classical regression techniques
(e.g. [132, 64, 55, 15]) have recently been brought to bear on this problem (e.g.
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[118, 23, 129, 14]). However, lack of independence among the observation data and
the curse of dimensionality due to D typically being large, are all obstructions to
finding the desired f effectively and efficiently (see [89] for an extended discussion) of
these points. The works in [19, 89, 90] proposed a learning approach that exploits the
special form of collective dynamics to overcome the difficulties mentioned above. As






ϕ(||xi′ − xi||)(xi′ − xi) , i = 1, . . . , N . (3.1.2)
The 1-dimensional function ϕ is referred to as the interaction kernel. Here and in
what follows we assume, with possibly abuse of notation, that the term i′ = i in
the sum in the r.h.s. is 0, even in cases where ϕ may not be defined at 0 (e.g.
ϕ(r) = 1/r2). The aforementioned works consider the problem of estimating ϕ given
trajectory observations, in terms of positions and velocities of the agents at various
times, along one or multiple trajectories (with different initial conditions (ICs), e.g.
sampled at random from some probability distribution on the state space). In [19, 89]
a nonparametric learning approach to construct an estimator ˆ︁ϕ for ϕ is considered,
that exploits the governing structure of the dynamics in (3.1.2), which is a special
(yet ubiquitous) case of the general equations (3.1.1). The work [19] considered a
first-order model of homogeneous agents (derived from gradient flow), and studied the
convergence to its mean field limit and the inference of the mean-field limit interaction
kernel from observations of trajectories of the system with a finite and yet increasing
number of agents. The work [89] extended the approach in [19] to the situation where
the number of agents is fixed, but the number of observations increases, showing that
the nonparametric estimators for the interaction kernel converge at the near optimal
rate for regression in one dimension, in particular independent of the dimension of the
state space. It generalized the estimators to first and second-order of heterogeneous
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agents with 1-dimensional interaction kernels based on pairwise distances, providing
substantial numerical evidence of the performance of these generalizations. The work
[90] analyzes in detail the estimators for first order heterogeneous agent-based systems,
generalizing the theoretical results of [89] to that case, while sharpening some of the
constructions. In chapter 2 we demonstrated a comprehensive theory for these systems
and showed an optimal convergence rate, consistency, and other desirable statistical
properties.
In this chapter, we will show that the estimated interaction kernels can also
provide insight into discovering the correct emergent behaviors at large time, as we
will demonstrate in several examples in section 3.5 and section 3.6. It should be
noted that the theory of Chapter 2 does not have guarantees about the correctness of
the emergent properties (which are often qualitative phenomena which we measure
quantitatively) of the trajectories directly, albeit our guarantees on the accuracy
of the estimators and trajectories helps to explain the strong performance of the
estimators at the task of correctly identifying emergent phenomena in agent-based
dyamical systems. We also consider examples from the heterogeneous case, as we
did in Chapter 2, where we have a family of interaction kernels {ϕk}k. We consider
the case of gravity in section 3.7, and show that we can discover both the “common
structure” of the interaction kernel, namely the 1/r2 dependency on pairwise distance,
and the dependency on mass.
The structure of this chapter is as follows. In section 3.2 we discuss in detail the
two models, of first and second-order systems respectively, which we are considering.
In section 3.3 we outline the learning algorithm for each model. These algorithms
are efficient and scalable. They enjoy highly favorable performance in terms of
computational complexity as described in section 3.3.1. Section 3.4 defines the
various performance measures, confusion matrices, and pattern indicator scores. It
also discuses how we set up the numerical experiments. Section 3.5 to Section 3.7
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provide a detailed study of five fundamental dynamical systems that vary across order,
interaction kernel form, and agent characteristics, as well as learning of interaction
kernels that involve parameters. Finally, we conclude the chapter and discuss various
future research directions stimulated by these results in section 3.8.
3.2 Model Description
The main focus of this work is to numerically investigate the capability of the estimators
at predicting emergent behaviors of various collective dynamics using our extended
learning approach. Our extended learning covers dynamical systems much more
elaborate than those considered in [89]. These systems have a complex balance
between non-collective and collective forces, include interaction laws depending on
more than one variable, and allow for parametric families of interaction laws. We
motivate these extensions with families of dynamical systems exhibiting these more
intricate governing structures, which were motivated by various applications and whose
dynamical properties have been studied in the scientific literature.
Here we consider particle- and agent-based systems that model rather general
complex systems, beyond those considered in [19, 89, 90]. The first-order models are

















(∥xi′ − xi∥ , sξi,i′)
, i = 1, · · · , N
(3.2.1)
These systems contain heterogeneous agents: the agents are partitioned intoK different
types, with Ck containing the indices of the agents of type k, for k = 1, . . . , K. Table




xi = xi(t) ∈ Rd state vector (positions, opinions, etc.)
ξi = ξi(t) ∈ R auxiliary variable (phase, headings, etc.)
N number of agents
ki type index of agent i
Nk number of agents in type k
∥·∥ any norm on Rd (usually an ℓ2 norm)
Fx,Fξ non-collective changes on ẋi and ξ̇i, respectively
ϕEki,ki′
, ϕξki,ki′
interaction kernels: how the agents in type ki′ influence agents in type ki
sxi,i′ Fx(xi, ξi,xi′ , ξi′) : R2d+2 → R
sξi,i′ F
ξ(xi, ξi,xi′ , ξi′) : R2d+2 → R
Table 3.1: Notation for first-order models
Remark 3.2.1. Compared to Eqn. (8) in [89], our new equation (3.2.1) has the fol-
lowing additions: the new ξi variable, non-collective forces F
x,Fξ, and 2-dimensional
interaction laws (as opposed to only single-variable, pairwise-distance-based interac-
tions).











(∥xi′ − xi∥ , sxi,i′)(xi′ − xi)
+ϕAki,ki′
(∥xi′ − xi∥ , sẋi,i′)(ẋi′ − ẋi)
]︂
ξ̇i = F






(∥xi′ − xi∥ , sξi,i′)(ξi′ − ξi)
(3.2.2)
for i = 1, · · · , N . Table 3.2 shows the definitions of variables in (3.2.2). Natural
regularity and growth assumptions on the functions in the right-hand side are made
so that the system has a unique solution for all times. For example assuming that
the functions involved are at least Lipschitz and decay sufficiently rapidly at infinity
would suffice.
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Variable Definition
mi mass of agent i
Fẋ,Fξ non-collective changes on ẍi and ξ̇i respectively
ϕE , ϕA, ϕξ energy, alignment, and environment-based interaction kernels respectively
sxi,i′ Fx(xi, ẋi, ξi,xi′ , ẋi′ , ξi′) : R4d+2 → R
sẋi,i′ F ẋ(xi, ẋi, ξi,xi′ , ẋi′ , ξi′) : R4d+2 → R
sξi,i′ F
ξ(xi, ẋi, ξi,xi′ , ẋi′ , ξi′) : R4d+2 → R
Table 3.2: Notation for second-order models
Remark 3.2.2. Compared to Eqn. (11) in [89], our new equation (3.2.1) has the
following additions: slightly different non-collective forces, Fẋ,Fξ, and 2-dimensional
interaction laws.











⎤⎥⎥⎥⎥⎦ for second order systems) at time instances T0 = t1 <
· · · < tL = T . In the case of missing derivative data, namely ẏmi , we will approximate
ẏmi using appropriate finite difference schemes. The observation data is generated
from M initial conditions (ICs), {(ymi (0))i}m, which are i.i.d samples from a (typically
unknown) probability distribution µy (µy = µx⊕µξ for first order and µy = µx⊕µẋ⊕µξ
for second order). The unknowns in these systems are the interaction laws and
the distribution of the initial conditions, while everything else is assumed known.






systems) that are close to the true interaction laws with high probability. Moreover,
such estimators yield approximate systems, whose dynamics are approximations to
the dynamics of the original system within the training time interval [T0, T ], but can
also provide approximations for emergent behaviors of collective dynamics, ranging
from first-order opinion dynamics to second-order gravitational dynamics governing
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the planetary movement in our solar system. A key component of evaluating the
emergent dynamics are appropriate measures of the presence of a specific emergent
behavior, which will be discussed in 3.4.
3.3 Learning Algorithm
Similar to the the algorithm presented in [89], the learning algorithm which we use for
the more complex dynamics considered here starts from the introduction of suitable
cost functions whose minimizers, over a suitable approximation space, determine the
estimators. Equation (3.2.1) can be rewritten in a more compact form:
⎧⎪⎪⎨⎪⎪⎩
Ẋ = fnc,x(X,Ξ) + fϕ
E
(X,Ξ)





xT1 · · · xTN
]︃T
∈ RNd, Ξ =
[︃
ξ1 · · · ξN
]︃T
∈ RN ; for the interaction







are the collection of the corresponding right hand side terms
in (3.2.1) respectively. Lastly, fnc,x(X,Ξ) is defined as the vectorization of the non-
collective forces Fx(xi, ξi) ∈ Rd and fnc,ξ(X,Ξ) is defined as the vectorization of the
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zT1 · · · zTN
]︃T
with each zi ∈ Rd
′
(d′ = d or 1). Here ∥·∥ is the same
norm used in (3.2.1) and (3.2.2); Hx =
⨁︁K





finite-dimensional hypothesis spaces. We choose each of the hypothesis space Hxk,k′
be to a finite dimensional function space of piece-wise polynomials of degree p, with
p = 0 or 1 (polynomials of higher degree can be used and other type of basis
functions are also possible, e.g., clamped B-splines, see [89]), with polynomial pieces
supported on intervals that form a uniform partition of the observed range of variables
[Rxk,k′,min, R
x
k,k′,max]× [Sxk,k′,min, Sxk,k′,max]. Hence, each φEk,k′ can be expressed in terms












Similar definitions are used for each Hξk,k′ . Substituting this expression into the
functionals above, the minimization becomes a set of linear equations,
Axα⃗x = b⃗
x
and Aξα⃗ξ = b⃗
ξ
.
Here α⃗x ∈ Rnx is the vector of αxk,k′,ηx
k,k′





similarly for α⃗ξ and Aξ.
Remark 3.3.1. In the case of missing ẋi(t) (for first order system) or ẍi(t) (for
second order system), we will approximate it using an appropriate finite difference




In the case of the second-order dynamics described in (3.2.2), we introduce a new
variable vi(t) = ẋi(t) ∈ Rd and let V =
[︃
vT1 · · · vTN
]︃T
, a compact form of (3.2.2)
is given as follows,
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Ẋ = V
V̇ = fnc,ẋ(X,V ,Ξ) + fϕ
E
(X,V ,Ξ) + fϕ
A
(X,V ,Ξ) ∈ RNd
Ξ̇ = fnc,ξ(X,V ,Ξ) + fϕ
ξ
(X,V ,Ξ) ∈ RN
Here ϕA = {ϕAk,k′ ∈ Hẋk,k′}Kk,k′=1. We find the estimators from the following minimiza-
tions⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩





















k,k′=1Hẋk,k′ . By choosing appropriate finite dimensional hypothesis
spaces for Hx,Hẋ and Hξ, e.g., piece-wise polynomials of degree p, we can simplify
the least square problems down to the following linear systems which we solve to
generate the necessary coefficients:







with α⃗x being the collection of αxk,k′,ηx
k,k′
’s and α⃗ẋ being
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Remark 3.3.2. For further details regarding the construction of the learning ma-
trices, A,Aξ, and the right hand side vectors, b⃗, b⃗
ξ
, we refer the reader to Section
2 : Algorithm of the Supplementary Information of [89].
3.3.1 Computational Complexity
The learning approach, which is described in Sec. 3.3, can be easily parallelized in the
m (number of initial conditions) variable. Although it takes MLD double-precision
floating-point numbers (D = Nd+N for a first-order system, and D = 2Nd+N for a
second-order system) to store the discrete trajectory data, each computing core j only
needs to store MjLD floating-point numbers, with Mj ≈ MNumber of Cores . Furthermore,
each computing core does not need to hold all of the trajectory data in memory, since
the assembly of the learning matrix and the right-hand-side vector needs only LD
floating-point numbers (one system trajectory at a time). The sizes for the learning
matrix and right hand side vector are: n× n and n× 1 (n = nx or n = nξ for a first-
order system and n = nx+nẋ or n = nξ for a second-order system), respectively. Since
we have n2 ≪ LD, n2 ≪ MLD, which makes solving for our estimators extremely
memory efficient. At each time instance, we have to compute the various pairwise
variables, requiring O(N2) distance calculations, hence the algorithm performs a total
of O(MLN2) computations of pairwise variables. In solving the linear system, it
performs O(n3) operations (or O(n2 log(n)), we take the worst cases scenario since we
use the built-in pseudo-inverse routine in MATLAB to avoid any possible issues with
numerical stability). The total computational complexity is O(MLN2 + n3). Online
learning can be built into our learning approach: as trajectory data from different
initial conditions comes in, one can simply average the estimators from previous





We consider three different kinds of performance measures: how close the estimated
interaction kernel(s) are to the true one(s), how well the trajectories of the system
driven by the estimated interaction kernel(s) approximate the trajectories of the
original system, and finally how well emergent patterns are reproduced/predicted in
the system driven by the estimated interaction kernels. We use appropriate dynamics
adapted measures, specified in section 3.4.1 and the Appendix.
3.4.1 Estimation error of interaction kernels
Following the definitions in [89], we introduce a set of probability measures to calculate
the learning error between ˆ︁ϕE and ϕ̂E, for any first-order system. We define the






T , to measure the performance

















































T (for continuous trajectory) and ρ
L,E,k,k′
T (for discrete trajectory) are only used in
the theoretical setting; in practice, we use ρL,M,E,k,k
′
T (with large M and L) for actual
implementations and applications. These measures depend on the dynamical system
and the distribution of initial conditions, weighting the areas of pairwise distances (the
variable r) and of variables sx based on how often trajectories of the system explore
them.
Table 3.3 explains the definitions of the variables in (3.4.1).
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sxi,i′(t) Fx(xi(t), ξi(t),xi′(t), ξi′(t)) : R2d+2 → R
Nk,k′
{︃
Nk(Nk − 1) if k = k′,
NkNk′ if k ̸= k′.
Table 3.3: ρT ’s, Definition of the Variables
In the case of Nk,k′ = 0, we define the corresponding ρ
E,k,k′
T (r, s
x) to a zero function.
We measure the error of the interaction kernel estimators, ϕEk,k′ − ϕ̂
E
k,k′ , using the

























T is not calculable, we use ρ
L,M,E,k,k′
T instead. The weight, r
2,
comes from the governing structure of (3.2.1). Theoretical guarantees such as those
in [89, 90] bound these errors, with high probability, as M grows. Extending those
bounds to the general types of systems considered here will be investigated in future
work. The results of our numerical experiments suggest that the learning rate, i.e.
the rate of decrease of the error in (3.4.2), as a function of M is independent of the
dimension of the state space of the system, and only depends crucially on the number
of variables in the interaction kernel. The curse of dimensionality (of the state space)
is therefore avoided.
3.4.2 Trajectory errors
We consider another performance measure, which might be estimated from data,
especially when the true interaction kernel is not known, that quantifies the pre-
diction capability of our estimators, by comparing the observed trajectories to the
estimated trajectories evolved from the same initial conditions but using the esti-
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mated interaction laws. We will consider both X(t) =
[︃





ξ1(t) · · · ξN(t)
]︃T
for t ∈ [T0, T ]. Let X[T0,T ] = {X(t)}t∈[T0,T ], then the
following norm is used
⃦⃦⃦











Here X̂ [T0,T ] is the estimated trajectory using our estimators with the same initial
condition as in X[T0,T ]. The scaling by maxt∈[0,T ] ∥X(t)∥S(d) enables us to compare
trajectory errors for different kinds of dynamics, especially those with large ∥xi∥.
Similarly, ⃦⃦⃦






V (t)− V̂ (t)
⃦⃦⃦
S(d)
maxt∈[0,T ] ∥V (t)∥S(d)
, (3.4.4)
and ⃦⃦⃦











For performance measures defined for ˆ︁ϕξ and the second order systems, please see sec.
3.9 in the appendix.
3.4.3 Confusion Matrix and Pattern Indicator Scores
When a system is highly sensitive on small perturbations, or even chaotic, it is
hopeless to expect that the estimated system will produce trajectories that are
accurate approximations of the trajectories of the original system, except perhaps for
very small times. However we have observed that certain large-time aspects of the
dynamics of the system, such as certain emergent behavior including flocking or milling
or clustering, are preserved in our estimated system, even when the trajectory-wise
errors are relatively large. On the one hand, this may seem surprising, as at no point
do we inject any knowledge about such emergent behaviors, into our estimator; on the
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other hand if such emergent behaviors are thought of as being “structurally robust”
to perturbations of the system, and even perturbations of the laws of the system (the
interaction kernels), then it becomes reasonable to expect that our estimated systems
should preserve, at least to some degree, such emergent behaviors. We therefore
introduce a way of measuring quantitatively the presence of such emergent behaviors,
and quantify the performance in reproducing them in our estimated systems.
In order to accurately describe the capability of our estimators to predict the
correct emergent behaviors at large time Tf ≫ T , we consider confusion matrices and
“pattern indicator scores”. These are defined differently for each dynamical system to
measure its unique emergent behavior.
Several aspects of the emergent behaviors that we are interested in are observables
(i.e. functions defined on the state variables of the system). We define various
emergent behavior scores, such as the flocking score, the milling score, etc., and choose
a target range for the score to be in as an indicator of occurrence of the emergent
behavior. For example, if the flocking score is within (0.99, 1], then flocking occurs.
We calculate these scores on the true and estimated systems (systems with the same
initial conditions as the true systems but evolved using the learned interaction law(s)).
From this indicator of whether the emergent behavior occurred in the true/estimated
system, we construct a confusion matrix, given as follows (in the case of learning
flocking systems),
Predicted Non-flocking Predicted flocking
True Non-flocking p1,1 p1,2
True flocking p2,1 p2,2
Table 3.4: General form of a confusion matrix. Each pi,j shows a probability (represented
in percentages) of the combination, e.g., p1,1 is the probability of the predicted system
(evolved using the estimated interaction laws) showing non-flocking behavior given that the
true system shows non-flocking behavior with the same initial conditions.
It is used to present the probability of the occurrence of the desired emergent
behaviors in the true and estimated systems. Namely, if the true systems exhibit
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flocking with high probability, then the estimated systems should ideally show flocking
with similar probability.
In order to provide deeper insight about the prediction of emergent behavior via
confusion matrices, we also consider the following statistics from the confusion matrix.












Table 3.5: Definition of the statistical terms related to the confusion matrix.
Next we use a more refined measurement, a so-called ‘pattern indicator score’,
to further demonstrate the capabilities of the estimated system at predicting emer-
gent behaviors. Besides the emergent behavior scores, there are other quantitative
descriptions of the emergent behaviors, such as the center-of-mass velocity in flocking,
the common rotational axis in milling, the conservation of total energy in concentric
trajectories, etc. The pattern indicator scores use these, sometimes together with
the previously defined emergent behavior scores, to measure how well the estimated
systems are predicting these observables compared to the true systems. Details of the
definition of the confusion matrices and pattern indicator scores for each dynamics
are in Sec. 3.5 to Sec. 3.7.
3.4.4 Setup of the Numerical Experiments
Here we describe the general setup for the subsequent sections of experiments. The
various dynamical systems we consider exhibit a wide variety of emergent behaviors:
clustering, flocking, milling, synchronization, and concentric trajectories. Different
forms of interaction kernels are also considered, i.e., ϕ(r), ϕ(r, s) and ϕ(r;P ), where P
is an unknown vector of parameters. These dynamics range from first-order dynamics
of homogeneous agents to second-order dynamics of heterogeneous agents. We arrange
the examples in three major sections based on the different types of the interaction
laws.
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The experiments are setup as follows: we first run Mρ different initial conditions
generated i.i.d from the probability measure µy for initial condition, and evolve1
the dynamics from 0 to T : the dynamics observed in [T0, T ] is used to compute
the probability measures ρLT ’s, which are empirical approximations to the probability
measures ρT ’s. We do this only to compute and report the L
2(ρT ) approximation errors;
in practice this step is not required nor needed. Next, we generate another set of M
random initial conditions and corresponding trajectories of the dynamics for t ∈ [0, T ],
with each dynamics observed at L equidistant times T0 = t1 < t1 < · · · < tL = T ,
producing the observation data, i.e. {yi(tl)m}N,L,Mi,l,m=1, without the corresponding
derivative information (i.e., ẏi(tl)
m is not given, except for Synchronized Oscillator
Dynamics and Gravitational Dynamics), as input to our estimation procedure. We









max], derived from the observation data; the numbers
of basis functions, as well as their degrees, are reported in each section. We report
the L2(ρT ) errors between the estimated and true interaction kernels, as well as the
trajectory errors based on the statistics over the training set and over a testing set
(with new initial conditions), in the form of (mean value)±(standard deviation). Then
we consider the emergent behavior of the true dynamics and the predicted dynamics at
Tf ≫ T , and evaluate “pattern indicator scores” and confusion matrices corresponding
to the various kinds of emergent behaviors. The parameters used by all experiments
are reported in table 3.6.
N Mρ T0 L # Learning Trials
20 2000 0 500 10
Table 3.6: Common Parameters
Each section/subsection is presented in a similar manner: we introduce the model
1The evolution of the dynamical system is done using the built-in integrator, ode15s, of MATLAB
with the relative tolerance set at 10−8 and absolute tolerance set at 10−11.
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and discuss why such model interesting for our learning approach; then, we relate
the model equation to the learning paradigm presented in (3.2.1) and (3.2.2). Next,
we present our learning results in figures and tables, in terms of approximation
error, trajectory error, confusion matrix and pattern indicators. We end with a brief
discussion of the learning results.
3.5 Emergent Behaviors Induced by ϕ(r)
We consider here three prototypical types of emergent behavior: clustering, flocking
and milling. We examined four different examples of collective dynamics in order to
comprehensively explore all three types of emergent behaviors, with very different
dynamical behaviors.
3.5.1 Opinion Dynamics
The opinion dynamics (OD) model, first introduced in [76], is a prototypical first-order
model of homogeneous agents which describes the interaction of people’s opinions
through time, see details and extensions in [40, 16, 98, 20, 71, 57]. These models
have gained popularity in modeling human’s social behavior, and they can be used to
predict interesting social phenomena, namely, clustering/consensus of opinions.






ϕE(∥xi′ − xi∥)(xi′ − xi), for i = 1, · · · , N.
Here ϕE(r) ≥ 0 for all r ≥ 0. With the interaction kernels giving attractive influences
only, these models are bound to have clusters of opinions at large time. Table
3.7a shows how this dynamical system is mapped to the general form (3.2.1). The
parameters used for setting up the experiment used are shown in table 3.7b.
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Value ∅ 1 ∅ ∅ non-negative
(a) (OD) Mapping to (3.2.1)
M d Tf T µ
x
250 2 50 10 Unif. on [0, 5]2
(b) (OD) Parameters for Experiment Setup
Table 3.7: Opinion Dynamics (OD)
We consider the following interaction law,
ϕE(r) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩




≤ r < 1
0 otherwise
Piece-wise constant polynomials with nx = 99 basis functions are used to approximate
ϕE. The comparison of the true ϕE and the estimated ϕ̂
E
is shown in Fig.3.1.
Figure 3.1: (OD) Comparison of ϕE and ϕ̂
E
, with the relative error being 1.4 ·10−1±2 ·10−2
(calculated using (3.4.2)). The true interaction kernel is shown in black solid line, whereas
the mean estimated interaction kernel is shown in blue solid line with its confidence interval
shown in blue dotted lines. Shown in the background is the comparison of approximated ρLT
versus the empirical ρL,MT .
As it is shown in Fig. 3.1, not only can our estimator detect the discontinuity in
the ϕ, but also can it detect the compact support of ϕ. Meanwhile, there is higher
uncertainty in learning the interaction kernel at r = 0 (the information of ϕE(0) is lost
since it is weighted by corresponding ri,i′) and at those discontinuity points. Since ϕ
E
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is non-negative, the agents in the system would eventually converge to clusters, this
decreases the effective number of pairwise distance data for inferring ϕE. However, we
are still able to provide an accurate estimator of ϕE by the continuity of the estimator.
The comparison of a trajectory driven by the true ϕE versus the other one driven by
the estimated ϕ̂
E
is shown in Fig. 3.2: there is no major visual difference between
the true and predicted trajectories (generated from the training initial condition); the
differences are quantified in table 3.8.
Figure 3.2: (OD) Comparison of X and X̂, with the errors reported in table 3.8. The
first row of trajectories are generated from an initial condition taken from the observation
data. The second row of trajectories are generated from another randomly chosen initial
condition. The first column of trajectories are generated from the true interaction kernel,
whereas the second column of trajectories are generated from our estimated kernel with the
same initial conditions. The color of the trajectory indicates the flow of time, from deep
blue (at t = T0) to light green (at t = Tf ).
[0, T ] [T, Tf ]
meanIC: Training ICs 6.5 · 10−3 ± 7 · 10−4 2.5 · 10−2 ± 2 · 10−3
stdIC: Training ICs 7.4 · 10−3 ± 7 · 10−4 2.5 · 10−2 ± 2 · 10−3
meanIC: Random ICs 6.6 · 10−3 ± 6 · 10−4 2.73 · 10−2 ± 9 · 10−4
stdIC: Random ICs 7.4 · 10−3 ± 1 · 10−3 2.7 · 10−2 ± 2 · 10−3
Table 3.8: (OD) Trajectory Errors: Initial Conditions (ICs) used in the training set (first
two rows), new ICs randomly drawn from µx (second set of two rows). The trajectory errors
is calculated using (3.4.3).
The confusion matrix and pattern indicator scores used to examine the capability of
our estimators predicting the proper emergent behaviors associated with the Opinion
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Dynamics model are defined as follows. First, a confusion matrix is used to show the
accuracy of our estimator to display the same clustering behavior as the true systems,
see the results in table 3.9.
Predicted Non-Clustering Predicted Clustering
True Non-Clustering: Training ICs 88± 2% 2± 1%
True Clustering: Training ICs 1.2± 0.6% 8.9± 0.2%
True Non-Clustering: Random ICs 88± 2% 1.6± 0.9%
True Clustering: Random ICs 1.7± 0.8% 8± 2%
Table 3.9: (OD) Confusion Matrix: ICs used in the training set (first two rows), new ICs
randomly drawn from µx (second set of two rows). It is generated using table 3.4.
We provide more statistics about the confusion matrix in order to understand our
prediction of clustering better in table 3.10.
Accuracy Precision Recall F -Score
Training ICs 97± 1.5% 84± 11.0% 88.0± 4.9% 85.5± 7.1%
Random ICs 96.6± 1.2% 83.6± 7.5% 82.5± 8.4% 82.8± 6.5%
Table 3.10: (OD) Confusion Matrix Statistics: ICs used in the training set, new ICs
randomly drawn from µx. It is generated using table 3.5.
Next, when the true system has clustering, we want to know if the predicted system
can have the same number of clusters as the true system has. Hence, we assign a score
of 1 when the predicted system shows the same number of clusters as the true systems;
and a score of 0 when it predicts the wrong number of clusters. PI1 is the average of
those scores over M trials. Lastly, we want to compare the clusters between the true
and predicted systems. Let C contain the centers of the clusters at time T 2 from the
true system, Ĉ contain the centers of clusters from the estimated system; we shall use
Hausdorff distance to calculate the distance between C and Ĉ. PI2 is the average of
M trials of such distances. See table 3.11 for details.
2The clusters are collection of points such that for each cluster C, if xi,xj ∈ C, then ∥xi − xj∥ < δ,
and if xi ∈ C and xj ̸∈ C, then ∥xi − xj∥ > δ. Here we chose δ = 0.01.
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PI1 PI2
meanIC: Training ICs 9.2 · 10−1 ± 2 · 10−2 3.2 · 10−2 ± 3 · 10−3
stdIC: Training ICs 2.7 · 10−1 ± 3 · 10−2 4.3 · 10−2 ± 2 · 10−3
meanIC: Random ICs 9.3 · 10−1 ± 2 · 10−2 3.4 · 10−2 ± 3 · 10−2
stdIC: Random ICs 2.6 · 10−1 ± 3 · 10−2 4.5 · 10−2 ± 2 · 10−3
Table 3.11: (OD) Pattern Indicator Scores: ICs used in the training set (first two rows),
new ICs randomly drawn from µx (second set of two rows).
The smaller PI1 is, the better we are at predicting the number of clusters right.
Meanwhile, not only could we predict the number of clusters with high confidence,
but also could we predict the actual location of the clusters.
3.5.2 Cucker-Smale Dynamics
Modeling how animals (or other living agents) move in a cohesive group formation
has been a challenging and well-studied problem [46, 47, 35], [38, 61, 37], [99, 74, 128].
There are different degress of cohesion in a collective system: flocking (where each
agent shares a common velocity), milling (where each agent rotates around the same
axis or about the same oint), and swarming (transition state between flocking and
milling). We first consider the simplest cohesion in a collective system, namely flocking
(see detailed work in [49, 48, 41, 42, 4, 35, 137], its mean field limit in [65, 123], and
extension to a stochastic system in [59] and references therein), and investigate the
learnability of these flocking systems.
The Cucker-Smale (CS) dynamics is one of the prototypical examples of flocking




ai,i′(X)(ẋi′ − ẋi), for i = 1, · · ·N.
Here ai,i′(X) = H · (1 + ∥xi′ − xi∥2)−β where H, β are chosen parameters. Table 3.12
3The Vicsek model in [137] is a seminal work in modeling flocking of birds, but it uses a different
paradigm (different from (3.2.2)) to model the flocking behavior.
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shows how this dynamical system is mapped to the general form (3.2.2).





Value 1 ∅ 1 ∅ ∅ ∅ H
(1 + r2)β
Table 3.12: (CS) Mapping to (3.2.2)
M d Tf T µ
x µẋ
500 2 50 5 Unif. on [−5, 5]2 Unif. on [−5, 5]2
Table 3.13: (CS) Parameters for Experiment Setup
With certain choices of H and β, the Cucker-Smale system is guaranteed to produce
flocking (where all agents have the same final velocity) see [49]. For example, when
β < 1
2
, the system is guaranteed to have flocking regardless of initial conditions; when
β = 1
2
, the system has conditional flocking depending on the initial configuration of
velocities; when β > 1
2
, the system has conditional flocking depending on the initial
configuration of both positions and velocities.







With this interaction kernel, the agents are guaranteed to flock (see theorem 2, 3
in [49]). We use the following parameters in table 3.13 to set up the experiment.
Piece-wise linear polynomials with nẋ = 100 basis functions are used to approximate
ϕA. The comparison of the true ϕA and the estimated ϕ̂
A
is shown in Fig.3.3. As it
is shown in Fig. 3.3, our learning approach produces faithful approximation to ϕA,
especially capturing the tail behavior of the original interaction law, notwithstanding
the scarcity of samples in that region of pairwise distances and speeds; towards r = 0,
the estimated kernel is also close to the true kernel. The comparison of true trajectory
X(t) and learned X̂(t) is shown in Fig. 3.4. Fig. 3.4 shows no visual difference
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Figure 3.3: (CS) Comparison of ϕA and ϕ̂
A
together with a plot of ρLT,ṙ versus ρ
L,M
T,ṙ , with
the relative error being 4.7 · 10−3 ± 2 · 10−4 (calculated using (3.9.6)). The true interaction
kernel is shown by in a black solid line, whereas the mean estimated interaction kernel is
shown in a blue solid line with its confidence interval shown in blue dotted lines. Shown in
the background is the comparison of approximated ρLT versus the empirical ρ
L,M
T .
between the true trajectories and the learned trajectories (for the training initial
condition and a randomly chosen initial condition), we provide a quantitative insight
into the difference between trajectories in table 3.14.
[0, T ] [T, Tf ]
meanIC: Training ICs on x 1.55 · 10−3 ± 9 · 10−5 1.9 · 10−3 ± 1 · 10−4
meanIC: Training ICs on v 2.7 · 10−3 ± 2 · 10−4 2.8 · 10−3 ± 0 · 10−4
stdIC: Training ICs on x 4.1 · 10−4 ± 4 · 10−5 5.5 · 10−4 ± 6 · 10−5
stdIC: Training ICs on v 8.3 · 10−4 ± 8 · 10−5 1.20 · 10−3 ± 9 · 10−5
meanIC: Random ICs on x 1.5 · 10−3 ± 1 · 10−4 1.8 · 10−3 ± 1 · 10−4
meanIC: Random ICs on v 2.6 · 10−3 ± 2 · 10−4 2.7 · 10−3 ± 2 · 10−4
stdIC: Random ICs on x 4.1 · 10−4 ± 3 · 10−5 5.5 · 10−4 ± 4 · 10−5
stdIC: Random ICs on v 8.4 · 10−4 ± 6 · 10−5 1.2 · 10−3 ± 1 · 10−4
Table 3.14: (CS) Trajectory Errors: Initial Conditions (ICs) used in the training set (first
two rows), new ICs randomly drawn from µx (second set of two rows). The trajectory errors
in x/v is calculated using (3.4.3)/(3.4.4).




∥vi(Tf )− vi′(Tf )∥
When Iflock = 0, perfect flocking occurs; however we use Iflock < 0.1 to indicate flocking.
115
CHAPTER 3. EMERGENT BEHAVIORS Jason Miller
Figure 3.4: (CS) Comparison of X and X̂, with the errors reported in table 3.14. The
first row of trajectories are generated from an initial condition taken from the observation
data. The second row of trajectories are generated from another randomly chosen initial
condition. The first column of trajectories are generated from the true interaction kernel,
whereas the second column of trajectories are generated from our estimated kernel with the
same initial conditions. The color of the trajectory indicates the flow of time, from deep
blue (at t = T0) to light green (at t = Tf ).
The prediction capability of the estimated systems in the form of confusion matrix is
reported in table 3.15.
Predicted Non-Flocking Predicted Flocking
True Non-Flocking: Training ICs 0.0± 0.1% 0%
True Flocking: Training ICs 0.0± 0.1% 99.9± 0.2%
True Non-Flocking: Random ICs 0.1± 0.2% 0%
True Flocking: Random ICs 0% 99.9± 0.2%
Table 3.15: (CS) Confusion Matrix: ICs used in the training set (first two rows), new ICs
randomly drawn from µx (second set of two rows). It is generated using table 3.4.




, the true system is guaranteed to show flocking. Since we have
no control over when the flocking would occur, we use Iflock to help us capture the
essence of flocking behavior, i.e. Iflock = 0 (or close to 0). And our estimated system
can capture the same behavior (flocking or not) with high probability. We provide
more statistics about the confusion matrix in order to understand our prediction of
clustering better in table 3.16.
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Accuracy Precision Recall F -Score
Training ICs 100.0± 0.1% 100% 100.0± 0.1% 99.98± 0.06%
Random ICs 100% 100% 100% 100%
Table 3.16: (CS) Confusion Matrix Statistics: ICs used in the training set, new ICs
randomly drawn from µx. It is generated using table 3.5.
In order for us to provide more quantitative insight into the predication capability
of our estimator for the case of flocking, we consider two different pattern indicator
scores. First, PI1 is the relative error of Iflock between true and predicted systems,
averaged over M trials. Second, we consider another important quantity, the center of




. In the case of the CS dynamics
(mi = 1 for i = 1, · · · , N), vCM = 1N
∑︁N
i=1 vi(Tf). Then we define PI2 to be the
relative error of the predicted center of mass velocity and true center of mass velocity
averaged over M trials. The scores are reported in table 3.17.
PI1 PI2
meanIC: Training ICs 1.13 · 10−2 ± 8 · 10−4 6 · 10−15 ± 3 · 10−15
stdIC: Training ICs 5.1 · 10−3 ± 7 · 10−4 3 · 10−14 ± 3 · 10−14
meanIC: Random ICs 1.12 · 10−2 ± 7 · 10−4 7 · 10−15 ± 4 · 10−15
stdIC: Random ICs 5.4 · 10−3 ± 7 · 10−4 4 · 10−14 ± 6 · 10−14
Table 3.17: (CS) Pattern Indicator Scores: ICs used in the training set (first two rows),
new ICs randomly drawn from µx (second set of two rows).
As it is shown in table 3.17, our estimated system can predict Iflock with rela-
tively high accuracy. Surprisingly, our estimated system can reproduce vCM down to
numerical accuracy.
3.5.3 Fish Milling in 2 dimensions
Next we consider a more complicated cohesive collective system: a dynamical system
which produces milling patterns, where each agent rotates around the same axis or
about the same point. The models we consider have been proposed in [38, 37] (see
references therein for a variety of sources for the biological roots of these models).
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Useful background references for the two-dimensional models are [92, 1] as well as
the primer [11]. Further theoretical study of models of this type has been done in
[29, 54, 5].
The governing equations of the Fish Milling Dynamics in R2 (FM2D) of [38] are,
miẍi = (α− β ∥ẋi∥2)ẋi −∇xiUi, for i = 1, · · ·N. (3.5.1)
Here, Ui is the Morse potential describing the interaction of the i
th agent with the














Here Ca/Cr are the attraction/repulsion strengths and ℓa/ℓr are the effective at-
traction/repulsion lengths. Table 3.18 shows how the FM2D dynamics fits into the
framework of (3.2.2).














Table 3.18: (FM2D) Mapping to (3.2.2)
M d α β Tf T µ
x µẋ
500 2 1.6 0.5 20 4 Unif. on [0, 1]2 Unif. on [0, 0]2
Table 3.19: (FM2D) Parameters for Experiment Setup
The delicate balance between the self-propelling force produced by Fx(xi, ẋi) and
the collective force induced by the energy kernel Ui can create a wide range of patterns
for different initial conditions. Milling patterns (single or double milling) are one of the
most interesting ones. Unlike the well-understood Cucker-Smale model, necessary and
sufficient conditions on the interaction kernels and ICs that guarantee the existence
milling patterns seem to be unknown. These milling patterns result from the balance
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of the non-collective force and the collective force induced by the energy kernel Ui
(especially when Ui is not H-stable, double-milling would occur, see Fig. 1 in [38]),
and are therefore rather sensitive to the selection of parameters: relatively small
differences in the interaction laws can correspond to dynamical systems with very
different dynamical patterns. The estimator error between the true and estimated
interaction kernel may therefore offer little insight information into how well our
estimated dynamics can re-produce milling patterns at large time. The confusion
matrix and pattern indicator scores are finer indicators of performance in this case.












With this setup, a double-milling pattern appears 100% of the time (see [37]). The
other parameters are reported in table 3.19. We use piecewise constant polynomials
with nx = 122 basis functions to approximate ϕE. The comparison of the true ϕA and
the estimated ϕ̂
A
is shown in Fig.3.5. As it is shown in Fig. 3.5, our estimator closely
Figure 3.5: (FM2D) Comparison of ϕE and ϕ̂
E
, with the relative error being 6.0 · 10−2 ±
2 · 10−3 (calculated using (3.4.2)). The true interaction kernel is shown in black solid
line, whereas the mean estimated interaction kernel is shown in blue solid line with its
confidence interval shown in blue dotted lines. Shown in the background is the comparison
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resembles ϕE, however when r is close to 0, there is a sharp drop of ϕE to −∞, the
availability of r data close to 0 becomes scarcer, and since we are using a uniform
basis to approximate ϕE, the difference between ϕE and ϕ̂
E
is apparent in this range.
The comparison of the true trajectory X(t) and learned X̂(t) is shown in Fig. 3.6.
Our predicted system can still estimate the position/velocity of the agents in large
Figure 3.6: (FM2D) Comparison of X and X̂, with the errors reported in table 3.20. The
first row of trajectories are generated from an initial condition taken from the observation
data. The second row of trajectories are generated from another randomly chosen initial
condition. The first column of trajectories are generated from the true interaction kernel,
whereas the second column of trajectories are generated from our estimated kernel with the
same initial conditions. The color of the trajectory indicates the flow of time, from deep
blue (at t = T0) to light green (at t = Tf ).
time, i.e., for t ≫ T , with relatively small error, around 10−2. Moreover, when the
dynamics enters its milling state, our predicted system is also in the same milling
state. We provide a quantitative insight into the difference between trajectories in
table 3.20.
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[0, T ] [T, Tf ]
meanIC: Training ICs on x 2.35 · 10−1 ± 8 · 10−3 8.38 · 10−1 ± 9 · 10−3
meanIC: Training ICs on v 3.6 · 10−1 ± 1 · 10−2 1.13± 1 · 10−2
stdIC: Training ICs on x 1.18 · 10−1 ± 7 · 10−3 2.59 · 10−1 ± 9 · 10−3
stdIC: Training ICs on v 1.64 · 10−1 ± 6 · 10−3 3.1 · 10−1 ± 1 · 10−2
meanIC: Random ICs on x 2.34 · 10−1 ± 8 · 10−3 8.35 · 10−1 ± 9 · 10−3
meanIC: Random ICs on v 3.6 · 10−1 ± 1 · 10−2 1.12± 1 · 10−2
stdIC: Random ICs on x 1.15 · 10−1 ± 5 · 10−3 2.5 · 10−1 ± 1 · 10−2
stdIC: Random ICs on v 1.63 · 10−1 ± 8 · 10−3 3.1 · 10−1 ± 1 · 10−2
Table 3.20: (FM2D) Trajectory Errors: Initial Conditions (ICs) used in the training set
(first two rows), new ICs randomly drawn from µx (second set of two rows). The trajectory
errors in x/v is calculated using (3.4.3)/(3.4.4).
We are getting 10−1 relative accuracy for estimating positions/velocities within
the learning time interval (i.e. [0, T ]); however, as time goes on, we can see roughly
linear growth of the errors (Tf = 5T ).




. In the case of
mi = 1 for FM2D, it becomes, xCM(t) =
1
N
xi(t). We consider the indicator score Is
(at t = Tf ), Is = Iflock − Imill, where Iflock, Imill are taken from [38]. Here, the flocking















i=1 ∥(xi(Tf )− xCM(Tf ))× vi(Tf )∥∑︁N
i=1 ∥xi(Tf )− xCM(Tf )∥ ∥vi(Tf )∥
⃦⃦⃦⃦
⃦ .
When Imill = 1 when perfect milling
4 (around the same axis) occurs; meanwhile
Iflock = 0 if Imill = 1. Therefore Is ∈ [−1, 1]. As suggested by the thresholds in [37],
we use the case, Is ≤ −0.5, to indicate milling. The true systems always show milling
pattern (in fact, it shows double milling), and 100% of our estimated systems also
4The reason why we choose to use ∥(xi(Tf )− xCM(Tf ))× vi(Tf )∥ is because it covers the case
of double milling: half of the agents are rotating around the same axis, and the other half rotate
around the same axis but in the exact opposite direction.
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show milling.
Next for the pattern indicator scores, let PI1 be the relative error of Is over M
trials. And PI2 is the relative error between the pair (Iflock, Imill) (in ℓ2 norm) over M
trials. The scores are reported in table 3.21. Milling patterns in dynamics are very
PI1 PI2
meanIC: Training ICs 2.47 · 10−2 ± 6 · 10−4 2.21 · 10−2 ± 5 · 10−4
stdIC: Training ICs 2.2 · 10−2 ± 2 · 10−3 1.8 · 10−2 ± 1 · 10−3
meanIC: Random ICs 2.49 · 10−2 ± 3 · 10−4 2.22 · 10−2 ± 3 · 10−4
stdIC: Random ICs 2.26 · 10−2 ± 6 · 10−4 1.83 · 10−2 ± 6 · 10−4
Table 3.21: (FM2D) Pattern Indicator Scores: ICs used in the training set (first two rows),
new ICs randomly drawn from µx (second set of two rows).
delicate. The intricate balance α/β and the H-stability of Ui decides the appearance
of milling in a dynamics, especially when Ui is not H-stable for double milling patterns.
In the case of the true dynamics showing milling (to be exact, double milling), our
predicted systems can capture the same behavior (with high accuracy) both in terms
of Is and the pair, (Iflock, Imill).
3.5.4 Fish Milling in 3 dimensions
Next, we consider a cohesive collective dynamics in 3D of self-propelled particles
within a fluid environment, introduced in [37]. It is a more complicated 3D extension
of the FM2D model, where agents could experience self-propelling force in a fluid.
The governing equations of the Fish Milling Dynamics in R3 (FM3D) are,
ẍi = −γ(ẋi − u(xi)) + FM(ẋi,u(xi))−∇xiUi, for i = 1, · · ·N.
Here, u is the lab-frame fluid velocity generated at position xi, −γ(ẋi − u(xi)) gives
the drag force (γ > 0), FM (ẋi,u(xi)) represents the self-propelling motility force, and
−∇xiUi is the agent-to-agent interaction force on agent i, and the energy potential Ui
122
3.5. EMERGENT BEHAVIORS INDUCED BY ϕ(R)
is the same Morse potential defined in sec. 3.5.3. FM is defined as follows
FM(ẋi,u(xi)) = (α− β ∥ẋi − λu(xi)∥2)(ẋi − λu(xi)).
The parameters, α, β > 0, give the self-acceleration and deceleration, respectively;
0 ≤ λ ≤ 1 is a perception coefficient, with λ = 0 showing a “clear” fluid (and it gives
the classical Rayleigh-Helmholtz friction), and λ = 1 for an “opaque” fluid; and the
lab-frame fluid velocity u is given as follows
Table 3.22 shows how the FM3D dynamics fits into the framework of (3.2.2).














Table 3.22: (FM3D) Mapping to (3.2.2)
M d α β G λ γ Tf T µ
x µẋ
500 3 10−4 α3 10
−4 1.0 10−4 20 4 Unif. on [0, 2.8 3
√
3]3 Unif. on [0, 0]3
Table 3.23: (FM3D) Parameters for Experiment Setup
The delicate balance between the self-propelling force (in the presence of a fluid
environment) and the collective force induced by the energy kernel Ui can create a
wide range of patterns for such dynamics. And the H-stability of Ui is the key at
producing milling patterns. Again, we want to understand the milling pattern and
predict such a pattern with our estimators when the true system shows milling.
We consider the following interaction law,










We also use the parameters in table 3.23 to set up the experiment. Piece-wise linear
polynomials with nx = 74 basis functions are used to approximate ϕE. The comparison
of the true ϕA and the estimated ϕ̂
A
is shown in Fig.3.7. As it is shown in Fig. 3.7, our
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Figure 3.7: (FM3D) Comparison of ϕE and ϕ̂
E
, with the relative error being 1.49 · 10−1 ±
3.4 · 10−3 (calculated using (3.4.2)). The true interaction kernel is shown in black solid
line, whereas the mean estimated interaction kernel is shown in blue solid line with its
confidence interval shown in blue dotted lines. Shown in the background is the comparison





, deviates from ϕE for r close to 0, for similar reasons as those discussed
for the 2D case. The comparison of the true trajectory X(t) and learned X̂(t) is
shown in Fig. 3.8. A 3D milling pattern is more complicated than its 2D counterpart.
In the case of our experiments, some of the trajectories show a pattern of rotation
about a fixed point. And our estimated dynamics also shows similar behavior. We
provide a quantitative insight into the difference between trajectories in table 3.24.
[0, T ] [T, Tf ]
meanIC: Training ICs on x 4.9 · 10−2 ± 4 · 10−3 6.8 · 10−1 ± 4 · 10−2
meanIC: Training ICs on v 1.6 · 10−1 ± 1 · 10−2 1.2± 3 · 10−1
stdIC: Training ICs on x 5.0 · 10−3 ± 3 · 10−4 2.3 · 10−1 ± 3 · 10−2
stdIC: Training ICs on v 3.3 · 10−2 ± 2 · 10−3 4 · 10−1 ± 4 · 10−1
meanIC: Random ICs on x 4.9 · 10−2 ± 4 · 10−3 6.8 · 10−1 ± 4 · 10−2
meanIC: Random ICs on v 1.5 · 10−1 ± 1 · 10−2 1.2± 3 · 10−1
stdIC: Random ICs on x 5.1 · 10−3 ± 3 · 10−4 2.3 · 10−1 ± 4 · 10−2
stdIC: Random ICs on v 3.2 · 10−2 ± 1 · 10−3 4 · 10−1 ± 5 · 10−1
Table 3.24: (FM3D) Trajectory Errors: Initial Conditions (ICs) used in the training set
(first two rows), new ICs randomly drawn from µx (second set of two rows). The trajectory
errors in x/v is calculated using (3.4.3)/(3.4.4).




. In the case of mi = 1
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Figure 3.8: (FM3D) Comparison of X and X̂, with the errors reported in table 3.24. The
first row of trajectories are generated from an initial condition taken from the observation
data. The second row of trajectories are generated from another randomly chosen initial
condition. The first column of trajectories are generated from the true interaction kernel,
whereas the second column of trajectories are generated from our estimated kernel with the
same initial conditions. The color of the trajectory indicates the flow of time, from deep
blue (at t = T0) to light green (at t = Tf ).
for FM3D, it becomes, vCM(t) =
1
N
vi(t). We consider the indicator score Is (at t = Tf )
from [37],
Is = Iflock − Imill.
Here, the flocking score Iflock is defined as,
Iflock = 1−
∑︁N






Again Iflock = 1 when perfect flocking occurs. The milling score Imill has two pieces:
we first define the rotational axis ωi for agent i,
ωi =
vi(Tf )× (miv̇i(Tf ))
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When Imill = 1 when perfect milling (around the same axis) occurs; meanwhile Iflock = 0
if Imill = 1. Therefore Is ∈ [−1, 1]. As suggested by the thresholds in [37], we use the
case, Is ≤ −0.5, to indicate milling, see the results in table 3.25.
Predicted Non-Milling Predicted Milling
True Non-Milling: Training ICs 99± 2% 1± 2%
True Milling: Training ICs 0% 0%
True Non-Milling: Random ICs 99± 3% 1± 3%
True Milling: Random ICs 0% 0%
Table 3.25: (FM3D) Confusion Matrix: ICs used in the training set (first two rows), new
ICs randomly drawn from µx (second set of two rows). It is generated using table 3.4.
The true FM3D systems show a non-milling5 pattern. Furthermore, our predicted
systems show a exceptionally similar probability of displaying the non-milling patterns.
We provide more statistics about the confusion matrix in order to understand our
prediction of milling behavior better in table 3.26.
Accuracy Precision Recall F -Score
Training ICs 99± 2% 30± 48% 100% 30± 48%
Random ICs 99± 3% 70± 48% 100% 70± 48%
Table 3.26: (FM3D) Confusion Matrix Statistics: ICs used in the training set, new ICs
randomly drawn from µx. It is generated using table 3.5.
Next, we use the pattern indicator scores to probe deeper into the actual large-time
behavior of our predicted systems. PI1 is the relative error of Is. And PI2 is the
relative error of predicting the pair (Iflock, Imill) (in ℓ2 norm). The scores are reported
in table 3.27.
PI1 PI2
meanIC: Training ICs 3 · 10−1 ± 1 · 10−1 3 · 10−1 ± 1 · 10−1
stdIC: Training ICs 3 · 10−1 ± 2 · 10−1 3 · 10−1 ± 3 · 10−1
meanIC: Random ICs 3 · 10−1 ± 1 · 10−1 3 · 10−1 ± 1 · 10−1
stdIC: Random ICs 3 · 10−1 ± 3 · 10−1 3 · 10−1 ± 3 · 10−1
Table 3.27: (FM3D) Pattern Indicator Scores: ICs used in the training set (first two rows),
new ICs randomly drawn from µx (second set of two rows).
5The milling score given by [37] fails to capture the case of milling around a fixed point, hence
the non-milling pattern.
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Not only can we predict Is with relatively high accuracy, but also can we offer
insight into the actual pair of scores, (Iflock, Imill).
3.6 Emergent Behaviors Induced by ϕ(r, s)
The flexibility of the learning algorithm given in [89] allows for a generalization of the
dynamical system where the interaction kernels can depend on more than just one
variable, i.e., more than just r (the pairwise distance data). For example, in modeling
the movement of groups of animals, field of vision can affect how individuals influence
each other; in synchronized fireflies, not only can the fireflies form spatial patterns,
their light-emitting states can be also be locked in synchronization. We consider
an important example in [102] which models how oscillators can sync and swarm
together, hence the interaction kernels depend on both r and ξ (the pairwise difference
in phases). Further study of this type of model has been done in [63, 82, 77, 101], a
review with applications to computation is given in [100], and a historical review of
the development of the synchronization models can be found in [127].
These authors sought to develop a plausible model that could explain systems
where a phase or real-valued feature affects the motion – and vice versa. They called
such systems “swarmalators” to emphasize the combined behavior of swarming and
synchronized oscillation of phases in the system.
For the Synchronized Oscillator Dynamics (SOD), each agent is indexed by i, ξi
is its phase, xi is (as usual) its position, ωi is the fixed natural frequency, vi is the
fixed self-propulsion velocity. The dynamics of xi and ξi are governed by the following
equations,
⎧⎪⎪⎨⎪⎪⎩







(A+ J cos(ξi′ − ξi))−B xi′−xi∥xi′−xi∥2
)︁
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Table 3.28 shows how the SOD dynamics fits into the framework of (3.2.1).
Category K Fx(xi, ξi) F
ξ(xi, ξi) ϕ
A(r, sx) ϕξ(r, sξ)







Table 3.28: Mapping of SOD to (3.2.1)
M vi ωi d Tf T µ
x µξ
1000 0 0 4 20 4 Unif. on [−1, 1]2 Unif. on [−π, π]
Table 3.29: (SOD) Parameters for Experiment Setup
With certain choices of A, J,B and K, the SOD dynamics is going to produce
either a static or a non-static spatial pattern with either phases in sync or out of
sync (a total of 5 different states, see [102] for details). We consider the following
interaction law,
ϕE(r, sx) =








Here K and J are changing and we take sx = sξ = ξ (the pairwise difference in the
phases, i.e., ξi′−ξi). We consider a particular set of (J,K) values, i.e. (J,K) = (0.1, 1),
which gives a static synchronous state. In table 3.29 we describe the other parameters
that we use to set up the experiment. Here we use piecewise linear polynomials
with nx = 900 (with 30 basis functions in each dimension) and nξ = 900 (with 30
basis functions in each dimension) basis functions to approximate ϕE and ϕξ. The
comparison of the true ϕA and the estimated ϕ̂
A
is shown in Fig.3.9. As is shown in
Fig. 3.9(a) and Fig. 3.9(b), even with the interaction laws being 2-dimensional, we
can still infer from the data with around 10−1 relative accuracy with relatively small
number of basis functions. A comparison of the true trajectory X(t) and learned X̂(t)
is shown in Fig. 3.10. A visual comparison of the trajectories between the true and
estimated dynamics shows that the difference is small. An more quantitative insight
into the difference between trajectories is provided in table 3.30.
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((a)) Comparison of ϕE and ϕ̂
E
, the relative
error is 4.5 · 10−1 ± 9 · 10−2 (calculated using
(3.4.2)).
((b)) Comparison of ϕξ and ϕ̂
ξ
, the relative error
is 2 · 10−1 ± 1 · 10−1 (calculated using (3.9.2)).
Figure 3.9: (SOD) The true interaction laws are shown in black, and the mean estimated
interaction laws are shown in blue.
[0, T ] [T, Tf ]
meanIC: Training ICs on x 4.69 · 10−2 ± 5 · 10−4 7.2 · 10−2 ± 1 · 10−3
meanIC: Training ICs on ξ 2.97 · 10−2 ± 5 · 10−4 3 · 10−1 ± 7 · 10−1
stdIC: Training ICs on x 9 · 10−3 ± 1 · 10−3 3.5 · 10−2 ± 1 · 10−3
stdIC: Training ICs on ξ 3.0 · 10−2 ± 2 · 10−3 8± 22
meanIC: Random ICs on x 4.67 · 10−2 ± 6 · 10−4 7.2 · 10−2 ± 1 · 10−3
meanIC: Random ICs on ξ 3.0 · 10−2 ± 1 · 10−3 1.2 · 10−1 ± 8 · 10−2
stdIC: Random ICs on x 9 · 10−3 ± 2 · 10−3 3.5 · 10−2 ± 2 · 10−3
stdIC: Random ICs on ξ 2.9 · 10−2 ± 3 · 10−3 2± 3
Table 3.30: (SOD) Trajectory Errors: Initial Conditions (ICs) used in the training set
(first two rows), new ICs randomly drawn from µx (second set of two rows). The trajectory
errors in x/ξ is calculated using (3.4.3)/(3.4.5).
The Synchronized Oscillator dynamics is a complex dynamical system with xi
and a periodic ξi interacting with each other within the agents themselves and also
collectively among the other agents; however we are still able to maintain 2-digit
relative accuracy in reproducing the trajectories, and in predicting the large-time
behavior of the trajectories, the errors do not grow exponentially. We are considering
the static synchronous state, hence we check the distribution of the phases at time
Tf to see if the phases are in sync. In particular, we use the mean and the variance
of the phases at time Tf . If the variance of {ξi(Tf)}Ni=1 is smaller than 0.01, we say
that the dynamics is in static synchronous state. Since the true systems always show
synchronous state, our estimated systems also shows synchronization of phases with
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Figure 3.10: (SOD) Comparison of X and X̂, with the errors reported in table 3.30. The
first row of trajectories are generated from an initial condition taken from the observation
data. The second row of trajectories are generated from another randomly chosen initial
condition. The first column of trajectories are generated from the true interaction kernel,
whereas the second column of trajectories are generated from our estimated kernel with the
same initial conditions. The color of the trajectory indicates the flow of time, from deep
blue (at t = T0) to light green (at t = Tf ).
the same certainty.
Next, we use the following pattern indicator scores to discuss the quantitative
predication performance of our estimators. PI1 is the relative error of the variance of
the phases at time Tf , and PI2 is the relative error of the mean of the phases at time
Tf . The scores are reported in table 3.31.
PI1 PI2
meanIC: Training ICs 0 8 · 10−2 ± 2 · 10−1
stdIC: Training ICs 0 2± 5
meanIC: Random ICs 0 3 · 10−2 ± 3 · 10−2
stdIC: Random ICs 0 4 · 10−1 ± 6 · 10−1
Table 3.31: (SOD) Pattern Indicator Scores: ICs used in the training set (first two rows),
new ICs randomly drawn from µx (second set of two rows).
Our estimated systems display exactly the same synchronization behavior as the
true system (variance of the phases is exactly 0). Meanwhile, we can reproduce the
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final synchronized phase with relative high accuracy, however it comes with a big
uncertainty.
3.7 Emergent Behaviors Induced by Parametric
Families of Interaction Kernels
In recent years, there has been rapid growth in developing algorithms (either theo-
retical or numerical) to identify the governing equations of physical systems based
on observed data. A notable collection of these approaches assume a parametric
form of the equations to perform various kinds of regression, usually sparse regression
against an enormous library of standard mathematical functions, to fit the parameters
[23, 115, 22]. Other approaches use force-based, statistical mechanics, and multiscale
methods – see the works [7, 91, 74, 14, 118]. Our non-parametric learning approach
can also be used to discover the elaborate structure of the true interaction law, i.e.,
ϕ(r) = ϕ(r;P ), where P =
[︃
p1 · · · pk
]︃
is a vector of parameters. In many settings,
ϕ can be written as ϕ(r;P ) = J(P )ϕm(r), where J(·) might offer physical insight
through its effect on the parameters. In this chapter, we will focus on the case when
P is 1-dimensional, i.e., a family of one-parameter interaction laws.
We consider a simplified planetary movement in our solar system (GSS) as a second
order collective dynamical system example with parametric interaction laws. We take
xi(t) ∈ R2 or R3 as the position of each planet (only the planets in the inner-solar
system are considered, i.e., Mercury, Venus, Earth and Mars, hence N = 5). Their










, for i = 1, · · · , N. (3.7.1)
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m̃Ii is the inertia mass of the i
th astronomical object (AO), and m̃Gi is the gravitational
mass of the corresponding AO. In our setting we will assume that they are the same,






(xi′ − xi), for i = 1, · · · , N. (3.7.2)
Here m̃i is the unknown mass of the i
th AO, and G = 6.67408 · 10−11m3kg−1s−2 is the
gravitational constant (known to the algorithm). There are a total of 5 different types
of agents (each AO is of its own type) in this system, and the true interaction laws are
ϕEk,k′(r; m̃k′) = Gm̃k′ ·
1
r3
, for k, k′ = 1, · · · , 5.
Here, the ϕEk,k′ is parameterized by J(p1) = Gp1 with p1 = m̃k′ . Table 3.32 shows how
the GSS dynamics fits into the framework of (3.2.2).







Value 1 ∅ N ∅ ∅ Gmk′˜
r3
∅
Table 3.32: (GSS) Mapping (3.2.2)
M d Tf T
500 2 913day 182.6day
Table 3.33: (GSS) Parameters for Experiment Setup
We also use the parameters in table 3.33 to set up the experiment. These parameters
are based on simple astronomical features of the system and are used for simulation
of the dynamics and getting an appropriate and realistic number of observations. We
use piecewise linear polynomials with nEk,k′ = 100 for ϕ
E
k,k′ when k ̸= k′, and piecewise
constant polynomials with nEk,k = 1 for ϕ
E
k,k. Each AO is given an index as follows: the
Sun is assigned an index 1, and depending on the distance from the Sun, the index is
increased gradually, and stopping at 5 for Mars. We use the following units: 1 day
for time scale, 106 km for length scale, and 1024 kg for mass scale. The gravitational
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constant G becomes 8.642 · 6.67408 · 10−6(106km)3(1024kg)−1day−2. We also use the
following data from NASA in table 3.34.
Category Sun Mercury Venus Earth Mars
Mass (1024kg) 1.989 · 106 0.33 4.87 5.97 0.642
Perihelion (106km) N/A 46 107.5 147.1 206.6
Aphelion (106km) N/A 69.9 108.9 152.1 249.2
Orbital Period (day) N/A 88 224.7 365.2 687
Table 3.34: (GSS) NASA Data for Each AO
The initial position distribution for the astronomical objects, µx, is constructed
as follows: the Sun is always placed at the origin, whereas the planets are randomly
placed on ellipses with their corresponding perihelion and aphelion data, and the
Sun is sitting at one of the foci (Sun is the common focus of all initial elliptical
trajectory). We construct a distribution, µẋ, which gives the initial velocities for the
astronomical objects as follows: the Sun always has zero initial velocity, whereas the
planets will have their initial velocity depending on their initial position and satisfying
the Vis-Viva equation (see [86] for details). The comparison of the true ϕEk,k′ ’s and
the estimated ϕ̂
E
k,k′ ’s is shown in Fig.3.11. We inferred a total of N
2 = 25 different
interaction laws all together from the observation data. As shown in Fig. 3.11, the
interactions from planets on the Sun and the Sun on planets are estimated with high
accuracy, however the estimated inter-planet interactions offer little valuable insight of
the original interactions. This is likely driven by the domination of the sun in terms
of effect on the dynamics – due to its mass. The effect of the Sun’s mass creates
a form of ill-posedness of the system which affects the accuracy of our estimation.
Realizing the possibility of a parametric form of the interaction laws, we go through a
delicate decoupling procedure detailed in 3.7.1, and produce a cleaned up version of
ϕ̂
E
k,k′ ’s, shown in Fig. 3.12. As shown in Fig. 3.12, we are able to de-noise the original
estimators and obtain a much cleaner presentation of the interaction laws. Relative
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Figure 3.11: (GSS) Comparison of ϕEk,k′ ’s and ϕ̂
E
k,k′ ’s , the relative errors are reported in
table 3.35. For example, ϕE1,2 on cell (1, 2) of the plot represents the true force Mercury has
on Sun. Within each sub-plot, the true interaction kernel is shown in black solid line, whereas
the mean estimated interaction kernel is shown in blue solid line with its confidence interval
shown in blue dotted lines. Shown in the background of each sub-plot is the comparison of
approximated ρL,k,k
′
T,r (in lighter color) versus the empirical ρ
L,M,k,k′
T,r (in darker color).
L2(ρT )-errors for each ϕ
E
k,k′ are provided in tables 3.35 and 3.36 in order to re-affirm
our claim.
k′ = 1 k′ = 2 k′ = 3 k′ = 4 k′ = 5
k = 1 0 1.6199 · 10−4 ± 7 · 10−8 1.13 · 10−7 ± 3 · 10−9 7.61 · 10−7 ± 6 · 10−9 2.71 · 10−5 ± 2 · 10−7
k = 2 1.6196 · 10−4 ± 8 · 10−8 0 1.5 · 10−1 ± 2 · 10−2 3.5 · 10−1 ± 7 · 10−2 9± 1.7
k = 3 1.03 · 10−7 ± 6 · 10−9 3.1 · 10−2 ± 8 · 10−3 0 1.42 · 10−4 ± 3 · 10−4 10 · 10−2 ± 1 · 10−2
k = 4 7.57 · 10−7 ± 3 · 10−9 3 · 10−2 ± 1 · 10−2 1.402 · 10−2 ± 7 · 10−5 0 2.2 · 10−2 ± 2 · 10−3
k = 5 2.717 · 10−5 ± 3 · 10−8 8 · 10−1 ± 2 · 10−1 3.3 · 10−2 ± 4 · 10−3 1.8 · 10−2 ± 3 · 10−3 0
Table 3.35: (GSS) Relative errors for the estimators, ϕ̂
E
k,k′ (calculated using (3.4.2)).
k′ = 1 k′ = 2 k′ = 3 k′ = 4 k′ = 5
k = 1 0 1.742 · 10−4 ± 4 · 10−7 2 · 10−5 ± 2 · 10−5 8 · 10−5 ± 8 · 10−5 5 · 10−3 ± 4 · 10−3
k = 2 2.9 · 10−3 ± 5 · 10−4 0 1.5 · 10−1 ± 2 · 10−2 2.4 · 10−2 ± 2 · 10−3 5 · 10−2 ± 3 · 10−2
k = 3 9.3 · 10−3 ± 4 · 10−4 3.49 · 10−2 ± 2 · 10−4 0 3.81 · 10−2 ± 3 · 10−4 1.5 · 10−1 ± 9 · 10−2
k = 4 1.7 · 10−3 ± 3 · 10−4 2.3 · 10−2 ± 2 · 10−3 4.47 · 10−2 ± 4 · 10−4 0 1.7 · 10−1 ± 9 · 10−2
k = 5 7 · 10−3 ± 3 · 10−3 5 · 10−2 ± 3 · 10−2 1.5 · 10−1 ± 9 · 10−2 1.7 · 10−1 ± 9 · 10−2 0




The comparison of true trajectory X(t) and X̂(t) is shown in Fig. 3.13.
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Figure 3.12: (GSS) Comparison of ϕEk,k′ ’s and cleaned-up ϕ̂
E
k,k′ ’s , the relative errors are
reported in table 3.36. Similar layout and setup as in Fig. 3.11.
[0, T ] [T, Tf ]
meanIC: Training ICs on x 6.6 · 10−4 ± 2 · 10−5 3.9 · 10−3 ± 2 · 10−4
meanIC: Training ICs on v 3.9 · 10−3 ± 1 · 10−4 2.13 · 10−2 ± 8 · 10−4
stdIC: Training ICs on x 5 · 10−4 ± 1 · 10−4 2.7 · 10−3 ± 4 · 10−4
stdIC: Training ICs on v 2.5 · 10−3 ± 3 · 10−4 1.30 · 10−2 ± 2 · 10−4
meanIC: Random ICs on x 6.8 · 10−4 ± 2 · 10−5 3.9 · 10−3 ± 1 · 10−4
meanIC: Random ICs on v 3.9 · 10−3 ± 1 · 10−4 2.13 · 10−2 ± 6 · 10−4
meanIC: Random ICs on x 5.3 · 10−4 ± 1 · 10−4 2.5 · 10−3 ± 3 · 10−4
stdIC: Random ICs on v 2.6 · 10−3 ± 4 · 10−4 1.2 · 10−2 ± 1 · 10−3
Table 3.37: (GSS) Trajectory Errors: Initial Conditions (ICs) used in the training set (first
two rows), new ICs randomly drawn from µx (second set of two rows). The trajectory errors
in x/v is calculated using (3.4.3)/(3.4.4).
Since the conservation of the sum of gravitational potential energy and kinetic
energy of each planet produces the elliptical orbits around the Sun, we will consider
the conservation of total energy (as the sum of gravitational potential energy and
kinetic energy) of each planet and Sun as the emergent behavior. The total energy for
each planet at time t is calculated as,








, for i = 2, · · · , 5.
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Figure 3.13: (GSS) Comparison of X and X̂, with the errors reported in table 3.37. The
first row of trajectories are generated from an initial condition taken from the observation
data. The second row of trajectories are generated from another randomly chosen initial
condition. The first column of trajectories are generated from the true interaction kernel,
whereas the second column of trajectories are generated from our estimated kernel with the
same initial conditions. The color of the trajectory indicates the flow of time, from t = 0 to
t = 4T ; and each AO uses a different set of colors, as given by the color bar on the right.
ri,1(t) = ∥xi(t)− x1(t)∥ and si = ∥vi(t)∥. Then we consider the variance and mean












When EVari < 10
−2 for i = 2, · · · 5, we consider the total energy to be conserved. Not
surprisingly, with the total energy of the true system being always conserved, and with
the predicted positions as well as their corresponding velocities of each AO estimated
with about 10−2 relative errors, 100% of the estimated systems show conservation
of total energy. We also consider a set of Pattern Indicator scores to quantitatively
measure the capability of our estimators to predict limit cycles correctly for GSS. PI1
measures the relative errors between the energy variance from the true system and
the predicted system over M trials. And PI2 measures the relative errors between the
mean energy from the true system and the predicted system over M trials. The scores
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are reported in table 3.38.
PI1 PI2
meanIC: Training ICs 2.85 · 10−1 ± 4 · 10−3 4.96 · 10−6 ± 4 · 10−8
stdIC: Training ICs 1.15 · 10−1 ± 3 · 10−3 8.9 · 10−7 ± 2 · 10−8
meanIC: Random ICs 2.87 · 10−1 ± 5 · 10−3 4.94 · 10−6 ± 4 · 10−8
stdIC: Random ICs 1.16 · 10−1 ± 3 · 10−3 9.1 · 10−7 ± 2 · 10−8
Table 3.38: (GSS) Pattern Indicator Scores: ICs used in the training set (first two rows),
new ICs randomly drawn from µx (second set of two rows).
Notice that the original system has its total energy variance being close to zero, and
we are able to reproduce the total energy variance which is close to zero; moreover, the
total energy of the predicted system for each planet resembles closely of its counterpart
in the true system.
We have studied the Solar system as an interacting agent-based systems where
each agent representing a different type due to the mass-based gravity. However, it is
clear that there is only one underlying interaction law with an associated parameter
(the mass) for each agent. Our learning approach performs well without any knowledge
of this structure and produces each pairwise interaction as a different function. But
in fact, they are a family of functions parameterized by one single parameter, which
is the mass of each agent. Therefore, in this subsequent section, we proceed to show
that the learned functions are close to the known gravitational kernel and that we can
discover the underlying masses using an appropriate decoupling procedure.
3.7.1 Discovery of the Parametric Form





′ = 2, · · · , N) closely, we observe






behave roughly the same, except at different scales. Such behavior prompts us to
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m(r) for k ̸= k′ with βk′ > 0.
Remark 3.7.1. We do not assume any particular form of ϕ̂
E




In fact, the original gravitational interaction kernels are parameterized by Gm̃i′ ,
i.e. ϕEk,k′(r) = Gm̃k′ · 1r3 .
Remark 3.7.2. The gravitational constant G represents the length and time scales
on which the experiment is conducted, and it will not be identifiable by our decoupling
procedure. Therefore, we assume that G is known. In fact, the first implicit measure-
ment of G with about 1% accuracy is attributed to Henry Cavendish in the Cavendish
experiment performed in 1797− 1798, and the result was published in Philosophical
Transactions of the Royal Society. Using the estimated G, with the radius of Earth
first calculated by the Greek mathematician Eratosthenes in approximately 230 BC,
and the gravitational acceleration, g ≈ 9.8m/sec2, determined by Galileo in the 16th
century, one can calculate the mass of the Earth, by connecting Newton’s second law
and universal law of gravitation, to get MEarth = 5.98 · 1024kg.
Since ϕ̂
E





k,k′ through a three-step optimization procedure. First, we consider a sequence of
points {rq}Qq=1 from the supports of ϕ̂
E
1,k′ for k
′ = 2, · · ·N (rq’s are taken as the centers
of the sub-intervals where the basis functions are built), and the following loss function,
f1(β1, · · · , βN , ϕ̂
E
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f1 is minimized over βk′ ≥ 0 for k′ = 1, · · · , N and ϕ̂
E
m(rq) ∈ R for q = 1, · · · , Q. We




q=1, due to the fact that the
Sun related terms have significantly more dominance in f1. Second, we extend the




q=1 to a continuous function, and express ϕ̂
E
m as a linear
combination of basis functions ψη (clamped B-spline functions of degree 2) over the
interval [R1, R2], where
R1 = min
k,k′=1,...,K
{Rmink,k′}, R2 = max
k,k′=1,...,K


















q=1, using the following loss
function,


















Here we take λ = 10−3. The result of extending the discrete points to a continuous
function is shown in Fig. 3.14.
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Figure 3.14: (GSS) Extension from discrete {ϕ̂x,∗m (rq)}
Q













q=1, to learn the βk′ again,
using the following loss function,















































to keep all terms balanced, and in this particular instance it especially counters the
dominance of the mass of the Sun, whose mass takes up more than 95% of the mass of
the whole solar system. The appropriate use of the dynamics-adapted measures enables
us to identify parameters correctly. f3 is minimized over βk′ ≥ 0 for k′ = 1, · · · , N .
The minimizer β∗k′ together with ϕ̂
E
m (from the previous two steps), will have the
following form
βk′ = C1m̃k′ for k









, with C1C2 = G.








Figure 3.15: (GSS) Comparison of true and mean estimated masses over 10 learning trials.
In order to offer deeper understanding of the difficulty of estimating the masses of
each AO, we provide the relative errors for estimating the mass of each astronomical
object in table 3.39 along with the mean and standard deviation of the estimated
masses.
Sun Mercury Venus Earth Mars
True Mass 1.9885 · 106 3.3 · 10−1 4.87 5.97 6.42 · 10−1
Estimated Mass 2.01 · 106 ± 1 · 104 3.35 · 10−1 ± 2 · 10−3 4.88± 3 · 10−2 6.05± 4 · 10−2 6.52 · 10−1 ± 5 · 10−3
Rel. Err. 1.1 · 10−2 ± 7 · 10−3 1.4 · 10−2 ± 6 · 10−3 4 · 10−3 ± 4 · 10−3 1.3 · 10−2 ± 6 · 10−3 1.6 · 10−2 ± 8 · 10−3
Table 3.39: (GSS) True, Estimated Masses, and the Relative Errors. Recall that the
masses are measured in unit: 1024 kg. Notice the immense difference in the scales of the
masses, with the mass of the Sun taking up over 99% of the whole Solar system, which
makes the mass estimation problem severely ill-posed.
3.8 Conclusion
We have demonstrated the effectiveness and efficiency of a nonparametric inference
procedure to estimate the governing structure of various kinds of collective dynamics
from observation of short-time trajectory data. Such estimators can be also used
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to predict the correct type of emergent behaviors of the observed systems at larger
timescales than those obtained from the training data. The governing models proposed
in section 3.2 encompass a wide range of dynamical systems of significant theoretical
and computational interests to the physics, biology, and social science communities;
and the algorithm in section 3.3 scales efficiently to a large number of homogeneous
or heterogeneous agents.
The systems included first-order, one-dimensional interaction kernels (Opinion
Dynamics in Sec. 3.5.1), second-order one-dimensional interaction kernels (Cucker-
Smale, Self-Propelling Particles in 2D/3D, in Sec. 3.5.2 to 3.5.4), first-order two-
dimensional interaction kernels (Synchronized Oscillator in Sec. 3.6), and second-order
families of one-dimensional interaction kernels with underlying, but unknown, single
parameters (Gravitational System in Sec. 3.7). In all cases, our estimators exhibit
high precision in terms of standard performance measures, as well as high accuracy at
capturing the proper type of emergent behaviors as measured by the confusion matrix
and pattern indicator scores appropriate to the system. Our final example studied the
intrinsic parametric structure of our learned estimators, which leads to the discovery
of some fundamental physical concepts, such as accurate mass and the underlying
shared kernel of 1
r2
for gravitational force.
Further study of more intricate parametric structure of the interaction laws is
ongoing as well as the theoretical foundations of the systems (3.2.1),(3.2.2). We are
also preparing the study of emergent behaviors on more complex systems with more
elaborate interaction laws and governing structures.
Acknolwedgements. We acknowledge support from NSF-ATD-1737984, AFOSR
FA9550-17-1-0280, NSF-IIS-1546392, NSF-IIS-1837991, NIH - T32GM119998; we




Similar to what we have defined for measuring the performance of ˆ︁ϕE, we will use
ρξ,k,k
′
T to give the performance indicators of





















































For measuring the difference, ϕξk,k′ − ϕ̂
ξ























For ( ˆ︁ϕE, ˆ︁ϕA, ˆ︁ϕξ) learned from any second-order system, we will need two new sets of
probability distributions. First, for ρE,k,k
′





























































⎤⎥⎥⎥⎥⎦, and ṙ, being not the derivative r, rather the pairwise
speed data, e.g., ṙi,i′(t) = ∥vi′(t)− vi(t)∥. Finally, ρξ,k,k
′


























































. The prediction error, ϕEk,k′ − ϕ̂
E
k,k′ , is measured in the
same norm defined in (3.4.2); for ϕξk,k′ − ϕ̂
ξ























and for ϕAk,k′ − ϕ̂
A



























Let (M, g) be a connected, smooth, and geodesically-complete d-dimensional Rieman-
nian manifold, with the Riemannian distance denoted by dM. Consider N interacting
agents, each represented by a state vector xi(t) ∈ M. Their dynamics is governed
by the following first order dynamical system, where ϕ, the interaction kernel, is the







Here w(z1, z2), for z1, z2 ∈ M, is a weight vector pointing in the tangent direction
at z1 to the shortest geodesic from z1 to z2. For this to make sense, we restrict our
attention to local interactions, e.g. by assuming that ϕ is compactly supported in a
sufficiently small interval [0, R], so that length-minimizing geodesics exist uniquely.
We discuss the well-posedness of this model in greater detail in section 4.2.1, where
we emphasize that this model is derived naturally as a gradient system with a special
potential energy depending on pairwise Riemannian distances.
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with L being the number of observations made in time and M being the number of
trajectories. We construct an estimator ϕ̂L,M,H of ϕ that is both close to ϕ in an
appropriate L2 sense, and generates a system in the form of (4.1.1) with accurate
trajectories when compared to the observed trajectories (generated by ϕ) with the same





Here H is a special function space containing suitable approximations to ϕ and EL,M,M
is a least squares loss functional built from the trajectory data, which also takes into
account the underlying geometry of (M, g). Having established a geometry-based
coercivity condition that ensures, among other things, the recoverability of ϕ by
a suitable sequence of ϕ̂L,M,H’s, our theory shows the convergence rate (in M) of
our estimator to the true interaction kernel is independent of the dimension of the















HereX0 ∈ MN is an initial system state, µx is a distribution of initial system states on
MN , ρLT,M is a dynamics-adapted probability measure which captures the distribution
of pairwise Riemannian distances, and C1(M) is a constant depending the geometry
of M (see sec. 4.4.3).
We also establish bounds on the error between the trajectories evolved using our
estimators and the true trajectories. Let X̂ [0,T ],X[0,T ] be trajectories evolved with















where dtrj is a natural geometry-based distance on trajectories and C2(M) is a constant
depending on the manifold’s geometry. As M grows, the norm on the right hand side
converges at the rate above, yielding convergence of the trajectories; full details are
given in section 4.4.4.
The numerical details of the algorithms for learning the estimator and computing
trajectories on manifolds are presented in the Appendix. The essential differences,
compared to the algorithms presented for Euclidean spaces, are the use of a geometric
numerical integrator for computing the evolution of the manifold-constrained dynamics,
and that at every time step we need to compute Riemannian inner products of tangent
vectors, geodesics and Riemannian distances. We demonstrate the performances of
our estimators on an opinion dynamics and a predator-swarm model, each constrained
on two model spaces: the two dimensional sphere S2 and the Poincaré disk.
4.1.1 Connections and Related Work
The research on inferring a suitable dynamical system of interacting agents from
observation data has been a longstanding problem in science and engineering; see
[91, 74, 50, 130] and references therein. Many recent approaches in machine learning
have been developed for inferring general dynamical systems, including multistep
methods [75], optimization [141], sparse regression [24, 115, 118], Bayesian regression
[145], and deep learning [109, 114]. In a different direction, the generalization of
traditional machine learning algorithms in Euclidean settings to Riemannian manifolds,
and the development of new algorithms designed to work on Riemannian manifolds,
has been attracting increasing attention; for example in variational calculus [124],
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reinforcement learning [112], deep learning [31] and theoretical CS [97].
4.2 Model Equations
In this section we introduce the governing equations which we use to model interact-
ing agents constrained on Riemannian manifolds, and discuss the properties of the
dynamics. Table 4.1 shows a list of definitions of the common terms used throughout
this chapter.
Variable Definition
(M, g) Riemannian Manifold with metric g
TxM Tangent plane to M at x
⟨·, ·,⟩ g(x), ⟨·, ·,⟩ g Inner product on TxM
∥v∥TxM, ∥v∥g Length of v ∈ TxM induced by g(x)
dM(·, ·) Riemannian distance induced by g
C1(X ) Set of cont. diff. functions on X ⊂ Rd
Table 4.1: Notation for first-order models, also see the Appendix.
4.2.1 Main model
In order to motivate the choice of the model equations we use, we begin with a
geometric gradient flow model of an interacting agent system. Consider a system of N
interacting agents, with each agent described by a state vector xi(t) on a d-dimensional
connected, smooth, and geodesically complete Riemannian manifold M with metric g.
The change of the state vectors seeks to decrease a system energy E:
dxi(t)
dt
= −∂xiE(x1(t), . . . ,xN(t)), i = 1, . . . , N.
Our first key assumption is that E takes the special form









for some U : R+ → R with U(0) = 0, and dM(·, ·) the geodesic distance on (M, g).
Simplifying, and omitting from the notation the dependency on t of ẋi and xi, we







for i = 1, . . . , N . We call ϕ(r) := 2U ′(r2) the interaction kernel. We have let
w(z1, z2) := dM(z1, z2)v(z1, z2) for z1, z2 ∈ M, with v(z1, z2) being, for z2 ̸= z1,
the unit vector (i.e. ∥v∥Tz1M = 1) tangent at z1 to the minimizing geodesic from z1
to z2 if z2 not in the cut locus of z1, and equal to 0 otherwise. In order to guarantee
existence and uniqueness of a solution for (4.2.1) over the time interval [0, T ], we make
a further assumption that ϕ belongs to the admissible space




for some constant S > 0. Here, R is smaller than the global injectivity radius of M,
and L∞ = L∞([0, R]). With this assumption, the possible discountinuity of v(z1, z2)
due to either z2 → z1 or z2 tends to a point in the cut locus of z1 is canceled by the
multiplication by dM(z1, z2) → 0 in the former case, and ϕ(dM(z1, z2)) → 0 in the
latter case. Therefore, the ODE system in (4.2.1) has a Lipschitz right hand side, thus
it has a unique solution existing for t ∈ [0, T ] [67].
With this geometric gradient flow point of view, the from of the equations and the
radial symmetry of the interaction kernels are naturally pre-determined by the energy
potential. This approach seems to us natural and geometric; for different approaches
see [6, 26]. Note that in the case of M = Rd with the Euclidean metric, we have
dM(xi,xi′) = ∥xi′ − xi∥ and v(xi,xi′) = xi′−xi∥xi′−xi∥ , and we recover the Euclidean space
models used in [19, 89] and the many works referenced therein.
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4.3 Learning Framework
We are given a set of trajectory data of the form {xmi (tl), ẋmi (tl)}
N,L,M
i,l,m=1, for 0 = t1 <
. . . < tL = T , with the initial conditions {xmi (0)}Ni=1 being i.i.d from a distribution
µ0(M). The objective is to construct an estimator ϕ̂L,M,H of the interaction kernel ϕ.
Before we describe the construction of our estimator, we introduce some notation.












where (MN , gNM) is the canonical product of Riemannian manifolds with product



















for ui, zi ∈ TxiM. The initial conditions, Xm0 are drawn i.i.d. from µx, where
µx = µ0(M) × · · · × µ0(M) = µ0(M)N . Note that all expectations will be with
respect to X0 ∼ µx. Finally, f cϕ is the vector field on MN (i.e. f cϕ(X) ∈ TXMN for































4.3.1 Geometric Loss Functionals
In order to simplify the presentation, we assume that the observation times, i.e. {tl}Ll=1,
are equispaced in [0, T ] (the general case is similar). We begin with the definition of
the hypothesis space H, over which we shall minimize an error functional to obtain an
estimator of ϕ.
Definition 4.3.1. An admissible hypothesis space H is a compact (in L∞-norm) and
convex subset of L2([0, R]), such that every φ ∈ H is bounded above by some constant
S0 ≥ S, i.e. ∥φ∥L∞([0,R]) ≤ S0; moreover φ is smooth enough to ensure the existence
and uniqueness of solutions of (4.2.1) for t ∈ [0, T ], i.e. φ ∈ H ∩ KR,S0.














where the norm ∥·∥g in TXmtl M











































loss functional is nonnegative, and reaches 0 when φ is equal to the (true) interaction
kernel ϕ if ϕ is also in H (i.e. ϕ ∈ H ∩ KR,S). Given that H is compact and convex,
EL,M,M is continuous on H, the minimizer of EL,M,M exists and is unique. We define
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Since EL,∞,M is continuous on H, the minimization of EL,∞,M over H is well-posed
and it has a unique minimizer ϕ̂L,∞,H := argmin
φ∈H
EL,∞,M(φ). Much of our theoretical
work establishes the relationship between the estimator ϕ̂L,M,H, the closely related (in
the infinite sample limit M → ∞) ϕ̂L,∞,H, and the true interaction kernel ϕ.
4.3.2 Performance Measures
We introduce a suitable normed function space in which to compare the estimator
ϕ̂L,M,H with the true interaction kernel ϕ. We also measure performance in terms of
trajectory estimation error based on a distance between trajectories generated from
the true dynamics (evolved using ϕ with some initial condition X0 ∼ µx) and the
estimated dynamics (evolved using the estimated interaction kernel ϕ̂L,M,H, and with
the same initial condition, i.e. X0).
Estimation Error
First we introduce a probability measure ρT,M on R+, that is used to define a norm to
measure the error of the estimator, derived from the loss functionals (given by (4.3.1)
and (4.3.2)), that reflects the distribution of pairwise data given by the dynamics as














where δ is the Dirac delta function. In words, this measure is obtained by averaging
δ-functions having mass at any pairwise distances in any trajectory, over all initial
conditions drawn from µx, over all pairs of agents and all times. A time-discretized
















The two probability measures defined above appear naturally in the proofs for the






















is used to define the estimation error: ||ϕ̂L,M,H(·) · −ϕ(·)·||L2(ρT,M). We also use a







Let Xm[0,T ] := (X
m
t )t∈[0,T ] be the trajectory generated by the m
th initial condition,
Xm0 . The trajectory estimation error between X
m
[0,T ] and X̂
m
[0,T ], evolved using, the
unknown interaction kernel ϕ and, respectively, the estimated one, ϕ̂, with the same

















We are also interested in the performance over different initial conditions, hence we
use meanIC and stdIC to report the mean and std of these trajectory errors over a
(large) number of initial conditions sampled i.i.d. from µx.
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4.3.3 Algorithm
The algorithm in section 4.9 shows the detailed steps on how to construct the estimator
to ϕ given the observation data.
4.3.4 Computational Complexity
Assuming a finite dimensional subspace of H, i.e. HM ⊂ H with d(HM) = n(M), we
are able to re-write the minimization problem of (4.3.1) over HM as a linear system,
i.e. AM α⃗ = b⃗M with AM ∈ Rn×n and b⃗M ∈ Rn×1; for details, see the Appendix. This
linear system is well conditioned, ensured by the geometric coercivity condition.
The total computational cost for solving the learning problem is: MLN2+MLdn2+
n3 with MLN2 for computing pairwise distances, MLdn2 for assembling AM and b⃗M ,
and n3 for solving AM α⃗ = b⃗M . When choosing the optimal n = n∗ ≈ ( MlogM )
1
2s+1 ≈M 13
(s = 1 for C1 functions) as per Thm. 4.8.6, we have comp. time =MLN2+MLdM
2
3 +
M = O(M 53 ). The computational bottleneck comes from the assembly of AM and b⃗M .
However, since we can parallelize our learning approach in m, the updated computing







. The total storage for
the algorithm isMLNd floating-point numbers for the trajectory data, albeit one does
not need to hold all of the trajectory data in memory. The algorithm can process the
data from one trajectory at a time, requiring LNd. Once the linear system, AM α⃗ = b⃗M ,
is assembled, the algorithm just needs to hold roughly n2 floating-point numbers in
memory. When we use the optimal number of basis functions, i.e. n∗ = M
1
3 , the




We present in this section the major results establishing the convergence of the
estimator ϕ̂L,M,H to ϕ, at the optimal learning rate, and bounding the trajectory
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estimation error between the true and estimated dynamics (evolved using ϕ̂L,M,H),
with their corresponding proofs in the Appendix.
4.4.1 Learnability: geometric coercivity condition
We establish a geometry-adapted coercivity condition, extending that of [19, 89]
to the Riemannian setting, which will guarantee the uniqueness of the minimizer of
EL,∞,M(φ), and that EL,∞,M(φ) controls the ∥·∥L2(ρT,M) distance between the minimizer
and the true interaction kernel.
Definition 4.4.1 (Geometric Coercivity condition). The geometric evolution system
in (4.2.1) with initial condition sampled from µx on MN is said to satisfy the geometric
coercivity condition on the admissible hypothesis space H if there exists a constant














In order to simplify the argument on how this geometric coercivity condition controls
















Then the geometric coercivity condition can be rewritten as
cL,N,H,M ∥φ(·)·∥2L2(ρLT,M) ≤ ⟨⟨φ, φ⟩⟩L2(ρLT,M),
and since the loss function from (4.3.2) can be written as EL,∞,H(φ) = ⟨⟨φ− ϕ, φ− ϕ⟩⟩,
this implies
cL,N,H,M ∥φ(·) · −ϕ(·)·∥2L2(ρLT,M) ≤ EL,∞,H(φ).
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Hence when EL,∞,H(φ) is small, ∥φ(·) · −ϕ(·)·∥L2(ρLT,M) is also small; hence if we con-
struct a sequence of minimizers of EL,∞,H over increasing H with decreasing EL,∞,H
values, the convergence of ϕ̂L,∞,H to ϕ can be established.
4.4.2 Concentration and Consistency
The first theorem bounds, with high probability, the difference between the estimator
ϕ̂L,M,H and the true interaction kernel ϕ, which makes apparent the trade-off between
the L2(ρLT,M)-distance between ϕ and H (approximation error), and M the number of
trajectories needed for achieving the desired accuracy. Here N (U , ϵ) is the covering
number of a set U with open balls of radius ϵ w.r.t the L∞-norm.
Theorem 4.4.1. Let ϕ ∈ L2([0, R]), and H an admissible hypothesis space such
that the geometric coercivity condition holds with a constant cL,N,H,M. Then, ϕ̂L,M,H,



















) + ln 1
τ
).
This quantifies the usual bias-variance tradeoff in our setting: on the one hand,
with a large hypothesis space, the quantity infφ∈H ∥φ(·) · −ϕ(·)·∥L2(ρLT,M) could be
made small. On the other hand, we wish to have the right number of samples to
make the variance of the estimator small, by controlling the covering number of the
hypothesis space H.
4.4.3 Convergence Rate
Next we establish the convergence rate of ϕ̂L,M,H to ϕ as M increases.
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Theorem 4.4.2. Let µx be the distribution of the initial conditions of trajectories,
and HM = Bn with n ≍ (M/logM)
1
2s+1 , where Bn is the central ball of Ln with radius
c1 + S, and the linear space Ln ⊆ L∞([0, R]) satisfies
dim(Ln) ≤ c0n and inf
φ∈Ln
∥φ− ϕ∥L∞ ≤ c1n
−s
for some constants c0, c1, s > 0. Suppose that the geometric coercivity condition holds















The constant s is tied closely to the regularity of ϕ, and it plays an important role
in the convergence rate. For example, when ϕ ∈ C1, we can take s = 1 with linear
spaces of first degree piecewise polynomials, we end up with a M
1
3 learning rate. The
rate is the same as the minimax rate for nonparametric regression in one dimension
(up to the logarithmic factor), and is independent of the dimension D = Nd of the
state space. Empirical results suggest that at least in some cases, when L grows, i.e.
each trajectory is sampled at more points, then the estimators improve; this is however
not captured by our bound.
4.4.4 Trajectory Estimation Error
We have established the convergence of the estimator ϕ̂L,M,H to the true interaction
kernel ϕ. We now establish the convergence of the trajectories of the estimated
dynamics, evolved using ϕ̂L,M,H, to the observed trajectories.
Theorem 4.4.3. Let ϕ ∈ KR,S and ϕ̂ ∈ KR,S0, for some S0 ≥ S. Suppose that X[0,T ]
and X̂ [0,T ] are solutions of (4.2.1) w.r.t to ϕ and ϕ̂, respectively, for t ∈ [0, T ], with
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X[0,T ], X̂ [0,T ]
)︂2]︂






where C(M, T ) is a positive constant depending only on geometric properties of M
and T , but may be chosen independent of T if M is compact.
While these bounds are mainly useful for small times T , given the exponential
dependence on T of the bounds, they can be overly pessimistic. It may also happen
that the predicted trajectories are not accurate in terms of agent positions, but they
maintain, and even predict from initial conditions, large-scale, emergent properties of
the original system, such as flocking of birds of milling of fish [146]. We suspect this
can hold also in the manifold setting, albeit in ways that are affected by geometric
properties of the manifold.
4.5 Numerical Experiments
We consider two prototypical first order dynamics, Opinion Dynamics (OD) and
Predator-Swarm dynamics (PS1), each on two different manifolds, the 2D sphere S2,
centered at the origin with radius 5
π
, and the Poincaré disk PD (unit disk centered
at the origin, with the hyperbolic metric). These are model spaces with constant
positive and negative curvature, respectively. We conduct extensive experiments on
these four scenarios to demonstrate the performance of the estimators both in terms of
the estimation errors (approximating ϕ’s) and trajectory estimator errors (estimating
the observed dynamics) over [0, T ].
For each type of dynamics, on each of the two model manifolds, we visualize
trajectories of the system, with a random initial condition (i.e. not in the training
set), driven by ϕ and ϕ̂. We also augment the system by adding new agents: without
any re-learning, we can transfer ϕ̂ to drive this augmented system (with N = 40 in
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our examples), for which will also visualize the trajectories (again, started from a
new random initial condition. We also report on the (relative) estimation error of
the interaction kernel, as defined in (4.3.3), and on the trajectory errors, defined in
(4.3.4).
For each system of N = 20 agents, we take M = 500 and L = 500 to generate
the training data. For each HM , we use first-degree clamped B-splines as the basis




d . We use a geometric numerical
integrator [66] (4th order Backward Differentiation Formula with a projection scheme)
for the evolution of the dynamics. For details, see the Appendix.
Opinion Dynamics (OD) is used to model simple interactions of opinions [6, 139]
as well as choreography [26]. In fig.4.1 we display trajectories of the system on the
two model manifolds. The results are summarized in fig.4.1. The relative error of
the estimator ϕ̂ for OD on S2 is 1.894 · 10−1 ± 3.1 · 10−4, whereas for OD on PD is
1.935 · 10−1 ± 9.5 · 10−4, both are calculated using (4.3.3). The errors for trajectory
prediction are reported in table 4.2.OD [0, T ]
meanS
2
IC: Training ICs 8.8 · 10−2 ± 1.7 · 10−3
meanS
2
IC: Random ICs 9.0 · 10−2 ± 1.6 · 10−3
meanPDIC : Training ICs 1.08 · 10−1 ± 1.6 · 10−3
meanPDIC : Random ICs 1.08 · 10−1 ± 2.6 · 10−3
Table 4.2: (OD on S2 or PD) meanIC is the mean of the trajectory errors over M initial
conditions (ICs), as defined in eq.(4.3.4).
Predator-Swarm System (PS1): this is a heterogeneous agent system, which is
used to model interactions between multiple types of animals [32, 103]. The learning
theory presented in section 4.4 is described for homogeneous agent systems, but the
theory and the corresponding algorithms extend naturally to heterogeneous agent
systems in a manner analogous to [90, 96]. In this case, there are different interaction
kernels, ϕk,k′ , one for each (directed) interaction between agents of type k and agents
of type k′. In our example here there are two types, {prey,predator}, and therefore
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4 interaction kernels; however there is only one predator, so the interaction kernel
predator-predator is 0. The results are visualized in fig.4.2. The (relative) errors of
the estimators are in table 4.3.
ErrS
2
1,1 = 2.98 · 10
−1 ± 5.9 · 10−3 ErrS
2
1,2 = 8.4 · 10
−3 ± 3.0 · 10−4
ErrS
2
2,1 = 2.5 · 10
−2 ± 1.6 · 10−3 ErrS
2
2,2 = 0
ErrPD1,1 = 6.2 · 10
−2 ± 3.0 · 10−3 ErrPD1,2 = 9.1 · 10
−4 ± 4.8 · 10−5
ErrPD2,1 = 2.7 · 10
−3 ± 1.4 · 10−4 ErrPD2,2 = 0
Table 4.3: (PS1 on S2 or PD) Relative estimation errors for ϕ̂.
PS1 [0, T ]
meanS
2
IC: Training ICs 2.36 · 10−2 ± 9.8 · 10−4
meanS
2
IC: Random ICs 2.40 · 10−2 ± 8.1 · 10−4
meanPDIC : Training ICs 6.3 · 10−3 ± 2.0 · 10−4
meanPDIC : Random ICs 6.4 · 10−3 ± 2.2 · 10−4
Table 4.4: As in table 4.2, but for the PS1 system.
Discussion: As shown in the figures and tables in this section, the estimators
not only provide close approximation to their corresponding interaction kernels ϕ’s,
but also capture additional information about the true interaction laws, e.g. the
support. The accuracy on the trajectories is consistent with the theory, and the lack
of overfitting and the ability to generalize well to predicting trajectories started at
new random initial conditions, which in general are very far from any of the initial
conditions in the training data, given the high-dimensionality of the state space. This
is truly made possible because we have taken advantage of the symmetries in the
system, in particular invariance of the governing equations under permutations of the
agents (of the same type, in the case of heterogeneous agent systems, such as PS1), and
radial symmetry of the interaction kernels. Further invariances, when the number of
agents increases, make it possible to re-use the interaction kernel estimated on a system
of N agents to predict trajectories of a system with the same interaction kernel, but a
different number of agents, which of course has a state space of different dimension.
This admittedly simple example of transfer would not possible for general-purpose




We have considered the problem of estimating the dynamics of a special yet widely used
set of dynamical systems, consisting of interacting agents on Riemannian manifolds.
These are driven by a first-order system of ODEs on the manifold, with a typically very
high-dimensional state space MN , where N is the (typically large) number of agents.
We constructed estimators that are optimal and avoid the curse of dimensionality,
but exploiting the multiple symmetries in these systems, and the simplicity of the
underlying interaction laws. Extensions to more complex systems of interacting agents
may be considered, in particular to second-order systems, which will require the use
of parallel transport on M, to more general interaction kernels, depending on other
variables beyond pairwise distances, as well as to systems interacting with a varying
environment.
4.7 Preliminaries
In this work, M is a connected, smooth, and geodesically complete d-dimensional
Riemannian manifold with Riemannian metric g. For details regarding the basic
definitions of Riemannian manifolds, geodesics, Riemannian distances, exponential
maps, cut loci, and injectivity radii, please see [79, 56]. We will discuss how to find
the minimal geodesic and the Riemannian distance between any two points on the
two prototypical manifolds used in our numerical algorithms: the two-dimensional
sphere (S2) and the Poincaré Disk (PD).
4.7.1 Riemannian Geometry on the 2D Sphere
The 2D Sphere (S2) of radius r and centered at the origin can be isometrically
embedded in R3 in the natural way, i.e., x,y ∈ S2 ⊂ R3. Then for any x,y ∈ S2, the
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Riemannian distance between x and y is given by






The minimal geodesic between x and y is the piece of the arc on the great circle of
S2 with the smallest length, assuming x and y are not in each others’ cut locus, i.e.
diametrically opposed. The unit vector on the minimal geodesic from x to y, denoted
as v(x,y), can be computed as follows
v(x,y) =
y − x− Proj−x(y − x)⃦⃦
y − x− Proj−x(y − x)
⃦⃦ .
Here Proju(w) is the projection of w onto u.
4.7.2 Riemannian Geometry on the Poincaré Disk
For any two points x,y ∈ PD on the Poincaré Disk (PD) where PD := {x ∈





, x ∈ PD ,
with δi,j being the Kronecker delta, and the corresponding Riemannian distance








The minimal geodesics between x and y are either straight line segments if x and y
are on a line through the origin or circular arc perpendicular to the boundary. For the
straight line segment case, we have the unit vector on the minimal geodesic from x to
y, denoted as v(x,y), computed as follows: we identify the vector y − x, computed
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in R2 as a tangent vector in TxM, then normalize it to obtain v(x,y) = y−x∥y−x∥TxM .
For the perpendicular arc case, we first find the inverse y′ of y w.r.t to the unit disk
(in R2); then we use the three points x,y,y′ to find the center o′ of the circle passing
through x,y and y′. Then the unit tangent vector on the geodesic from x to y is
computed as follows: , we compute y−x−Projo′−x(y−x) in R2 (with the Euclidean
metric), then identify it as a tangent vector in TxM, and normalize it:
v(x,y) =
y − x− Projo′−x(y − x)⃦⃦




4.8 Learning Theory: Foundation
In this section, we present the theoretical foundation needed to prove the theorems
presented in the main body. We follow the ideas presented in [89] with similar strategies
presented in [44, 64]. We begin with the following assumption.
Assumption 4.8.1. H is a compact (in L∞-norm) and convex subset of L2([0, R]),
such that every φ ∈ H is bounded above by some constant S0 ≥ S, i.e. ∥φ∥L∞([0,R]) ≤







ϕ(dM(xi(t),xi′(t)))w(xi(t),xi′(t)), i = 1, . . . , N. (4.8.1)
for t ∈ [0, T ], i.e. φ ∈ H ∩ KR,S0.
Another important observation is that since ϕ ∈ KR,S and T is finite, the distri-
bution of xi(t)’s does not blow up over [0, T ] ensuring that the xi(t)’s have bounded
distance from the xi(0)’s. In fact, let R0 be the maximum Riemannian distance
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dM(xi(t),xi′(t)) ≤ R0 + TRS, for t ∈ [0, T ].
Hence the xi(t)’s live in a compact (w.r.t to the dM metric) ball around the xi(0)’s,
denoted as BM(X0, R1) where R1 = R0 + TRS. Recall the definition of the loss
functional used to find the estimator, namely ϕ̂L,M,H to the unknown interaction















Further recall that the estimator is defined as ϕ̂L,M,H := argmin
φ∈H
EL,M,M(φ). When














The minimizer of EL,∞,M over H is defined as ϕ̂L,∞,H, which is closely related to ϕ̂L,M,H
(in the M → ∞ sense). And they are close to ϕ, when we establish the following
condition on H.
Definition 4.8.1 (Geometric Coercivity condition). The geometric evolution system
in (4.8.1) with initial condition sampled from µx on MN is said to satisfy the geometric
coercivity condition on the admissible hypothesis space H if there exists a constant















From this condition, we can derive the following theorem.
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Theorem 4.8.2. Let ϕ ∈ L2([0, R]), and H a compact (w.r.t the L∞ norm) and
convex subset of L2([0, R]) such that the geometric coercivity condition (4.8.4) holds
with a constant cL,N,H,M. Then, for ϕ̂L,M,H, estimated by minimizing (4.8.2) on the


























Here N (U , ϵ) is the covering number of a set U with open balls of radius ϵ w.r.t the
L∞-norm.
Using this concentration result, we can get the strong consistency of our estimators
under mild hypotheses.
Theorem 4.8.3. For a family of compact (w.r.t. the L∞ norm) convex subsets,
{HM}∞M=1, of L2([0, R]), when the following conditions hold, (i) ∪MHM is com-








ϕ̂L,M,HM (·) · −ϕ(·)·
⃦⃦⃦
L2(ρLT,M)
= 0 a.s. (4.8.6)
This theorem establishes the almost sure convergence of our estimator to the true
interaction kernel as M → ∞.
4.8.1 Concentration and Consistency
Our first step is to establish the consistency of the estimator for the true kernel ϕ of
the system. Note that H can be embedded as a compact (in L∞ sense) set of L2(ρLT,M).
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Our discussions of consistency under the L2−norm on manifolds can be regarded as a
natural extension from the case on Euclidean Space in [89]. We define the following





























(ϕii′′,t − φii′′,t)wii′′,t,⟩ g(xi(t)).
(4.8.7)
Here we take wii′,t = dM(xi(t),xi′(t))v(xi(t),xi′(t)) and ϕii′,t = ϕ(dM(xi(t),xi′(t));














We are ready to summarize some basic properties of EXt(φ).




≤ ∥φ1(·) · −φ2(·)·∥L2(ρ̂tM) ∥2ϕ(·) · −φ1(·) · −φ2(·)·∥L2(ρ̂tM) .
(4.8.8)
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Proof. Let φ1, φ2 ∈ H, and define φ1ii′,t := φ1(dM(xi(t),xi′(t))), similarly for φ2ii′,t.
Moreover, let rii′,t := dM(xi(t),xi′(t)) and wii′,t := dM(xi(t),xi′(t))v(xi(t),xi′(t)).
Immediately, we have
∥wii′,t∥Txi(t)M ≤ rii′,t,


















































(2ϕii′′,t − φ1ii′,t − φ2ii′,t)r2ii′′,t






With Proposition 4.1 proven, we get the following proposition establishing the
continuity of our error functionals.




≤ ∥φ1(·) · −φ2(·)·∥L∞ ∥2ϕ(·) · −φ1(·) · −φ2(·)·∥L∞⃓⃓
EL,∞,M(φ1)− EL,∞,M(φ2)
⃓⃓
≤ ∥φ1(·) · −φ2(·)·∥L2(ρLT,M) ∥2ϕ(·) · −φ1(·) · −φ2(·)·∥L2(ρLT,M) .
(4.8.9)
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∥2ϕ(·) · −φ1(·) · −φ2(·)·∥L2(ρ̂tM)
























∥φ1(·) · −φ2(·)·∥L2(ρ̂LT,M) ∥2ϕ(·) · −φ1(·) · −φ2(·)·∥L2(ρ̂LT,M)
≤ ∥φ1(·) · −φ2(·)·∥L∞ ∥2ϕ(·) · −φ1(·) · −φ2(·)·∥L∞
≤ R2 ∥φ1 − φ2∥L∞ ∥2ϕ− φ1 − φ2∥L∞ .








≤ ∥φ1(·) · −φ2(·)·∥L2(ρLT,M) ∥2ϕ(·) · −φ1(·) · −φ2(·)·∥L2(ρLT,M) ,
where ρLT,M = EX0∼µx [ρ̂
L
T,M].









, so we obtain the following Corollary:
Corollary 4.8.4. For φ ∈ H, define
LM(ψ) := EL,∞,M(φ)− EL,M,M(φ),
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≤ 2R2 ∥φ1 − φ2∥L∞ ∥2ϕ− φ1 − φ2∥L∞ .
Now we can consider the distance between the minimizer of the error functional




From the geometric coercivity condition and the convexity of H, we obtain
Proposition 4.3. For any φ ∈ H,










DL,M,H(φ) = EL,∞,H(φ)− EL,∞,M(ϕ̂L,∞,H).
Then, we show that we can uniformly bound
DL,∞,H(·)−DL,M,H(·)
DL,∞,H(·)+ϵ
on H with high
probability,




















where N (U, r) is the covering number of set U with open balls of radius r w.r.t the
L∞−norm.
The proof of Proposition 4.4 uses the following Lemma similar to Lemma 19 in
[89],
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Using the results we have just established, the proofs of theorems 4.8.2 and 4.8.3
now follow similarly to the analogous results in [89, 90, 96].
4.8.2 Rate of Convergence
Using these results, we establish the convergence rate of ϕ̂L,M,H to ϕ as M increases.
Theorem 4.8.6. Let µx be the distribution of the initial conditions of trajectories,
and HM = Bn with n ≍ (M/logM)
1
2s+1 , where Bn is the central ball of Ln with radius
c1+S, and the linear space Ln ⊆ L∞([0, R]) satisfies the dimension and approximation
conditions below,
dim(Ln) ≤ c0n and inf
φ∈Ln
∥φ− ϕ∥L∞ ≤ c1n
−s
for some constants c0, c1, s > 0. Suppose that the geometric coercivity condition holds















The proof of the theorem closely follows the ideas in [89] and their further devel-
opment in [90, 96], and is therefore omitted.
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4.8.3 Trajectory Estimation Error
Recall the following theorem on the trajectory estimator error:
Theorem 4.8.7. Let ϕ ∈ KR,S and ϕ̂ ∈ KR,S0, for some S0 ≥ S. Suppose that X[0,T ]
and X̂ [0,T ] are solutions of (4.8.1) w.r.t to ϕ and ϕ̂, respectively, for t ∈ [0, T ], with
X̂0 =X0. Then the following inequalities hold:
dtraj,MN
(︂
X[0,T ], X̂ [0,T ]
)︂2
≤ 4TC(M, T ) exp(64T 2S20)
⃦⃦⃦











X[0,T ], X̂ [0,T ]
)︂2]︂







where C(M, T ) is a positive constant depending only on geometric properties of M
and T , but may be chosen independent of T if M is compact.
It states two different estimates of the trajectory estimation error. First, it bounds
the system trajectory error for any one single initial condition; second, it bounds the
expectation of the worst trajectory estimation error on time interval [0, T ] among all
different initial conditions.
Proof of Theorem 4.8.7. Assume that ϕ ∈ KR,S, ϕ̂ ∈ KR,S0 , and Xt, X̂ t are two
system states generated by ϕ, ϕ̂ with the same initial conditions at some t ∈ [0, T ].
Next, we assume that M is isometrically embedded in Rd′ (at least one such embedding
exists, by Nash’s embedding theorem), via a map I : M → Rd′ . From now on, we































Define the function FMφ (x, ·) : M → TxM for every x ∈ M as FMφ (x, ·) :=
























































































































































































(·, x̂i′(s)))2 ∥xi′(s)− x̂i′(s)∥2Rd′
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Recall that T is small, hence the solution Xt and X̂ t live in a compact neighborhood
of the initial condition, X0 = X̂0 ∈ MN ; i.e. Xt, X̂ t ∈ BM(X0, R2) with R2 =
R0 + TRS0. From the compactness of (the closure of) this set, and via the embedding
I, we deduce that there exists a constant C1(M, I, T ) such that
dM(xi(t), x̂i(t)) ≤ C1(M, I, T ) ∥xi(t)− x̂i(t)∥Rd′ , for t ∈ [0, T ].
Since I is isometric, for u ∈ TxM we have ∥dI(u)∥Rd′ = ∥u∥TxM. Using both the
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C(M, T ) := inf
all isometric embeddings I
C1(M, I, T )2 ,
and choosing an isometric embedding I which gives a value at most twice the infimum,
we obtain
dM(Xt, X̂ t)








Now, take ϕ to be the true interaction kernel, and ϕ̂ the estimator of ϕ by our learning



















dtraj,M(X[0,T ], X̂ [0,T ])
2
]︂









If the trajectory data, {xmi (tl), ẋmi (tl)}
N,L,M
i,l,m=1, is given by the user, we use the following
geometry-based algorithm to find the minimizer of (4.8.2). First, we construct a
finite dimensional subspace of the hypothesis space, i.e. HM ⊂ H, where HM with
dimension d(HM) = n = n(M) ≈ O(M
1
3 ) is a space of clamped B-spline functions1






max being the minimum/maximum interaction
radius computed from the observation data. Hence the test functions can be expressed
as linear combination of the basis functions of HM , i.e., φ(r) =
∑︁n
η=1 αηψη(r) with
{ψη}nη=1 being a basis for HM . Next, we use either a local chart U : M → Rd
or a natural embedding I : M → Rd′ , such that xi ∈ M can be expressed using
either local coordinates in Rd (as in the PD case) or global coordinates in Rd′ (as
in the S2 case). The computation of ⟨·, ·,⟩ g(x) will be based on the choice of the
local chart, or on the embedding, accordingly. Then, we define a basis matrix,
Ψm ∈ (TXmt1M
N × · · · × TXmtLM
N)n, whose columns are























⎤⎥⎥⎥⎥⎦ ∈ TXtMN .
1Other type of basis functions can be considered, such as piecewise polynomials, Fourier, etc.
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Next, we define the derivative vector, d⃗
m
∈ TXmt1M
N × · · · × TXmtLM






















⟨Ψmη ,Ψmη′ ,⟩G, for η, η′ = 1, . . . , n.
Here the inner product ⟨·, ·,⟩G on Ψmη ∈ TXmt1M
N × · · · × TXmtLM
N is defined as

















⟨d⃗,Ψmη ,⟩G, for η = 1, . . . , n
Therefore, the minimization of (4.8.2) over HM can be rewritten as






AM is symmetric positive definite (guaranteed by the geometric coercivity condition),







In order to produce unique solution of (4.8.1) using ϕ̂, we smooth out ϕ̂ for the
evolution of the dynamics.
If the trajectory data is not given, we will generate it using a Geometric Numerical
Integrator, which is a fourth order Backward Differentiation Formula (BDF) of fixed
time step size h combined with a projection scheme. For details see [67]. Once a
reasonable evolution of the dynamics is obtained, we observe it at 0 = t1 < . . . < tL = T
to obtain a set of trajectory data, and use it as training data to input to the learning
algorithm. The observation times do not need to be aligned with the numerical
integration times, i.e. where numerical solution of {xmi (t), ẋmi (t)}
N,M
i,m=1 is obtained at
{tl′}L
′
l′=1 (except for t1 = 0 and tL′ = T ). When tl does not land on one of the numerical
integration time points, a continuous extension method is used to interpolate the
numerical solution at tl.
4.10 Numerical Experiments
We consider three prototypical first order dynamics, Opinion Dynamics (OD), Lennard-
Jones Dynamics (LJD), and Predator-Swarm dynamics (PS1), on two different man-
ifolds, the 2D sphere (S2 centered at the origin with radius 5
π
) and the Poincaré
disk (PD, unit disk centered at the origin, with the hyperbolic metric). The two
prototypical manifolds are chosen because S2 and PD are model spaces with constant
positive and negative curvature, respectively. We conduct extensive experiments on
the aforementioned six different scenarios to demonstrate the performance of our
learning approach for dynamics evolving on manifolds. We report the results in terms
of function estimation errors and trajectory estimation errors, and discuss in detail
the learning performance of the estimators.
The setup of the numerical experiments is as follows. We generate a set of
Mρ different initial conditions, and evolve the various dynamics of N agents for
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t ∈ [0, T ] using a Geometric Numerical Integrator with a uniform time step h (for
details see section 4.9); then we observe each dynamics at equidistant times, i.e.
0 = t1 < . . . < tL = T , to obtain a set of trajectory data, {xmi (tl), ẋmi (tl)}
N,L,Mρ
i,l,m=1 , to
approximate the “true” probability distribution ρLT,M. From this set of pre-generated
trajectory data, we randomly choose a subset of M ≪ Mρ of them to be used as
training data for the learning simulation. The hypothesis space where the estimator
is learned is generated as a set of n first-degree clamped B-spline basis functions







being the minimum and maximum interaction radii computed from the training and
trajectory data, respectively. Once an estimator, denoted as ϕ̂, is obtained, we report






















between, the true and estimated dynamics, evolved using ϕ or ϕ̂ with the same initial
conditions for t ∈ [0, T ] respectively, and observed at the same observation times
0 = t1 < . . . < tL = T , over both the training initial conditions and another set of M
randomly chosen initial conditions. Moreover, the above learning procedure is run
10 times independently in order to generate empirical error bars. We will report the
errors in the form of mean± std. Visual comparisons of ϕ versus ϕ̂, and X versus X̂
will be shown, and discussions of learning results will be presented in each subsection.
Table 4.5 shows the values of the common parameters shared by all six experiments.
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Mρ N L M Num. of Learning Trials RM on S2 RM on PD
3000 20 500 500 10 5 ∞
Table 4.5: Values of the parameters shared by the six experiments
Moreover, section 4.7 shows the details on how to calculate the geodesic direction and
the Riemannian distance between any two points on S2 and PD. The distribution of
the initial conditions, µx, is given as follows: uniform on M = S2; whereas uniform
















This radius is used so that the maximum distance between any pair of agents on the
Poincaré disk is 5. PS1 will have different setup for the initial conditions, which will
be discussed in section 4.10.4.
4.10.1 Computing Platform
We use a computing workstation with an AMD Ryzen 9 3900X CPU (which has 12
computing cores), and available 128 GB memory, running CentOS 7, provided and
managed by Prisma Analytics, Inc. . All 6 experiments are ran in the MATLAB
(R2020a) environment with parallel mode enabled and a parallel pool of 12 workers.
Such parallel mode is used in each experiment for the computation of ρLT,M, learning,
and trajectory error estimation. Detailed report of the running time for the experiments
is provided in the result section of each experiment.
4.10.2 Opinion Dynamics
We first choose opinion dynamics, which is used to model simple interactions of
opinions [6, 139] as well as choreography [26]. We consider the generalization of
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this dynamics to take place on two different manifolds: the 2D sphere (S2) and the
Poincaré disk (PD). We consider the interaction kernel
ϕ(r) :=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩





2 + c1r + d1,
1√
2




≤ r < 0.99
a2r
3 + b2r
2 + c2r + d2, 0.99 ≤ r < 1
0, otherwise
The parameters, i.e. (a1, a2, b1, b2, c1, c2, d1, d2), are chosen so that ϕ ∈ C1([0, 1]).
Table 4.6 shows the values of the parameters needed for the learning simulation.
nS2 nPD T h
51 69 10 0.01
Table 4.6: Test Parameters for OD.
Results for the S2 case: Fig. 4.3 shows the comparison between ϕ and its
estimator ϕ̂ learned from the trajectory data.
Figure 4.3: (OD on S2) Comparison of ϕ and ϕ̂, with the relative error being 1.894 · 10−1±
3.1 · 10−4 (calculated using (4.10.1)). The true interaction kernel is shown in black solid
line, whereas the mean estimated interaction kernel is shown in blue solid line with its
confidence interval shown in red dotted lines. Shown in the background is the comparison of





As it is shown in Fig. 4.3, the estimator is able to capture the compact support of
the ϕ from the trajectory data. Fig. 4.4 shows the comparison of the trajectory data
between the true dynamics and estimated dynamics.
Figure 4.4: (OD on S2) Comparison of X (generated by ϕ) and X̂ (generated by ϕ̂), with
the errors reported in table 4.7. Top: X and X̂ are generated from an initial condition
taken from the training data. Middle: X and X̂ are generated from a randomly chosen
initial condition. Bottom: X and X̂ are generated from a new initial condition with bigger
N = 40. The color of the trajectory indicates the flow of time, from deep blue (at t = 0) to
light green (at t = T ).
A quantitative comparison of the trajectory estimation errors is shown in Table
4.7.
[0, T ]
meanIC: Training ICs 8.8 · 10−2 ± 1.7 · 10−3
stdIC: Training ICs 5.9 · 10−2 ± 1.5 · 10−3
meanIC: Random ICs 9.0 · 10−2 ± 1.6 · 10−3
stdIC: Random ICs 6.0 · 10−2 ± 1.7 · 10−3
Table 4.7: (OD on S2) trajectory estimation errors: Initial Conditions (ICs) used in the
training set (first two rows), new ICs randomly drawn from µx (second set of two rows).
meanIC and stdIC are the mean and standard deviation of the trajectory errors calculated
using (4.10.2).
We also report the condition number and the smallest eigenvalue of the learning
matrix A to indirectly verify the geometric coercivity condition in table 4.8.
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Condition Number 1.8 · 105 ± 1.4 · 104
Smallest Eigenvalue 1.09 · 10−7 ± 9.0 · 10−9
Table 4.8: (OD on S2) Information from the learning matrix A.
It took 1.41 · 104 seconds to generate ρLT,M and 4.76 · 104 seconds to run 10 learning
simulations, with 1.44 · 103 seconds spent on learning the estimated interactions (on
average, it took 1.44 · 102 ± 3.1 seconds to run one estimation), and 4.61 · 104 seconds
spent on computing the trajectory error estimates (on average, it took 4.61 · 103± 20.0
seconds to run one set of trajectory error estimation).
Results for the PD case: Fig. 4.5 shows the comparison between the C1 version
of ϕ and its estimator ϕ̂ learned from the trajectory data.
Figure 4.5: (OD on PD) Comparison of ϕ and ϕ̂ , with the relative error being 2.114 ·
10−1 ± 5.0 · 10−4 (calculated using (4.10.1)). The true interaction kernel is shown in black
solid line, whereas the mean estimated interaction kernel is shown in blue solid line with its
confidence interval shown in red dotted lines. Shown in the background is the comparison of
the approximate ρLT,M versus the empirical ρ
L,M
T,M.
As it is shown in Fig. 4.5, the estimator is able to capture the compact support of
the ϕ from the trajectory data. Fig. 4.6 shows the comparison of the trajectory data
between the true dynamics and estimated dynamics.
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Figure 4.6: (OD on PD ) Comparison of X (generated by ϕ) and X̂ (generated by ϕ̂),
with the errors reported in table 4.9. Top: X and X̂ are generated from an initial condition
taken from the training data. Middle: X and X̂ are generated from a randomly chosen
initial condition. Bottom: X and X̂ are generated from a new initial condition with bigger
N = 40. The color of the trajectory indicates the flow of time, from deep blue (at t = 0) to
light green (at t = T ).
As shown in Fig. 4.5, around r = 1√
2
, the estimator ϕ̂ produces values bigger than
that from ϕ, leading to stronger influence, hence the merging of cluster happening
in the predicted trajectories in the second row of Fig. 4.6. As demonstrated by the
average prediction error on trajectories, this is a relatively rare event, occurring for
only certain initial conditions. A quantitative comparison of the trajectory estimation
errors is shown in Table 4.9.
[0, T ]
meanIC: Training ICs 2.53 · 10−1 ± 7.2 · 10−3
stdIC: Training ICs 1.90 · 10−1 ± 6.5 · 10−3
meanIC: Random ICs 2.55 · 10−1 ± 9.7 · 10−3
stdIC: Random ICs 1.89 · 10−1 ± 5.9 · 10−3
Table 4.9: (OD on PD ) trajectory estimation errors: Initial Conditions (ICs) used in the
training set (first two rows), new ICs randomly drawn from µx (second set of two rows).
meanIC and stdIC are the mean and standard deviation of the trajectory errors calculated
using (4.10.2).
We also report the condition number and the smallest eigenvalue of the learning
matrix A to indirectly verify the geometric coercivity condition in table 4.10.
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Condition Number 4.9 · 105 ± 1.5 · 104
Smallest Eigenvalue 5.3 · 10−6 ± 1.2 · 10−7
Table 4.10: (OD on PD ) Information from the learning matrix A.
It took 1.33 · 104 seconds to generate ρLT,M and 4.06 · 104 seconds to run 10 learning
simulations, with 1.23 · 103 seconds spent on learning the estimated interactions (on
average, it took 1.23 · 102 ± 1.1 seconds to run one estimation), and 3.93 · 104 seconds
spent on computing the trajectory error estimates (on average, it took 3.93 · 103 ± 82.1
seconds to run one set of trajectory error estimation).
4.10.3 Lennard-Jones Dynamics
The second first-order model considered here is induced from a special energy functional,
the so-called Lennard-Jones energy potential. This first-order model, the Lennard-
Jones Dynamics (LJD), is a simplified version of the second-order dynamics used in










Here ε is the depth of the potential well, σ is the distance when U is zero, and r is
the distance between any pair of agents. We set ε = 10 and σ = 1. The corresponding

















We shall use a slightly modified version of ϕLJ:
ϕ(r) :=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕLJ(1)− ϕ′LJ(1)/4, 0 ≤ r < 12
ϕ′LJ(1)r
2 − ϕ′LJ(1)r + ϕLJ(1), 12 ≤ r < 1
ϕLJ(r), 1 ≤ r < 0.99RM
a3r
3 + b3r
2 + c3r + d3, 0.99RM ≤ r < RM
0, RM ≤ r.
The parameters, (a3, b3, c3, d3), are chosen so that ϕ ∈ C1([0, RM]) when RM < ∞;
otherwise ϕ(r) = ϕLJ(r) for r ≥ 1. Table 4.11 shows the values of the parameters
needed for the learning simulation.
nS2 nPD T h
51 69 10−3 10−6
Table 4.11: Test Parameters for LJD.
Results for the S2 case: Fig. 4.7 shows the comparison between ϕ and its
estimator ϕ̂ learned from the trajectory data.
Figure 4.7: (LJD on S2) Comparison of ϕ and ϕ̂, with the relative error being 3.65 · 10−2 ±
2.7 · 10−4 (calculated using (4.10.1)). The true interaction kernel is shown in black solid line,
whereas the mean estimated interaction kernel is shown in blue solid line with its confidence
interval shown in blue dotted lines. Shown in the background is the comparison of the
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Fig. 4.8 shows the comparison of the trajectory data between the true dynamics
and estimated dynamics.
Figure 4.8: (LJD on S2) Comparison of X (generated by ϕ) and X̂ (generated by ϕ̂), with
the errors reported in table 4.12. Top: X and X̂ are generated from an initial condition
taken from the training data. Middle: X and X̂ are generated from a randomly chosen
initial condition. Bottom: X and X̂ are generated from a new initial condition with bigger
N = 40. The color of the trajectory indicates the flow of time, from deep blue (at t = 0) to
light green (at t = T ).
A quantitative comparison of the trajectory estimation errors is shown in Table
4.12.
[0, T ]
meanIC: Training ICs 2.88 · 10−3 ± 2.5 · 10−5
stdIC: Training ICs 6.1 · 10−4 ± 1.8 · 10−5
meanIC: Random ICs 2.88 · 10−3 ± 3.2 · 10−5
stdIC: Random ICs 6.0 · 10−4 ± 1.8 · 10−5
Table 4.12: (LJD on S2) trajectory estimation errors: Initial Conditions (ICs) used in the
training set (first two rows), new ICs randomly drawn from µx (second set of two rows).
The trajectory estimation errors is calculated using (4.10.1).
We also report the condition number and the smallest eigenvalue of the learning
matrix A to indirectly verify the geometric coercivity condition in table 4.13.
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Condition Number 6 · 105 ± 1.5 · 105
Smallest Eigenvalue 2.4 · 10−8 ± 6.2 · 10−9
Table 4.13: (LJD on S2) Information from the learning matrix A.
It took 2.43 · 104 seconds to generate ρLT,M and 7.14 · 104 seconds to run 10 learning
simulations, with 1.72 · 103 seconds spent on learning the estimated interactions (on
average, it took 1.72 · 102 ± 2.5 seconds to run one estimation), and 6.96 · 104 seconds
spent on computing the trajectory error estimates (on average, it took 6.96 · 103± 35.9
seconds to run one set of trajectory error estimation).
Results for the PD case: Fig. 4.9 shows the comparison between ϕ and its
estimator ϕ̂ learned from the trajectory data.
Figure 4.9: (LJD on PD ) Comparison of ϕ and ϕ̂, with the relative error being 2.52 ·
10−2 ± 3.6 · 10−4 (calculated using (4.10.1)). The true interaction kernel is shown in black
solid line, whereas the mean estimated interaction kernel is shown in blue solid line with its
confidence interval shown in blue dotted lines. Shown in the background is the comparison
of the approximate ρLT versus the empirical ρ
L,M
T .
Fig. 4.10 shows the comparison of the trajectory data between the true dynamics
and estimated dynamics.
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Figure 4.10: (LJD on PD ) Comparison of X (generated by ϕ) and X̂ (generated by
ϕ̂), with the errors reported in table 4.14. Top: X and X̂ are generated from an initial
condition taken from the training data. Middle: X and X̂ are generated from a randomly
chosen initial condition. Bottom: X and X̂ are generated from a new initial condition
with bigger N = 40. The color of the trajectory indicates the flow of time, from deep blue
(at t = 0) to light green (at t = T ).
A quantitative comparison of the trajectory estimation errors is shown in Table
4.14.
[0, T ]
meanIC: Training ICs 2.27 · 10−3 ± 4.0 · 10−5
stdIC: Training ICs 5.6 · 10−4 ± 1.7 · 10−5
meanIC: Random ICs 2.28 · 10−3 ± 3.8 · 10−5
stdIC: Random ICs 5.6 · 10−4 ± 1.6 · 10−5
Table 4.14: (LJD on PD ) trajectory estimation errors: Initial Conditions (ICs) used in
the training set (first two rows), new ICs randomly drawn from µx (second set of two rows).
meanIC and stdIC are the mean and standard deviation of the trajectory errors calculated
using (4.10.2).
We also report the condition number and the smallest eigenvalue of the learning
matrix A to indirectly verify the geometric coercivity condition in table 4.15.
Condition Number 6 · 106 ± 1.9 · 106
Smallest Eigenvalue 1.7 · 10−8 ± 6.6 · 10−9
Table 4.15: (LJD on PD ) Information from the learning matrix A.
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It took 1.51 · 104 seconds to generate ρLT,M and 6.23 · 104 seconds to run 10 learning
simulations, with 1.20 · 103 seconds spent on learning the estimated interactions (on
average, it took 1.20 · 102 ± 9.4 seconds to run one estimation), and 6.10 · 104 seconds
spent on computing the trajectory error estimates (on average, it took 6 ·103±1.3 ·103
seconds to run one set of trajectory error estimation).
4.10.4 Predator-Swarm Dynamics
The third first-order model considered here is a heterogeneous agent system, which
is used to model interactions between multiple types of animals [32, 103] or agents
(need ref.). The learning theory presented in this work is described for homogeneous
agent systems, but the theory and the corresponding algorithms extend naturally to
heterogeneous agent systems in a manner analogous to [90, 96].
We consider here a system of a single predator versus a group of preys, namely the
Predator-Swarm Dynamics (PS1), discussed in [32]. The preys are in type 1, and the
single predator is in type 2. We have multiple interaction kernels, depending on the
types of agents in each interacting pair: ϕkk′ defines the influence of agents in type k
′





(r − 0.01) + (1− 1
0.012
) 0 < r ≤ 0.01
1− 1
r2
0.01 < r ≤ 0.99RM
a1,1r
3 + b1,1r
2 + c1,1r + d1,1, 0.99RM ≤ r < RM
0, RM ≤ r
The parameters, (a1,1, b1,1, c1,1, d1,1), are chosen so that ϕ11(r) ∈ C1([0, RM]) when
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(r − 0.01) + −2
0.012
) 0 < r ≤ 0.01
−2
r2
0.01 < r ≤ 0.99RM
a1,2r
3 + b1,2r
2 + c1,2r + d1,2, 0.99RM ≤ r < RM
0, RM ≤ r
The parameters, (a1,2, b1,2, c1,2, d1,2), are chosen so that ϕ12(r) ∈ C1([0, RM]) when





(r − 0.01) + 3.5
0.013
) 0 < r ≤ 0.01
3.5
r3
0.01 < r ≤ 0.99RM
a2,1r
3 + b2,1r
2 + c2,1r + d2,1, 0.99RM ≤ r < RM
0, RM ≤ r
The parameters, (a2,1, b2,1, c2,1, d2,1), are chosen so that ϕ21(r) ∈ C1([0, RM]) when
RM < ∞; otherwise ϕ21(r) = 3.5r3 for r ≥ 0.01; then ϕ22 ≡ 0, since there is only one
predator. We set T = 0.5 and h = 10−4 for the two PS1 models.
Results for the S2 case: In order to produce more interesting interactions, we
choose the distribution of the initial condition to be as follows. The setting will start
from R2 first. The position of the predator is randomly chosen uniformly within a
circular disk of radius 0.1 centered at the origin of R2. The remaining N − 1 agents
will be prey and chosen uniformly at random within an annulus of radii 0.3 and 0.8,
centered at the origin. Then these positions will mapped through a stereographic
projection (where the origin of R2 is the south pole of S2) back to S2. When back on
S2, the position of the predator is moved via parallel transport to a random location
on S2, and the rest of the preys are moved using the same map, so that the relative
position between each pair of agents is not changed.
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Table 4.16 shows the number of basis functions, namely nkk′ ’s, for each estimator
ϕ̂kk′ for k, k
′ = 1, 2, and their corresponding degrees, pk,k′ ’s, for the Clamped B-spline
basis.
n1,1 n1,2 n2,1 n2,2
50 37 37 1
p1,1 p1,2 p2,1 p2,2
1 1 1 0
Table 4.16: (PS1 on S2 ) Number of basis functions.
Fig. 4.13 shows the comparison between ϕkk′ and its estimators ϕ̂kk′ learned from
the trajectory data.
Figure 4.11: (PS1 on S2 ) Comparison of ϕkk′ and ϕ̂k,k′ , with the relative errors shown
in table 4.21. The true interaction kernels are shown in black solid line, whereas the mean
estimated interaction kernel are shown in blue solid line with their corresponding confidence
intervals shown in blue dotted lines. Shown in the background is the comparison of the
approximate ρL,kk
′
T versus the empirical ρ
L,M,kk′









are the same distributions.
Err1,1 Err1,2 Err2,1 Err2,2
2.98 · 10−1 ± 5.9 · 10−3 8.4 · 10−3 ± 3.0 · 10−4 2.5 · 10−2 ± 1.6 · 10−3 0
Table 4.17: (PS1 on S2 ) Relative estimation errors calculated using (4.10.1).
Fig. 4.12 shows the comparison of the trajectory data between the true dynamics
and estimated dynamics.
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Figure 4.12: (PS1 on S2 ) Comparison of X (generated by ϕk,k′ ’s) and X̂ (generated by
ϕ̂k,k′ ’s), with the errors reported in table 4.18. Top: X and X̂ are generated from an initial
condition taken from the training data. Middle: X and X̂ are generated from a randomly
chosen initial condition. Bottom: X and X̂ are generated from a new initial condition with
bigger N = 40. The color of the trajectory indicates the flow of time, from deep blue/bright
red (at t = 0) to light green/light yellow (at t = T ). The blue/green combination is assigned
to the preys; whereas the red/yellow comb for the predator.
A quantitative comparison of the trajectory estimation errors is shown in Table
4.22.
[0, T ]
meanIC: Training ICs 2.36 · 10−2 ± 9.8 · 10−4
stdIC: Training ICs 1.9 · 10−2 ± 1.5 · 10−4
meanIC: Random ICs 2.40 · 10−2 ± 8.1 · 10−4
stdIC: Random ICs 2.3 · 10−3 ± 6.1 · 10−3
Table 4.18: (PS1 on S2 ) trajectory estimation errors: Initial Conditions (ICs) used in the
training set (first two rows), new ICs randomly drawn from µx (second set of two rows).
meanIC and stdIC are the mean and standard deviation of the trajectory errors calculated
using (4.10.2).
We also report the condition number and the smallest eigenvalue of the learning
matrix A to indirectly verify the geometric coercivity condition in table 4.23.
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Condition Number for A1 2.2 · 107 ± 1.8 · 106
Smallest Eigenvalue for A1 1.28 · 10−8 ± 8.5 · 10−10
Condition Number for A2 2.9 · 105 ± 2.2 · 105
Smallest Eigenvalue for A2 9 · 10−7 ± 5.7 · 10−7
Table 4.19: (PS1 on S2 ) Information from the learning matrix Ak’s.
The matrix A1 is used to obtain the estimators, ϕ̂1,1 and ϕ̂1,2; whereas A2 is used
to obtain ϕ̂2,1 and ϕ̂2,2. Since there is one single predator, we set ϕ̂2,2 to zero. It took
9.77 ·104 seconds to generate ρLT,M and 4.01 ·105 seconds to run 10 learning simulations,
with 1.66 · 103 seconds spent on learning the estimated interactions (on average, it
took 1.66 · 102 ± 4.6 seconds to run one estimation), and 4.05 · 105 seconds spent
on computing the trajectory error estimates (on average, it took 4.0 · 104 ± 7.1 · 103
seconds to run one set of trajectory error estimation).
Results for the PD case: In order to produce more interesting interactions,
we choose the distribution of the initial condition to be as follows: the predator is















so that the agents are at most 0.5 distance away from each other; then the group of
preys (Swarm) will be randomly and uniformly placed on an annulus centered at the






























so that the group of preys are surrounding the single predator. Table 4.20 shows the
number of basis functions, namely nkk′ ’s, for each estimator ϕ̂kk′ for k, k
′ = 1, 2, and
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their corresponding degrees, pk,k′ ’s, for the Clamped B-spline basis.
n1,1 n1,2 n2,1 n2,2
68 43 43 1
p1,1 p1,2 p2,1 p2,2
1 1 1 0
Table 4.20: (PS1 on PD ) Number of basis functions.
Fig. 4.13 shows the comparison between ϕkk′ and its estimators ϕ̂kk′ learned from
the trajectory data.
Figure 4.13: (PS1 on PD ) Comparison of ϕkk′ and ϕ̂k,k′ , with the relative errors shown
in table 4.21. The true interaction kernels are shown in black solid line, whereas the mean
estimated interaction kernel are shown in blue solid line with their corresponding confidence
intervals shown in blue dotted lines. Shown in the background is the comparison of the
approximate ρL,kk
′
T versus the empirical ρ
L,M,kk′









are the same distributions.
Err1,1 Err1,2 Err2,1 Err2,2
9.0 · 10−2 ± 2.6 · 10−3 1.34 · 10−3 ± 8.8 · 10−5 3.6 · 10−3 ± 2.4 · 10−4 0
Table 4.21: (PS1 on PD ) Relative estimation errors calculated using (4.10.1).




Figure 4.14: (PS1 on PD ) Comparison of X (generated by ϕk,k′ ’s) and X̂ (generated by
ϕ̂k,k′ ’s), with the errors reported in table 4.22. Top: X and X̂ are generated from an initial
condition taken from the training data. Middle: X and X̂ are generated from a randomly
chosen initial condition. Bottom: X and X̂ are generated from a new initial condition with
bigger N = 40. The color of the trajectory indicates the flow of time, from deep blue/bright
red (at t = 0) to light green/light yellow (at t = T ). The blue/green combination is assigned
to the preys; whereas the red/yellow comb for the predator.
A quantitative comparison of the trajectory estimation errors is shown in Table
4.22.
[0, T ]
meanIC: Training ICs 4.8 · 10−3 ± 1.2 · 10−4
stdIC: Training ICs 2.3 · 10−3 ± 3.0 · 10−4
meanIC: Random ICs 4.8 · 10−3 ± 1.2 · 10−4
stdIC: Random ICs 2.5 · 10−3 ± 3.9 · 10−3
Table 4.22: (PS1 on PD ) trajectory estimation errors: Initial Conditions (ICs) used in the
training set (first two rows), new ICs randomly drawn from µx (second set of two rows).
meanIC and stdIC are the mean and standard deviation of the trajectory errors calculated
using (4.10.2).
We also report the condition number and the smallest eigenvalue of the learning
matrix A to indirectly verify the geometric coercivity condition in table 4.23.
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Condition Number for A1 2.3 · 109 ± 4.7 · 108
Smallest Eigenvalue for A1 7 · 10−11 ± 1.7 · 10−11
Condition Number for A2 5 · 105 ± 3.1 · 105
Smallest Eigenvalue for A2 4 · 10−8 ± 2.9 · 10−8
Table 4.23: (PS1 on PD ) Information from the learning matrix Ak’s.
The matrix A1 is used to obtain the estimators, ϕ̂1,1 and ϕ̂1,2; whereas A2 is used
to obtain ϕ̂2,1 and ϕ̂2,2. Since there is one single predator, we set ϕ̂2,2 to zero. It took
7.37 ·104 seconds to generate ρLT,M and 2.49 ·105 seconds to run 10 learning simulations,
with 1.25 · 103 seconds spent on learning the estimated interactions (on average, it
took 1.25 · 102 ± 1.5 seconds to run one estimation), and 2.48 · 105 seconds spent on
computing the trajectory error estimates (on average, it took 2.48 · 104 ± 2.3 · 102
seconds to run one set of trajectory error estimation).
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((a)) OD on S2 ((b)) OD on PD
((c)) OD on S2
((d)) OD on PD
Figure 4.1: Top: comparison of ϕ and ϕ̂. The true interaction kernel is shown with a
black solid line, whereas the mean estimated interaction kernel is shown with a blue solid
line with its confidence interval shown in red dotted lines. Shown in the background is the
comparison of the approximate ρLT,M versus the empirical ρ
L,M
T,M. Bottom: comparison of
trajectories X[0,T ] and X̂ [0,T ]. The trajectories X[0,T ]’s generated by the true interaction
kernel ϕ; whereas X̂ [0,T ]’s are trajectories generated by the estimator ϕ̂, with the same
initial conditions. In the first row, trajectories are started from a randomly chosen initial
condition. In the second row, trajectories are generated for a new system, with N = 40
agents. The colors along the trajectories indicate time, from deep blue (at t = 0) to light
green (at t = T ).
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((a)) PS1 on S2 ((b)) PS1 on PD
((c)) PS1 on S2 ((d)) PS1 on PD
Figure 4.2: Top: comparison of ϕk,k′ and ϕ̂k,k′ . The true interaction kernels are shown
with a black solid line, whereas the mean estimated interaction kernels are shown with
a blue solid line with their confidence intervals shown in red dotted lines. Shown in the
background is the comparison of the approximate ρL,kk
′









T are the same distributions. Bottom: comparison of
trajectories X[0,T ] and X̂ [0,T ]. The trajectories X[0,T ]’s generated by the true interaction
kernel ϕk,k′ ; whereas X̂ [0,T ]’s are trajectories generated by the estimator ϕ̂k,k′ , with the same
initial conditions. In the first row, trajectories are started from a randomly chosen initial
condition. In the second row, trajectories are generated for a new system, with N = 40
agents. The colors along the trajectories indicate time, from deep blue/bright red (at t = 0)
to light green/light yellow (at t = T ). The blue/green combo is assigned to tge preys;





Our approach is developed based on a collective dynamics framework, derived from






ϕ(∥xi′(t)− xi(t)∥)(xi′(t)− xi(t)), (5.1.1)
for i = 1, . . . , N . Here, ϕ : R+ → R, is known as an interaction kernel. The problem
of inferring the interaction kernel from observed trajectories, in a non-parametric
fashion, was considered in [19], and extended in multiple directions (both theoretical
and of practical relevance) in [89, 146, 96, 93] (see the SI for a detailed discussion).
In this work, we consider the problem of inferring the interaction laws of celestial
bodies in the Solar System from trajectory data, with minimal a priori knowledge
about their form; in particular we assume no knowledge of geometric properties of
the trajectories (e.g. elliptical, closed, etc.), of masses of the celestial bodies (in fact,
not even the concept of mass), and no assumption on the form of the interaction
kernels (e.g. inverse powers of pairwise distance). We are particularly interested in
discovering effective laws of gravitation that best explain empirical data (both from
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observations and simulations) and compare these effective laws to celebrated models
from Physics.We use trajectory data from the Jet Propulsion Laboratory’s (JPL)
development ephemerides. We compare the performance of our models to the JPL
data, as well as to two important simulated systems: one based on Newton’s gravity
model, and the other based on the Einstein-Infeld-Hoffman equations. We discover
that our models can provide superior performance over the other two simulated
systems in terms of trajectory error estimation, preserving the geometric properties
(period/aphelion/perihelion) of the trajectories, and reproducing the highly sensitive
and localized perihelion precession rates of three prototypical bodies: Mars (observation
of its orbits led to classical Newtonian gravity), Mercury (where the general relativity
effect is prominent), the Moon (where gravity alone cannot provide a full explanation
of the precession), see table 5.1 for details.
Figure 5.1: Comparison of relative errors in estimating position/velocity (using (5.4.2) and
(5.4.3)) from three different dynamics (LD/EIH/Newton) compared to the JPL’s observation
data for the full solar system, Mercury, the Moon, and Mars over 450 and 500 year trajectories.
The errors over 450 years have smaller width and darker color, and are laid on top of the errors
over 500 years, which have greater width and a lighter color. Different colors correspond to
different dynamics: dark/light blue for LD, dark/light red for EIH, and dark/light yellow
for Newton. The learned dynamics demonstrates high accuracy in terms of trajectory error
in all cases.
5.2 Results
We present the most significant results from our machine-learning procedure for
celestial dynamics (labeled as LD for “Learned Dynamics”) compared to the JPL’s
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observation data (JPL), simulated EIH system (EIH), and simulated Newton’s system
(Newton). The errors in estimating position and velocity are shown in Figure 5.1. LD
demonstrates superior performance in terms of estimating the trajectories, on both
training (a period of 450 years) and testing (a subsequent period of 50 years) data.
Table 5.1 shows the perihelion precession rates of Mercury, the Moon, and Mars from
the four different models considered, estimated over 450 years of trajectory data.
JPL LD EIH Newton
Mercury 576.58 567.28 569.48 533.35
Moon 3.43 · 107 3.49 · 107 3.07 · 107 2.80 · 107
Mars 1.52 · 103 1.50 · 103 1.52 · 103 1.52 · 103
Table 5.1: Perihelion precession rate (PPR) estimation for 3 different celestial bodies from
4 different models. The algorithm for calculating the PPR is presented in the SI. Our learned
dynamics estimates accurately the precession rate of all 3 celestial bodies, substantially
better than Newton on Mercury, where it is nearly as accurate as EIH, and is the most
accurate at the complicated precession dynamics of the moon.
Our estimation procedure is able to capture the essence of the PPR, which is the
most sensitive, localized, and representative of the characteristics of the dynamics
for 3 prototypical celestial bodies, with the least amount of assumptions made on
the observation data. In Figure 5.2, we show the estimated dynamics evolved using
our estimators for 500 years using a symplectic integrator described in the Learning
Results section.
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Figure 5.2: Trajectories of the Solar System from the learned estimators (LD) evolved
over 500 years with the initial position/velocity taken at year 1500 from the JPL data. Left:
Earth-Moon-Sun system; Middle: Inner Solar system; Right: Outer Solar system. Since
we are maintaining 10−3 relative accuracy at estimating the positions for the celestial bodies
in our Solar system, we will not show the trajectory plots of the true data from JPL.
5.3 Model Description
We make the following assumptions in order to simplify the discussion of our mod-
els: i) we will be working with absolute time and space, which is valid in the low
energy/low velocity setting of the Solar system; ii) the gravitational mass is the the
same as the inertial mass in the equations of motion; iii) the gravitational effect acts
instantaneously at any distance. Improvements incorporating relativistic principles
into our models is a focus of future work. In our machine learning based approach
we assume that the gravitational force depends only on pairwise distance, which is
consistent with translation and rotation-invariance; we do not assume any analytic
expression for the interactions, and we do not assume knowledge of the concept mass,
nor of how it affects interactions. We work with each celestial body as if it were of its
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own “type”, with its own type of interaction with other celestial bodies.
Using the framework of Lagrangian Mechanics, we consider the Lagrangian, L(t),












Here xi,vi ∈ Rd (d = 2 or 3) are the position or velocity of the ith celestial body, ∥·∥ is
the usual Euclidean norm, and Ui,i′ : R+ → R is a potential energy depending only on
pairwise distance, and it is parameterized by the unknown masses of celestial body i
and i′ in an unknown, possibly non-linear way. We further assume that Ui,i′ = Ui′,i and







, we arrive at the equation








Remark 5.3.1. In the case of Newton’s gravitational potential, we have Ui,i′(∥xi′(t)− xi(t)∥) =
−Gmimi′
∥xi′ (t)−xi(t)∥
. Newton came to the conclusion of this particular form based on Kepler’s
laws and the assumption that the gravitational force should have a “ 1
rp
” form with
p = 2 being the only solution for closed elliptical orbits.
Simplifying, we obtain the following equations of motion for the ith celestial body





Here ri,i′(t) := xi′(t)−xi(t), ri,i′(t) := ∥ri,i′(t)∥, and [ϕi,i′ ]Ni,i′=1 is a set of interaction




. Hence, ϕi,i′ contains
hidden information about the masses of celestial body i and i′, namely, mi and mi′ .
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5.4 Learning Framework
Our learning approach makes no prior assumptions on the trajectory (such as it being
elliptical), uses no knowledge of the masses of the celestial bodies, and has no prior
knowledge of the particular functional forms of the interaction kernels – the learning
algorithm is merely given a set of discrete time trajectory data for the celestial bodies
in our Solar system, namely, {xi(tl),vi(tl), v̇i(tl)}N,Li,l=1 for T0 = t1 < · · · < tL = T .
The estimation procedure for the interaction kernels for models given by (5.3.1) is
based on the variational approaches introduced in [19, 89, 146, 96, 93]. We introduce
vectorized notation as follows: let Xtl (resp. Vtl) be the column vector obtained by











Here φ := [φi,i′ ]
N
i,i′=1. Notice Xtl ,Vtl , fφ(Xtl) ∈ RD, with D := Nd. We define the






5.4.1 Non-parametric Learning of Interaction Kernels
To simplify the discussion, we take equispaced time points, i.e. tl − tl−1 = tl+1 − tl for
l = 2, . . . , L− 1; however equispacing is not mandatory for our algorithm. We find












Here, φ = [φi,i′ ]
N
i,i′=1 with each φi,i′ ∈ Hi,i′ a compact (in the L∞-norm) and convex
subset of L2([Rmini,i′ , R
max





convergence of ˆ︁ϕ to the true interaction kernels, in the more restrictive setting that
does include unknown masses or other parameters, is studied in [96]: one of the major
takeaways of that analysis is that even if the estimation problem is for a system in D
dimension, upon choosing suitable hypothesis spaces, with dimension suitably growing
with the number of observations (as in nonparametric statistics methods), one can
achieve a learning rate that only depends on the number of variables in the interaction
kernel, which in this case is 1 (pairwise distance).
5.4.2 Performance Measures
We consider two other types of performance measures, both of which depend on the
difference in observed planetary motion and estimated planetary motion – which
are generated by evolving the dynamical system using the learned estimators or
known physical laws (EIH or Newton) starting at the same initial conditions (IC)
as the observation data. Let Xt be the observed positions of the N -body system
for t ∈ [T0, T ], and X̂ t be the estimated positions evolved from the same IC as the
observed system with the estimated interaction kernels or known equations of motion









However, by considering the system as a whole, errors in an individual celestial body’s
trajectory with smaller positions could be obscured. To avoid this, we consider and
report a second type of error,
Err2,i :=
maxt∈[T0,T ] ∥xi(t)− x̂i(t)∥
maxt∈[T0,T ] ∥xi(t)∥
(5.4.3)
We use similar formulas for computing estimation errors in velocities Vt and vi(t).
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5.4.3 Computational Aspects
Let n = ni,i′
1 denote the number of basis functions for the hypothesis space Hi,i′
when i ̸= i′ (see the SI for details); when i = i′, we simply take ni,i = 1. The total
computational cost for solving the learning problem is O(LN2 + Ld((N − 1)n+ 1)2 +
((N − 1)n+ 1)3), with LN(N−1)
2
= O(LN2) being spent on computing the pair-wise
distances, O(Ld((N − 1)n + 1)2) on assembling the linear system for the learning
problem, mainly spent on the computation of the matrix-matrix multiplication (see
details in SI), O(((N − 1)n+1)3) on solving final linear system of size ((N − 1)n+1)2.
The computational bottleneck comes in the variable L when L≫ (N − 1)n+1, since
we are processing over hundreds of years of data. However, we can parallelize the
learning method in L by splitting the long trajectory into pieces, which significantly
reduces the computing time and storage, see the SI for details.
The total data needed for the observation of 500 years i.e. L ≈ 500 ∗ 365) of
position/velocity data of N = 10 celestial bodies (i.e. 2LNd) amounts to roughly
11 million data points, hence parallelization in L is needed in order to compute the
pairwise quantities efficiently. Meanwhile, during the assembly of the learning matrices,
a matrix of size Ld× ((N −1)n+1) is generated for each celestial body, which requires
handling a total of roughly 4.4 billion data points. Hence, the assembly of the learning
matrices also has to be done in parallel, see the SI. Once the final matrix is assembled,
it is of size ((N − 1)n+ 1)× ((N − 1)n+ 1) (with n ≈ 102), and its inversion can be
easily handled.
5.4.4 Modern Ephemerides
We choose the National Aeronautics and Space Administration’s (NASA) Jet Propul-
sion Laboratory’s (JPL) Development Ephemeris (DE), numbered as DE430/431, as
our source of observation data. These modern ephemerides are routinely updated and
1We use a uniform n for all Hi,i′ when i ̸= i′, hence we suppress the dependence of n on (i, i′).
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maintained, and it has been used in NASA’s space exploration missions, and by the
Astronomical Almanac, since 1984. Details on DE430/431 may be found in [125].
5.5 Learning Results
We take 500 years of daily position/velocity data (1500− 1999) of the Sun, 8 major
planets, and the Earth’s Moon from NASA JPL’s DE430/431 from their online
database (https://ssd.jpl.nasa.gov/horizons.cgi). We perform various learning
experiments from subsets of 500 years of daily data, with the acceleration approximated
using a Finite Difference Scheme. We present a comparison of our learning results
(learned on a training set of 450 years of data with a prediction of an additional
50 years) alongside the observed data, the simulated Newton’s system (using the
initial positions/velocities at year 1500 from JPL’s data), and the simulated Einstein-
Infeld-Hoffmann (EIH) system (using the same initial positions/velocities at year
1500), in terms of various trajectory estimation errors, and errors in estimating
period/aphelion/perihelion from the trajectories. Additionally, we are interested in
how our learned systems can produce the perihelion precession rate of the orbits of
Mercury, the Moon, and Mars; we also present the calculated precession rates from
JPL’s data, Newton, and EIH. Finally, we show a de-coupling procedure to discover the
masses directly from the estimators – which is a generalization of the method presented
in [146]. For integration on the learned system and simulated Newton’s system, we use
a symplectic integrator (fourth order Leapfrog with h = 10−2); and for the integration
on EIH, we use MATLAB’s fully implicit integrator, ode15i, with relative tolerance
set at 10−8 and absolute tolerance at 10−11. See the SI for detailed description of
the computer server and computational times spent on various learning/simulation
problems.
Before we present the learning results, we describe the setup of our learning trials
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in terms of units, constants, and indexing. We adopt the following units to conform
to the NASA standard: time unit is t = 1 day, length unit is 106 km, and the unit of
mass is 1024 kg. The gravitational constant G and speed of light c have been rescaled
in these new units (see SI). We index the celestial bodies as follows: 1 is given to
the Sun, 2 to Mercury, · · · , 5 to Earth, 6 to the Moon, 7 to Mars, · · · , lastly 10
to Neptune. For the set of estimators ˆ︁ϕ, we construct the hypothesis spaces using
clamped B-splines, with (SI, p) = (90, 5). Here SI is the number of sub-intervals in
each [Rmini,i′ , R
max
i,i′ ], and p is the degree of the clamped B-spline functions.
The results are presented in corresponding figures and tables. Figure 5.1 shows
the trajectory error estimation for various dynamics compared to the JPL observation
data, and to two simulated systems (EIH and Newton). Table 5.1 shows the perihelion
precession rates of three prototypical celestial bodies: Mercury, the Moon and Mars
estimated from various dynamics: JPL, LD, EIH, and Newton. In order to offer deeper
insight into the performance of our learning method, Figure 5.3 shows the errors in
estimating the period, aphelion, and perihelion of LD, Newton, EIH when compared
to the observation data (JPL), using our own estimation algorithm (see SI).
As shown in Figure 5.3, our learned dynamics excels in almost every estimation,
except at estimating the period of Neptune (which might be caused by missing data
from Pluto), and estimating the aphelion/perihelion for Mercury, likely due to the
relativity effect not being within the collective dynamics modeling framework. Figures
5.4 and 5.5 show the comparison of the estimated interaction kernels (Sun-on-planet
and planet-on-Sun interaction kernels) versus Newton’s interaction kernels, together
with a range of general relativity effects defined by the EIH and projected onto
each xi′ − xi range. The error,
gi,i′−Newtoni,i′
Newtoni,i′




and fg,i′ = ϕ̂i,i′ or EIH
max or min
i,i′ . The computation of the EIH range
is shown in the SI.
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The Sun-on-planet interactions, i.e. (ϕ̂i,1)is , drive the movement of the Solar
system, due to their massive scale. We are able to recover these kernels in a form
between the Newton and EIH level, with point-wise relative errors at the scale around
10−5. For the planet-on-Sun interaction kernels, we are able to de-couple them from
the sum of interactions acting on the Sun. These interaction kernels are close to being
Newton but improve upon it. Note that the observation data contains the relativity
effect, and the results show that our learning method is able to identify the optimal
1D kernel describing the dynamics. In order to understand the perihelion precession
rate more deeply, we show in Figure 5.5 the point-wise relative error comparison of
the learned interaction kernels vs. Newton and EIH range.
As shown in Figure 5.5, we are able to recover a set of estimators, which oscillate
between the maximum or minimum EIH forces around Newton.
5.6 Conclusion
We have demonstrated the effectiveness of our learning methods applied to study
celestial mechanics of the solar system using NASA JPL’s modern ephemeris. Our
learned estimators produce better performance than Newton and EIH in terms of
trajectory prediction, and the estimated trajectories also preserve various geometric
properties, such as the period, aphelion, perihelion, with high accuracy. Furthermore,
our learning methods can produce estimated dynamics which give a perihelion pre-
cession rate of Mercury’s orbit closer to the observed rate than Newton’s law. The
estimated dynamics from our 1D learning method can also be used to estimate the
mass of each celestial body. Aided by geometric machine learning techniques, such as
the approach discussed in [93], our learning method can be extended to study galaxy
dynamics or the solar system from a relativistic point of view.
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5.7 Supplemental Information
5.7.1 Celestial Mechanical Systems
We describe in this section the equations of motion for various celestial mechanical
systems: Jet Propulsion Laboratory’s system (JPL), Einstein-Infeld-Hoffmann System
(EIH), and Newton System.
JPL System
The equations of motion for the JPL system is rather complicated. They consider the
contributing celestial bodies (CBs) as follows: Sun, 8 major planets, Moon of Earth,
and Pluto. Hence N = 11 for the number of CBs in the system. The equations of



































































for i = 1, . . . , N . Here G is the gravitational constants, mi is the mass of the i
th CB,
c is the speed of light in the vacuum, and xi,vi represents the position/velocity of
the barycenter of the ith CB. The extra 3 CBs are Ceres, Pallas, and Vesta, which
are only used for the calculation of v̇i for the first N CBs. The last term gives the
forces from a set of 297 asteroids which are only considered for perturbations on the
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Earth, Moon and Mars. The JPL system also considers other possible physical laws,
in particular the Lunar Theory, to make the evolution of the celestial motion as close
to the true observation data as possible. For details, see [125].
EIH System
The Einstein-Infeld-Hoffmann (EIH) system uses the equations of motion based on a
first-order post-Newtonian expansion of Einstein’s field equations of general relativity.
Given a system of N CBs , indexed by table 5.2, the barycentric acceleration vector



























































for i = 1, . . . , N .
Newton System










i = 1, . . . , N. (5.7.1)
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5.7.2 Learning Framework
We describe in this section the framework used to find the set of estimators for















over φ = [φi,i′ ]
N
i,i′=1 with each φ ∈ Hi,i′ and d(Hi,i′) = ni,i′ .







where ri,i′(tl) = ∥xi′(tl)− xi(tl)∥, and δ is understood as a Dirac measure. The
measure ρLT,i,i′ measures the time-averaged appearance of pairwise distance data for
estimating the unknown interaction kernel ϕi,i′ .
Related Works
In [19], a variational approach was introduced for learning the interaction kernel from
observations of first order homogeneous particle systems; and convergence properties
were analyzed when N , the number of particles, goes to infinity – namely the mean
field limit. We extended this learning approach in [89] to heterogeneous particle
systems of first and second order; and studied convergence in M , the number of
different initial conditions for fixed N . Then in [146], we discussed the steady state
behavior of the learned dynamics using the estimated interaction kernels; an extended
learning theory on the new second-order models is developed and investigated in [96].
A learning theory on first-order dynamics constrained on Riemannian manifolds is




Now we are ready to discuss the algorithm in detail on how to solve (5.7.2) over a set
of finite dimensional hypothesis spaces {Hi,i′}Ni,i′=1. First, when i ̸= i′, we take
R
min /max
i,i′ := {min /max}
L
l=1 ∥xi′(tl)− xi(tl)∥ ;
when i = i′, we take R
min /max
i,i := 0/1. Next, we use Clamped B-spline functions
2
of degree pi,i′ = p ≥ 2 so that the estimated interaction kernels would at least have
continuous first derivatives (we are using a uniform p for all i ̸= i′) as the basis
functions and build Hi,i′ over a uniform partition of [Rmini,i′ , Rmaxi,i′ ] with the number of
sub-intervals equaling Si,i′ = S
3 (note that ni,i′ = n = p+ S for the Clamped B-spline
basis), when i ̸= i′; when i = i′, we simply take pi,i = 0 and Si,i = 1, hence ni,i = 1.
Next, for i = 1, . . . , N , we assemble the basis matrices Ψli ∈ Rd×((N−1)n+1), and the
right hand size vector d⃗
l
i ∈ Rd in the following way. For ηi = 1, . . . , (N − 1)n+ 1,
Ψli(:, ηi) = ψi,i′,ηi,i′ (ri,i′(tl))ri,i′(tl).
Here ηi,i′ is computed as follows: when 1 ≤ ηi ≤ n (when i ̸= 1) or 1 (when i = 1), we
take ηi,i′ = ηi; when ηi > n (when i > 1) or 1 (when i = 1), we find the i∗ such that∑︁i∗
i′′=1 ni,i′′ < ηi <
∑︁i∗+1
i′′=1 ni,i′′ (recall that ni,i′′ = n when i ̸= i′′ and ni,i′′ = 1 when
i = i′′), then let i′ = i∗ + 1 and set ηi,i′ = ηi −
∑︁i∗
i′′=1 ni,i′′ . For d⃗
l
i, we simply perform
the assignment, i.e. set d⃗
l
i = v̇i(tl). We then assemble A
L
i ∈ Rni×ni and b⃗
L



















2Other kinds of basis functions can also be used, see examples in [89].
3We use a uniform S here to simplify the discussion; in practice, a non-uniform series Si,i′s
actually helps in reducing the computational time.
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α̂i,i′,ηi,i′ψi,i′,ηi,i′ , here ψi,i′,ηi,i′ is the η
th
i,i′ basis function for H1Di,i′ . The
actual implementation can be easily parallelized in l, see similar implementations done
in the SI of [89].
Computational Complexity
We present a detailed discussion on the total computational complexity of solving the
learning problem for estimating the unknown interaction kernels. In order to compute
the individual learning interval, i.e. [Rmini,i′ , R
max
i,i′ ] for i, i
′ = 1, · · · , N , we need to
perform N(N−1)
2
computation of pairwise distances at each time instance, hence ending
up with a total of LN(N−1)
2
≈ O(LN2) for computing pairwise distances. Then in
assembling Ψli for each celestial body, the algorithm does (N−1)n+1 basis evaluations
(it also does d((N − 1)n+ 1) multiplications, but we consider them negligible when
compared to function evaluations) at each time step and for each celestial body, thus
ending up costing a total of LN((N − 1)n + 1) basis evaluations. The assembly of
d⃗
l
i is based on value assignments hence it is negligible. Then for the assembly of A
L
i ,
it needs to perform a total of Ld((N − 1)n + 1)2 multiplications when multiplying
(Ψli)
TΨli (again we consider addition negligible) for each celestial body, hence we need
to do a total of LNd((N − 1)n+ 1)2 operations for assembling ALi . Similarly, we need
to perform a total of LNd((N − 1)n+ 1) multiplications for the assembly of N b⃗
L
i s.
Finally, in solving the linear systems, it does a total of N((N − 1)n+ 1)3 operations.
Therefore, the total computing time needed for the whole learning problem is
Ttol = LN
2+LN((N−1)n+1)+LNd((N−1)n+1)2+LNd((N−1)n+1)+N((N−1)n+1)3.
since we have Ld ≫ ((N − 1)n + 1), i.e. we are processing hundreds of years of
observation data, we have Ttol ≈ LNd((N − 1)n+ 1)2; the computational bottleneck
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is caused by the assembly of the learning matrix ALi s. In the case of learning from
500 years of position/velocity data (i.e. L ≈ 500 ∗ 365, N = 10, d = 3, and n ≈ 100),
the assembly of ALi s would require a total of 4.445 · 1012 operations. Because L is
very large (since we have long trajectories), we need to perform the parallelization of
learning algorithm in L by splitting the trajectories.
As far as memory is concerned, it takes 2LNd to store 500 years of observed
position/velocity data of N = 10 celestial bodies, amounting to roughly 1.095 · 107
data points, which might still be considered possible by modern day workstations.
However, in the assembly of ALi s, one needs to construct all Ψ
l
is, leading to a total of
LNd((N−1)n+1) ≈ 4.933·109 data points, pushing into the domain of supercomputers.
One remedy would be to process the Ψlis in sequential order, however turns out to
be too slow. The proper choice is to perform the assembly in parallel in L, thus
significantly reducing the time needed to perform the assembly in terms of both
memory and computing time, and making the learning algorithm able to be run on
personal laptops.
Approximating Acceleration Data
In the case of missing acceleration data, i.e., missing {ẍi(tl)}N,Li,l=1, we will use the
5-point central scheme to approximate the acceleration as follows
v̇i(tl) ≈
−vi(tl + 2h) + 8vi(tl + h)− 8vi(tl − h) + vi(tl − 2h)
12h
, h≪ 1
Due to the limiting double precision storage of the position/velocity data, this central
difference scheme gives the least amount of numerical amplification of noise when
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(i.e. double precision), then
−vϵi (tl + 2h) + 8vϵi (tl + h)− 8vϵi (tl − h) + vϵi (tl − 2h)
12h
=
−vi(tl + 2h) + 8vi(tl + h)− 8vi(tl − h) + vi(tl − 2h)
12h
+
−ϵl+2hi + 8ϵl+hi − 8ϵl−hi + ϵl−2hi
12h




Hence, the numerical noise gets enhanced by 3·10
−16
2h
. To balance out the need of
approximating the acceleration as accurately as possible while not amplifying the
numerical noise too much, we need to have
h4 ≈ 3 · 10
−16
2h
⇒ h5 ≈ 3
2
· 10−16 ⇒ h ≈ 6.8426 · 10−4.
Compared to the given hmin =
1
24·60 ≈ 6.9444 · 10
−4, this 5-point central scheme is
our optimal choice, one can show that the 3-point scheme fails to give the desired
accuracy with hmin and 7-point (or above) scheme amplifies the numerical noise too
much. Similar reasoning would also explain why any central scheme on the position
data would not give any comparable accuracy.
Symplectic Integration
In order to preserve the Lagrangian and its associated Hamiltonian system associated
to the Newton system, as well as various estimated dynamical systems from our 1D
estimators, we use a forth order Leapfrog scheme to handle the long time integration
and obtain stable enough trajectories. The usual second order Leapfrog scheme tries
to integrate the following ODE, ẍ = F (x), for t ∈ [0, T ], where x is the position data,
with initial conditions x(0) = x0 and ẋ(0) = v(0). Then the second order Leapfrog
evolves the ODE from tl to tl+1 with the following update scheme




2, vtl+1 = vtl +
1
2
(F (xtl) + F (xtl+1))∆t.
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When combined with the Yoshida algorithm, one can obtain a forth order Leapfrog in
the following way
x1tl = xtl + c1vtl∆t, v
1
tl

































= x3tl + c4v
3
tl


















c1 = c4 =
w1
2




d1 = d3 = w1, d2 = w0.
Estimating Planet Information
Given only the position data of the celestial bodies, i.e., {xi(tl)}N,Li,l=1 (indexed by
table 5.2) for T0 = t1 < · · · < TL = T , observed daily (t2 = t1 = 1 day), we use the
following algorithm to estimate the aphelion, perihelion, period and precession rate of
the planets and Moon.
Estimating Masses of Celestial Bodies





ϕi,i′(∥xi′(t)− xi(t)∥)(xi′(t)− xi(t)), i = 1, · · · , N.
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Algorithm 1 Estimating Planet Information
1: Input: {xi(tl)}N,Li,l=1.
2: Output: estimated aphelion, perihelion, period, and precession rate.
3: for i = 2, . . . , N do
4: Calculate r1i(tl) = xi(tl)− x1(tl).
5: Interpolate br1i(tl) using splines, and obtain r
spline
1i .
6: Evaluate rspline1i at tl for l = 1, . . . , L
′ with L′ = 24 ∗ 60 ∗ L.





8: Find local maximum/minimum of the set {rspline1i (tl)}L
′
l=1.
9: From ta’s, where the local maximum of {rspline1i (tl)}L
′
l=1 are, find the mean/std,
which gives the aphelion.
10: From tp’s, where the local minimum of {rspline1i (tl)}L
′
l=1 are, find the mean/std,
which gives the perihelion.
11: From ta’s and tp’s, find mean/std of the period.
12: From tp’s, find out the corresponding position vectors, i.e., r
spline
1i (tp), and
calculate the precession advances, θp’s, from p = 1.
13: Use the precession model fit, θ(t) = β1 + β2t+ β3t
2 (according to [104]), then
β2 will give an estimate of the precession rate.
Here the interaction kernel ϕi,i′ : R+ → R is assumed to be either ϕi,i ≡ 0 (when
i = i′) or ϕi,i′(r) =
Ui,i′ (r)
mi′
(when i ̸= i′) for some unknown gravitational potential
Ui,i′ , which might depend on mi and mi′ in even a non-linear manner. Although our
learning method does not require any knowledge of the masses of the celestial bodies,
the estimators obtained from the observation of simple position/velocity data contains
hidden information about mis. In order to gain insights into this additional structure
of the estimators, we assume that
ϕ̂i,i′(r) ≈ βi′ϕ̂m(r), for i ̸= i′, and i, i′ = 1, · · · , N .
Then we used the non-linear de-coupling optimization based procedure detailed in




found that p = 2 gives the best fit, and also discover the masses of the celestial bodies.




((a)) Earth-Moon-Sun ((b)) Inner Solar ((c)) Outer Solar
Figure 5.6: Comparison of 4 different dynamics: JPL, LD, EIH, and Newton for 3 different
types of sub-solar system: Earth-Moon-Sun, inner solar system and outer solar system.
In this section, we present the detailed setup for the learning experiments conducted
on 500 years of daily sampled position/velocity data (from year 1500 to 1999) of 10
CBs, and their indices are given in table 5.2.
CB Sun Mercury Venus Earth Moon
Index 1 2 3 4 5
CB Mars Jupiter Saturn Uranus Neptune
Index 6 7 8 9 10
Table 5.2: Indexing of 10 CBs.
We conform to the units used in NASA’s measures, hence we use 1024 kg for the
unit of mass, 106 km for the unit of length, and 1 day for the unit of time, the values
for the gravitational constant (G) and speed of light (c) have to be re-scaled, see table
5.3.
G c
4.98217402368 · 10−4 (10
6km)3
1024kg·(day)3 2.59020683712 · 10
4 106km
day
Table 5.3: Important Constants
In order to compute the relative errors of the estimation of masses of CBs from
our learning algorithm, we use the values for the mass of each CB in table 5.4.
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CB Sun Mercury Venus Earth Moon
Mass 1.9885 · 106 0.330 4.87 5.97 0.073
CB Mars Jupiter Saturn Uranus Neptune
Mass 0.642 1898 568 86.8 102
Table 5.4: Masses of CBs, unit 1024 kg.
We perform various learning experiments on a computing workstation provided by
Prisma Analytics, Inc. It has 2 Intel Xeon E5-2687w CPUs, each with 12 computing
cores, 512 GB memory, and runs on Ubuntu 16.04.7 LTS operating system. The parallel
environment is implemented in MATLAB with the “parfor” command. We found
that, having implemented the parallelization routine, the computational bottleneck
comes from the long-time symplectic integration, which was expected.
Choosing (SIi,i′ , pi,i′)s: we conduct various experiments at finding the best





and pi,i′ is the degree of the Clamped B-spline basis for estimating ϕi,i′) in terms of
trajectory error estimation as well as perihelion precession rate estimation for the
Mercury’s orbit (we taken the Effective Theory’s approach). The combination of
(SIi,i′ , pi,i′) = (90, 4) gives the best performance.
EIH Range: In order to make the comparison more meaningful, we compare our
estimators ϕ̂i,i′ to Newton and EIH forces for each (i, i





and for the EIH range, we first obtain the v̇i(t) given {xi(t),vi(t)}Ni=1 via (5.7.1), then






































notice that the dependence of xi/vi on t is suppressed to simplify the notation. We




i,i′ ] to obtain the maximum/minimum,












Comparison of ϕ̂i,i′’s: we present the comparisons for ϕ̂i,i′s for i = 3, 4, 7, 8, 9, 10
with the special relative errors defined above, and show them in symmetric log scale
so that the details towards zero can be shown properly; it is done via a special
transformation which guarantees the continuity across zero [138]. The results are
shown in figures 5.7, 5.8, 5.9, 5.10, and 5.11.
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Figure 5.7: CB-on-Sun ((ϕ̂1,i)is) and CB-on-Mercury ((ϕ̂2,i)is) interaction kernels vs.
Newton and the EIH range, shown in terms of relative error compared to Newton in
symmetric-log scale. Shown in the background are the corresponding distribution of pairwise
distance data used to estimate these kernels, i.e. ρLT,i,i′s. Dotted black lines represent the
errors Err1i,i′(r) and Err
2
i,i′(r) for i = 3, 4. Solid line black line represents the error for
Newton, which is exactly zero. Solid blue line shows the error Err3i,i′(r) for i = 3, 4. As
shown in the sub-plots, our estimators are recovered in a way which is closer to the EIH
range then to Newton.
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Figure 5.8: CB-on-Venus ((ϕ̂3,i)is) and CB-on-Earth ((ϕ̂4,i)is) interaction kernels vs.
Newton and the EIH range, shown in terms of relative error compared to Newton in
symmetric-log scale. Shown in the background are the corresponding distribution of pairwise
distance data used to estimate these kernels, i.e. ρLT,i,i′s. Dotted black lines represent the
errors Err1i,i′(r) and Err
2
i,i′(r) for i = 3, 4. Solid line black line represents the error for
Newton, which is exactly zero. Solid blue line shows the error Err3i,i′(r) for i = 3, 4. As
shown in the sub-plots, our estimators are recovered in a way which is closer to the EIH
range then to Newton.
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Figure 5.9: CB-on-Moon ((ϕ̂5,i)is) and CB-on-Mars ((ϕ̂6,i)is) interaction kernels vs. Newton
and the EIH range, shown in terms of relative error compared to Newton in symmetric-log
scale. Shown in the background are the corresponding distribution of pairwise distance data
used to estimate these kernels, i.e. ρLT,i,i′s. Dotted black lines represent the errors Err
1
i,i′(r)
and Err2i,i′(r) for i = 7, 8. Solid line black line represents the error for Newton, which is
exactly zero. Solid blue line shows the error Err3i,i′(r) for i = 7, 8. As shown in the sub-plots,
our estimators are recovered in a way which is closer to the EIH range then to Newton.
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Figure 5.10: CB-on-Jupiter ((ϕ̂7,i)is) and CB-on-Saturn ((ϕ̂8,i)is) interaction kernels
vs. Newton and the EIH range, shown in terms of relative error compared to Newton in
symmetric-log scale. Shown in the background are the corresponding distribution of pairwise
distance data used to estimate these kernels, i.e. ρLT,i,i′s. Dotted black lines represent the
errors Err1i,i′(r) and Err
2
i,i′(r) for i = 7, 8. Solid line black line represents the error for
Newton, which is exactly zero. Solid blue line shows the error Err3i,i′(r) for i = 7, 8. As
shown in the sub-plots, our estimators are recovered in a way which is closer to the EIH
range then to Newton.
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Figure 5.11: CB-on-Uranus ((ϕ̂9,i)is) and CB-on-Neptune ((ϕ̂10,i)is) interaction kernels
vs. Newton and the EIH range, shown in terms of relative error compared to Newton in
symmetric-log scale. Shown in the background are the corresponding distribution of pairwise
distance data used to estimate these kernels, i.e. ρLT,i,i′s. Dotted black lines represent the
errors Err1i,i′(r) and Err
2
i,i′(r) for i = 9, 10. Solid line black line represents the error for
Newton, which is exactly zero. Solid blue line shows the error Err3i,i′(r) for i = 9, 10. As
shown in the sub-plots, our estimators are recovered in a way which is closer to the EIH
range then to Newton.
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Figure 5.3: Comparison of relative errors in estimating period/aphelion/perihelion from
three different dynamics (LD/EIH/Newton) compared to the JPL’s observation data for 9
different celestial bodies over 450 and 500 year trajectories. The errors over 450 years have
smaller width and darker color, and are laid on top of the errors over 500 years, which have
bigger width and lighter color. Different colors correspond to different dynamics: dark/light
blue for LD, dark/light red for EIH, and dark/light yellow for Newton. The learned dynamics
demonstrates high accuracy in terms of trajectory error in almost all cases.
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Figure 5.4: Sun-on-planet ((ϕ̂i,1)i’s) and planet-on-Sun ((ϕ̂1,i)i’s) interaction kernels vs.
Newton and the EIH range, shown in terms of relative error w.r.t Newton in symmetric-log
scale. Shown in the background is the corresponding distribution of the pairwise distance
data used to estimate these kernels, i.e. ρLT,i,i′s. We recover the estimators at relative error
around 10−5 away from Newton’s gravity, and within the range of the EIH range for the
Sun-on-planet interactions. For the planet-on-Sun interactions, the relative errors are around
10−4 away from Newton (especially bigger for the two farthest away planets), due to the
fact that the strength of the interactions is getting closer to numerical error of around 10−10
coming from the approximated accelerations. The absolute scale of the maximum Newton
force for each (i, i′)-pair is shown in the title of corresponding sub-plots.
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Figure 5.5: Celestial body-on-Mercury ((ϕ̂2,i)is), celestial body-on-Moon ((ϕ̂5,i)is), and
celestial body-on-Mars ((ϕ̂6,i)is) interaction kernels vs. Newton and the EIH range, shown in
terms of relative error compared to Newton in symmetric-log scale. Shown in the background
are the corresponding distribution of pairwise distance data used to estimate these kernels,
i.e. ρL,T,i,i′s. As shown in the figures, the learning of interaction kernels on Mars is the
easiest; whereas the interaction kernels on the Moon and Mercury both present considerable
complications: lunar effects and general relativity effects. Hence the resulting estimators
on the Moon and Mercury show more oscillatory behaviors, especially at small scales. The
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