Often in studying representation theory we find that certain representation categories are semisimple. This is an illuminating property, since in such categories it suffices to study the simple objects. The research presented in this paper is motivated by the desire to expand our available tools for proving semisimplicity, with a special focus on representations of the quantum double.
A familiar result in this direction is that representations of semisimple Lie algebras are semisimple [2, 28] . Pivotal to the proof of this theorem is the existence of a Casimir element with certain properties. The proof generalizes nicely to quantized enveloping algebras [7, [587] [588] [589] . In Section 3.3 we further generalize the proof to a Hopf algebra H, which covers both cases. Theorem 1.1. Let H be a Hopf algebra and let C be an Abelian category of finite-dimensional H-modules which is closed under extension. Suppose that H has a Casimir element which acts by 0 on a simple module V if and only if V is the trivial module. If the extension of the trivial module by itself is 0, then C is semisimple.
In cases where the center of H is not well understood and no such Casimir element is known, we choose to pursue a different approach. Matrix coefficients of representations of Lie groups were first described byÉlie Cartan, and they were used by Fritz Peter and Hermann Weyl in the 1920's to decompose representations of compact topological groups in their famous Peter-Weyl theorem. Israel Gelfand continued using matrix coefficients of representations to bring new insight to several classical problems. Their work is the inspiration for our approach.
In Section 3.1 we describe a correspondence between algebra representation categories and sub-bimodules of the dual of the algebra. We show that if A is an algebra and V is a finite-dimensional left A-module, then there is a bimodule morphism
given by β V (v ⊗ ζ)(a) = ζ(a ⊲ v).
(1.1)
We thus view A * as the best place to look for A-modules, and we examine some other properties of this correspondence.
In Section 3.2 we establish a Peter-Weyl-type theorem that makes use of this correspondence to prove semisimplicity of a category. as an internal direct sum over all isomophism classes in C.
Our goal is to make use of these ideas to establish semisimplicity in a new situation. It is well-known that if H is a finite-dimensional Hopf algebra and if representations of H and H * are semisimple, then so are representations of the quantum double D(H) [6, 193] . This is not necessarily true when H is infinite-dimensional; for example, not all finitedimensional representations of D(U(sl 2 )) are semisimple. Neither are all finite-dimensional representations of U q (sl 2 ), nor of its double D(U q (sl 2 )), when q is specialized to a root of unity. However, in the author's conversations with Victor Ostrik, the following conjecture was made for generic q. It appears to be an open problem, and very difficult, even when g = sl 2 .
Main Conjecture 1.3. Let g be a semisimple Lie algebra. Then every finite-dimensional representation of D(U q (g)) is semisimple.
In Section 3. 4 we further conjecture what the simple D(U q (g))-modules are, as we now describe. Suppose that H is a Hopf algebra with invertible quasi-triangular structure R.
Given a left H-module V , we can construct two left D(H)-modules V
+ and V − using R and R −1 , respectively. Lemma 1.4. Suppose that all left H-modules are semisimple, that V ⊗ V * is semisimple for any simple H-module V , and that V + ≇ V − if V is non-trivial. If U and V are simple H-modules, then the D(H)-module U + ⊗ V − is simple.
It is unclear whether we have accounted for all simple D(H)-modules:
Although the additive span of such U + ⊗V − is closed under tensor multiplication, we do not know whether it is closed under extension. In the author's conversations with Victor Ostrik, the following conjecture was made. Conjecture 1.5. Let g be a semisimple Lie algebra. The simple D(U q (g))-modules are, up to isomorphism, the modules V + λ ⊗ V − µ ⊗ U 0 where λ and µ are dominant integral g-weights and U 0 belongs to the (finite) set of one-dimensional D(U q (g))-modules.
Because little is known about the center of D(U q (g)), we have little hope of applying Theorem 1.1. Our main conjecture appears to be very difficult, so even a little progress would be quite helpful. In this paper we consider the semisimple Lie algebra g = sl 2 and attempt to apply Theorem 1.2.
In more familiar notation, these conditions are written (ab)c = a(bc), which we thus write abc, and 1a = a1 = a. We will usually use this more familiar notation, but the advantage of the given definition is that its conditions can be expressed using commutative diagrams (See Figure 1) . This makes it easy to define a dual notion, that of a coalgebra over k. Figure 1 . Conditions on the multiplication and unit of an algebra Definition 2.2. A coalgebra C over a field k is a k-vector space with a linear comultiplication map ∆ : Figure 2 . Conditions on the comultiplication and counit of a coalgebra
We use Sweedler's notation ∆(c) = c (1) ⊗c (2) , where it is understood that this is often a sum of elementary tensors. In this notation, the counit condition is c (1) ε(c (2) ) = ε(c (1) )c (2) = c, and the coassociativity condition is
This coproduct may thus be written
Definition 2.
3. An element c of a coalgebra is called group-like if ∆c = c ⊗ c.
Definition 2.4.
A bialgebra B over a field k is a k-vector space that is both an algebra and a coalgebra over k such that ∆ and ε are algebra homomorphisms. Equivalently, µ and η are coalgebra homomorphisms.
Definition 2.5. A Hopf algebra H is a bialgebra with a linear antipode map S : Figure 3 . Condition on the antipode of a Hopf algebra Definition 2.6. Let A be an algebra over k. A left A-module V is a k-vector space with a linear action ⊲ :
for all a, b ∈ A and v ∈ V . Right actions and modules are defined similarly. An A-bimodule has left and right actions satisfying
Definition 2.7. Let C be a coalgebra over k. A left C-comodule V is a k-vector space with a linear coaction δ :
Right coactions and comodules are defined similarly.
We write δ(v) = v (−1) ⊗ v (0) (which may in fact be a sum of elementary tensors). Then the first condition on δ can be written ε v (−1) v (0) = v, and the second condition allows us to write
Lemma 2.8. Let A be an algebra. Then A * is an A-bimodule where the left action is
Lemma 2.9. The category of algebras over k is monoidal, where A ⊗ B has multiplication
Lemma 2.10. The category of coalgebras over k is monoidal, where A ⊗ B has comultiplication
and counit ε(a ⊗ b) = ε A (a)ε B (b).
Lemma 2.11. Let B be a bialgebra. The category of left B-modules is monoidal with
Lemma 2.12. Let B be a bialgebra. The category of left B-comodules is monoidal with
Examples of bialgebras and Hopf algebras.
The construction we use here for U q (g) is detailed in [4, [95] [96] [97] . Let g be a complex simple Lie algebra, t be a Cartan subalgebra, and t * be its dual linear space. Let α i ∈ t * be a system of positive simple roots. If ( , ) is the symmetric bilinear form on t * derrived from the inverse of the Killing form, andα i = 2α i /(α i , α i ) are the coroots, then a ij = (α i , α j ) is the Cartan matrix. Define
, which is always an integer. Then U q (g) can be defined over the field C(q) with generators {K
±1
i , E i , F i } and with
Definition 2.13. Let g be a complex simple Lie algebra with the structure described above.
, we define U q (g) to be the Hopf algebra generated by
and comultiplication, counit, and antipode maps
which belongs to the center of U q (sl 2 ).
If V is a left U q (g)-module, a nonzero vector v ∈ V is said to be highest-weight if E i ⊲ v = 0 for all i, and the subspace of highest-weight vectors is denoted + V . We define V + similarly for right U q (g)-modules. The following result is a consequence of the comultiplication of E i and of Lemma 2.11.
We say that a module V is locally finite if every v ∈ V generates a finite-dimensional submodule.
Lemma 2.16. If a U q (g)-module V is locally finite, then + V (resp. V + ) generates V .
Quantum matrices are another class of bialgebras. The construction we use is detailed in [5, [5] [6] . Let the coordinate functions on the space of m × n matrices be denoted X ij , 1 ≤ i ≤ m, 1 ≤ j ≤ n. The tensor algebra T (Mat m×n ) generated by {X ij } is a bialgebra with comultiplication and counit given by
Consider the free algebra V on n generators e 1 , . . . , e n . This algebra is a comodule over the bialgebra T (Mat n×n ) with coaction
2)
The bialgebra of quantum matrices C q [Mat n×n ] is a quotient of the tensor bialgebra T (Mat n×n ) such that both the quantum symmetric algebra and the quantum exterior algebra are comodules. More precisely, we define the symmetric algebra S q (V ) and the exterior algebra Λ q (V ) by
The following result is well-known (See [5] , for example).
Theorem 2.17. There exists a quadratic bi-ideal I in the bialgebra T (Mat n×n ) such that (2.2) extends to algebra homomorphisms
and
We define C q [Mat n×n ] to be the quotient of T (Mat n×n ) by the minimal such I. Since the coactions (2.3) are homogeneous, we may restrict the latter coaction to the top power Λ q (V ) n , which is 1-dimensional. 
The comultiplication and counit are given in (2.1), and the antipode S is
which is read entry-wise, so S(b) = −qb, for example.
2.3.
Hopf pairings and actions.
Definition 2.21. Let H and C be Hopf algebras over a field k. A Hopf pairing of H and C is a map φ :
and φ(1, h) = ε(h), φ(c, 1) = ε(c), and φ(Sc, h) = φ(c, Sh).
We can now define actions of dually paired Hopf algebras on each other.
Proposition 2.22. Let H and C be Hopf algebras over a field k, and let φ : C ⊗ H → k be a Hopf pairing. Then
are left and right actions of H on C, respectively, and
are left and right actions of C on H, respectively. Furthermore, these actions and the pairing φ satisfy the relations
If we know the actions, then we can reconstruct the pairing, as demonstrated in the following example.
We reconstruct the Hopf pairing
where δ i,j,k = 1 if i = j = k, and δ i,j,k = 0 otherwise. The right action is then
We can also use the pairing to compute that
In Example 2.37 and Section 5.1 we will use these actions to construct D(U q (sl n )) and to determine the action of D(U q (sl n )) on part of its dual.
2.4.
Quasi-triangular structures and braidings. As a reference for the material in this section, see Chapter 2 of [4] . Definition 2.24. Let B be a bialgebra. A quasi-triangular structure on B is an element R ∈ B ⊗ B, written R (1) ⊗ R (2) though it may be a sum, which is invertible and satisfies
for all b ∈ B, where τ (∆b) = b (2) ⊗ b (1) and where
, and
Example 2.25. The Hopf algebra U q (sl 2 ) has quasi-triangular structure
and q 1 2
v,v ′ , as shown in [4, 86] .
Proposition 2.26. Let B be a bialgebra with quasi-triangular structure R, and let V be a left B-module. Then V is a left B-comodule with either of the coactions
Definition 2.27. Let B be a bialgebra. A dual quasi-triangular structure on B is a convolution-invertible map R : B ⊗ B → k such that
for all a, b, c ∈ B.
Example 2.28. The bialgebra C q [SL n ] has dual quasi-triangular structure given by
as shown in [4, 133] .
Definition 2.29. Let C be a category with an associative tensor product. We say that C is braided if it is provided with functorial isomorphisms
Proposition 2.30. Let B be a bialgebra with dual quasi-triangular structure R. Then every left B-comodule is also a left B-module with action
Furthermore, the category of left B-comodules is braided with
2.5.
Yetter-Drinfeld modules and the quantum double.
Definition 2.31. Let H be a bialgebra. Then V is a left Yetter-Drinfeld H-module if V is both a left H-module and a left H-comodule and if the action and coaction satisfy the relation
If H is a Hopf algebra, then this can be written
Proposition 2.32. Let H be a Hopf algebra. Proposition 2.33. Let H be a bialgebra with a braided category C as in Proposition 2.30. If the objects of C are Yetter-Drinfeld modules, then
Definition 2.34. Let C be a monoidal category. The Drinfeld center of C is the monoidal category whose objects are objects X of C together with a natural isomorphism
Proposition 2.35. Let H be a bialgebra and let C be the category of left H-modules. Then an object of C is a Yetter-Drinfeld module if and only if it belongs to the Drinfeld center of C.
To prove this, we already saw in Proposition 2.30 how the coaction can be used to produce a twisting. On the other hand, since H is a left H-module where the action is left multiplication, we can define
If H is a Hopf algebra and C is the category of left H-modules, then the Drinfeld center of C is also the category of left modules over a Hopf algebra related to H, called the Drinfeld double, or quantum double, of H, which we now define.
Definition 2.36. Let H and C be Hopf algebras over a field k, and let φ : C ⊗ H → k be a Hopf pairing. We define a Hopf algebra called the quantum double D(H) as follows. As a coalgebra, D(H) = C ⊗ H with the tensor coalgebra structure of Lemma 2.10, and thus both C and H are sub-coalgebras of D(H). As an algebra, C op and H are subalgebras. Specifically, the multiplication · of D(H) is given by c · c
for all h, h ′ ∈ H, and by the cross-relation
We note that according to Proposition 2.22, the above is equivalent to
Example 2.37. The Hopf algebras U q (gl n ) and C q [GL n ] are dually paired as shown in Example 2.23. Then as a coalgebra,
, as presented in Definition 2.13, and C q [GL n ] op , as given in Definition 2.18 but with opposite multiplication. The cross-relations are
We note that the quantum determinant of C q [GL n ] is central and group-like here, and the action of U q (gl n ) on it is by the counit.
Example 2.38. In particular, the algebra D(U q (sl 2 )) has cross-relations
It will be helpful in our investigation of highest-weight vectors that c quasi-commutes with E (See Lemma 6.13).
We will also be interested in the dual D(H) * of the quantum double. If H is infinitedimensional, then this Hopf algebra is very complicated. As we will see, even knowing the finite dual D(H)
• is as complicated as knowing the entire category of finite-dimensional D(H)-modules. However, there is a Hopf subalgebra of D(H) * which is equal to D(H) * if H is finite-dimensional but is much easier to describe when H is infinite-dimensional. Proposition 2.39. Let H and C be Hopf algebras over a field k, and let φ : C ⊗ H → k be a Hopf pairing. There is a subalgebra H ⊗ C ⊂ D(H) * which has the tensor algebra structure of Lemma 2.9. (See [4, 334 and 362] .)
We will suppress the tensor symbol when writing elements of H ⊗ C. Proposition 2.40. Let H be a Hopf algebra with quasi-triangular structure R. There is an embedding Φ R : H-mod ֒→ D(H)-mod which gives each H-module the structure of a D(H)-module.
To prove the above proposition we use the coaction δ(v) = R (2) ⊗ (R (1) ⊲ v) as in Proposition 2.26 and then define the action of elements of c by
where φ is the pairing between C and H. In the same way we could show using Proposition 2.30 that if H has a dual quasi-triangular structure then there is an embedding of H-comod
Because the quasi-triangular structure R is invertible, we can use either
We know that the only one-dimensional U q (sl n )-module is the trivial module, where
We refer now to the cross-relations in Example 2.37. By commuting E i past X k,i+1 , we find that φ(X k,i ) = 0 if i = k and φ(X i+1,i+1 ) = φ(X i,i ). By commuting F i past X i+1,n we find that φ(X i,n ) = 0. Thus
However, the quantum determinant implies that n k=1 φ(X k,k ) = 1. Thus we can choose φ(X 1,1 ) to be any nth root of unity.
Some semisimplicity results

3.1.
A correspondence of subcategories and sub-bimodules. If B is an algebra and V is a left B-module, then V * is a right B-module, and we can define a map
for all v ∈ V , f ∈ V * . We refer to β V (v ⊗ f ) as a matrix coefficient.
for any v ∈ V and f ∈ V * .
Lemma 3.2. The maps {β V | V ∈ B-mod} in (3.1) are morphisms of B-bimodules, and
Proof. Let b, b ′ ∈ B, v ∈ V , and f ∈ V * . We see that
Let U and V be B-modules, and let u ∈ U, v ∈ V , f ∈ U * , and g ∈ V * . Then
This means that β's effectively ignore multiplicity: We now define a correspondence between additive subcategories of B-mod and subbimodules of B * . For any additive category C of B-modules, we denote by B * C the span of the images of {β V | V ∈ C}. On the other hand, given a sub-bimodule D of B * , we define C(D) to be the full subcategory of objects Proof. Let U and V be objects of C, and let u ∈ U, v ∈ V , f ∈ U * , and g ∈ V * . Then
Definition 3.7. An element of B * is locally finite if it generates a finite-dimensional bimodule. If D is a sub-bimodule of B * , we denote by D f the sub-bimodule of locally finite elements of D.
Now the product of two locally finite elements belongs to the tensor product of their respective finite-dimensional submodules, which proves the following lemma.
Lemma 3.8. If a sub-bimodule D of B * is a subalgebra, then the sub-bimodule D f of locally finite elements is in fact a subalgebra.
3.2.
A Peter-Weyl-type theorem. In this section we present a Peter-Weyl-type theorem relating semisimplicity of C with a Peter-Weyl decomposition of B * C . The author failed to find a complete reference for this theorem in the literature, although one direction of the implication is well known and for this part the author appreciated the proof given in a lecture by David Jordan [3] .
as an internal direct sum over all isomorphism classes of simple objects V ∈ C(D). Lemma 3.1 shows this is well defined.
Theorem 3.10. Let B be an algebra and let C be an Abelian category of finite-dimensional B-modules. Then C is semisimple if and only if B * C has a Peter-Weyl decomposition. Before proving the theorem, we note the following well known result which is proved by induction on the length of a Krull-Schmidt decomposition.
Lemma 3.11. Let B be an algebra and let C be an Abelian category of finite-dimensional B-modules. Then C is semisimple if and only if Ext 1 (U, V ) = 0 for all simple B-modules U and V .
Proof of Theorem 3.10. Suppose that B * C has a Peter-Weyl decomposition, and suppose by way of contradiction that C has an indecomposable object V and a short exact sequence
where V 1 and V 2 are both simple. Now V must be cyclic; if not, then any v ∈ V \ V 1 would generate a complement to V 1 , and we have assumed that V is indecomposable. Now the dual short exact sequence 0 → V * 2 → V * → V * 1 → 0 has the same properties. Choose a cyclic vector f ∈ V * . We define
is the zero map if and only if (f ⊳ b)(v) = 0 for all b ∈ B, and since f generates V * this implies v = 0. Thus β V • ι f embeds V into B * C , which is semisimple, so V is semisimple, contradicting our assumption that V was indecomposable. Therefore C is semisimple by Lemma 3.11.
Suppose now that C is semisimple. Let V ∼ = n i=1 n i j=1 V i be a decomposition of a module V ∈ C as a sum of simple modules V i . By Lemma 3.2 and Corollary 3.3, the image of β V is equal to
. By Lemma 3.4, the sum is direct.
3.3. Semisimplicity via a Casimir element. In this section we present a theorem proving the semisimplicity of certain representations of Hopf algebras when a Casimir element is available. The proof is a straightforward generalization of proofs given elsewhere. For example, see [2, 28] for semisimple Lie algebras and [7, [587] [588] [589] for U q (sl 2 ). Let H be a Hopf algebra. Recall that if V is an irreducible left H-module and c ∈ H belongs to the center of H, then c acts on V as multiplication by some scalar. 
We call the element c a Casimir element of H. Given a finite-dimensional left H-module V , the strategy for the proof is to show that for any submodule W ⊂ V there is another submodule
We first consider a couple of special cases.
Lemma 3.13. Let H be a Hopf algebra as described in Theorem 3.12, and let V ∈ C be a finite-dimensional left H-module. If W ⊂ V is an irreducible submodule with V /W ∼ = 1, then there exists another submodule
Proof. The Casimir element c satisfies c ⊲v = 0 for allv ∈ V /W . If W ∼ = 1, then V ∼ = 1 ⊕ 1 since Ext 1 (1, 1) = 0. If W ≇ 1, then we know that c ⊲ W = 0 by the hypothesis of Theorem 3.12. Therefore the submodule ker(c) of V satisfies ker(c) ∩ W = 0, so V = W ⊕ ker(c).
Lemma 3.14. Let H be a Hopf algebra as described in Theorem 3.12, and let V ∈ C be a finite-dimensional left H-module. If W ⊂ V is a submodule with V /W ∼ = 1, then there exists another submodule
Proof. If W is irreducible, then this follows from Lemma 3.13. So, suppose that W has a proper nonzero submodule U ⊂ W . Then we may write the short exact sequence of
We use induction on the dimension of W , noting that in the base case W is irreducible. So by hypothesis the short exact sequence splits and there is a submodule
We now write the short exact sequence of H-modules
Now dim(U) < dim(W ), so by hypothesis the short exact sequence splits and there is a submodule
, and we conclude that V = W ⊕ W ′ .
We are now ready to prove Theorem 3.12.
Proof of Theorem 3.12. Let V ∈ C be a finite-dimensional left H-module, and suppose W ⊂ V is a proper non-zero submodule. We know that Hom k (V, W ) is a left H-module with action given by
We define two subspaces L and L ′ of Hom k (V, W ) as follows:
We wish to show that L and L ′ are submodules of Hom k (V, W ). Let h ∈ H, φ ∈ L, and w ∈ W . Then
for all v ∈ V . Thus φ is not merely k-linear, but is a homomorphism of H-modules. It is surjective since it belongs to L. Therefore V = W ⊕ ker(φ).
3.4. Some semisimple categories of D(U q (g))-modules. In this section we demonstrate a method of constructing simple D(H)-modules, where H is a bialgebra, which the author learned from Victor Ostrik. We stated in Proposition 2.26 that if H has quasi-triangular structure R, then we can construct coactions Proof. That U − ≇ V + is obvious since U − and V + retain the H-module structures of U and V , respectively, and H is a subalgebra of D(H). Now assume that f : V → V is an isomorphism such that
Since V is simple, Schur's Lemma implies that f (v) = cv for all v ∈ V , where c is a non-zero constant. Therefore, δ − = δ + . 
− which is C(q) since the only contribution is from the trivial submodules of (U ⊗ U * ) + and (V ⊗ V * ) − . Thus U + ⊗ V − is simple. Now let U, V , W , and Y be left H-modules. We have
− so the lemma is proved.
Definition 3.17. Recall that U q (g) is quasi-triangular with simple modules V λ . We define
Corollary 3.18. The D(U q (sl 2 ))-modules V λ,µ are simple, and the category they generate is semisimple.
Proof. Let V be a simple, non-trivial U q (sl 2 )-module. Let v ∈ V be a highest-weight vector. Since V is non-trivial, we have F ⊲ v = 0. Given the quasi-triangular structure from Example 2.25, we find that v generates a 1-dimensional H-comodule under δ + , but not under δ − . Thus δ − = δ + , so the hypotheses of Lemma 3.16 are satisfied.
The following conjectures are due to the author's conversations with Victor Ostrik. These conjectures are extremely difficult even for g = sl 2 . However, we find that they are consistent with our main results in Section 4.
Main results
Proofs for results presented in this section may be found in Section 6.
The actions of D(H) on H ⊗ C. It follows from Lemma 2.8 that D(H)
* is a D(H)-bimodule, but the actions are very complicated when H is infinite-dimensional. However, there is a sub-bimodule that we are able to describe. 
We use the solid triangles ◮ and ◭ to distinguish these actions from the actions of C and H on each other, for which we use ⊲ and ⊳. We remark thath ◭ c = c ⊲h makes sense because the subalgebra C op ⊂ D(H) has multiplication opposite to that of C. Theorem 4.1 gives explicit formulas for the actions of D(H) on H ⊗ C, so we will seek to describe its locally finite part (H ⊗ C) f and thus to describe all objects of the category C (H ⊗ C) f . Ideally we would be able to describe the finite dual D(H)
• and thus all finite-dimensional D(H)-modules, but that is much more difficult.
For examples of these actions, see Sections 5.1 and 5.2.
Semisimplicity of certain
as shown in Section 3.2.
In the remainder of this section, we let
In this case, λ and µ are nonnegative integers, and there are simple sub-bimodules H λ,µ corresponding to β V λ,µ (V λ,µ ⊗ V * λ,µ ). We claim that H has a Peter-Weyl decomposition, namely the following.
Main Theorem 4.2. As a D(H)-bimodule,
and this is a Peter-Weyl decomposition of H.
We recall the notation C(D) from Section 3.1. Then Theorems 3.10 and 4.2 have the following corollary: 
In Section 5.3 we will give a presentation of the 16-dimensional simple D(H)-bimodule H 1,1 and prove the following proposition about the subspace of highest-weight bivectors The above results are all we need to prove the main theorem. However, the algebra
is very interesting in its own right. The vectors v 1 and v 4 are central in this algebra, but v 2 and v 3 have homogeneous relations in degree 4. Namely, they have the following Serre and Verma relations: 
The algebra + H + appeared in another context in [1] , and it would be very interesting to continue this direction of research. 
We conclude this section with some conjectures for other semisimple Lie algebras. Let g be a semisimple Lie algebra and G be the corresponding simply-connected algebraic group. 
where the sum is over all dominant weights λ and µ such that λ − µ belongs to the root lattice of g.
Conjecture 4.15. The sum H ω i ,ω i over all fundamental weights ω i generates U q (g) ⊗ C q [G] f as an algebra. 
Examples
The actions of
From h ◮h = ε(h)h, we have E i ◮h = 0, F i ◮h = 0, and K i ◮h = 1.
From h ◮c = h ⊲c, we have
, we have
From c ◮c = Sc (1)c c (2) , we have
Fromh ◭ c = c ⊲h, we have
Fromc ◭ c = ε(c)c, we have
In the next section we specialize to the case H = U q (sl 2 ).
The actions of D(U
Here we specialize our example from Section 5.1 to D(U q (sl 2 )) acting on the algebra
In this section we exhibit three simple sub-bimodules of (U q (sl 2 ) ⊗ C q [SL 2 ]) f . In each example, we examine the subspace of highest-weight bivectors-those vectors annihilated by both the left and right actions of E. The first example, H 1,1 , is 16-dimensional and has a 4-dimensional subspace of highestweight bivectors. Its tensor square is 100-dimensional and is the internal direct sum of four non-isomorphic simple sub-bimodules of dimensions 81, 9, 9, and 1, respectively:
We will exhibit the 9-dimensional bimodules H 2,0 and H 0,2 , each of which has a onedimensional subspace of highest-weight bivectors. Of course, H 0,0 = 1 is the trivial bimodule.
, where each V j is the left D(H)-module with basis {v 1j , v 2j , v 3j , v 4j }. In this basis, the left action of x ∈ D(H) on v ∈ V j is given by x ◮ v = φ j (x)v, where
. We see that φ j (E) is a rank-2 matrix with null space spanned by {v 1j , v 2j } and φ ′ i (E) is a rank-2 matrix with null space spanned by {v i1 , v i4 }. It follows that the subspace {v ∈ H 1,1 | E ◮ v = v ◭ E = 0} of highest-weight bivectors is spanned by {v 11 , v 14 , v 21 , v 24 }. We note that v 21 has weight (2, 2), v 24 has weight (2, 0), v 11 has weight (0, 2), and v 14 has weight (0, 0). Therefore, the basis {v 21 , v 24 , v 11 , v 14 } is canonical up to scaling. Elsewhere in this paper we refer to these four highest-weight bivectors as
, where each V j is the left D(H)-module with basis {v 1j ,v 2j ,v 3j }. In this basis, the left action of x ∈ D(H) on v ∈ V j is given by
We see that φ j (E) is a rank-2 matrix with null space spanned by {v 1j } and φ ′ i (E) is a rank-2 matrix with null space spanned by {v i1 }. It follows that the subspace {v ∈ H 2,0 | E ◮ v = v ◭ E = 0} of highest-weight bivectors is spanned byv 11 . Elsewhere in this paper we refer to this bivector as
and we note that
, where each V j is the left D(H)-module with basis {v 1j ,v 2j ,v 3j }. In this basis, the left action of x ∈ D(H) on v ∈ V j is given by x ◮ v = φ j (x)v, where 
We see that φ j (E) is a rank-2 matrix with null space spanned by {v 1j } and φ ′ i (E) is a rank-2 matrix with null space spanned by {v i1 }. It follows that the subspace {v ∈ H 0,2 | E ◮ v = v ◭ E = 0} of highest-weight bivectors is spanned byv 11 . Elsewhere in this paper we refer to this bivector as
Remark 5.4. We see that H 2,0 is not isomorphic to H 0,2 because b annihilates H 2,0 but does not annihilate H 0,2 .
Conjecture 5.5. Based on these examples, we conjecture that H λ,µ is generated as a D(H)-bimodule by h λ,µ where
6. Proofs 6.1. Proof of Theorem 4.1. We define a pairing , :
As described in Section 2.3, we can use this pairing to define left and right actions of D(H) on H ⊗ C. The rest of the proof is a direct calculation.
and thus
We define ◮ :
and the theorem is proved. 
Our goal is to show that
The biggest challenge is that E and F do not have a convenient commuting relation. By localizing at v 3 = EK −1 , we will be able to write F in terms of other vectors with much better commuting relations (See Lemma 6.4). We will do the same for a by localizing at c, and we will also show that neither b nor d appears in any highest-weight bivector. In summary, we will use the (not yet justified) embeddings
where A ⊂ H ⊗ C is the subalgebra with basis Now we must also confirm that
+ . This is not obvious, because 
We observe that there is a grading
and we let π m : H ⊗ C → A m denote the canonical projection. We also note that
For this to be zero, we can have
We have verified the statement (6.2). We will now find a basis for
+ which we can use later to find a basis for
Proposition 6.5. The algebra
is a basis of
. We therefore must show that the solutions to v ◭ E = 0 are those vectors v belonging to the subspace spanned by {v
where the α's and β's are coefficients. We will show that β s,m,n,p,k = 0 for all indices and α s,m,n,p,k = 0 whenever k = 0. Now
Thus if α s,m,n,p,k = 0 then q 2k = 1, so k = 0 since q is not a root of unity. Also if β s,m,n,p,k = 0 then 2k = −1 which is impossible for k ∈ Z. Proposition 6.6. The algebra 3 is what gave the algebra quasi-commuting generators. Definition 6.7. Recall that {E m F n K ±p a ℓ c k } is a basis for H ⊗ + C (See Lemma 6.3). Define λ to be the projection of H ⊗ + C onto the subalgebra
Remark 6.8. One may view λ as the quotient by the right ideal generated by E.
Remark 6.9. If B is the algebra F, K ±1 , a, c , then λ : H ⊗ + C → B is a morphism of right B-modules.
In particular,
because of the complicated relations between E and F , so λ is not a morphism of algebras. But if we avoid v 2 then we see some useful structure: Proposition 6.12. The set S from Lemma 6.11 is linearly independent, and the restriction of λ to the span of S is injective.
Before we prove this proposition, let us consider how it will be used to prove Theorem 4.6. By Proposition 6.6 and the quasi-commutativity of the vectors v 1 , v 3 , v 4 , v 5 , and v 6 , we may write any highest-weight bivector w ∈ + A[v 2 only if i = j. We will show that the index set Ω is empty, which will prove both parts of the proposition at once.
Suppose Ω = ∅. Let s = max{s i } i∈Ω and Ψ = {i ∈ Ω | s i = s}. (We will actually show that Ψ is empty, which is a contradiction, implying Ω = ∅.) Recall that v 2 = (q − q −1 )∆ac − q+q −1 q−q −1 Kac − q −2 F Kc 2 + Ea 2 .
Recall also that {E i F j ∆ k K ±ℓ a p c r b m d n | ij = pn = 0} is a basis for H ⊗ C, and let π s be the projection onto the subspace where j = s. Because F does not appear in any u i and because s i < s for all i ∈ Ω \ Ψ, we have π s (u) = π s i∈Ω α i u i v
By Proposition 6.10,
Because λ(u) = 0, it follows that i∈Ψ α i λ(u i ) = 0. for some i ∈ Ψ, then (6.5c) shows that one of the summands (j = 0) of λ(u i ) is q N (q − q −1 ) −2n K −(N +p) c 2p . Now (6.4) shows that λ(u i ) has linear dependence with the other terms, so some λ(u i ′ ) must include a nonzero multiple of K −(N +p) c 2p . We note that 2p < 2(N + p), and neither (6.5a) nor (6.5b) can produce a term whose powers of c and K have this property, and (6.5c) cannot either because n ≤ N. Now (6.5d) shows that λ(v n 4 v r 6 ) can produce such a term, but only if r = p and n = N + 2j + 2p for some j ≥ 0. Because N was chosen to be maximal, we would need j = p = 0. But then r = p = 0 and n = N, so v for some i ∈ Ψ, then (6.5d) shows that one of the summands (j = N) of λ(u i ) is q −n (q − q −1 ) −2n K n+r c 2r . Such a term could be produced only by (6.5c) when p = r and 2j − n = N + 2r for some j ≤ n, but because N is maximal we would need We have shown that N must be zero, so {u i } i∈Ψ ⊂ {v 6.4. Proof of Main Theorem 4.2. For each pair of nonnegative integers λ and µ satisfying λ − µ ∈ 2Z, we define H λ,µ to be the D(U q (sl 2 ))-bimodule generated as follows:
