Acoustic event classification may help to describe acoustic scenes and contribute to improve the robustness of speech technologies. In this work, fusion of different information sources with the Fuzzy Integral (FI), and the associated Fuzzy Measure (FM), are applied to the problem of classifying a small set of highly confusable human non-speech sounds. As FI is a meaningful formalism for combining classifier outputs that can capture interactions among the various sources of information, it shows in our experiments a significantly better performance than that of any single classifier entering the FI fusion module. Actually, that FI decision-level fusion approach shows comparable results to the highperforming SVM feature-level fusion and thus it seems to be a good choice when feature-level fusion is not an option. We have also observed that the importance and the degree of interaction among the various feature types given by the FM can be used for feature selection, and gives a valuable insight into the problem.
INTRODUCTION
In context-aware systems such as smart rooms or intelligent personal devices, acoustic event classification (AEC) can provide support for a high-level analysis of the underlying acoustic scene. On the other hand, AEC can contribute to improve the performance and robustness of speech technologies such as speech and speaker recognition, speech enhancement, and speaker localization.
A rich variety of information sources is obtained in our work by extracting a set of ten different kinds of features and using them as inputs of ten different SVM classifiers, whose outputs are combined to give a final classification score. Besides the above-mentioned fusion of information sources at the decision level, and for clarity purposes, we will also consider information fusion at the feature level, i.e. an early integration of information sources, and will be carried out by the SVM. These two kinds of fusion are depicted in Fig. 1 .
Usual combinations of classifier outputs like sum, product, max, min, weighted arithmetical mean (WAM), etc [4] , assume that each output represents an independent source of information that can be treated separately. Often, this is not the case, and an approach that considers the interactions among the classifier outputs is needed. Over the past several years there have been a number of successful applications of the Fuzzy Integral (FI) [4] [5] in decision-making and pattern recognition using multiple information sources (e.g. [6] [7] [8] ). FI is a meaningful formalism for combining classifier outputs which can capture interactions among the various sources of information. Moreover, the Fuzzy Measure (FM), which is associated with the FI, furnishes a measure of importance for each subset of information sources, allowing feature selection and giving a valuable insight into the classification problem itself. Both feature-level fusion and decision-level fusion are compared in our AEC experiments. As a default classifier we use the SVM classifier, which helps to overcome the problem of the high-dimensionality [9] of the input feature space. In the experiments, fusion of several information sources with the FI formalism showed a significant improvement with respect to the best single information source. The results also indicate that the decision-level fusion by FI outperforms WAM and has similar or better results than feature-level fusion with the SVM. Additionally, the number of feature sets was reduced to half with no loss in the SVM-based classification rate by using the information displayed by the FM In previously reported classification experiments with 16 types of meeting-room acoustic events [1] , we tested several classifiers based on either Gaussian Mixture Models (GMM) or Support Vector Machines (SVM) [2] . In those experiments, the SVM approach yielded significantly higher accuracies than the GMM approach. This was mostly due to the small size of the training database since, as SVM is a discriminant classifier, it has lower size requirements for training data than the GMM generative classifier. Furthermore, the SVM classifier is not as sensitive as the GMM one to the presence of irrelevant features [3] , so it is appropriate to use it with a large and diverse feature set, as was done in those tests.
In this paper, we focus on the classification of a particular type of acoustic events, a set of five human vocal-tract non-speech sounds (cough, laughter, sneeze, sniff and yawn), which were found responsible for a large part of errors in the classification of meeting-room acoustic events in [1] . In fact, those sounds contributed with 70% of the total classification error, in spite of accounting only for 30% of the acoustic events included in the testing database. Additionally, it was observed in [1] that those human non-speech sounds were mainly confused among themselves. Using the same small database and keeping SVM as the basic classifier, the work presented in this paper is intended to reduce the classification error rate of the above mentioned set of highly confusable human non-speech sounds by turning to the fusion of different information sources that in our case consists of the combination of classifier outputs.
Finally, as the FI aggregation may be appropriate when the feature-level fusion is difficult (e.g. due to the different nature of the involved features), or when it is beneficial to preserve the application or technique dependency (e.g. when fusing well established feature-classifier configurations), we have also conducted experiments to combine Hidden Markov Models (HMM) that use frame-level features with the SVM using signal-level features, and have witnessed an additional improvement. As smart rooms are usually equipped with a network of microphones and video cameras that provide multimodal information, fusion of information with the FI may find a useful application in such a framework.
The rest of the paper is organized as follows: Section II gives the basics of FI and FM. Audio features investigated in this work are presented in Section III. Section IV presents the experiments and discussion.
Finally, conclusions are given in Section V.
FUZZY INTEGRAL AND FUZZY MEASURE
We are searching for a suitable fusion operator to combine a finite set of information sources } ,..., and assigns it to a class label from Ω .
Alternatively, each classifier output can be formed as an N-dimensional vector that represents the degree of support of a classification system to each of N classes. It is convenient to organize the output of all classification systems in a Decision Profile (DP) [10] :
where a row is classifier output and a column is a support of all classifiers for a class. We suppose these classifier outputs are commensurable, i.e. defined on the same measurement scale (most often they are posterior probability-like).
Let's denote h i , i=1,..,z, the output scores of z classification systems for the class c n (the supports for class c n, i.e. a column from DP) and before defining how FI combines information sources, let's look to the conventional WAM fusion operator. A final support measure for the class c n using WAM can be defined as: 
, we must take into account some interaction among the information sources. 
To illustrate the FI, let us consider a case of two information sources with outputs h 1 and h 2 , and assume that h 1 <h 2 . Consequently, we have corrective coefficients of the second order only:
where the first term corresponds to the "second order" correction mentioned above.
For Z information sources there are a total of 2 Z FM parameters that can be arranged in a lattice with the usual ordering of real numbers [7] . The lattice representation shows the monotonicity of the FM and particular values involved in the FI calculation. An example of lattice representation of FM defined for 4 information sources is shown on Fig. 2 . The lattice consists of Z+1 layers with each node representing a particular subset of Z. Two nodes in adjacent layers are connected only if there are set-inclusion relationships between the two subsets of Z whose measures they represent. The red line on the Fig. 2 shows the values used for the FI calculation given the following ordering of classifiers' scores: 
Generally, (3) 
and the interaction indices are calculated as:
We can see the index is positive as long as i and j are negatively correlated (complementary), and negative when i and j are positively correlated (competitive).
As was mentioned in [11] , FI has very good properties for aggregation: it is continuous, non-decreasing, ranges between a minimum and a maximum value, and coincides with WAM (discrete Lebesgue integral) as long as the FM is additive. Actually, it was shown in [11] that the ordered weighted average, the WAM, and the partial minimum and maximum operators are all particular cases of FI with special FM.
In fact, FI can be seen as a compromise between the evidence expressed by the outputs of the classification systems and the competence represented by the FM's knowledge of how the different information sources interact [4] .
As the FM is a generalization of a probability measure, we can calculate a measure of uncertainty associated to FM analogously to the way the entropy is computed from the probability [13] , that is: When normalized by Z ln , ) (µ H measures the extent to which the information sources are being used in calculating the aggregation value of ) , ( h M FI µ . When that entropy measure is close to 1, all criteria are used almost equally; when it is close to 0, the FI concentrates almost on only one criterion [14] .
It is obvious that FI completely relies on the FM. The better the FM describes the real competence and interaction among all classification systems, the more accurate results can be expected. There are two methods of calculating the FM known to the authors (if it is not provided by an expert knowledge): one based on fuzzy densities [4] , and the other based on learning the FM from training data [7] [8] . In our work, we have used the latter method: a supervised, gradient-based algorithm of learning the FM, with additional steps for smoothing the unmodified nodes:
Step 1. Initialize the FM to the equilibrium state
, where Z is the number of information sources and FM is additive, i.e.
Step 2. For a data point x with label c n
Step 2.1. Obtain the DP(x) and calculate the FIs M n for each of N classes (i.e. for each column of the DP).
Step 2.2. Calculate the error for each of N classes: ε n = c n -M n , where c n is one for the correct class and zeros for the others.
Step 2.3. For each of N classes, update the FM µ values that were used in the calculation of M n (e.g. in Fig. 2 , those that are on the red line, i.e. µ 234 , µ 23 and µ 3 ) using the formula derived from a mean-squarederror criterion [7] . Note that for each class the order of classifiers may differ, what implies that different µ values are used for the calculation of M n .
Step 2.4. Verify the monotonicity condition for the µ values that were used in the calculation of M n.
Step 3. Due to the scarcity of data, verify the monotonicity condition of the unmodified µ values and smooth their values. The smoothing is based on the average values of the upper and lower neighbours of the current node.
For a detailed description of the algorithm and the exact parameter update equations, we refer to [7] [8].
AUDIO FEATURES
Although the best feature sets for AEC in [1] 
Fundamental frequency (1).
A simple cepstrum-based method was used to determine the pitch in the range [70, 500] Hz [15] . When the signal is unvoiced, a zero value is used. (9) where N=5 is the number of log FBEs per sub-band. -band log energy distribution (4) . Percentage distribution of the total log frame energy among the above defined 4 sub-bands.
Sub-band log energies (4)
.
Sub

Sub-band log energy correlations (4).
This new type of feature is a measure of correlation of log FBEs between two adjacent frames and within each of the above defined 4 sub-bands. It is computed as the maximum absolute value of the cross-correlation function between the two sequences x(k) and y(k): (11) where N=5 is the number of log FBEs per sub-band.
.Spectral centroid (1).
The centroid is a measure of the spectral "brightness" of the spectral frame and is defined as the linear average frequency weighted by DFT amplitudes, divided by the sum of the amplitudes:
Spectral roll-off (1).
It is a measure of the skewness of the spectral shape and is defined as a frequency bin f c below which the c percentage of the spectral amplitudes is concentrated (in our case (14) where CE is the spectral centroid of the frame.
Therefore, 22 acoustical measures are extracted from each frame, using 16ms/8ms frame length/shift. Then, from the whole time sequence of each acoustical measure in an event, four statistical parameters are computed: mean, standard deviation, autocorrelation coefficient at the second lag, and entropy. Those four statistical values per acoustical measure are used to represent the whole acoustic event.
EXPERIMENTS AND DISCUSSION
Experimental Setup
Database
Due to the lack of an acceptable corpus, the acoustic event database used in this work has been assembled using different sources. Part of the database was taken from the seminar recordings employed within the CHIL project [16] . The other part has been found in a large number of Internet websites. All sounds were down-sampled to 8 kHz. The fact that the acoustic events were taken from different sources makes the classification task more complicated due to the presence of several (sometimes unknown) environments and recording conditions. Table 1 shows the five acoustic classes considered in this work and Fig. 3 shows their sample spectrograms. Notice that each realization of "cough" and "sniff" (there are two in the depicted time interval) shows a rather stationary behaviour, and "laughter" is almost periodic. Conversely, both "sneeze" and "yawn" have more spectral change. Actually, the "sneeze" sound results from the concatenation of two very different waveforms, and the "yawn" sound shows a decreasing pitch in its first segment.
There is a high variation in the number of samples per class, which represents an additional difficulty. In order to achieve a reasonable testing scenario, the data has been approximately equally split into the training and testing parts in such a way that there was the same number of representatives from the two data sources in the training and testing part. 10 runs were done in all the experiments. Table 1 .
SVM setup
The training data for each binary SVM classifier were firstly normalized anisotropicly to be in the range from -1 to 1, and the obtained normalizing template was then applied also to the testing data that are fed to that classifier. In the experiments with the SVM we used the Gaussian kernel. Leave-one-out cross validation [2] was applied to search for the optimal kernel parameter σ. To cope with the data imbalance we introduced different generalization parameters (C + and C -) for positively-and negatively-labelled training samples:
where A + and A -are the number of positive and negative training samples, respectively. In this way, the training errors of the two classes contribute equally to the cost of misclassification [1] . K was set to value 10 for all experiments as it was done in [1] . The MAX WINS (pairwise majority voting) [18] scheme was used to extend the SVM to the task of classifying several classes. The softmax function was applied to the class densities, which were calculated with pairwise majority voting, in order to obtain probability-like values.
Metrics
For comparison of the results, three metrics are used. One is the overall system accuracy, which is The subscript corr refers to a correct hypothesis. Due to the imbalance in amount of data per class, we think that the recall measure is more meaningful than the overall accuracy, but we use both of them for our comparisons, together with the precision measure.
Shared, semi-shared, and individual fuzzy measure
The Fuzzy Measure can be defined for all classes (shared FM), as we did in all experiments reported below in this article, or it can be defined for each class separately (individual FM), or for a group of classes (we call it semi-shared FM). When shared FM is used, it is learned using the error of all classes.
Thus, one FM covers all class-classifier dependences. When using individual FM, the error of a given class contributes to change only its own FM. In that way, the various FMs allow different order of importance of classifiers for each class. In that individual FM case, enough data should be available to train each class FM. As an intermediate solution, semi-shared FM may be used, assigning each FM to a group of similar classes. Table 2 shows the results obtained for each case.
As it can be seen from Table 2 shared, semi-shared and individual FMs show similar results, although shared FM is preferable than individual FM in our case when a small database is available, due to slightly better average recall and lower standard deviation of the results. Columns 2 and 3 show that, when using semi-shared FM, one should define FM for a meaningful group of classes, as done in column 3 when classes are grouped into two sets (3-5 and 1-2-4) according to the degree of non-stationarity of the corresponding types of sounds. On the contrary, in column 2, classes are divided simply to have an equal amount of data for each group, and the fusion performance is lower.
Feature and Decision Level Information Fusion
In this section, the two ways of information fusion mentioned in the Introduction are compared. For the feature-level fusion (see Fig.1 (a) ), all ten types of features were used to feed the input of one SVM classifier. For the decision-level fusion (see Fig. 1 (b) ), ten independent SVM-based classifiers were trained, one for each feature type. The ten input criteria, represented by these ten classifiers, were then combined by WAM operator and FI with learned shared FM. For the weights in WAM operator we use uniform class noise model with the weights computed as As we can see from Fig. 4 , all fusion approaches show a strong improvement in comparison to the SVM with the best single feature type (number 4). As expected, feeding all the features to the SVM classifier increased significantly the performance (SVM, 10 feature types). Interestingly enough, the fusion at the decision-level by FI showed comparable results to the powerful SVM classifier, which uses all the features. To gain an insight into the way FI works, we compare in Table 3 the individual recall score of the best feature type (column 2) for a given class, and the FI score (column 3) for the same class. Notice that, for the most represented class (A), the FI performance is lower, whereas for two less represented classes (C and D) it is higher. As the FM was trained using the errors of the particular classes as cost functions, we observe that, at the expense of accepting more errors for the most represented classes, the FI can recover a few errors for infrequent classes and thus obtain higher recall. However, the accuracy and precision measures for both FI and WAM were slightly worse than that of the SVM: Accuracy=83.9 and Precision=81.2 for FI, versus Accuracy=84.8 and Precision=84.5 for SVM.
Notice also that FI fusion has approximately a 10 times higher computation cost than SVM feature-level fusion (10 independent SVM classifiers vs. one), and therefore the latter would seem preferable in this case.
Feature ranking and selection
An information source consists of two parts: a classifier and a set of features. When using the same classifier for each information source, we can interpret the FM as the importance of features for the given classification task and we can use it for feature ranking and selection.
The information about both the importance of each feature type and the interaction among different feature types can be extracted applying the Shapley score to the FM. Using this approach, Fig. 5 shows that in our case the new feature type 6 (SBE correlations) is the most important followed by feature type 7 (SBE time difference). As both feature types measure the changes of the spectral envelope along the time, we can conclude that that information is of high importance. The only other feature type with importance score above the average is number 4 (SBE). Interestingly that although the new feature type has the highest overall importance, individual accuracy is only around 50% as it can be seen from Fig. 4 .
We also observed that without calculating the maximum absolute value in (10) the new feature individual accuracy increases to around 63% while the fusion result decreases to 79.4 %.
On the other hand, Fig. 6 shows the interaction among the feature types in our task; it can be seen that feature types 6 (SBE time correlation) and 7 (SBE time difference) express a negative interaction, which coincide with their similar character. As an extreme case, the light cell (4,5) has a large negative value and thus indicates a high competitiveness (redundancy) of the mentioned feature types. Therefore it would be better to consider only one of the two feature types. Actually, feature type 4 (SBE) and the feature type 5 (SBE Distribution) become roughly the same feature after using the SVM normalization.
In a similar way, as feature types 1 (ZCR) and 8 (Sp. Centroid) are both targeting the "main" frequency, their cell is also rather light. Also, from the two lighter cells in the bottom of the Fig. 6 , one can conclude that feature type 9 is redundant if feature types 8 and 10 are considered. On the contrary, feature types 4 and 6, or 4 and 7, or 4 and 10 seem to be highly complementary, and thus are preferable to be considered together.
In the following AEC tests, we use the information from Fig. 5 and Fig. 6 to perform the feature selection. In the first test, we select the 5 best feature types according to the individual feature type importance (Method 1), while to select the 5 best features in the second test, both the individual feature type importance and the interaction indices are used (Method 2, see [19] for a detailed description). The selected features are then fed to the SVM classifier.
The performance of the SVM with all features is considered as a baseline in this part. It can be seen from the results in Table 4 that Method 1 did not lead to a better performance, while Method 2 obtained a slight improvement over the baseline.
Note that the recall score in the last column of Table 4 is much lower than the one shown in Fig. 4 (and last column in Table 2 ) for the FI technique when using the whole set of features, in spite of the fact that Table 4 result from a different FM, since it has been trained using only data corresponding to the 5 selected features. The second reason is based on the measure of uncertainty defined by (6) . As it was mentioned in Section 2, if that entropy measure is close to 1 almost all information sources are equally used. In fact, for the 10 features case, it is 0.86, meaning that to achieve the results shown in Fig. 4 , the FI operator uses in average 8-9 out of 10 information sources, so preserving only 50% of all features is not sufficient.
Fusion of different classifiers using FI
In previous sections we showed that the FI decision-level fusion obtains comparative results to the feature-level fusion using the SVM classifier. Indeed, from the computational cost point of view the feature-level fusion is preferred. However, when the resulting feature space has a too high dimensionality or when features are conveyed by different data types (strings, matrices, etc) the feature-level fusion is not an option.
On the other hand, it may be beneficial to combine the outputs of different well-established classification configurations for a given task; for example, the output of a SVM classifier which is discriminative but uses features from the whole signal with the output of a HMM generative classifier which considers time The first four columns in Table 5 show the performance of the SVM classifier and several HMM classifiers, where ∆FFBE means the time derivatives of FFBE features [20] . HMM-∆FFBE gives low performance because the time derivatives only carry information about dynamics of sound but lack the basic static representation of the audio signal. The low score resulting from the HMM classifier when it uses as features both FFBE and their time derivatives (fourth column in Table 5 ), indicates that the amount of data we use is not enough to train the 26-dimensional vector data properly. Then, we decided to fuse the outputs of the previous classifiers: SVM, HMM-FFBE and HMM-∆FFBE. From the second last column of Table 5 an improvement can be observed by FI fusion of the SVM and HMM-FFBE outputs. A further improvement is obtained by fusion of the SVM output with two information sources that separately give much lower individual performances, but use different features, as it is shown in the last column of Table 5 .
Note from Fig. 4 that a much higher improvement was observed by fusing a larger number of information sources (10) . Actually, the higher is the number of information sources the larger is the degree of interaction between them, and thus the better is the performance expected from the FI with an appropriately-learned FM. However, the difficulty of learning FM increases with the number of information sources. From our experience in this work, we would suggest to apply the FI formalism to fuse a number of information sources between 3 and 10.
CONCLUSION
In this work, we have carried out a preliminary investigation about the fusion of a relatively large number of information sources with the FI approach. We have shown an improvement over the baseline SVM approach in the task of classifying a small set of human vocal-tract non-speech sounds. By interpreting an information source as a specific combination of a classifier and a set of features, we have been able to carry out different types of tests. In the experiments, fusion of several information sources with the FI formalism showed a significant improvement with respect to the best single information source. Moreover, the FI decision-level fusion approach showed comparable results to the high-performing SVM feature-level fusion. The experimental work also indicated that the FI may be a good choice when feature-level fusion is not an option.
We have also observed that the importance and the degree of interaction among the various feature types
given by the FM can be used for feature selection, and it gives a valuable insight into the problem.
Actually, the information about importance and degree of interaction can be computed specifically for each class, thus allowing the selection of the set of features which are best fitted to a given class.
The use of semi-shared and individual FMs is a promising approach. Unfortunately, we were not able to explore it more due to the low size of the evaluation corpus. Future work will be devoted to the application of the FI to multi-microphone classification (and also detection) of acoustic events with a much larger dataset recorded in meeting rooms [17] . Also, a further improvement can come from the fact that signals captured from microphones placed at different positions in the room may carry different information about the acoustic events taking place in it.
