Ecological resilience refers to the ability of a system to retain its state when subject to state variables perturbations or parameter changes. While understanding and quantifying resilience is crucial to anticipate the possible regime shifts, characterizing the influence of the system parameters on resilience is the first step towards controlling the system to avoid undesirable critical transitions. In this paper, we apply tools of qualitative theory of differential equations to study the resilience of competing populations as modeled by the classical Lotka-Volterra system. Within the high interspecific competition regime, such model exhibits bistability, and the boundary between the basins of attraction corresponding to exclusive survival of each population is the stable manifold of a saddle-point. Studying such manifold and its behavior in terms of the model parameters, we characterized the populations resilience: while increasing competitiveness leads to higher resilience, it is not always the case with respect to reproduction. Within a pioneering context where both populations initiate with few individuals, increasing reproduction leads to an increase in resilience; however, within an environment previously dominated by one population and then invaded by the other, an increase in resilience is obtained by decreasing the reproduction rate. Besides providing interesting insights for the dynamics of competing population, this work brings near to each other the theoretical concepts of ecological resilience and the mathematical methods of differential equations and stimulates the development and application of new mathematical tools for ecological resilience.
Introduction
Ecological resilience refers to the ability of a system to retain its present state under environmental disturbance [1, 2] . State variable perturbations beyond a critical threshold drive the system outside the current basin of attraction and lead to a regime shift, while parameter changes caused by environmental change may move the basin thresholds or cause bifurcations. Because real biological systems are constantly subject to such perturbations and changes, understanding the resilience of a system and predicting the occurrence of a regime shift in advance is of major importance and increasing necessity for ecology and biology problems such as biological invasions, climate changing, agricultural management, cancer, cell death, neuronal dynamics, etc [3, 4, 5, 6, 7, 8, 9, 10] .
The study of mathematical models within the ecological resilience framework can be divided into three different aspects or layers. First, one has to define resilience, i.e., the concepts of ecological resilience, which are summarized with a simple question: "resilience from what to what?" [11] . Then, it is necessary to quantify resilience, i.e., to develop and use methods which transform the concepts in numerical quantities and data [12, 13] . The final step is to actually apply the concepts and methods in order to derive qualitative and quantitative conclusions about the system resilience [14, 10] . The resilience approach complements and enlarges the linear-stability paradigm and should result in new insights, predictions and control strategies for the modeled phenomena, providing answers to questions such as how far is the system near to a tipping point? How to increase a basin of attraction? How to prevent a critical transition? How to move the system to another basin?
From the theoretical point of view, the importance of resilience was raised by Holling in 1970 [15] , and several aspects within this theory are well defined [11, 3, 1, 2] . The resilience of a system can be classified with respect two different types of change: resilience to state variable perturbations and resilience to parameter changes. The first concerns temporal disturbances in the variables governed by the intrinsic laws of that system, while the second refers to changes in the intensities of these laws themselves. While state variable perturbations may lead to a change in the present basin of attraction, parameter changes modify the phase portrait, thereby changing the position and shape of basin boundaries, and ultimately lead to bifurcations, implying in the disappearance of a stable state or loss of its stability. In real systems, both types of perturbations occur along time and may be caused by random fluctuations inherent to the system or by external forces. The combination of both perturbations is actually the most likely to drive the system to a critical transition: a state variable perturbation itself may not reach the required basin threshold but a change in some parameter may facilitate this transition by moving the position of such threshold.
At least three different measures are well defined to quantify the resilience of a system with respect to state variable perturbations [1, 13] . By quantifying distinct aspects of the size and shape of a basin of attraction, these three measures are complementary to each other and together provide a complete scenario for analyzing resilience. The first is called precariousness and measures the distance from the actual state to the basin boundary (which may or not be restricted to a set of plausible directions of perturbations). It measures the minimal perturbation needed to drive the system trajectory outside the current basin of attraction. Another measure is the resistance which quantifies the basin steepness or the magnitude of the vector field toward the actual state. It measures how fast the system trajectory returns to the initial point after a given perturbation. Finally, the latitude measures the whole basin size, for instance, the basin area for two-dimensional systems. It is proportional to the probability that a random perturbation (or initial condition) drives the system trajectory to that basin of attraction.
With respect to the second methodological aspect, although the concepts are well defined, one can say that the methods to quantify ecological resilience in a system of ordinary differential equations are still at an initial stage of development and are specially complex for high-dimensional systems [13] . As can be anticipated from the above description, assessing all the three resilience measures (precariousness, resistance and latitude) requires calculating the separatrix between the basins of attraction. For a n-dimensional system, the separatrix in general is a (n − 1)-dimensional manifold formed by stable manifolds of saddle-points or limit cycles [16] . While numerical and analytical methods to estimate invariant manifolds can be easily applied in one or two-dimensional system [17] , higher dimensions require more complex approaches. Numerical continuation methods are very accurate even when applied to systems exhibiting complex dynamics (such as the Lorenz system) but involve sophisticated implementation [18, 19] , while simpler methods using basin sampling [20, 7, 21] or Monte Carlo approaches [12] may achieve a good compromise between accuracy and ease of use, especially when the separatrix is described as a graph of a function [20] . Analytical methods such as the Picard method and power series method were successfully applied to two dimensional systems and may provide useful analytical information, such as an expression of the separatrix slope or curvature as a function of parameters [8, 9, 10] . The application of these analytic methods may be facilitated by computer algebra systems, but even so these are difficult to devise in models with more than two dimensions. A recent publication introduced a flow-kick framework to quantify resilience explicitly in terms of the magnitude and frequency of repeated disturbances [22] .
Finally, we have the third step, the application of concepts and methods and derivation of conclusions about the system resilience. Although multistability is a common phenomenon in many mathematical models for biological phenomena, few works analyzed such models within the the framework of ecological resilience [8, 9, 10] . One reason may be that the theoretical concepts in general come from the ecologists community and are still unknown for the modeling community or still not encoded in a concrete mathematical framework, although a recent review provided an good starting point [13] . To cite a few works which somehow applied these concepts, we refer to a model for tumor growth with feedback regulation, where Hillen et. al used numeric and analytic estimates of the basin boundary to derive optimal strategies of tumor treatment [9] . Ledzewicz used a linear approximation of the basin boundary to define a criteria for an optimal control problem for cancer treatment [23] . Also in a model for tumor growth and treatment, Fassoni used the theoretical framework of ecological resilience and critical transitions to describe the process of cancer onset and cure, and performed a "resilience analysis" with respect to change in key parameters [10] .
With this work, we aim to contribute to the latter two aspects of using ecological resilience in mathematical models, i.e., to provide a step further in the development of methods and to illustrate how this approach may provide interesting (or even surprising) biological conclusions which potentially may be used for delineating strategies of control or management. We consider the classical Lotka-Volterra model of competition between two populations [24] as a model system. In a previous work, Fassoni studied this model from a resilience point of view, but most conclusions were obtained numerically for a given set of parameter values [8] . A recent work studied this model focusing on the ratio between the basins areas [25] . Here, we use techniques from the qualitative theory of ordinary differential equations to derive analytical properties of the basin boundary in the whole parameter space. These mathematical properties translate into different biological implications for the resilience of competing populations regarding the measures of precariousness and latitude. Calculating the derivative of the separatrix with respect to the parameters, we show that when a population increases its competitiveness, the separatrix moves in such way the basin of attraction corresponding to the survival of that population becomes larger. With respect to the proliferation rate, we show that, for low initial densities of both populations, it is advantageous for a species to reproduce fast, whereas for high initial densities, it is advantageous to reproduce slow. Using singular perturbation to analyze the limit cases, our results show that a population that is initially abundant and drastically reduces its proliferation cannot be invaded by a competitor. We believe that, besides providing interesting biological insights for competing populations, the techniques used here constitute a toolbox that can be applied to analyze other ordinary differential equation models from the resilience point of view.
The paper is organized as follows: in Section 2, the results are stated as a theorem and their biological implications are discussed. In Section 3, the proofs are presented; this section can be omitted by the biologically oriented reader. Finally, in Section 4 the conclusion is presented.
Results
We study the resilience of two competing populations in a scenario described by the classical Lotka-Volterra-Gause model. This is a classical model in Mathematical Biology and it is commonly used as a building block for more complex models in different contexts [24, 26] . Here, we interpret the model as describing the scenario where one population is native within an environment which is invaded by a second population. This is a particular interpretation which emphasizes the resilience point of view but our results are also valid in a context where both populations are native or both invade an empty environment.
Mathematical statement
Denoting the abundance of the two populations at time T by N (T ) and I(T ) (native and invader), the model is given by the following system of ordinary differential equations
where r N , r I , K N , K I , a and b are positive real numbers [24] . The model assumes a limited amount of resources for supplying both populations, which compete for these resources. Therefore, the kinetics of both populations is described by a logistic growth (net growth rates r N and r I , carrying capacities K N and K I ) and interspecific competition parameters b and a. We consider a nondimensional version of system (1), obtained by defining the nondimensional variables and parameters
The nondimensional model is given by
Within the strong competition regime, the competitive exclusion principle is observed: only one population survives. Mathematically, the strong competition regime corresponds to parameter conditions α, β > 1, which means that the competitive pressure that one population exerts on the other population (interspecific competition) is higher than the pressure that the population exert on itself (intraspecific competition). In this scenario, the equilibrium points corresponding to survival of one population and extinction of the other, P N = (1, 0) and P I = (0, 1), are locally asymptotically stable and the phase space is divided into two regions, the basins of attraction of P N and P I (see Figure 1 ). The separatrix between these regions is the stable manifold S of the saddle point P C = (A, B), where A = (α − 1)/(αβ − 1) and B = (β − 1)/(αβ − 1). The left branch of S is a heteroclinic connection from equilibrium P 0 = (0, 0), a unstable node, to P C . In this bistable regime, the outcome (which population will survive) strongly depends on the initial conditions. (2) in the strong competition regime, with α > 1, β > 1 and δ > 0. The equilibrium points P N and P I are stable nodes, while P C is a saddle-point and P 0 is an unstable node.The separatrix S between the basins of attraction (black curve) is the stable manifold of P C with the point P 0 . Solutions starting below S (blue curves, initial conditions indicated with "×") converge to P N , while solutions starting above S (red curves, initial conditions indicated with "×") converge to P I . Theorem 1 states that S is a graph of a smooth and increasing function y = s(x).
In a previous work, Fassoni used numerical simulations to describe the behavior of the separatrix as the model parameters vary [8] . Here, we extend those results by analytically characterizing such behavior within the entire parameter space. We also study the limiting cases when time scales of reproduction of each population become very different, i.e., the cases δ = r I /r N → 0 and 1/δ = r N /r I → 0. Such results are suggested by the study of a formula which approximates the separatrix and serves as a model for understanding its behavior. Theorem 1 summarizes our results. The proof is presented in the Section 3. c. Solutions with initial conditions (x 0 , y 0 ), x 0 > 0, y 0 > 0, starting below S, i.e., y 0 < s(x 0 ), converge to P N , and solutions starting above S, i.e., y 0 > s(x 0 ), converge to P I ;
d. The function y = s(x) is strictly increasing with respect to x.
2. The function s(x) satisfies the integral equation
Moreover, the function s * (x) = B(x/A) δ , x ≥ 0, is a uniform approximation for s(x) and coincides with s(x) when δ = 1.
3. For each fixed x > 0:
4. The behavior ofŜ for the limit cases δ → 0 and 1/δ → 0 is the following:
a. When δ → 0,Ŝ converges to the set given by the union of point P 0 with the horizontal line y = B, x > 0, i.e.,
b. When 1/δ → 0,Ŝ converges to the set given by the union of point P 0 with the vertical line x = A, y > 0, i.e.,
Next, we present the biological interpretation and implications of Theorem 1 from the ecological resilience perspective, focusing on the measures of precariousness and latitude.
Quantifying resilience
Theorem 1 provides a way to quantify two resilience measures, the precariousness and the latitude, for the native population. The precariousness of an initial state inside a given basin of attraction is a resilience measure quantifying the minimal perturbation required to drive the system trajectory starting at that state to another basin of attraction [1, 10] . In our context, the precariousness of an initial density of native individuals x 0 ∈ [0, 1], denoted as P r(x 0 ), is the minimal density y min of invader individuals which is able to successfully invade the environment, i.e., to survive and completely eliminate the native population. Mathematically, the precariousness P r(x 0 ) = y min is the minimum value such that the initial condition (x 0 , y min ) belongs to the basin of attraction of P I . According to Theorem 1, item 1, and the above definition, we conclude that the precariousness P r(x 0 ) is given by the value of the function s(x) whose graph defines the separatrix S, evaluated at x 0 , i.e., P r(x 0 ) = s(x 0 ). From Theorem 1, item 1 d, we see that the precariousness P r(x 0 ) is an increasing function of x 0 , i.e., the higher is the initial density x 0 of native individuals, the higher is the density of invading individuals s(x 0 ) required to lead to a successful invasion.
The latitude of a stable equilibrium point is a resilience measure quantifying the area or volume of its basin of attraction, restricted to a larger set of all eventual initial conditions that might be set by random state-space perturbations [1, 10] . Thus, the latitude measures the probability that a random initial condition taken within a predefined set of plausible initial conditions is inside the desired basin of attraction. In our context, the desired basin of attraction is B(P N ), corresponding to the survival of the native population. The predefined set will be considered as K = [0, 1] × [0, 1], meaning that the possible initial conditions (x 0 , y 0 ) ∈ K correspond to initial densities smaller than the maximum density of each population, 0 ≤ x 0 , y 0 ≤ 1. Thus, the latitude of P N is the ratio between the areas of B(P N ) ∩ K and K. Since area(K) = 1, we conclude from Theorem 1, item 1, that
In summary, the conclusion given in Theorem 1, item 1, that the separatrix S is a graph of a function y = s(x), provides an useful way to express the resilience measures precariousness and latitude in terms of the function s(x). Next, we will illustrate how changes in the model parameters lead to changes in s(x) and, therefore, in these resilience measures. In Figure 2 , we see that the approximation is very accurate for different combinations of parameter values. More important than the approximation quality itself is the fact that the expression of s * (x) provides insights on the behavior of s(x) with respect to the parameters and, thus, allows to speculate about their influence on the resilience measures quantified above. With respect to parameter δ, we note that the function s * (x) = B(x/A) δ is a power in x with exponent δ and coefficient B/A δ and its graph passes through the point P C = (A, B). Thus, the parameter δ plays a role similar to the exponent d in the monomial x d . For small values, 0 < δ < 1, the graph of s * (x) is concave-down and similar to the graph of a n-th root. For δ = 1, s * (x) represents a straight line. For high values, δ > 1, the graph of s * (x) is concave-up and, the higher is δ, the smaller is s * (x) for x < A and the higher is s * (x) for x > A.
A model function for the separatrix
To investigate the behavior of s * (x) with respect the parameters α and β, we observe that A = (α − 1)/(αβ − 1) and B = (β − 1)/(αβ − 1). Differentiating these expressions with respect to α and β, we assess the influence of model parameters on the position of the point (A, B) and therefore on the position of s * (x). We have
and
Thus, when parameter α increases, the point P C = (A, B) moves to the right and down, so that we expect that s * (x) will be smaller for all x > 0. Analogously, when parameter β increases, the point P C = (A, B) moves to the left and up, so that it is expected that, for all x > 0, s * (x) will increase in comparison with the previous value of β.
In summary, the observed behavior of s * (x) with respect to the parameters, as described above, raises the question whether s(x) has the same properties. Item 3 of Theorem 1 states that these properties are shared by s(x) and we will see in the following that this fact has implications on the behavior of the resilience measures with respect to parameters changes. Therefore, the approximation s * (x) provides a model function for the separatrix which allows us to infer the behavior of s(x) and of the resilience measures quantified above.
Effects of parameters on resilience
Theorem 1, item 3, describes the behavior of the separatrix S with respect to changes in the parameters. Such dependence is emphasized by writing y = s(x, ξ), where x ≥ 0 and ξ ∈ {α, β, δ} is one of the model parameters.
First, we see that s(x, α) is a decreasing function with respect to α, for each fixed x > 0. It means that the separatrix moves down when α increases (Figure 3 , panels A and B). This has immediate implications on the resilience measures for the native population. Remember that α represents the competitiveness of the invader population against the native. Also, the precariousness of a given initial number of native individuals is P r(x 0 ) = s(x 0 , α) and the latitude is given by 1 0 s(x, α)dx. Therefore, we conclude that when the competitiveness α of the invader population increases, both resilience measures (precariousness and latitude) of the native decreases, i.e., the more competitive is the invader population, the lower are the number of invader individuals required to lead to a successful invasion and the higher is the probability that a random initial condition leads to the extinction of the native population. Similarly, since s(x, β) is increasing with respect to β, for fixed x > 0, it follows that the A) "Initial" parameter values higher is the competitiveness β of the native population, the higher are its resilience measures against the invader population. Therefore, we conclude that higher competitiveness favors resilience, which is already expected. Now, assessing the behavior of S with respect to δ, we obtain interesting conclusions. For each x 0 < A fixed, s(x 0 , δ) is decreasing with respect to δ. Since δ = r I /r N , it means that the precariousness P r(x 0 ) = s(x 0 , δ) of an initial density of native individuals decreases when the reproduction rate r I of the invader population increases or when the reproduction rate r N of the native population decreases. On the contrary, the precariousness P r(x 0 ) = s(x 0 , δ) increases when r I decreases or r N increases. In other words, the higher is the reproduction rate of the native population, the more protected the native population against an invasion. Or, in order to increase the chances of a successful invasion, the invader population should increase its reproduction rate. In summary, within a pioneering context, where the initial densities of both population are small (0 < x 0 < A, 0 < y 0 < B), it is advantageous to each population to increase its reproduction rate in order to survive the competition with the other population.
In the other case, i.e., for high initial densities x 0 > A, the behavior is opposite. The value of P r(x 0 ) = s(x 0 , δ) is increasing with respect to δ = r I /r N . Therefore, if the native population increases its reproduction rate, it decreases its protection against an invasion, since the number of invader individuals required to a successful invasion is smaller. From the perspective of the invader population, the invasion may be facilitated if it decreases its reproduction rate r I . Thus, within a invasion context, where the initial density of the native population is high, it is advantageous to each population to decrease its reproduction rate in order to survive. This counterintuitive conclusion may be explained as follows. Besides the interspecific competition against the other population, each population has a intraspecific competition between its individuals. Thus, within a context of high densities and high interspecific competition, the intraspecific competition is an additional limiting factor for the population survival and may be reduced if the population decreases its reproduction rate, leading to a higher chance of survival for the initial density of such population.
The basin boundary in the extreme cases
Theorem 1, item 4, regards the behavior of S as a function of parameter δ in the extreme cases, i.e., when δ → 0 and 1/δ → 0, thereby allowing us to extend the above conclusions to these cases. See Figure 4 .
The case δ → 0 corresponds to r I /r N → 0. It means that the reproduction of the invader population occurs on a much slower time scale in comparison with the reproduction of the native population. When it happens, the separatrix S approaches the horizontal line y = B and so the precariousness P r(x 0 ) becomes constant, P r(x 0 ) = B. In the invasion context, i.e., for x 0 > A, P r(x 0 ) is the minimum value possible among the others when δ varies. This means that the invader population maximizes it chances of successful invasion when it drastically reduces its reproduction rate in comparison with the native population. It can also be understood from the native point of view: if the native population drastically increases its reproduction rate in comparison with the invader, then it has the least chances to survive the invasion. In the pioneering context, i.e., x 0 < A, the result is opposite. A very fast reproduction of the native population in comparison to the invader leads to the highest chance for its establishment within the environment. Finally, the case 1/δ = r N /r I → 0 means that the native population reproduces on a much slower time scale in comparison with the invader population. In this case and within the invasion context, the precariousness P r (x 0 ) becomes infinity. This leads to the interesting conclusion that the native population cannot be invaded, whatever be the initial density of invaders, provided that the native reproduces on a much slower time scale and has a sufficient high initial density, x 0 > A. In other words, during a single generation of the native population, several generations of the invader pass; these are subject to the competitiveness with both the native and its own individuals and are not able to survive and eliminate the native individuals during their short lifetime.
Methods
In this section, we demonstrate Theorem 1. We start by introducing the notation and preliminary results. The vector field associated with system (2) will be denoted as
The biologically relevant phase space is restricted to the first quadrant R 2 + = {(x, y) : x ≥ 0, y ≥ 0}. For each point (x, y) ∈ R 2 + , the solution of system (2) starting at (x, y) will be denoted as φ(t, x, y). We say that a function x → y(x) is smooth if it is real analytic.
We start with two propositions stating the configuration of the phase portrait of system (2) in the bistable regime (see Figure 1 ). The proofs of these results are straightforward and were presented in several previous references [26, 8] . For sake of completeness, we present it here, but in a condensed way. Proposition 1. Under conditions α, β > 1 and δ > 0, the equilibrium points of system (2) are:
1. The trivial equilibrium point P 0 = (0, 0), which is an unstable node;
2. The "native-wins" equilibrium point P N = (1, 0), which is a stable node;
3. The "invader-wins" equilibrium point P I = (0, 1), which is a stable node; 4. The coexistence equilibrium point P C = (A, B) , which is a saddle-point, where A = (α − 1)/(αβ − 1) and B = (β − 1)/(αβ − 1).
Proof. Solving the nonlinear system F (x, y) = (0, 0) we find the four equilibrium points P 0 , P N , P I and P C . The conditions α > 1 and β > 1 imply that A > 0 and B > 0. Calculating the Jacobian matrix of F at each of these points, the stability is easily assessed for the first three equilibria. The stability of P C is assessed by analyzing the signs of the determinant and trace of the Jacobian matrix evaluated at P C . Proposition 2. Under conditions α, β > 1 and δ > 0, the phase portrait of system (2) (restricted to the phase space R 2 + ) has the following properties:
1. System (2) has no limit cycles;
2.
All ω-limit sets of system (2) are contained in the box K = [0, 1]×[0, 1], i.e., all trajectories satisfy x(t) ≤ 1, y(t) ≤ 1 for t → ∞;
3. All trajectories of system (2) converge to one of the equilibrium points, i.e., the phase space R 2 + is decomposed as the following disjoint union,
where B N and B I are the basins of attraction of P N and P I , respectively, and S is the one-dimensional stable manifold of P C .
Proof.
1. Setting u(x, y) = 1/xy, we have div (u(x, y)F (x, y)) < 0, which implies by the Dulac
Criterion that system (2) admits no limit cycles;
2. Noting that dx/dt < x(1 − x) and dy/dt < δy(1 − y) and using standard comparison principles, we obtain that all solutions of system (2) are bounded and satisfy x(t) ≤ 1, y(t) ≤ 1 for t → ∞;
3. From the first two facts, we conclude by the Poincaré-Bendixson theorem that all trajectories converge to equilibrium points. Since P C is a saddle point of a two dimensional system, its stable manifold is a one-dimensional manifold.
We now present the proof of Theorem 1, item per item.
Proof of theorem 1, item 1
The following two lemmas will be important for characterizing the behavior of S as a graph of a function y = s(x). See Figure 5 for an illustration of the content of such lemmas. Lemma 1. Assume α, β > 1 and δ > 0. Denote by S and U the stable and unstable manifolds of the saddle point P C = (A, B) . The tangent line to the stable manifold S at P C is described by the equation
where the positive slope m is given by
with Similarly, the tangent line to the unstable manifold U at P C is described by the equation
where the negative slope m u is given by
Proof. Calculating the Jacobian matrix of F (x, y) and evaluating it at P C , we find that its eigenvalues are
.
The conditions α, β > 1 and δ > 0 imply that κ > 0 and ∆ > 0. Therefore, λ 1 < 0 < λ 2 . Hence, at the point P C , the stable manifold S is tangent to the eigenvector v 1 associated to λ 1 which can be written as
Thus, an equation for the tangent line to S at P C = (A, B) is given by
where m = 1/v 11 can be written as in (7) .
Similarly, an eigenvector v 2 associated to λ 2 is given by
Thus, the equation for the tangent line to U at P C = (A, B) is given by
where m u = 1/v 21 is given by
Since η + √ ∆ > 0, we have m u < 0. The following theorem characterizes S as a union of heteroclinic connections (item 1), as a graph of a function y = s(x) (item 2) and as the boundary between the basins of attraction (item 3). See Figure 1 for an illustration. 
where the left branch S L is a heteroclinic connection from P 0 to P C and the right branch S R is a heteroclinic connection from a point at the infinity to P C . Moreover, S L ⊂ K L and S R ⊂ K R ;
2.
For each x ≥ 0, there is a unique y = s(x) such that (x, s(x)) ∈Ŝ, i.e.,Ŝ is a graph of a function whose domain in the whole nonnegative x-axis. The function s(x) is smooth;
3.Ŝ is the boundary, or separatrix, between the basins of attraction B N and B I . More specifically, solutions starting below S converge to P N and solutions starting above S converge to P I , i.e., Proof.
1. From Lemma 1, we know that, locally at the point P C = (A, B) , the stable manifold S is tangent to the line l(x) in (6) with slope m > 0. From the Stable Manifold Theorem, there exists 1 > 0 and a smooth function s(x) defined in [A − 1 , A) such that for
where
By the invariance of S, and since (x 1 , s(x 1 )) ∈ S, it follows that S L ⊂ S. From (13) we have that φ(t, x 1 , s(x 1 )) ∈ K L for all t ≥ 0. Further, since K L is negatively invariant with respect the flow of F (Lemma 2), we conclude that φ(t, x 1 , s(x 1 )) ∈ K L for all t ∈ R. Therefore, S L ⊂ K L . Now, we prove that S L is a heteroclinic connection between P 0 and P C . Denote the α-limit set of φ(t, x 1 , s(x 1 )) by L α . Then L α ∈K L (the closure of K L ). Since (2) has no limit cycles andK L is a compact set, by the Poincaré-Bendixson Theorem, it follows that L α is formed by a union of equilibrium points of (2) . We claim that L α = {P 0 }.
To show this, we need to show that P C / ∈ L α , because P N , P I / ∈ L α . Suppose by contradiction that P C ∈ L α . Then, it would exist t * < 0 such that φ(t * , x 1 , s(x 1 )) ∈ U , where U is the unstable manifold U of P C . On the other hand, since U is locally tangent to the line l u (x) in (11) with slope m u < 0 (Lemma 1), by the Stable Manifold Theorem, there is 2 > 0 and a smooth function u(x) defined in [A − 2 , A) such that for x 2 = A − 2 we have u(x 2 ) > B and u(x 2 ) ). This would imply that φ(t * − t, x 1 , s(x 1 )) ∈ R u for t sufficiently large, which is a contradiction, since φ(t, x 1 , s(x 1 )) ∈ K L for all t ∈ R and R u ∩ K L = ∅. Therefore, it follows that the unique option is L α = {P 0 }, i.e., the left branch of S is a heteroclinic connection S L ⊂ K L from P 0 to P C .
The remaining part of the statement, about the the right branch S R , is proved in an analogous way. From Lemma 1, there exists 3 > 0 and a smooth function s(x) defined in (A, A + 3 ] such that for x 3 = A + 3 we have s(x 3 ) > B and
where R s = (A,
Since K R is negatively invariant with respect the flow of F , the set
is contained in K R . The α-limit set of φ(t, x 3 , s(x 3 )), denoted by R α , is contained in K R , which does not contains limit cycles neither equilibrium points other than P C . Since P C / ∈ R α (analogous argument as before), it follows by the Poincaré-Bendixson Theorem that S R is unbounded and R α must be a point at the infinity.
We have defined S L and S R and showed that one inclusion in (12) is satisfied. To show the equality, let (x, y) ∈ S. Then, φ(t, x, y) → P C when t → ∞. Therefore, for sufficiently large t, either φ(t, x, y) ∈ L s or φ(t, x, y) ∈ R s . Since φ(t, x, y) ∈ S, we have either φ(t, x, y) ∈ S L or φ(t, x, y) ∈ S R , which imply, that (x, y) ∈ S L ∪ S R ;
2. For x = 0, since the set {(0, y); y > 0} is contained in the basin of attraction of P I , the unique y such that (0, y) ∈Ŝ is y = 0. Therefore, we define s(0) = 0. Now, fix x in the interval 0 < x < A. First, since S L is a smooth curve connecting P C = (A, B) to P 0 = (0, 0), it follows from the Intermediary Value Theorem that there is y ∈ (0, B) such that (x, y) ∈ S L ⊂ S. Suppose by contradiction that there exist y 2 = y, y 2 ≥ 0 such that (x, y 2 ) is also a point in S L . Consider the trajectory φ L (t) = φ(t, x, y 1 ) ∈ S L . We have φ L (0) = (x, y 1 ) and there exists t 2 such that φ L (t 2 ) = (x, y 2 ). Assume t 2 > 0 without loss of generality. It follows from the Mean Value Theorem in
On the other hand, we have φ L (t) = F (x,ȳ) = (f (x,ȳ), g(x,ȳ)), where (x,ȳ) = φ L (t) ∈ S L . This would imply that f (x,ȳ) = 0, which is a contradiction, since (x,ȳ) ∈ S L ⊂ K L and f (x, y) > 0 in K L . Therefore, there is an unique y > 0 such that (x, y) ∈ S L .
For x = A, we define y = B (from item 1 in this Theorem 2, S intersects the vertical line x = A only at y = B). For x > A, the rationale is analogous to the case 0 < x < A.
The only remark is that we have to guarantee that the domain of s(x) is the whole set of values x > 0, i.e., the right branch of S does not diverges to infinity at a finite
x. This is guaranteed by the fact that F does not have any singularity neither any equilibrium point in K R . Therefore, s(x) is a well-defined function whose domain is x ≥ 0. It follows from the Stable Manifold Theorem that s(x) is smooth; 
Proof of Theorem 1, item 2
In the following, we show that the function y = s(x), describing the separatrix, satisfies the integral equation (3). From system (2) we have that the solutions satisfy
Thus,
Integrating both sides from 0 to t we obtain that all solutions of system (2) satisfy log
where (x 0 , y 0 ) = (x(0), y(0)). If we consider a solution (x(t), y(t)) starting in S, we have that (x(t), y(t)) → P C = (A, B) when t → ∞. Thus, taking this limit in the last equation, we obtain that the points (x 0 , y 0 ) in S satisfy
Lemma 3 below guarantees that the above improper integral converges. Applying the exponential function leads to
Using the following change of variables in the above integral, we rewrite it terms of x: if x = x(τ ), then x(0) = x 0 , x(∞) = A and dx = x (τ )dτ = f (x(τ ), y(τ ))dτ . Further, since (x(τ ), y(τ )) ∈ S, we have y(τ ) = s(x(τ )), and thus dτ = dx/f (x, s(x)). Therefore, the last equation assumes the form
Replacing x =x inside the integral and x 0 = x, y 0 = y = s(x), we conclude that points (x, s(x)) ∈ S satisfy the integral equation
which proofs the first statement of item 2. The last equation is equivalent to
where s * (x) = B(x/A) δ and
Note that, for δ = 1, s * (x) = Bx/A satisfies the equation g(x, s * (x)) = (s * ) (x)f (s, s * (x)), for all x ≥ 0. Thus, y(t) = s * (x(t)) is a solution of system (2) when δ = 1. Hence, s(x) and s * (x) coincide when δ = 1. By continuity arguments, s * (x) is a uniform approximation for s(x) for |δ − 1| small enough. Proof. Since S in invariant and is the stable manifold of P C = (A, B), we have (x(t), y(t)) ∈ S. From the Hartman-Grobman Theorem, there exists t 1 > 0 and continuous bounded functions k 1 (t), k 2 (t) such that (x(t), y(t)) = (A, B) + e λ 1 t v 1 + e λ 1 t (k 1 (t), k 2 (t)) (15) for t ≥ t 1 , with lim t→∞ k i (t) = 0, where λ 1 < 0 is the eigenvalue of the Jacobian matrix at (A, B) and v 1 = (v 11 , 1) is the associated eigenvector (see Lemma 1) . Thus, for τ > t 1 , using (15) we obtain that the integrand is written as
Since λ 1 < 0 and k 1 (t) and k 2 (t) are continuous and bounded, it follows that the integral
converges, which shows the lemma.
Proof of Theorem 1, item 3
A solution (x(t), y(t)) of system (2) starting in S satisfies y(t) = s(x(t)). Differentiating both sides with respect to t, we obtain g(x(t), y(t)) = s (x(t))f (x(t), y(t)). Therefore, s (x) = g(x, s(x))/f (x, s(x)) for x > 0 and x = A. On the other hand, we know that s (A) is given by the slope of the eigenvector v 1 , i.e., s (A) = m, as given in (7) . Since s(x) is smooth by Theorem 2, it follows that the function is smooth, where ξ ∈ {α, β, δ} is one chosen model parameter. We denote by ϕ(x, x 0 , ξ) the maximal solution of the differential equation
through the point x 0 > 0, which exists since h is smooth. We start by presenting the following lemma, which provides a formula to calculate the derivative of y = s(x) = s(x, ξ) with respect to the parameter ξ ∈ {α, β, δ}.
Lemma 4. S is differentiable with respect to the model parameters, i.e., the function y = s(x, ξ), x > 0, is differentiable and its derivative with respect to the parameter ξ ∈ {α, β, δ} is given by
Proof. We know that s(x, ξ) = ϕ(x, A, ξ) and, therefore, 
Differentiating both sides of (16), with respect to ξ ∈ {α, β, δ}, it follows that
The above initial value problem is a linear problem with the form for z = ∂ϕ(x, A, ξ)/∂ξ. Solving it with standard methods we obtain the desired result. Now we take ξ = α in Lemma 4 and conclude that ∂s(x, α)/∂α < 0, for each x > 0 and α > 1. In fact, by (4) and (7), it follows that C < 0 and a straightforward calculation shows that b(x, α) = ∂ ∂α h(x, s(x, α), α)
In the same way, if ξ = β, then ∂s(x, β)/∂β > 0, for each x > 0 and β > 1, since C > 0, by (5) and (7) , and
, ∀x > 0.
Finally, when ξ = δ, we have C = 0 and
In this case, we conclude that ∂s(x, δ)/∂δ < 0, if 0 < x < A and δ > 0. On the other hand, ∂s(x, δ)/∂δ > 0, when x > A and δ > 0.
Proof of Theorem 1, item 4
Changing the time variable t → δt, system (2) 
Since δ → 0, we use Singular Perturbation Theory. The solutions with x(0) > 0 and y(0) > 0 will quickly approach the slow manifold given by the line passing by P N ,
1 − x − αy = 0.
On the slow manifold, the dynamics is given by dy dt = y (1 − y − β(1 − αy)) .
It is easy to see that dy/dt > 0 for y > B, and dy/dt < 0 for y < B. Thus, solutions above the line y = B converge to P I , while solutions below this line converge to P N . Therefore, the separatrix is given by this line. This proves statement (a). The proof of statement (b) is analogous. System (2) can be written as
Using Singular Perturbation Theory, we find that the solutions with x(0) > 0 and y(0) > 0 will quickly approach the slow manifold, which is the line passing by P I , 1 − y − βx = 0.
Along the slow manifold, the dynamics is given by
For x > A we have dx/dt > 0, while dx/dt < 0 for x < A. Therefore, the line x = A is the separatrix.
Conclusion
Understanding and quantifying resilience is crucial to anticipate the possible critical transitions occurring in a system. Characterizing the influence of the system intrinsic parameters on resilience is the first step towards the direction to employ rational decisions and acting on the system in order to avoid undesirable transitions. In this paper, we apply several tools of qualitative theory of ordinary differential equations to quantify and characterize the resilience of competing populations as described by the classical Lotka-Volterra model. We study such model in the bi-stable scenario, in the context of high interspecific competition where one population is regarded as native and other as invader. The mathematical methods used here allowed us to analytically characterize an invariant manifold of a saddlepoint as the graph of a smooth function and to characterize its behavior in terms of the model parameters. Since such manifold is the boundary between the basins of attraction of the equilibrium points corresponding to survival of one population and extinction to the other, those characterizations allowed to deduce the qualitative behavior of two resilience measures of one of the populations (regarded as the "native" population). Such measures are the precariousness, which quantifies the minimum number of invader individuals required to lead to a successful invasion (which completely extincts the native populations) and the latitude, which quantifies the probability that a random but natural initial condition leads to the survival of the native population.
Our results showed how adaptations on the native population behavior may protect it against the invasion of a second population. As expected, the results indicate that increasing competitiveness is always a advantageous strategy for a population, while with respect to reproduction, it may not be the case. We showed that within a pioneering context where both populations initiate with few individuals within the environment, increasing reproduction leads to an increase in resilience, thereby increasing the chances of survival. On the contrary, within an environment initially dominated by a native population which is invaded by a second population, decreasing reproduction leads to an increase in resilience, thereby increasing the chances of survival. All results devised here are analytic and extend the numerical results that we obtained in a previous publication [8] .
In summary, we believe that this work brings near to each other the theoretical concepts of ecological resilience and the mathematical methods of differential equations and has the potential to stimulate the development and application of new mathematical tools for ecological resilience. As far as we now, no previous work has developed and applied analytical methods to study ecological resilience with the approach provided here. Furthermore, as a outcome of such resilience analysis for the model considered here, the biological implications provide interesting insights for the dynamics of competing species and show the concrete benefits and importance of considering ecological resilience when analyzing mathematical models in biology.
