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ABSTRACT
With the rise of focus onmanmade changes to our planet andwildlife therein, more andmore emphasis
is put on sustainable and responsible gathering of resources. In an effort to preserve maritime wildlife
the Norwegian government has decided that it is necessary to create an overview over the presence
and abundance of various species of wildlife in the Norwegian fjords and oceans. In this paper we
apply and analyze an object detection scheme that detects fish in camera images. The data is sampled
from a submerged data station at Fulehuk in Norway. We implement You Only Look Once (YOLO)
version 3 and create a dataset consisting of 99,961 images with a mAP of ∼ 0.88. We also investigate
intermediate results within YOLO, gaining insight into how it performs object detection.
1. Introduction
Every year more and more maritime life disappears from
the Norwegian fjords and oceans. In order to combat this de-
velopment, theNorwegian government has launched a project
called Frisk Oslofjord - Healthy Oslo Fjord [8]. One of the
main goals of the project is to prepare detailed ecological
maps of the Oslo fjord. These maps are expected to show
the class of marine species and their locations at any par-
ticular time. As of today this procedure is conducted man-
ually by inspecting images and then recording the findings.
However, with the recent success of Artificial Intelligence
(AI) and Machine Learning (ML) in image classification,
text interpretation and big data analysis, new possibilities
are opening up to address relevant questions. For example,
in [21], [4], and [36], authors have already shown the power
of computer vision and ML, not only in identifying, but also
classifying various marine species. The approach, owing to
the ease of automation, will allow mapping of the fjords and
ocean in general, with much higher spatio-temporal resolu-
tions. However, despite the huge potential of exploitation of
the ML based approach, the technology is not perfect [32]
[1]. We refer to [19] for a survey of deep learning methods
on underwater marine object detection and automated ap-
proaches for monitoring of underwater ecosystem including
seagrass meadows. The algorithms which can give super-
human performance in image classification in good daylight
might suffer to make correct classifications in underwater
scenarios where the visibility is highly diminished due to
poor lighting conditions.
Recently, a tiered observation systemwith improved imag-
ing capabilities has been promoted for tracking the status and
trends in marine macrophyte cover [5]. For example, de-
tection of coral reef fishes in underwater images has been
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studied using convolutional neural networks [34, 35], where
different post-processing decision rules to identify 20 fish
species have been taken into account for monitoring ma-
rine biodiversity in a cost-effective manner. In their analyses
built-up new video-based protocols, the authors highlighted
the promise of deep learning for monitoring fish biodiver-
sity cheaply and effectively with an identification accuracy
of 94.9%, which is greater than the rate of correct identifi-
cation by humans (89.3%). A fish detection system under
a variety of benthic background and illumination conditions
has been introduced using a cascaded deep networks by com-
bining convolutional nets and long short-term memory net-
works [16]. Based on a real-world fish recognition dataset
equipped by a linear support vector machine classifier, Sun
et al.[30] also introduced a two-stage principal component
analysis network to extract features from fish images.
The current work in this regard attempts to answer some
important questions related to the application of ML to real
life problems like the one undertaken here. In particular we
will demonstrate a semi-supervised way of labeling data, the
application of an algorithm to detect fish in images collected
under noisy conditions, and then finally giving an insight
into the inner workings of the algorithm. To this end, we
start this paper with a brief overview of the theory behind
the algorithm we used for object detection followed by in-
formation regarding the collection and processing of data.
After this, results related to the prediction capability of the
ML algorithm are presented followed by some insight into its
inner workings. Lastly we present the main take away from
the current study and propose future course of research.
2. Theory
2.1. YOLO
The ML algorithm which we have utilized is based on
the You Only Look Once (YOLO) algorithm which is one
of the most efficient and accurate algorithm for object detec-
tion in complicated scenes [26]. So far, the algorithm has
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Figure 1: The structure of the entire YOLO v3 network. Illustration inspired by [14]
been adopted in many applications including chemical sens-
ing and detection of gas emission [20], anthracnose lesion
detection on plant surfaces [31], small target detection from
drones [37], traffic monitoring [2], plate recognition [17],
pedestrian detection [23], and autonomous driving applica-
tions [3]. Since, one of the objectives of the current study is
to present an insight into the inner workings of the algorithm
we give a brief, but sufficient description of the algorithm.
YOLO is a Fully Convolutional Network (FCN) [26]. It uses
a feature extractor with residual blocks consisting of 53 con-
volutional layers. One unique feature of this algorithm is that
the detections are conducted at different depths through the
network.
In Figure 1 the entire structure of the network is shown.
On the far left of the network one can see the layer through
which the input images are fed in. This is followed by a
gray box indicating YOLO’s feature extractor. The feature
extractor, as the name implies, is responsible for extracting
features from the input. It consists of 23 residual blocks,
each of which are built up of convolutional layers with 3 × 3
and 1 × 1 kernels. Batch normalization is applied in every
convolutional layer to regularize the model, thus avoiding
overfitting without the invocation of dropout ([25]). 3 × 3
kernels with stride 2 are used when downsampling the fea-
ture map. YOLO uses no form of pooling in contrast to most
other FCNs [38]. This is because pooling is often attributed
to loss of low-level features [13].
Since YOLO is a FCN, it is invariant to the size of the
input images. However, for mere convenience (for example
in batch processing of images and parallelization on GPUs)
we have kept the dimensions of all the images the same. De-
tections are made at layer 82, layer 94 and layer 106. By the
time the input image transverse down to the first detection
layer, its size shrinks by a factor of 32. Thus with an input
image of size 416 × 416 the feature map at this layer will
be 13 × 13. After the first detection, the layer prior to the
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detection is upsampled by a factor of 2. In the figure this
corresponds to taking the last purple layer before the first or-
ange layer. After a fewmore convolutional layers the current
layer is concatenated with a feature map from an earlier layer
having identical size. In Figure 1 this is shown as concate-
nation and we see that layer 61 and 86 are concatenated to
produce layer 87. Then, at layer 94, YOLO again extracts
detections. The exact same procedure repeats once more. If
the input image was 416 × 416, the feature maps in layer
94 and 106 would be of size 26 and 52 respectively. Extrac-
tion of detections at three locations is an added feature of the
third version of YOLO. According to the authors it improves
the detection of small objects since it is able to capture more
fine-grained features [26]. The output of the network is for-
mulated as a 3D tensor and its dimensions are presented in
Equation 1.
Output = 푆 × 푆 × [퐵 ∗ (5 + 퐶)] (1)
where 푆 is the number of grid-cells, 퐵 the bounding boxes
per grid cell and 퐶 the number of classes to detect. In Fig-
ure 2 we see an illustration of a feature map in a detection
layer. A bounding box is displayed as a red rectangle and
the orange square is the grid cell that is at the center of the
bounding box. This cell contains a long row of values. (푡푥, 푡푦)are the center of the box relative to the bounds of the grid cell
the box belongs to. (푡푤, 푡ℎ) are the width and height of thebox relative to the whole image. The confidence score 푝표,sometimes called objectness score, tells us how certain it is
that there is an object inside a box and also how accurately
the box encloses the object. Formally we have:
푝표 = 푃푟(푂푏푗푒푐푡) ∗ 퐼푂푈 푡푟푢푡ℎ푝푟푒푑 . (2)
Intersection Over Union (IOU) is mathematically defined in
Equation 8. If there is no object inside the box the confidence
should be zero. If there is an object in the cell the confidence
score should equal the IOU. The class probabilities 푝푖 areformally defined in Equation 3.
푝푖 = 푃푟(퐶푙푎푠푠푖|푂푏푗푒푐푡) (3)
These probabilities are called Conditional Class Probability
(CCP) and are a measure of how likely it is, given that there
is an object, that this object belongs to a certain class. Prior
to the third version of YOLO softmax was applied on the
output of the conditional class probabilities [24]. This was
changed to the sigmoid activation function. This is because
the sigmoid allows for objects to belong to several classes.
Thus, if one has the classes cod and animal, a fish can belong
to both of these classes [26].
YOLO produces an output tensor like this for each of
the three detection layers in the network. The final result is
produced by simply adding the outputs together.
2.2. Evaluation metrics
There are many metrics that can be used when evaluat-
ing the quality of an ML algorithm. Here, we will present
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Figure 2: Explanation of YOLOs output tensor. Illustration
inspired by [13]
Figure 3: A confusion matrix relating TP, TN, FP and FN
the most common, ubiquitous metrics. The definitions are
obtained from [9], [7] and [6].
In order to get a pleasing understanding of what these
metrics are trying to convey, we will construct a simple sce-
nario. Lets say we have an algorithm that predicts the loca-
tion and class of some fish within an image. We have some
labeled images verifying whether a region of an image actu-
ally is a fish or not and its position. If this region contains
a fish and our algorithm predicts that this is the case, with
some satisfying degree of correctness, we have a so called
True Positive (TP). If we predict that there is no fish in the
region and our labeled data agrees with this we have a True
Negative (TN). False Positives (FP) tells us that we have pre-
dicted the presence of a fish when there is none. False Neg-
atives (FN) tells us that we have predicted the absence of a
fish when there actually is a fish there. In Figure 3 we have
made a table displaying all these possibilities.
Accuracy, given by Equation 4, is the ratio of correct
predictions to all the predictions.
Accuracy = 푇푃 + 푇푁
푇푃 + 푇푁 + 퐹푃 + 퐹푁
(4)
Precision, given by Equation 5, is a measurement of how
precise the predictions are. It gives us the percentage of pre-
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dictions that agree with the ground truth.
Precision = 푇푃
푇푃 + 퐹푃
(5)
Recall, given by Equation 6, tells us how good the algo-
rithm is at finding all the TPs in an image.
Recall = 푇푃
푇푃 + 퐹푁
(6)
Precision and recall are strongly related. High precision and
low recall means that we are very sure that the objects we
have detected actually are correct. Low precision and high
recall means that we have found all the objects in the image
but we also labeled a lot of junk as fish. For most appli-
cations we want to find the parameters that lead to the best
combined precision and recall. The F1-score (Equation 7)
is designed for exactly this - a combination of precision and
recall.
F1-score = 2 ⋅ Precision ⋅ RecallPrecision + Recall (7)
In many applications we want to optimize both with respect
to precision and to recall. Thus it is often simpler to just treat
the F1-score.
IOU = area of overlaparea of union (8)
IOU (Equation 8) is a metric for how much two shapes over-
lap. A high IOU means that the two shapes almost perfectly
overlap each other. An IOU of zero would correspond to the
two shapes not overlapping at all.
AP@IOU = ∑
푛
Recall푛 − Recall푛−1
Precision푛 (9)
There are many different formulations of Average Preci-
sion (AP). We have chosen to formulate it the same way that
scikit-learn does [22]. The @IOU refers to the fact that one
must define when a prediction is accurate enough that its a
TP. For example how precisely a bounding box must encap-
sulate an object for there to be detection. This is done by
setting an IOU threshold. Typically the AP is calculated for
an IOU ≥ 0.5. From Equation 9 is can be seen that calcu-
lating the AP is the same as calculating the area under the
precision-recall curve. A typical plot of such a precision-
recall curve is shown in Figure 4. This curve is made by
sorting predictions in descending order of confidence. For
every subset of predictions, precision and recall are calcu-
lated.
mAP =
∑퐶
푞=1 퐴푃
퐶
(10)
mean Average Precision (mAP) is very much the same as
the AP@IOU, butmean indicates that we calculate the mean
average precision across all the classes in our data. For ex-
ample an algorithm might be really good at detection all the
bass in an image but perform poorly when detecting salmon.
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Figure 4: Precision-recall curve. Illustration inspired by [10]
Thus it will have a high AP for bass and low AP for salmon.
By taking the mAP we will get the overall mean for how
good the algorithm is at identifying all the classes. mAP
must also be calculated given some threshold IOU but we
have left it out to not clutter the equations too much.
2.3. Principal Component Analysis
Principal Component Analysis (PCA) is an unsupervised
technique for identifying patterns in data, and expressing
the data in such a way as to to highlight their similarities
and differences [29]. Most commonly it is used as a dimen-
sionality reduction method [12]. The fundamental idea is
to represent a dataset using fewer variables than the origi-
nal dataset, while retaining as much information as possi-
ble. In this approach, eigenvectors of the covariance matrix
have the largest variance and called principal components.
In practice, these eigenvectors are ordered by the amplitude
of corresponding eigenvalues containing main characteris-
tics of the dateset. PCA is a simple four step procedure.
1. Subtract the mean from the dataset
2. Calculate the covariance matrix
3. Calculate the eigenvectors and eigenvalues of the co-
variance matrix
4. Choose components and form a feature vector
In subsection 5.2 we apply PCA to a set of images. There
are several ways to do this. We will here give a precise de-
scription of how this is completed. We have two goals we
want to achieve:
1. To visualize as much of the information in the images
as possible, without displaying every single one
2. To find out if the images contain truly distinct data,
making them necessary for the network
We treat an image as a variable and the image width and
height as samples. Images are naturally two dimensional and
thus can not directly be thought of as samples. Thus we un-
pack this data into a single dimension. We do this by taking
one row at a time from an image and appending it to the next
row. This is illustrated in Equation 11
퐼 =
[
푐00 푐01
푐10 푐11
]
(11)
=
[
푐00 푐01 푐10 푐11
] (12)
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Figure 5: The measurement station. The leftmost glass dome
is the camera. The red cylinder is the sonar and the blue and
black cylinder on the right is the artificial lighting source
If we had 32 images of size 13×13we group this together
such that we have a matrix of dimensions 32 × (13 ∗ 13) =
32 × 169. This matrix we can apply PCA to. The result of
this is a list of components that contain the variance in the
original dataset. Two main results are worth noting: The
first is when one component explains all the variance in the
dataset. In this case the images contain a clear pattern. For
example that they are all the same image. The second case is
when all the components explain similar levels of variance.
In this case there is no clear pattern in the images, indicating
that they are all very different.
3. Data
The measurement station at Fulehuk in Norway can be
seen in Figure 5. The station has a camera, a sonar and an
artificial lighting source. It was deployed on the ocean floor
about 30 meters below the water surface. It is oriented such
that it looks from the ocean floor up at the water surface. The
camera is a Goblin Shark and records 1080푝 at 30 fps with
a horizontal angle of view of 92◦ in water [11]. The sonar
is a Simrad ES200-7CDK Split [15]. The data was recorded
between March and August 2019. The hardware was ini-
tially setup such that the camera and sonar would continu-
ously capture data while artificial lighting would be enabled
during nighttime. In order to lessen the data burden, images
were uploaded to the storage container at 6 seconds inter-
vals during March and much more infrequently (minutes to
hours) during June, July and August. Furthermore, during
March there was no artificial lighting during the night. For
June, July and August artificial lighting was enabled both
during the day and night time. A team of divers occasion-
ally cleaned the camera lens from excessive algae growth.
4. Implementation and set-up
Setting up YOLO requires an initial set of weights and a
configuration file. A pretrained set of weights called “dark-
net53.conv.74” were obtained from Redmons website [27].
These weights were trained on the ImageNet dataset. The
configuration file contains the entire network structure. All
Parameters Values
batch 64
subdivisions 16
width 416
height 416
channels 3
momentum 0.9
decay 0.0005
angle 0
saturation 1.5
exposure 1.5
hue .1
learning rate 0.001
burn_in 1000
max_batches 500200
policy steps
steps 400000, 450000
scales .1,.1
Table 1
YOLO parameters
the general parameters are listed in Table 1. Width and height
were set to 416 to keep training time low. The number of fil-
ters in the three output layers had to be tuned to correspond
to the number of classes we wanted to classify. Based on the
article [26], the number of filters in the output layers should
comply with the following equation:
Filters푛 = (퐶 + 5) ∗ 3 (13)
We started by manually labeling 510 images from the video
recorded in March. The data was split in a 90-10 ratio be-
tween training and test data. This produced 459 images for
training and 51 images for testing. LabelImg was used to to
label the images [33], as it supports the YOLO data format.
Only fish class was used in this study. The YOLO algorithm
was trained twice. This was done as illustrated in Figure 6.
First, the model was trained on a small set of hand labelled
images fromMarch. The results from the training are shown
in Table 2. The trained model from this stage was then used
to pseudo-label 2500 new images from March. Images on
which the detections that had a confidence score ≥ 0.25
were retained while the images corresponding to false pos-
itives and false negatives were manually corrected and the
network was retrained. Before retraining the network it was
initialized with the weights that were learned during the first
stage of the training. The results from the second stage of
training are shown in Table 3.
5. Results and Discussions
In Figure 7 we see a set of images containing fish from
March to August. It can be seen that the backgrounds vary
a lot and that the size and illumination of the fish is not con-
stant. Especially during nighttime we see that some fish ap-
pear almost completely white. As we only train our algo-
rithm on data from daytime during March, we expect it to
be inaccurate when running detection on images from June,
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Figure 6: The training process
Iterations mAP@50 Precision Recall F1
1000 0.3881 0.53 0.50 0.51
2000 0.6003 0.72 0.64 0.68
3000 0.5974 0.72 0.61 0.66
4000 0.6015 0.73 0.62 0.67
4200 0.6338 0.74 0.69 0.72
Table 2
Metrics from training stage one calculated from the test data
consisting of 51 images. All data was hand labeled
July and August due to the aforementioned reasons. The
norm for all YOLO-libraries is to display training per iter-
ations and not per epochs. However converting from itera-
tions to epochs is quite simple and is shown in Equation 14.
epochs = batchsize ∗ iterations
퐼푛
(14)
The batch size is set to 64 and we have 퐼푛 images. Precision,recall and F1 are calculated at a lower confidence thresholds
of 0.25. Since only one class is being detected mAP and AP
produces identical values and thus only mAP is displayed.
Training StageOne: In Table 2we present the results achieved
when training YOLO on our first set of hand labelled im-
ages. Based on Equation 14 we find that 1000 iterations
corresponding to roughly 140 epochs. We see that it only
takes about 2000 iterations or so for the algorithm to reach
its peak performance. We even see that the algorithm per-
forms worse across all the metrics at 3000 iterations.
2000 iterations correspond to roughly 240 epochs which
should be sufficient for a dataset of 500 or so images with
only one class to detect. However we ran the algorithm for a
little while longer just to be sure that no more improvements
could be made. We ended up using the weights learned at
iteration 4200 since these scored the best metrics. We see
that the algorithm was able to recall 69 % of the fish in the
test images from March with a precision of 74 % which we
believe is quite decent for a dataset of this size. A further
strengthener of this belief is the fact that many of these 500
or so images do not contain any fish at all (close to half of
the images were just background).
Iterations mAP@50 Precision Recall F1
1000 0.8118 0.83 0.81 0.82
2000 0.8274 0.79 0.84 0.81
3000 0.8595 0.83 0.88 0.85
4000 0.8679 0.82 0.87 0.85
5000 0.8475 0.85 0.84 0.84
-
8000 0.8809 0.83 0.87 0.85
Table 3
Metrics from training stage two calculated from the data data
consisting of ∼ 300 images. All data was pseudo-labeled and
then manually corrected
Training Stage Two: In Table 3we have shown the progress
during training stage two, where ∼ 3000 images were used
during the training. Due to the increased dataset size 1000
iterations correspond to roughly 24 epochs. We see from
Table 3 that the increase in size of the dataset greatly im-
proved the metrics across the board. Achieving a mAP of
0.88 and F1-score of 0.85 does not seem too bad given the
noisy dataset. It is, however, reasonable to think that better
results could be achieved. The limiting quality of the data is
probably due to the authors inability to correctly label data
by hand. During the manual labeling of the data it happened
quite frequently that to decide whether a certain object was a
fish or not was infeasible. This led to some ambiguities in the
dataset labels. Sometimes a small speck would be labeled as
a fish and other times not. Without having any concrete data,
from which to conclude from, we informally estimate that
the manual labeling was close to 95% correct and thus postu-
late that themAP and F1-scores could be higher. We observe
that most of the learning is done in the first 1000 iterations.
However, we do see a slowly decreasing trend from iteration
1000 to 8000 or so motivating storing the weights from iter-
ation 8000 onwards. Prior to the first stage of training, the
part of the network was initialized with weights trained on
the ImageNet database. This database does not contain any
fish though it contains other 80 different classes. So in a way
what we did in the second stage was transfer learning. Prior
to the second stage of training, the weights learned during
the first stagewere used as initial values. Thismight be a part
of the explanation of why so manymore epochs were needed
during the first stage of training. We recall that the first stage
of training needed about 2000 iterations before giving valu-
able results while the second stage only needed a bit more
than a 1000. 2000 iterations in the first stage correspond to
roughly 280 epochs while 2000 iterations in the second stage
correspond to roughly 48 epochs. This is significantly less.
These results can however, also be explained in part by the
fact that the first stage of training was on much lesser data. It
is thus tempting to believe that this type of transfer learning
accelerated the learning process. We note that using YOLO
to pseudo-label all the images and then manually correcting
deviations was a lot faster than manually labelling every im-
age from scratch.
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(a) Daytime during March (b) Nighttime during March
(c) Daytime during June (d) Nighttime during June
(e) Daytime during July (f) Nighttime during July
(g) Daytime during August (h) Nighttime during August
Figure 7: Some samples from the different time periods. We have good conditions during March, but complete darkness at night.
During June there is large amounts of algae on the lens. Between June and July the lens was cleaned and the camera angle
changed
5.1. Visual Predictions on Unseen Images
In Figure 8 some detections made on unseen data from
March can be seen. It is clear that the algorithm is able to
satisfactorily detect the fishes in the image. This is to be ex-
pected as an F1-score of 0.85 was achieved after the second
round of training. When inspecting all the data from March
we concluded that images from throughout the month were
similar and hence the training set was indeed representative
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Figure 8: Image from 03.03.2019 with predicted bounding
boxes
of the test set. This is reflected in excellent performance of
the algorithm on unseen data from March (like in Figure 8)
When the model trained on data fromMarch was applied
to data from other months (eg. June and July), mixed re-
sults were obtained as can be seen in Figure 9. On the left
hand side of Figures 9a, 9b and 9c it looks like a twig or
perhaps a piece of plastic from the rig is being marked as a
fish. This indicates that the trained model is not sufficiently
robust to outliers and noise, and has not learned well enough
what constitutes a fish. However, this does make sense as no
noise like this was seen in the training dataset from March.
Another example of this is in Figure 9a where the eye of a
large fish is marked as a fish. Furthermore, in some of the
images in Figure 9 we see a large number of fishes got suc-
cessfully detected. Especially in Figure 9b we notice that the
trained model did fairly well in detecting every tiny fishes in
abundance. However, at the same time there are also a large
number of fishes that go undetected. We remark that the
precision is very high while recall is quite low. Almost all
of the bounding boxes that are placed are correctly placed
around fishes. We wondered if the reason that not more fish
was detected was because of a limited amount of bounding
boxes. However, at the largest scale in the network 52×52×3
bounding boxes are generated and that should be sufficient.
The two potential reasons why the model behaves poorly on
certain dataset can be:
1. The images in Figure 9 are overall quite different from
the data the model was trained on. Thus, all the differ-
ent environmental conditions unseen during the train-
ing step disturb the models ability to correctly detect
fishes.
2. When images are input to YOLO they are downscaled
to 416 × 416. This results in loss of resolution and
hence loss of information required for correct detec-
tion and classification of the fishes.
In Figure 10 we present some examples where our algo-
rithm performed poorly. It is not able to recognize large fish
since there were no large fish in its training data and it can not
generalize enough from the data it was given. In addition to
the absence of a few detections it also occasionally gives two
bounding boxes to one fish as seen in Figure 10b. Further-
(a)
(b)
(c)
Figure 9: Some predictions on data sampled from 23. June
2019
more, the rope seen in this image is being detected as a fish.
From this we know that the algorithm does not have to see an
entire fish to mark it as a fish. This is good in the sense that
it can detect fish that are not completely within the field of
view of the camera but leads to several errors as shown here.
If data containing large fish was included in the training set
this could probably have been remedied to some degree. If
a large fish would be detected, Non-Maximum Suppression
(NMS) would suppress the smaller bounding boxes only en-
capsulating part of the fish. The algorithm never marks al-
gae as fish which is impressive. For example in Figure 10b it
could have been a possibility to mistake algae for fish. Why
the algorithm does not do this is unclear. Perhaps it uses the
blurriness of the algae to determine they are not fish. Or per-
haps it is all in the shape. It would be interesting to see how
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(a) Nighttime 10.07.2019
(b) Daytime 08.08.2019
Figure 10: Some especially poor detections from July and Au-
gust
the algorithm retrained on more classes behave. Last but not
least we note that the algorithm is able to detect fish dur-
ing a variety of lighting conditions as seen in Figure 9. We
never trained our algorithm on data that had artificial light-
ing, but still the algorithm detects most of the fish that are
illuminated with artificial light.
5.2. Insight into the inner workings of the FCN
In order to understand the inner workings of the network,
feature maps from the hidden layers were extracted. From
the description of the feature extractor in [26] it is known
that the first layer of the network has 32 filters of size 3 × 3.
In reality these filters are 3 × 3 × 3 because color images
have three channels. It should be noted that 32 is actually
the lowest number of filters in any layer. Some layers in the
network has up to 1024 filters making the task of visualizing
and interpreting them individually almost impossible. It is
worth stressing that the result produced by the convolution
operation on the colored images do not actually produce im-
ages that can be visualized in a comprehensible way. This is
because the resulting matrix values are not confined to the 0-
255 interval. Therefore, to actually create visualisations, the
values were normalized and the default colormap “viridis”
from Matplotlib was applied. The colormap maps low val-
ues to dark blue and high values to yellow. The image that
was fed as input to the trained network from which inter-
mediate feature maps were extracted is given by Figure 8.
In Figure 11 we see some plots of the intermediate images
produced in the very first convolutional layer of the network.
Based on these images it seems that the filters produce every
imaginable variant of the image. Some filters blur the image
while others sharpen it. Some even seems to produce the
negative. In Figure 11d there are strong gradients highlight-
ing edges while in Figure 11e the image is almost completely
smooth. In Figures 11c and 11d one can see that edges are
detected on opposite sides. In Figure 11c left-edges are de-
tected, while in Figure 11d right-edges are. In Figures 11a
and 11b we see inverse values. Using the negative might
be one of the reasons why the network seems to detect fish
bothwith andwithout the presence of artificial lighting. This
also explains why it doesn’t matter to the network whether
the fishes are dark or light in color.
In Figure 12 images reconstructed in deeper layers are
displayed. When comparing Figures 11 and 12 one notices
that the images have different aspect ratios. When looking
at the results from the first layer one can look at the results
using the original aspect ratio of the images that were put
in. However, as an image passes through the network, more
and more information seems to “bleed” onto the originally
unused top and bottom margins of the image. It seems like
YOLO tries to store as much information as possible.
In the layers closer to the input layer (e.g. Figures 12a,
12b, 12c) one can see that the images closely resemble the
original image. Gradually as one traverses through the layers
the images become coarser. In Figures 12e and 12f one can
see that the fish and some algae are very prominent. In these
images the algae is brighter than the fish. It might be that
high values in these specific images in these specific layers
means that an object should be ignored, as we do not want la-
bels around algae. In Figure 12k a reconstructed image from
the 81푠푡 layer of the network is shown. This layer consists of
1024 feature maps of size 13 × 13. It is based on the images
in this layer that the first prediction is made. When we have
traversed this far into the network it is virtually impossible
to recognize what information the different pixels encode.
However, it is to be noted that the original aspect ratio bor-
der seems to have vanished, and that information seems to be
stored in the entire image. One can recall that YOLO makes
detections at three different scales. As one moves past the
first detection layer the network starts to scale up the image.
In Figure 12l one can see an image from the layer before the
second detection. It is still virtually impossible for a human
to harness any meaningful information from these images.
However, one sees that some horizontal lines have started
to appear. It seems like YOLO is starting to reconstruct the
original image. After the second detection layer YOLO fur-
ther scales up the image. In the four layers prior to the third
and last detection, the images start to make a bit more sense.
In Figure 12m one can recognize blobs that correspond to
the fish that is to be detected. It is evident that YOLO is able
to “remember” what the original image looked like. From
this layer onwards, and to the end, these blobs become more
andmore distinct as can be seen in Figures 12n, 12o and 12p.
Thus for the very last detection layer the network can perhaps
create bounding boxes around the brightest pixels. Further-
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Figure 11: Images extracted from the first convolutional layer in the network
more, one can notice that in Figure 12p the fishes are rep-
resented by blocks of bright and dark pixels together. It can
also be observed that the restored top and bottom margins
of these images contain very little variance. It seems that in
this detection layer most of the information is retrieved from
the values within the original aspect ratio.
The discussion so far is based on a handful of images
extracted from each layer. As explained earlier there can be
up to 1024 feature maps in some of the layers which are hu-
manly impossible to interpret. In order to develop some sta-
tistical understanding of different layers we conducted PCA
on the images extracted from each layers individually [18].
Figure 13 gives the plots of the ratio of variance for the 5
most prominent principal components. It appears that for
our early layers, as can be seen in Figures 13a and 13b, al-
most all the information can be explained using a single com-
ponent. Gradually, as we move through the layers it seems
that more and more information is spread out across the im-
ages within a layer. In other words the feature maps become
more and more distinct within each layer. All the images in
the first layer are quite alike, while the images are all very
different in the 81푠푡 layer. However, in the next layer (Figure
13f), a mode collapse if observed. Seemingly, the output
filters are able to extract some pattern from the 81푠푡 layer.
If all the components were equally contributing that could
indicate that no pattern was found in the data. Perhaps the
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filters in the early layers perform similar operations, while
in later layers the operations become more specialised. If
this is the case it would make sense that the deeper layers
contain more distinct data. We recall that YOLO is a large
FCN capable of detecting and classifying several thousand
classes simultaneously and that it might be overkill to just
detect one class, as is being doing here. Perhaps PCA would
give very different results if the network was trained on a dif-
ferent dataset with more classes. It might be that this kind of
PCA could be used as an optimization technique on FCNs.
If most of the variance is explained by one, or a few, prin-
cipal components, perhaps the number of filters in that layer
could be reduced. This could be implemented to reduce run
times of FCNs. This could be done by first training the net-
work. Then running PCA and reducing the amount of filters
in the layers that are mostly explained by a few principal
components. Then the network could be retrained and PCA
re-calculated. This could be done until the accuracy starts to
drop below a certain threshold, in relation to the original ac-
curacy of the network. This would greatly increase training
times, but could speed up test times while still maintaining
almost the same accuracy as the original network. This could
in additionmake it easier to interpret and explain the network
as a simplified network is nevertheless easier to analyze.
In Figure 14 we see visualizations made by construct-
ing images from only the most, and second most, important
components produced by the PCA. In Figure 13a we observe
that by just using the first component we retain almost all
the variance. This is in correspondence with what we see
in Figures 14a and 14b. There is seemingly very little infor-
mation in the second image that we can not be found in the
first. We see from Figures 14c and 14d that the images have
started to become more distinct. In Figure 13c we see that
about 50% of the variance in this image is explained by the
first principal component. In the 81푠푡 layer, as seen in Fig-
ures 14e and 14f, we see that the principal components starts
to hone in on certain regions. This is especially interesting
when we look at a normal image from the same layer, as seen
in Figure 12k, which mostly looks like noise. In this layer
the principal components explain almost the same amount
of variance as can be seen in Figure 13f.
6. Conclusion
In this paper we utilized YOLO to detect fish in images
recorded under water and provided insight into the internal
workings of the algorithm. The major findings of the project
can be enumerated as follows:
• The work presented in this report makes a significant
contribution to theHealthyOslo fjord project by build-
ing a workflow that can be used to generate labelled
data from images using semi-supervised learning. The
current trained model already has a F1-score of 0.85
and has been used to generate labelled dataset that will
also provide labels to the sonar data that was acquired
during the same field campaign.
• To use unsupervised learning when pseudo-labeling
used to be the popular method [28]. We showed that
usingYOLOas a semi-supervised algorithm bears some
merit. Using a tiny amount of hand labeled data to
pseudo-label a lot of data greatly reduced the manual
labor involved.
• The project led to a better insight into the inner work-
ing of the YOLO algorithm. Internal layers of YOLO
network were illustrated and multivariate data analy-
sis tools like PCA was utilized to extract information
from the thousands of filters used in the network. In-
vestigating the variance ratio vs principle component
plots for the different layers, we observed that most
of the variance in the reconstruction of the images us-
ing the trained filters in the first few layers can be ex-
plained by a single component. The number of com-
ponents required to explain the variance in the deep
layers gradually increases.
Despite the interesting results presented in the article,
there are several aspects in the current work that requires
more in-depth investigation. We used a very complicated
network to detect only a single class (of fish). It would be
interesting to see how the network behaves if it is utilized to
do multiclass object detection and classification. Also it will
be interested to explore the possibility of employing PCA to
optimize the network.
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