Modelo de Predição Utilizando Comitê de Classificadores em Dados de Educação a Distância by Dimer, Laine et al.
  
Modelo de Predição Utilizando Comitê de Classificadores em 
Dados de Educação a Distância 
 
Laine Dimer
1
, Graziela Giacomazzo
1
, Cibele Freitas
1
, Merisandra C. M. Garcia
1 
 
1
Universidade do Extremo Sul Catarinense (UNESC) – Criciúma – SC – Brasil 
laainediimer@gmail.com, {mem, gfg, cibele}@unesc.net 
Resumo. Esta pesquisa consiste na aplicação do Educational Data Mining em uma 
base de dados de um ambiente virtual de aprendizagem, procurando definir os 
padrões de participação dos alunos baseando-se nos perfis de interação estudados 
por Moore. Para isso, os dados serão analisados por meio da tarefa de classificação 
utilizando os algoritmos de comitê de classificação do tipo boosting, Adaboost.M1 e 
Random Subspace, comparando-os por meio de medidas de qualidade em 
classificação a fim de identificar o modelo que apresenta melhores resultados. 
Palavras-chave: Educational Data Mining, Classificação, Adaboost.M1, Random 
Subspace. 
Abstract. The purpose of this research is to apply Educational Data Mining in a 
database of the virtual learning environment, seeking to define the participation 
patterns of students based on the profiles of interaction studied by Moore. For this, 
the data will be analyzed by means of the classification task using the algorithms of 
classification of the type of boosting, Adaboost.M1 and Random Subspace, comparing 
them by means of measures of quality in classification in order to identify the model 
that presents improved results. 
Key words: Educational Data Mining, Classification, Adaboost.M1, Random 
Subspace. 
1. Introdução 
A descoberta de conhecimento em base de dados, do inglês Knowledge Discovery in 
Database (KDD), é constituída por etapas para identificação de modelos válidos e 
padrões. A etapa de data mining destaca-se por ser capaz de transformar grandes 
volumes de dados em conhecimentos específicos para sociedade. Esses conhecimentos 
adquiridos são utilizados para análise de mercado, produção, negócios, entre outros 
[Han e Kamber 2001]. 
Com o aumento da procura por padrões e perfis dos aprendizes em ambientes 
virtuais de aprendizagem, surgiu a mineração de dados educacionais, do inglês 
Educational Data Mining (EDM), em que algoritmos de data mining são adaptados para 
melhores resultados na busca por conhecimentos nas bases de dados educacionais 
[Baker, Isotani e Carvalho 2011]. 
Diversas técnicas são utilizadas em EDM, e uma delas é a predição [Baker, 
Isotani e Carvalho 2011]. A predição consiste na classificação dos dados, expressada 
por uma variável alvo, em que no processo de data mining os registros serão 
examinados, e que cada um deles contém informações sobre a variável alvo, 
aprendendo-se a relação entre os registros observados [Larose e Larose 2014]. 
A fim de se obter resultados mais precisos, ao invés de utilizar apenas um 
classificador, utiliza-se a combinação deles. Esse método é chamado de comitê de  
classificadores, meta classificadores ou ensembles, o qual divide os dados em partes 
menores e mais fáceis de aprender, cada classificador fica responsável por uma partição 
  
específica, e ao final é calculada a média ou votação das saídas de cada um [Polikar 
2006]. 
O comitê de classificadores pode ser do tipo boosting, o qual atribui pesos a todos 
os exemplos de treinamento. Dentre os algoritmos do tipo boosting, tem-se o 
Adaboost.M1, que refaz a reamostragem se o classificador base não puder lidar com as 
instâncias ponderadas. Outro método é o Random Subspace, que cria um conjunto de 
classificadores, em que cada um é treinado usando um subconjunto de características 
selecionadas aleatoriamente do espaço de recurso disponível [Frank et al 2017]. 
2. Desenvolvimento 
 
Para alcançar os resultados esperados levou-se em consideração a seguinte metodologia: 
levantamento bibliográfico; seleção de base de dados para aplicação dos algoritmos de 
comitê de classificadores; definição das dimensões de interação de Moore e atributos da 
base a ser utilizada a cada iteração; pré-processamento da base; aplicação dos 
algoritmos Adaboost.M1 e Random Subspace; análise dos modelos obtidos por meio de 
medidas de qualidade em classificação. 
3. Conclusão 
A classificação está bastante presente em EDM, ao utilizar a técnica de comitê de 
classificadores espera-se modelos com resultados mais precisos. Trabalhos como de 
Henke et al (2012), que propuseram a utilização do método Random Subspace para 
detecção de anomalias na internet indicam que este método obteve melhor desempenho 
em taxa de precisão comparado aos algoritmos únicos, como por exemplo, o kNN.  
Kumar e Ayyappan (2017), analisa métodos de comitê de classificadores diferentes e 
apresenta resultados melhores com o algoritmo Adaboost.M1. Sabe-se que não se pode 
definir um algoritmo melhor que outro, tendo em vista que os resultados dependem da 
aplicação e dos dados analisados, no entanto espera-se observar os modelos a partir de 
medidas de qualidade e concluir qual de ambos comitê de classificadores têm melhores 
resultados de predição. 
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