The study of mortality differentials between regions over time has gained impetus in recent years partly as a result of dissatisfaction with the use of social class as an invariant indicator over time of underlying socioeconomic factors. 1 This issue has been examined in the UK as a whole, differentiating by sex and age groups within 10 regions. 2, 3 In these descriptive analyses, changes in the variance in log(rates) over the regions were investigated separately for males and females, revealing that regional inequality in mortality varies by age, the historic north/ south gradient having disappeared in younger age groups though persisting in older age groups, and that this is due to a substantial convergence in age-specific death rates between younger but not in older age groups. A re-analysis of this data using statistical modelling of the regional variance 4 confirmed the decline in the variance over time in the younger age groups but suggested that this reduced over time, eventually reversing to show an increase from 1981 to 1991.
The study of mortality differentials between regions over time has gained impetus in recent years partly as a result of dissatisfaction with the use of social class as an invariant indicator over time of underlying socioeconomic factors. 1 This issue has been examined in the UK as a whole, differentiating by sex and age groups within 10 regions. 2, 3 In these descriptive analyses, changes in the variance in log(rates) over the regions were investigated separately for males and females, revealing that regional inequality in mortality varies by age, the historic north/ south gradient having disappeared in younger age groups though persisting in older age groups, and that this is due to a substantial convergence in age-specific death rates between younger but not in older age groups. A re-analysis of this data using statistical modelling of the regional variance 4 confirmed the decline in the variance over time in the younger age groups but suggested that this reduced over time, eventually reversing to show an increase from 1981 to 1991.
In this paper we extend the modelling approach to model the log(rates) themselves (not investigated in the previous analyses) and the variance in these rates simultaneously in order to investigate whether the different patterns of variability in the regional log(mortality rates) in different age groups may be consistent with changes in variance associated with birth cohort. This allows individual regions to be investigated separately as well as allowing estimation of the patterns of variation over time to vary by region.
Analysis is in two stages. First, we analyse mortality rates by region using an Age Period Cohort (APC) model to describe the changing pattern of mortality rates in the regions. Secondly we imbed the APC model within a multilevel framework, 5 in which we model the residual variation as well as the log(rates) in order to estimate the differences in mortality rates by region and variation in this by period. This joint approach takes into
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Simultaneous modelling of time trends and regional variation in mortality rates
Chris Robertson a and Russell Ecob b Background We seek to model the regional component of the variance in the mortality rates in the UK and to ascertain if there is evidence that this regional variance is increasing in recent periods.
Methods
Age Period Cohort (APC) models, based on the local 'curvatures', are used in each region to describe the changes in the trends in the mortality rates. This is extended to a multilevel model to estimate the regional component of the variance in the rates and to estimate the effect of regional differences in the trends in the rates. We show how the use of a multilevel APC model can help to distinguish the cohort and period trends in the mortality rates from the cohort and period effects on the regional variance in these rates.
Results
For both sexes, but particularly for females, a reduction in the rate of decrease in mortality was found around 1960. In addition, particularly for females, cohorts born after 1930 appear to show reductions in mortality at an increased rate. It is demonstrated that there is evidence that the between-region variation in the rates has not remained constant and that it is much less now than it was at the beginning of the data series. Further, there is evidence that the trends in the rates are not the same in all regions and that while there is a convergence of the rates in many regions, Scotland, in particular, stands out as a region which contributes most to the regional variation in mortality rates.
account a possible criticism of the previous re-analysis 4 that the increased regional variance among younger age groups is simply an artefact of the small numbers of deaths.
Materials and Methods
Population and mortality data are available in eight, 10-year, age groups from 5-14 to 75+ from 10 regions of the UK from the censuses of 1931-1991. There are seven time periods and 14 synthetic birth cohorts, centred on 1851, 1861,..., 1981. The data for 1941 for the four youngest age groups are excluded due to the exceptional excess mortality.
Age Period Cohort model
There are two linked ways of considering time trends, either using the year of death, known as the Time Period (p), or the year of birth, defining the Birth Cohort (c), as c = p -a, where a represents age. The APC model is:
where y ij represents the number of deaths, assumed to follow independent Poisson distributions, and n ij the population. The parameter, α i , represents the effect of age group i, β j represents the effect of time period j, and γ k represents the effect of birth cohort k, k = j -i + n a , where n a is the number of age groups. Although the individual effects µ, α i , β j , γ k , are not estimable the local curvatures are. 6, 7 For example,
are the curvatures for the age effects. These curvatures measure the rate of change in the linear trend with age. In this paper the longitudinal APC model 6 is used.
The variables a l and c l denote the linear components of age and cohort and x ac , x pc , and x cc are the explanatory variables associated with the curvatures for age, period and cohort, respectively. 8 Primary interest lies with the curvature parameters, ρ which are completely identifiable. The terms a l and c l are centred on 40 years old and 1921, respectively. If it is assumed that the two degrees of freedom for the linear trends are reasonably described by the longitudinal age and drift components then we can interpret the linear trends. The cross-sectional APC model has p l instead of c l : the curvature parameters are the same and only the linear parameters differ. 6, 7 As p l -a l -c l = 0 the linear part of the longitudinal age and drift model can be written from (2):
where τ L is the unidentifiable parameter. 9, 10 Constraining τ L to be zero in (3) gives the longitudinal age model (2) and setting τ L equal to δ L results in the cross-sectional age model. In the graphical presentations we use τ L = δ L /2, which partitions drift between a cohort and a period trend. In the graphs the curvatures are the only identifiable contrasts. Any interpretation of the linear changes depends upon this choice.
The predicted age effects, adjusting for period and cohort, are obtained from (2) by substituting in from (3) with τ L = δ L /2 (4) where age is centred on 40, period 1961 and cohort 1921. This means that the points plotted at age 40 reflect regional variation in the intercept and in the curvature at age 40 but not regional variation in the linear age effect. At other ages there may be variation in all three components. The period and cohort effects are obtained similarly.
Parameter estimates for these models were obtained using GLIM4. 11 As there was evidence of extra Poisson variation, an over-dispersed Poisson model was used. [11] [12] [13] 
Multilevel model
The data are arranged with each age group by time period table as the first level and region as the second level of a multilevel framework and so permits us to model the changes in the variance over the regions. 5, 14 The model is written as: (5) The explanatory variables are the same as those in (2) and are
with β representing all the fixed effects. The regional level random effects are denoted by u. These are assumed to follow a multivariate normal distribution with mean 0 and covariance matrix Σ u . The vector z is used to model the changes in the variance in the log(rates) over region and may contain terms such as the intercept, period and cohort. For a components of variance model then z just contains a vector of ones, representing the intercept. If we extend z T = (1, c l ) then the variance in the log rates over regions will depend upon cohort.
The models were fitted using MLn, 15 assuming the number of deaths follows a Poisson distribution and allowing for overdispersion. This was accomplished by modelling as approximately normally distributed with variance , where ŷ, is the expected number of deaths. 16 Variation in the rates over regions comes from two sources. One is the variation in the true rates and the other is random variation. Our interest is in the estimation of the former. The analysis will proceed along the following lines. Firstly we fit a model which has common effects across all regions and a constant error variance over regions and an over dispersion parameter. We then permit the regional variance to depend upon period and cohort.
The fits of all the single level models and the two level models were assessed by residual plots. Details are not shown. No abnormal patterns indicating a systematic lack of fit were observed other than extra Poisson variation associated with the large numbers of deaths.
Results
There were deviations from linearity associated with birth cohort as the P-values associated with the approximate F tests 13 were all very small (data not shown). In 6 out of the 10 regions there was no evidence at the 10% level of any time period
curvature, for males. For females there were period curvatures in all regions. At each age group mortality rates are higher among males than among females (Figure 1 ), but the regional variation in the estimated age effects (given by the vertical spread) is similar. There appears to be slightly more regional variation among the very young than among the old, which can be attributed both to regional variation and sampling variation as there are fewer MODELLING MORTALITY RATES 957 Figure 1 Age Period Cohort models predicted age effects by region
The numbers at the bottom of each graph are the standard deviations over the 10 regions of the estimated effects, on a log scale. The y axis is given in rates per 1000. The standard deviations are not on this scale. The estimated effects do not correspond to the rates for any groups. They are simply the age effects adjusted for period and cohort (plotted on a log scale), or the period effects adjusted for age and cohort, or the cohort effects adjusted for age and period, with the constant term added on, all subject to the constraint to achieve identifiability. deaths compared to the older age groups. There is much consistency in the curvature estimates over the regions and the same general pattern is evident in all regions.
Time period and birth cohort curvatures are discussed relative to an observed decrease in mortality rates. Among males there is little evidence of any substantial curvatures in the Period plot ( Figure 2 ). From 1950 onwards there is a linear decrease in the log rates in all regions. Relative to 1961 there appears to be more regional variation in 1931 and 1941. For females there is evidence of a relatively smooth trend with a positive curvature. There was a substantial decrease from 1931 to 1961 with little change since, although a decline can be seen in some regions (such as South West and Yorkshire and Humber). There appears to be a general decline in the regional variation of the predicted rates. For both males and females there is higher mortality in Scotland and lower for East Anglia, particularly from 1950 onwards.
There is a consistent slightly negative curvature in the cohort plots from 1870 up to 1931 (not shown explicitly-details available from authors-but indicated by the concave relationships in Figure 3 ). The apparent increase in log mortality with cohort This would suggest that the decrease in log(mortality rates) slowed down for males born in 1941 relative to those born in 1931. While the last cohort shows a sharp and consistent drop over all regions the estimates are not precise as they are based on one observations for this cohort.
Regional variability was fairly constant from the 1851 cohort until the 1931 cohort, after whom there was a reduction, which is most clearly seen among females, followed by a suggestion of an increasing regional variability in the younger cohorts (which MODELLING MORTALITY RATES 959 Figure 3 Age Period Cohort models predicted cohort effects by region may be an effect of small numbers) . For males it is possible to see a clear separation into two groups of regions for cohorts from 1871 until 1931: South West, South East, East Midlands and East Anglia with lower rates and the other six regions with higher rates. This is also found for females but to a lesser degree. In the cohort born in 1951 there is a convergence of the regions.
In Table 1 the sensitivity of the interpretation of Figures 1-3 to the assumption used to ensure identifiability is investigated. The regional variation in the age effects is not influenced by the value of the constraint parameter τ L . There is evidence of an increase in regional variation in recent periods only when the downward drift in rates is assigned to cohort (τ L = 0). The The constraint proportions used to obtain identifiability in the predicted rates. It controls the allocation of the drift to period or cohort effects. If proportion = 1 then it is assumed that all the drift is period based and so the age effects are cross-sectional age effects; if proportion = 0 then it is assumed that all the drift is cohort based and so the age effects are longitudinal age effects. The graphs in Figure 1 to Figure 3 were plotted under the assumption that proportion = 1/2 reduction in regional variance from a peak in the 1931 cohort in 1941 and especially 1951 for both males and females is present under all values of the constraint investigated. There is more evidence of a recent rise in regional variance by cohort if the drift is assigned to cohort for both males and females, the rise being shown for females for all values of τ L . Thus the interpretation of the changes in regional variance are not overly influenced by the values of the constraint parameter provided there is at least moderate drift assigned to both period and cohort.
In the multilevel analysis we concentrate on the interpretation of the variance parameters. The fixed paramters had the same interpretations as those discussed in relation to Figure 1 to Figure 3 . The estimates of the regional variance and the overdispersion for male and females are similar (Model 1, Table 2 ). For both sexes there is evidence that there is regional variance in the log(rates). For males the estimate of 0.0074 represents the variance of the mean µ in model (2) over the regions at all age groups and time periods. Similar results are found for females. Taking the variance of equation (5) and the Poisson assumption gives , where σ 2 u is the regional variance in the intercept and σ 2 e is the extra Poisson variance term. If there are around 250 deaths then the proportion of variation in the log rates which is attributed to regions is 6%. If there are 3500 deaths then this increases to 49%; essentially because sampling variability becomes less important as the numbers of deaths increase. The median number of deaths over regions in the 15-24 age group is 284, while in the 60-64 age group it is 3466.
When drift is permitted to vary over regions as a period effect there is a significant reduction in the deviance in both males and females (Model 2, Table 2 ). In both cases there is a quadratic pattern suggesting that regional variance was initially higher, then decreases and is now increasing again. With the Period drift model, , where σ u01 is the regional covariance between the intercept and the drift and σ 2 u1 is the regional variance in the drift. For males the parameter estimates suggest that the turning point is between 1971 and 1981, which is consistent with standard deviations in Figure 2 . For females, variation was a maximum at the initial period (1931) there being no turning point within the observed time periods.
Permitting the drift to vary over regions as a cohort effect also gives a significant reduction in deviance. However though the fit for males is comparable to the period effect model it is not as good for females. As these two models are not nested it is not possible to test the fit of one compared to the other. In both sexes the inference is the same; there is some evidence of a quadratic trend with cohort which implies an increase in regional variation in the younger cohorts. This will manifest itself within the younger age groups in the most recent time periods. 4 For males the minimum is estimated for the cohort born in 1871, whereas for females it corresponds to the cohort born in 1911.
Within the multilevel model the dependency of the variance on age was estimated as zero. Part of the reason for this is that the expected number of deaths increases with age and as this term is already used in the level 1 variance there is little scope for investigating regional variance in the linear age term. In the multilevel models in Table 2 the curvatures took the same value in each the regions. The plots in Figure 1 to Figure 3 support this. In fact we did fit models in which the quadratic curvatures were permitted to vary over regions. This was done from a baseline of Model 1 in Table 2 , by fitting the curvatures as random effects over region one at a time. For some of these there was some evidence of significant regional variation-in the 1971 period and the 1901 and 1931 cohorts in particular. However, the regional variance in the drift term was much more important than any regional variance in the curvatures. Regional variance in any curvatures was estimated as zero in a model which already included regional variance in the drift term (Model 2 in Table 2 ). In these cases numerical problems with fitting the model were also encountered as a result of the small number of regions. Similar results were obtained as regards both the fixed and random effects for the models when the youngest and the oldest age groups were omitted. Thus the conclusions about the variances do not depend upon the two extreme age groups, which may have differing major causes of death.
Discussion
This paper has sought to model and describe changes in the regional variance of mortality rates within the UK. Age Period Cohort models, modelling curvatures, have shown a reduction over time in the variance of log mortality rates over regions in the UK for both sexes. This was confirmed by multilevel modelling. Age Period Cohort models also found variation by cohort, this showing some signs of an increase from the 1851 cohort to a maximum in the 1871-1931 cohorts for both sexes, then reducing in the 1941 and 1951 cohorts, since when some signs of an increase were found. Multilevel models, particularly for males, also showed evidence of variation by cohort, though with a different pattern, the minima found for males for the 1881 cohort and for females for the 1911 cohort (maxima found for most recent cohorts). Multilevel models suggested that models with a period effect best fitted data for females, whilst for males little difference was found between the fit of the two models.
In addition the overall changes in mortality over time and with cohort have been shown. Both for males and females a systematic decrease in mortality over time was found but for females, in particular, a reduction in the rate of decrease was found around 1960 and cohorts born after 1930 appear to show reductions in mortality at an increased rate. The latter finding is in substantial agreement with findings of similar modelling of coronary heart disease mortality in the UK 17 over a similar period. For males the reduction over period was reasonably constant, the reduction with cohort showing some signs of reducing from 1940 cohort until the 1970 cohort after which an increase in the rate of reduction was resumed.
In interpreting the differences found between the APC models and the multilevel models the following differences between them should be noted. Firstly multilevel models treat the between-region variation as random. The next constraints of multilevel models apply only necessarily to those fitted in this paper. They assume identical curvatures for each region, have a quadratic relationship between the variance in the log rates and period or cohort, and allocate 'drift' completely either to period (τ L = 1) in age-period models or to cohort (τ L = 0) in age-cohort models.
All these constraints, apart from that of drift, were necessary for the empirical identification of the models in this paper. These constraints, in particular that of the restriction of the degree of polynomial fit of the age-cohort model, are likely to be responsible for the differences in results of the multilevel and other models in respect of the location of maxima and minima of between regional variation by cohort; the former models not picking up local minima in the between-regional variation in 1950 and 1960. Though the relation of the coefficients to their standard errors for the linear and quadratic coefficients of the period and cohort terms appears to be relatively small in relation to their standard errors, this is in apparent contradiction to the statistically significant reductions in log likelihood between the models (shown in Table 2 ). However, it is likely that the asymptotic normal assumption for level two variances is unlikely to hold (bootstrap simulations of ours have confirmed this) and that the variance estimates in particular are underestimates.
The results in Figure 1 to Figure 3 have been presented according to an assumption that the drift (τ L ) is split between period and cohort (τ L = δ L /2), this pattern varying to some extent according the value of the identifiability parameter. This is in accord with our belief that the decline in mortality rates is unlikely to be solely associated with period or with cohort effects. (Other assumptions to the above are possible but we argue that to consider scenarios in which the period effects, adjusting for age and cohort, show an increase with a large cohort decrease or the cohort effects, adjusting for age and cohort, show an increase with a large period decrease are untenable.) We have tested the sensitivity of the variation in estimates of regional variance by period and cohort according to this parameter, in the range from 0 (all drift allocated to cohort) to 1 (all drift allocated to period). These extremes determine conclusions as to overall change by period or cohort. However, over a range of realistic values for the identifiability constraint there is evidence that regional variation has reduced over period, decreasing since 1931 and levelling off in recent periods. In addition the substantial reduction in regional variance associated with the cohorts born in 1941, 1951 and possibly 1961 was found under all values of the identifiability constraint. However, our conclusions about more recent cohorts are more sensitive to the identifiability assumption and to random error associated with fewer events, an increase for females but not for males being found at the intermediate values. The main findings are therefore reasonably robust with reference to the particular value of the identifiability parameter.
The increase in regional variance in recent cohorts, found particularly for the multilevel models, give some corroboration to the results of Ecob et al. 4 though these were on data aggregated to the regional level. Multilevel modelling offers a succinct description of mortality rates and of the regional variation in these. There is a need for further exploration of the capacity of multilevel models to take account of particular aspects of the data, in particular the non-linear modelling of cohort variances. Also, as there are very few regions there is little precision in the estimates of regional variance.
