A new method for 5-axis flank computer numerically controlled (CNC) machining using a predefined set of tappered ball-endmill tools (aka conical) cutters is proposed. The space of lines that admit tangential motion of an associated truncated cone along a general, doubly curved, free-form surface is explored. These lines serve as discrete positions of conical axes in 3D space. Spline surface fitting is used to generate a ruled surface that represents a single continuous sweep of a rigid conical milling tool. An optimization based approach is then applied to globally minimize the error between the design surface and the conical envelope. Our computer simulation are validated with physical experiments on two benchmark industrial datasets, reducing significantly the execution times while preserving or even reducing the milling error when compared to the state-of-the-art industrial software.
Introduction & Motivation
Free-form surfaces represented as non-uniform rational Bsplines (NURBS) are popular tools for geometric modeling, engineering, and architectural curved design [1] . These curved surfaces are easily controlled by their control point network, allowing the designers and modelers a straightforward tool towards the intended shape. In the isogeometric analysis literature, free-form surfaces appear in physically based problems as approximations of solutions of partial differential equations (PDE) [2, 3] . For example, shapes such as turbine blades and impellers come as an equilibrium comforting specific physical constraints like force, pressure etc. That is, these objects possess complex free-form geometry not for aesthetic reasons but to optimally satisfy physical constraints.
Efficient manufacturing of free-form shapes has been of interest for many decades [4, 5, 6, 7, 8, 9, 10, 11] . CNCmachining is the leading subtractive technology, and even though additive manufacturing is increasing its share on the manufacturing market [12] , certain types of mechanical components are, e.g. due to their stiffness properties, preferred to be manufactured from a single block by material removal rather than the other way around by additive technologies.
Our work aims at efficient, high quality flank CNC-machining of general, doubly curved, free-form surfaces. When compared to the flat-end machining, flank milling is popular due to two main reasons: i) the material removal is more efficient as the cutter touches the material block not at a single point, but along a whole curve; ii) due to the tangential contact between the material and the cutter, flank milling is, by definition, scallop free on every sweep patch. The second property makes flank milling an ideal methodology for the final polishing stage of the machining process.
The most frequently used cutting tools for flank CNC machining are cones and cylinders, see Fig. 1 . Given a set of conical cutters (considering cylinder as a special case of a cone), the main focus is to detect large patches of a free-form shape that can be approximated, up to a fine machining tolerance, by a single conical envelope, see 
Previous work and contributions
Our work belongs to the category of flank (aka peripheral) milling where the milling tool moves along the material block tangentially, touching it along a 3D contact curve. This contact curve, known as a characteristic (or grazing curve) is not static and may change dynamically in time, in contrast to sweep surfaces generated by motions of rigid profiles [10] .
In general, the milling tool can be arbitrary surface of revolution such as barrel [13] or general rotational surface [14] .
However, simpler shapes are preferable in practice and e.g. conical tools are frequently used for finishing machining operations of complex surfaces. In practice the conical milling tool is provided by a helicoidal perforation (teeth), see Fig. 1 , that serves for material removal. For the simplicity of the argument, however, the milling tool is conceptualized as a truncated cone in our theoretical considerations.
In the computer aided design literature, a lot of work is devoted to free-form surface approximation by ruled surfaces [15, 16, 13, 17, 18, 19, 20, 21, 22, 23] . While such approach is practical as one can approximate a free-form surface by ruled surface patches within arbitrarily fine precision [17] , it typically requires a large number of small patches that consequently leads to very time-demanding milling process.
Focusing on ruled surfaces is a certain restriction, especially when assumed that the contact curve is a straight line. For a general instantaneous (screw) motion [24] , the contact curve between the movable cone and its envelope is a general 3D curve, see Fig. 3 . Even more special case is a situation when the ruled surface becomes developable [22] as this requires the surface normal to be constant along each ruling. Therefore, approximating general free-form surfaces by these special (e.g., developable) patches is a significant restriction of the search space. In contrast, in this work the research is focused on envelope patches that correspond to a general screw motion (and therefore general characteristic) at every time instant.
The milling process involves other factors than the approximation quality between the design and manufactured surfaces. Cutting force, for example, is an entity that describes how much force has to be applied to the milling tool and is preferable to be low as high forces are typically strongly correlated with the milling tool vibrations. Mathematical modeling of the cutting force under the flank milling is also an active research area, see e.g. [25, 26, 27, 28, 29] and references cited therein. Looking for toolpaths that minimize (the mean value of) the tool deflection force are studied in [30] . Another physical factor strongly correlated to the cutting force is not only the vibration of the milling tool but also of the milled object itself. Vibration phenomenon of thin impeller blades during flank milling is discussed in [27] . An optimization-based approach that incorporates physical properties such as stiffness or vibrations is proposed in [31] . The main objective is to improve the machining process by reducing deflection and vibrations of the cutter. The shape of the cutter is optimized towards higher stiffness, while the trajectory surface is computed by interpolating the cutter axes.
Other important factors in high-performance machining are high velocities and accelerations, which both need to be controlled throughout the milling process [32, 33, 34] . An algorithm that seeks the optimal feedrate interpolation, considering both tangential and in-axis jerk of the milling tool, is presented in [32] . A trade-off between the geometric accuracy and smoothness of the motion is discussed in [35] . The reader is referred to the survey paper [36] for a detailed list of relevant literature on flank 5-axis CNC milling.
In this paper, we focus solely on the approximation quality between the design surface and the milled conical envelope and, in contrast to [31, 14] , consider pre-defined conical milling tools. In all the state-of-the-art milling literature, to the best of our knowledge, the initial trajectory of the milling axis is assumed as an input or users' intervention is necessary to provide a meaningful initial trajectory. A recent research on automatic detection of conical envelopes [37] is adopted, showing that this initialization strategy, when incorporated to real manufacturable process, reduces the milling time significantly by detecting large envelopes within fine machining tolerances.
The rest of the paper is organized as follows. Section 3 gives a mathematical description of the tangential movability of a truncated cone along a free-form surface and Section 4 presents the algorithm that computes conical envelopes that fit the input reference geometry. Section 5 shows our computer simulations as well as the real machining results and offers a comparison with the state-of-the-art software. Finally, Section 6 discusses the future research directions and concludes the paper.
Basics of kinematic geometry
We now recall several facts from kinematic and differential geometry that are fundamental pillars in our computational framework. We first start with the first order analysis of a rigid body motion.
Let l := pq be a finite line in 3D, see Fig. 2 , considered as a function of time t. Denote p(t) and q(t) the trajectories of the endpoints, t ∈ [0, 1]. Since l remains rigid during the motion, the distance-preserving constraint of its length d = p(t) − q(t) reads as
where ·, · is the scalar product. Differentiating with respect to t and denoting the velocity vectors by v p =ṗ(t), v q =q(t), the first order length-preserving constraint of l becomes
which is known as a projection rule, see Fig 3 .
Further recall that a rigid body motion in 3-space requires six degrees of freedom (DoFs), and therefore a rigid motion of a line requires five DoFs (one DoF corresponds to the rotations around l). The instantaneous motion of a line (a motion that infinitesimally moves l) is therefore represented by a pair of vectors v p , v q that satisfy Eq. (2), and has also, up to a multiplication factor, five degrees of freedom, see e.g. [24] . These five DoFs to control the instantaneous motion of l are encoded by a five-dimensional vector x, where the first three coordinates determine the velocity vector v p , while the other two are the coordinates of v q in a vector space perpendicular to pq, see e.g. [14] . Note that any such x directly satisfies (2) .
Consider further a truncated cone C associated to l. An instantaneous motion of a conical axis l is shown in Fig. 3 . The instantaneous motion determines uniquely a characteristic ch that is a locus of points c, c ∈ C, such that
where v c is the velocity vector at c, and n c is the cone surface unit normal at c. Observe that for a general instantaneous motion (i.e., neither translation nor rotation), ch is an algebraic curve of degree four [38] . In a special case of translation or rotation, ch consist of a pair of rulings on C, but in general
d being the directional unit vector of l, the characteristic is not a straight line [24] . Observe that a family of conical envelopes is significantly broader, in the sense of inclusion, than family of ruled surfaces. Solving the approximation problem by considering only ruled surfaces is therefore a very strong restriction, because the set of instantaneous motions of a cone with linear characteristics represent a subset of Lebesgue measure zero among all admissible motions that satisfy Eq. (2) (general instantaneous motions).
Tangential movability
Let Φ be the design surface and l be a rotational axis of a truncated cone C, representing the conical milling tool, see Figure 4 : Tangential movability. A line l = pq is tangentially movable along Φ if there exists an instantanous motion (green) which moves every p i , p i ∈ l, such that its velocity vector v i is perpendicular to p i p ⊥ i . In our discrete setting, this corresponds to Eq. (5). The distances d i = p i p ⊥ i determine the shape of a milling tool that locally admits tangential motion along Φ (here the position of l w.r.t. Φ defines a barrel-like tool [13] ), i.e., d i s do not change linearly along l. Fig. 2 . The cone is required to move tangentially to Φ. Such a constraint on an infinitesimal motion x is expressed by
with the constraint
where n is the number of sampled points p i on l, p ⊥ i are their orthogonal projections onto Φ, v i are the velocity vectors associated to p i , and v m is the velocity at the midpoint m of l, see Fig. 4 .
Observe that the objective function F is quadratic and has a trivial minimizer (x = [0, 0, 0, 0, 0]). The purpose of the constraint (6) is to eliminate this trivial minimizer, that geometrically represents a degenerate, zero vector field that keeps l static. Minimization (5) with (6) yields a generalized eigenvalue problem that has a unique non-trivial minimizer x * .
Note that if Φ is an exact envelope, (3) holds along the whole characteristic and therefore F(x * ) = 0. If Φ is a general free-form surface that is not an envelope, the minimization (5) seeks the instantaneous motion that is as tangential as possible. The lines with low values of F are said to be tangentially movable along Φ.
Fitting free-form surfaces by conical envelopes
The algorithm to detect parts of Φ such that Φ can be well approximated by conical envelopes consists of an initialization stage that seeks initial trajectories of the milling tool axis, and a sequential optimization. These two main parts are now described in a detail.
Initial ruled surface
Our approach is built upon the previous research on approximating free-form surfaces by envelopes of general surfaces of revolution [14] . Good candidate lines that correspond to discrete positions of a conical tool with prescribed slope and size. are found first. This search is based on the second order analysis of a surface distance function and the fact, that for conical cutters, the surface distance function changes linearly along the conical axis [37] . In Fig. 5 , the (clustered) rulings that can serve as axes of the corresponding conical cutters are shown. That is, the distance functions along these lines change accordingly to a particular linear meridian, and the lines are tangentially movable along Φ. The set of candidate lines that admit tangential motion of the associated cone along Φ are sequentially clustered to form ordered sequences of lines, see Fig. 5(b,c) . For each such an ordered sequence of lines, a ruled surface fitting is applied to define an initial ruled surface. The reader is referred to [37] for a more detailed explanation of this automatic initialization algorithm.
Motion optimization
From the initialization stage, see Section 4.1, an initial ruled surface is given
where p(t) and q(t) are the two boundary cubic B-spline curves, see Fig. 6 . During the motion, each point of the moving cutter axis l must keep its linear distance from Φ. This distance is given as an input (by knowing the meridian of the conical milling tool), see Fig. 7 . The ruled surface R is uniformly sampled both in t and s parametric directions to obtain r i j := R(t i , s j ), i = 1, . . . , m, j = 1, . . . , n. At every time instant t, the distance between the points on l and the reference surface Φ have to be as close as possible to the distances prescribed by the linear meridian of the cone. Denote these distances by d j , j = 1, . . . , n. The approximation objective is formulated as a minimization problem (8) subject to the rigidity constraints
where dist(, ) is a point-surface distance and L is the length of l. The unknowns in the minimization are the control points of the two B-spline curves p(t) and q(t), see Fig. 6 . If not stated differently, m = 100 and n = 30 are used in our computations. Further denote by r ⊥ i j the footpoints of r i j on Φ, and n i j the unit normals at r ⊥ i j oriented towards p i j , see Fig. 8 . The pointsurface proximity constraints then reads as
which correspond to a point-point and point-plane distance constraints, respectively. To achieve a fair motion, fairness of the two boundary curves is expressed by
Moreover, milling paths that are most efficient are highly desirable. Such flank milling paths correspond to motions that are as orthogonal to the conical axis as possible
where d i is the unit directional vector of pq, see Fig. 8 .
The final objective function becomes
adding the rulings rigidity (9) as a soft-constraint. The optimization problem is solved using the Gauss-Newton method in all examples shown in the paper. If not stated differently in Section 5, the default values µ 1 = 1, µ 2 = µ 4 = µ 5 = 0.1, and µ 3 = 0.001 are used.
Results and validation
Our algorithm is validated on two industrial benchmark models, the blades of the blisk and impeller shown in Fig. 9 . Both blades are general, doubly-curved free-form objects represented as NURBS surfaces. The proposed tool path algorithm is imported into a state-of-the-art commercial CAM software for its simulation. The obtained results are compared against a default CAM algorithm. In this paper, the very finishing stage of the milling process is considered. Blade finishing operations require a special attention because they are the last operation of high added value aeronautic components such as blisk or impellers. These are expensive material components that require several foregoing manufacturing steps. The whole milling process consists of four main episodes: (i) rough material removal, (ii) roughing operations, (iii) semifinishing operations, and finally (iv) the finishing operations. Our computer simulations and comparisons focus solely on the final finishing part.
Computer simulations
Given a conical milling tool, our algorithm returns a set of patches that approximate the input surface within a prescribed tolerance, see Fig. 10 . The color coding represents the onesided signed error ε between the envelope (Ω) and the designed surface (Φ), i.e.,
measured over a discrete set of samples r i j of the ruled surface R, see Fig. 7 . Observe that, additionally to a highly-accurate approximation, more than 90% of the surface area is covered by only eight large conical envelopes. Observe that all these eight patches correspond to a single milling tool. Some patches, however, do not allow physical realization as the tool-holder would collide with the component base, see Fig. 9(b) , and therefore the conical tool must be oriented with its tip downwards as shown in Fig. 10(a) . To minimize the milling time, large patches that cover a significant area of the input surface are sought after. From the set of envelope patches that meet the fine approximation quality, three large ones that share approximately the same milling direction and have minor overlap were selected, see Fig. 11 . To qualitatively compare our results with the commercial software, the input surface was segmented into three material blocks, see Fig. 12 , and the commercial software was used to compute three single-sweep approximations. The approximation quality is visualized using the color map in Fig. 11 ; the blue regions correspond to undercutting while the red ones represent overcutting.
The patches induce collision-free motions of the tool, see Fig. 11 (d-f) where the dark blue color on the complementary parts of the reference surface signals that the tool does not interfere globally the surface outside the patches. Observe that the distance error of our patches is in average by an order of magnitude smaller than the results by the commercial software. For example, the average error (computed over 30 × 100 sample points uniformly distributed in s− and t−directions) is ε = 0.0027mm in Fig. 11(d) , while the average error of the commercial software over the same number of samples is ε = 0.0341mm.
Three conical milling tools T 1 = (1.5, 3, 24), T 2 = (3, 5, 31), and T 3 = (2, 5, 30) were tested. The first two parameters are the radii of the truncated cone at the top and bottom, respectively, and the third value is the axial length (all values are in mm). Fig. 13 shows the results when applying the tool T 1 on the concave side of the blisk blade. Observe that our approximations offer error that is significantly smaller, however, the overcutting is not fully avoided. A simulation with T 3 is shown in Fig. 14 . In terms of absolute error, our envelopes still outperform the traditional software, yet some patches possess overcutting errors at the very limit of the numerical tolerance (Fig. 14(c,f) ) and were therefore not used in physical experiments.
In our second type of virtual experiment, the approximation error was tested as a function of the number of passes needed to cover a certain region. While the large parts of Φ were covered by one or two patches (accomplished by one or two sweeps of the tool) using our algorithm, the commercial software required an excessive number of sweeps and yet did not achieve machining accuracy obtained by our algorithm, see Fig. 15 .
The results of the second tested object, the impeller, are shown in Fig. 16 . In this test, our algorithm also outperformed the commercial software in terms of approximation quality, however, unlike the blisk model, to cover a major portion (90%) of the surface, many small patches were needed. Fig. 16 (b,c) shows two largest patches computed by our algorithm. Therefore, this workpiece was not manufactured.
Physical experiments and validation
Our computer simulations were validated by conducting physical experiments using KONDIA HS1000, being numerically controlled by Heidenhain iTNC530, see Fig. 18 . The original material blocks are aluminium cylinders, see Fig. 17 , that are pre-processed to obtain an input for the finishing flank-milling stage, accomplished by HS1000. The input for the finishing stage is shown in Fig. 17 , middle.
In all the machining experiments, the parameters were set as: cutting feed V c = 157m/min, feed speed V f = 1000/min, and spindle speed N = 3000rpm. Machining time of one patch as those shown in Fig. 11 is 20 − 25s, with marginal difference between our approach and the commercial software. The machining times became excessive for the commercial software in the scenario where the extreme accuracy was required, see Fig. 15 . The final manufactured blades using the state-of-theart commercial software and our algorithm are shown in Fig. 19 . For physical realization, the patches modeled in Fig. 11 were used. Due to higher accuracy of our approach, the neighboring patches have minimal difference of distance error which results in perfectly smooth solution. In contrast, the lower accuracy of the commercial software results in tiny (yet visible) imperfections of the blade.
Discussion and Limitations
Our results approximate the input geometry within tolerances that meet the fine industrial requirements. In our examples, see e.g. Figs. 11, only the largest patches detected by our algorithm are shown. However, the output of our algorithm is a set of conical envelopes of various patch sizes and milling directions. A simple greedy algorithm to select a representative subset is used. The patches are ranked according to the surface area, the largest one is selected, and all the triangles of the underlying mesh are marked as 'visited'. Sequentially, the largest patch that covers the 'unvisited' area is selected, and the selection continues until the majority (90%) of the surface is marked as 'visited'. For certain regions, our algorithm returns a set of, typically overlapping, patches. This overlapping can be considered, due to very low approximation error, as an advantage rather than a drawback as one can choose one from several milling directions for each such a region. An optimized algorithm that selects globally a subset of patches and, e.g., maximizes the coverage of the input surface, goes beyond the scope of this paper, but it is an interesting venue for future research.
A limitation is that our method does not guarantee to cover (a) Figure 18 : The interior arrangement of KODIA HS1000.
the whole surface. In all our experiments, the residual areas of the surface that are not covered by our patches form less than 10% of the surface and were machined using the default algorithm. To cover the whole surface, one need to complement our algorithm, e.g., by [17] .
Conclusion and Future Work
An efficient algorithm for flank CNC machining that, for a given set of conical milling tools, computes patches that well Figure 19 : Comparision of the final objects using the default (left) and our algorithm (right). Additionally to higher accuracy (not visible), observe the smooth light reflection in our result, that is due to negligible distance error between the neighboring patches.
approximate the input free-form geometry is proposed. Our algorithm uses the automatic initialization introduced in [37] and computes conical envelopes that approximate the input industrial benchmark datasets within fine milling tolerances. The computer simulations were tested in real machining scenarios and the results were validated against the state-of-the-art commercial milling software. Our results outperform the commercial software in terms of the approximation error in cases where the patches are roughly of the same area. In the test cases of prescribed tolerance on the machining error, our large patches significantly reduce the total milling time as the commercial software requires tens of sweeps to cover the same area but our patches are accomplished by a single sweep.
Our current approach considers only the surface distance as the quality measure, therefore our future research points to incorporating physical machining objectives such as speed or vibrations. Moreover, testing three existing tools is a limitation as none of them may offer the optimal approximation properties and therefore one may to seek optimal, custom-shaped tools in the future research.
