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RESUMEN
En este texto se presenta parte de la metodología propuesta por ESTRADA y GUERRERO 
(2010) y ESTRADA (2010) para realizar downscaling estadístico, basándose la combinación 
de modelos de Vectores Autorregresivos (VAR) y técnicas de pronósticos restringidos. Los 
escenarios construidos con esta metodología se utilizan para estimar el impacto de cambio 
climático sobre los índices de Heating Degree Days y Cooling Degree Days en la Ciudad de 
México. Como se ha mostrado en la literatura, cambios en estos índices proveen una buena 
aproximación de los cambios en el consumo de energía para confort humano. Finalmente, en 
este trabajo se muestra la aplicación de derivados de clima para valuar los costos económicos 
producidos por el cambio en la demanda de energía en la ciudad.
Palabras clave: Downscaling estadístico, modelos de series de tiempo, modelos de Vectores 
Autorregresivos,  pronósticos  restringidos,  energía,  evaluación  de  impactos,  derivados  de 
clima.
ABSTRACT
This text  illustrates  part  of  the  downscaling  methodology  proposed  in  ESTRADA and 
GUERRERO  (2010)  and  ESTRADA  (2010).  This  new  methodology  is  based  on  a 
combination  of  Vector  Autoregressive  models  and  restricted  forecast  techniques.  The 
downscaled  scenarios  are  used  for  estimating  the  potential  impact  of  climate  change  on 
Heating Degree Days and Cooling Degree Days indexes for Mexico City. As has been shown 
in the literature, changes in these indexes provide a good approximation for the changes in 
energy  demand  for  human  comfort.  Finally,  weather  derivatives  valuation  is  applied  for 
estimating the economic costs produced by the changes in energy demand in the city.
Key  words:  Statistical  downscaling,  time-series  models,  Vector  Autoregressive  models, 
restricted forecasts, energy, impact assessment, weather derivatives.
1. INTRODUCCIÓN
En las últimas dos décadas los modelos de circulación general han tenido importantes avances 
en cuanto al número y a la complejidad de procesos del sistema climático que simulan, a su 
capacidad para reproducir el clima observado, al número de capas atmosféricas y oceánicas en  
la vertical y a la resolución espacial que pueden producir. La Figura 1 muestra la evolución de 
la  resolución espacial  de los  modelos  de circulación general,  desde el  Primer Reporte de 
Evaluación del IPCC hasta el Cuarto, publicados en 1990 y 2007, respectivamente. A pesar de 
estos grandes avances, la resolución espacial de estos modelos sigue siendo demasiado gruesa 
(en  el  mejor  de los  casos  1ºx1º,  lo  que  aproximadamente  equivale  a  110x110 km2 en  el 
Ecuador).  De  esta  forma  algunas  características  importantes  que  ocurren  en  escalas  más 
pequeñas que el tamaño de malla, tales como topografía, nubes y uso de suelo (FOWLER et 
al.,  2007),  son ignoradas.  Dicha  resolución resulta,  en  muchos casos,  insuficiente  para la 
evaluación de los impactos potenciales de cambio climático en sistemas humanos y naturales 
(CHRISTENSEN et al., 2007). Esta limitación es de gran importancia para el desarrollo de 
planes de adaptación y diseño de políticas públicas, así como para la evaluación de los costos 
del cambio climático a nivel local y regional. 
Fig. 1: Evolución de la resolución espacial de los modelos de circulación general desde el 
Primer Reporte de Evaluación (FAR, por sus siglas en inglés) hasta el Cuarto Reporte (AR4) .
Para satisfacer las necesidades de mayor resolución espacial se han desarrollado técnicas de 
reducción de escala (“downscaling”) basadas en dos tipos de enfoque: el llamado dinámico, 
en el que la regionalización más fina se produce a través del uso de modelos físicos de clima 
regionales o de área limitada; y el enfoque estadístico, en el que la regionalización se produce 
mediante regresión lineal,  correlación canónica y redes neuronales,  entre otras.  Debido al 
costo computacional excesivo que requieren los métodos dinámicos, los métodos estadísticos 
se han convertido en una opción muy utilizada en la literatura y han demostrado ser muy 
competitivos.
Formalmente, el "downscaling" se define como "el proceso de relacionar el estado de alguna 
variable que representa un espacio grande y el estado de alguna variable que representa un 
espacio  mucho  menor"  (BENESTAD  et  al.,  2008).  BENESTAD  et  al.  (2008)  ofrece  la 
representación (1), que constituye un marco central para los métodos de downscaling, en el 
cual el clima local está en función de efectos fisiográficos locales, factores de gran escala y 
características globales
( )GlXfy ,,=               (1)
Donde y es la variable de clima local, X representa la situación atmosférica de gran escala, l 
representa los factores fisiográficos locales y  G el estado del clima global. De esta forma, 
todas las metodologías de downscaling, ya sean dinámicas o estadísticas, se enfocan en tratar 
de relacionar estos tres factores con la variable de clima observada localmente. 
De acuerdo con la literatura sobre downscaling estadístico (BENESTAD et al., 2008; entre 
otros) los supuestos clave para esta técnica que se deben cumplir para que el downscaling sea 
teóricamente válido son:
• Debe existir un mecanismo físico que respalde la relación que se va a proponer entre 
las variables de gran escala y la variable local. 
• Los predictores que se propongan para el modelo estadístico deben ser adecuadamente 
simulados  en  la  misma escala  espacial  y  temporal  por  los  modelos  de  clima.  Al 
escoger los predictores se debe hacer un balance entre su relevancia para explicar la 
variable de interés y el desempeño de los modelos de clima para simularlos.
• Se supone estacionariedad en las relaciones entre las variables de gran escala y la 
variable  local.  Es  decir,  se  supone  que  la  relación  estadística  entre  predictores  y 
predictando no cambia en el tiempo. Entre los factores que potencialmente generarían 
no estacionariedades en la relación están los cambios al entorno local causados, por 
ejemplo,  por  deforestación  y  urbanización,  entre  otros.  Otra  posibilidad  para  la 
ocurrencia de no estacionariedades consiste en que el efecto de cambios en el clima 
global afecte el clima local de una manera que los modelos de clima no la capturen. En 
general,  se supone que estos  efectos son constantes y la  ecuación (1) se reescribe 
como ( )Xfy '= , donde la función f'(.) representa los efectos de l y G sobre f(.). Es 
decir, el downscaling estadístico considera únicamente la relación entre el predictando 
y y el predictor regional X. 
• Asegurarse que el grupo de predictores que se escoja incorporen de manera suficiente 
la "señal" de cambio climático. 
• Los predictores utilizados para estimar el clima futuro local no deben estar fuera del 
rango de la climatología usada para calibrar el modelo estadístico de downscaling.
Como se muestra en los párrafos  anteriores,  no todos los supuestos clave  que se pueden 
encontrar  en  la  literatura  para  que  el  modelo  de  downscaling  sea  considerado  válido, 
necesariamente reflejan los supuestos del modelo estadístico que lo soporta.  De hecho, el 
problema  se  tiende  a  ver  como  uno  de  minimización  de  alguna  medida  de  error  o  de 
maximización de una medida de bondad de ajuste. Como se menciona en ESTRADA et al. 
(2009a), el downscaling estadístico no se puede reducir a un simple problema de ajuste de 
parámetros,  ya  que  los  métodos  estadísticos  utilizados  implican  proponer  un  modelo 
probabilístico y, por lo tanto, la validez de las inferencias que se obtengan a partir de ellos 
depende de que los supuestos del modelo se satisfagan. En dicho trabajo se muestra, mediante 
un ejercicio de simulación, que series con características de series de tiempo similares a las de 
variables climáticas, producirían regresión espuria un 94% de las veces a un supuesto nivel de 
significancia del  5%, si  no se verifican los supuestos de regresión lineal.  Ninguno de los 
paquetes disponibles que han sido diseñados para realizar downscaling estadístico tienen la 
capacidad para evaluar estos supuestos.
Este trabajo muestra la aplicación de modelos de series de tiempo multivariados del tipo VAR 
y técnicas  de  pronóstico  restringido,  así  como del  concepto  de  modelos  estadísticamente 
adecuados, que no han sido utilizados en la literatura de downscaling.
2. METODOLOGÍA
En  este  apartado  se  presenta  parcialmente  la  metodología  propuesta  por  ESTRADA y 
GUERRERO (2010) y ESTRADA (2010) para la generación de escenarios locales de cambio 
climático.
2.1 Modelos de Vectores Autorregresivos
Los modelos VAR son una extensión de los modelos autorregresivos univariados y sirven para 
la modelación de series de tiempo multivariadas. A diferencia de los modelos estructurales, 
estos modelos permiten la modelación de series de tiempo multivariadas sin necesidad de 
imponer restricciones basadas en teorías sobre el fenómeno en estudio. En este sentido son 
modelos libres de teoría  (ZIVOT y WANG, 2005).  El  análisis  y modelación de series de 
tiempo multivariadas  tiene ventajas sobre la  modelación univariada,  sobre todo en lo  que 
respecta  a  que  permiten  entender  las  relaciones  dinámicas  entre  las  series  y  mejorar  la 
exactitud de los pronósticos. 
Como  se  menciona  en  GUERRERO  (2007),  los  modelos  VAR  pueden  interpretarse  de 
distintas maneras:  como la forma reducida de un modelo estructural  o de una función de 
transferencia;  como  una  aproximación  a  la  representación  autorregresiva  de  un  modelo 
VARMA;  y  como  una  representación  sencilla  que  permite  capturar  las  regularidades 
empíricas observadas de una serie de tiempo multivariada. 
El VAR de orden finito se puede expresar como (ver GUERRERO, 2007):
( ) ( ) tt aZB =−Π µ
Donde el  vector  columna  de  k variables  ( ) ',...,1 kttt ZZZ =  representa  una  serie  de  tiempo 
multivariada; ( ) ppk BBIB Π−−Π−=Π ...1  es un polinomio matricial de orden ∞<p ; kI  es 
la matriz identidad de orden k; jΠ  es una matriz de coeficientes de orden k x k con elementos 
fij ,,pi  para  i,f=1,...,k y  j=1,...,p;  el  vector  ( ) ',...,1 kµµµ =  con  tiene  los  valores  medios 
( ) iitZE µ= ;  la  sucesión  de  vectores  { }ta  son  vectores  aleatorios  independientes  e 
idénticamente  distribuidos  a ~ ( )akkN Σ,0 ,  donde  ( ) 0,cov =jtit aa  para  toda  i≠j y 
)var(2 iti a=σ  para i=1,..,k; y t=1,...,N. 
Cuando  ( ) 0=Π x  tiene  sus raíces  fuera  del  círculo  unitario  se  dice  que  la  serie  { }tZ  es 
estacionaria. 
La especificación del VAR se puede extender para que incluya variables determinísticas como 
por ejemplo tendencias, efectos estacionales e intervenciones. En este caso, la forma general 
del VAR es 
( ) ttt aDZB +Λ+=Π µ , 
donde tD  es un vector de variables determinísticas.
El modelo VAR de orden finito se puede expresar como un vector de promedios móviles 
(VMA) puro de la forma 
( ) ( ) tt aBZ Ψ=− µ  
donde  ( ) ...221 +Ψ+Ψ+=Ψ BBIB k  es  un  polinomio  de  retraso  matricial,  teóricamente 
infinito, que cumple con la igualdad ( ) ( ) kIBB =ΨΠ . Esta expresión está bien definida cuando 
la serie es estacionaria y para que también sea válida con series no-estacionarias, se supone 
que el proceso generador de datos inició en un punto finito en el pasado con condiciones 
iniciales fijas.
2.2 Pronósticos restringidos con modelos VAR
Si se supone que los valores de los parámetros son conocidos, el pronóstico de un modelo 
VAR  se  puede  obtener  de  la  siguiente  forma.  El  vector  ( ) '''1,..., NZZZ =  contiene  la 
información histórica, mientras que ( ) ''' 1,..., HNNF ZZZ −+=  es el vector de valores futuros que 
se desea pronosticar para el horizonte de tiempo 1≥H  con origen en el tiempo N. 
Condicionando únicamente en los valores pasados de Z, el pronóstico óptimo en el sentido del 
error cuadrático medio (ECM) está dado por 
( ) ( ) ( ) hNphNphNhN DZZEZZEZZE +−+−++ Λ++Π++Π= µ...11  








jhNjhNhN aZZEZ  para h=1,...,H. 
El conjunto de errores de pronóstico puede expresarse como ( ) FFF aZZEZ Ψ=− , donde Ψ es 
una matriz diagonal inferior por bloques de dimensión kH x kH con elementos matriciales kI  
en  la  diagonal,  1Ψ  en  la  primera  subdiagonal,  2Ψ  en  la  segunda  subdiagonal  y  así 
sucesivamente.  El  vector  de  errores  de  pronóstico  ( )',..., '' 1 HNNF aaa ++= se  distribuye  como 
( )aHkH IN Σ⊗,0  donde ⊗  representa el producto Kronecker.
El  pronóstico de un modelo VAR puede hacerse más preciso si  se incorpora información 
proveniente de una fuente externa al  modelo de series de tiempo y con ella se realiza un 
pronóstico restringido. En los siguientes párrafos se describe brevemente la metodología de 
pronósticos restringidos de GUERRERO (2007), GUERRERO y PEÑA (2003), GUERRERO 
y NIETO (1999).
Sea  ( ) ',...,1 MYYY =  un  vector  de  pronósticos  obtenidos  mediante  una  fuente  diferente  al 
modelo  VAR.  Este  vector  está  relacionado  con  el  vector  de  valores  futuros  mediante  la 
combinación lineal estocástica uCZY F +=  donde ( ) ',...,1 Muuu =  es un vector aleatorio con ( ) 0=ZuE , es decir, las restricciones impuestas por Y son condicionalmente insesgadas pero 
posiblemente  inciertas  ya  que  tienen  asociada  una  matriz  de  varianza-covarianza 
( ) uZu Σ=var . Las restricciones pueden no tener incertidumbre y entonces se escoge 0=Σu . 
C es una matriz conocida con dimensión M x kH y tiene rango M con  M ≤ H y cuyas filas 
contienen las M combinaciones lineales que definen las restricciones.
El pronóstico restringido óptimo de FZ  y la matriz de ECM están dados por 
( ) ( )[ ]ZZCEYAZZEZ FFF −+=ˆ  y ( ) ( ) ( ) 'ˆ ΨΣ⊗Ψ−= aHkHF IACIZECM
respectivamente, y ( ) ( )[ ] 1'''' −Σ+ΨΣ⊗ΨΨΣ⊗Ψ= uaHaH CICCIA .
Adicionalmente,  GUERRERO (2007) ofrece pruebas de compatibilidad total  y parcial.  En 
dichas  pruebas,  si  el  estadístico  calculado  arroja  un  valor  no  significativo  entonces  se 
concluye que ambas fuentes de información son compatibles. Por el contrario, cuando el valor 
del estadístico es significativo no hay compatibilidad entre las fuentes de información y una 
posible causa de ello sería la ocurrencia de un cambio estructural durante el horizonte de 
pronóstico.  Las  fórmulas  del  estadístico  calculado  de  compatibilidad  total  y  parcial  son, 
respectivamente:
( )[ ] ( )[ ] ( )[ ]ZZCEYCICZZCEYK FuaHFcalc −Σ+ΨΣ⊗Ψ−= −1'''  que debe compararse con los 
valores de la distribución 2kMχ  y
( )[ ] ( )[ ] 1,2, '' −Σ+ΨΣ⊗Ψ−= mumaHmFmmcalcm cIcZZEcYK  que se contrasta con la distribución 21χ
.
3. RESULTADOS
3.1 Escenarios locales de cambio climático para el Distrito Federal 2001-2050. 
La Ciudad de México resulta un lugar muy interesante para realizar downscaling estadístico 
de escenarios de cambio climático ya que, además de la importancia socioeconómica que los 
impactos de cambio climático podrían tener, presenta heterogeneidad geográfica, así como de 
nivel de urbanización y por lo tanto, diversidad de microclimas. Estos factores la convierten 
en un ejemplo que ilustra las necesidades de realizar downscaling, ya que la información que 
se  puede  obtener  de  un  modelo  de  circulación  general  resulta  demasiado  agregada  para 
reflejar las características locales. Para este trabajo, debido a la escasez de series largas y a la 
calidad en los datos, se escogieron tres series de temperatura mensual correspondientes a tres 
de las cuatro regiones climáticas del Distrito Federal descritas en ESTRADA et al., (2009b).  
De esta forma, las series podrían considerarse representativas de un área considerable del 
Distrito Federal. 
Las tres subregiones a las que pertenecen las series son: baja altitud suburbana (E09029); baja 
altitud altamente urbanizada (E09014); y urbanizada en pié de montaña (E09020). Dichas 
subregiones corresponden a la parte más urbanizada de la ciudad y a donde se espera que los 
costos de cambio climático asociados a incrementos en la demanda eléctrica serán mayores.
El  modelo  VAR  que  satisface  los  supuestos  de  normalidad,  homoscedasticidad  y  no 
autocorrelación  es  de orden 3,  incluyendo una tendencia  dependiente  del  tiempo.  Para  la 
construcción de los escenarios restringidos, se utilizaron los pronósticos producidos por el 
modelo VAR(3) y la salida del modelo MIROC (HIRES) bajo el escenario de emisiones A1B 
como la variable Y de información externa, mencionada en el apartado 2.2. Las restricciones 
que se impusieron suponen que el promedio de las tres series de temperatura observada es 
igual al valor de la temperatura de gran escala obtenida mediante el modelo de clima. De esta  
forma, C se definió como una matriz diagonal por bloques de dimensión M x kH, que en su 
diagonal tiene el vector ( )31,31,31=c . Es decir, esta restricción impone que los cambios en 
las series de temperatura locales causados por los factores X y G de la ecuación (1) sean en 
promedio iguales al valor del escenario generado por el modelo físico de clima para ese punto 
de malla. Cabe mencionarse que esta es la única fuente de información disponible para los 
factores  X y G. Por otra parte, los efectos de los factores fisiográficos locales  l se añaden a 
través del modelo VAR, que es el que recoge esta información.
Para fines comparativos se muestran tanto los pronósticos que se obtendrían sin restringir 
(usando el modelo VAR(3) únicamente) como los escenarios restringidos. Es importante notar 
que los escenarios restringidos, a diferencia de los pronósticos irrestrictos, incluyen de manera 
indirecta el efecto de los forzantes correspondientes al escenario de emisiones A1B sobre la 
gran escala. 
Durante el periodo 2001-2050 el escenario de gran escala generado por el modelo MIROC 
(HIRES) implica un aumento de 2.18ºC para el  cuadro de 1ºx1º que abarca la Ciudad de 
México.  Los  escenarios  restringidos  para  la  subregión  con  mayor  nivel  de  urbanización 
muestran un calentamiento para el mismo periodo de 6.76ºC, alrededor de 0.63ºC mayor que 
el pronóstico irrestricto (Figura 2a). El calentamiento tan fuerte mostrado por esta región se 
produce por la suma de los efectos del cambio climático regional (representada por la salida 
del  modelo  MIROC)  y  del  efecto  de  isla  de  calor  que  implicitamente  se  asume  que  se 
incrementará al mismo ritmo que el que lo ha hecho durante el periodo observado (1971-
2000). Es importante notar que, en todos los casos, los estadísticos de compatibilidad total y 
parcial muestran que las fuentes de información pueden ser consideradas compatibles.
Los escenarios para la subregión urbanizada en pié de montaña (E09020) muestran un ligero 
aumento de 0.42ºC, producto totalmente del calentamiento de gran escala impuesto por la 
salida del  modelo  MIROC ya que  le  modelo irrestricto  no muestra  ningún calentamiento 
(Figura 2b). Finalmente, como se puede observar en la Figura 2c, el escenario restringido para 
la subregión de baja altitud suburbana indica un enfriamiento de 0.53ºC, que resulta 0.56ºC 
más caliente que el pronóstico irrestricto. Es decir, al tomar en cuenta el calentamiento de 
gran escala, el enfriamiento provocado por los efectos locales de pequeña escala (asociados 
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Fig. 2: Pronósticos irrestrictos y escenarios restringidos para tres subregiones climáticas del 
Distrito Federal.
Es importante notar que los resultados deben ser interpretados como condicionales en una 
serie de factores, que van desde la elección del escenario de emisiones y el modelo de clima 
utilizados, pasando por la estabilidad de los parámetros estimados, hasta la evolución de los 
factores locales, entre otros. El suponer que los efectos de los factores locales (por ejemplo, 
urbanización y contaminación atmosférica)  permanecen constantes es un uso común en las 
técnicas  disponibles  para  downscaling  y  una  limitación  importante  que  pudiera  llevar  a 
resultados no consistentes con la física del clima. Sin embargo, para este ejemplo se utiliza 
este supuesto y se refiere al lector a ESTRADA (2010) y ESTRADA y GUERRERO (2010) 
para una propuesta que incluye una metodología para poder proponer distintas evoluciones de 
los factores locales. 
3.2 Escenarios de Heating Degree Days (HDD) y Cooling Degree Days (CDD) y de costos 
asociados al cambio en la demanda de energía para el 2050.
En  esta  sección  se  muestra  la  aplicación  de  los  escenarios  locales  de  temperatura  en  el 
apartado 2, para producir escenarios de impacto potencial de cambio climático en los índices 
denominados Heating Degree Days y Cooling  Degree Days.  Finalmente,  estos  índices  se 
utilizan para producir escenarios sobre los costos potenciales asociados a los cambios en la 
demanda de energía para el 2050. 
La Tabla 1 muestra el cambio porcentual en HDD y CDD para el 2050 en comparación con el 
año  2000.  Como  se  puede  observar,  este  escenario  implica  importantes  cambios  en  la 
composición de la demanda de energía, ya que para calefacción el tipo de combustible es 
principalmente gas y para enfriamiento es electricidad, siendo la segunda mucho más costosa. 
De la misma forma, el escenario implica cambios significativos en la demanda de energía con 
fuertes  diferencias  por  subregión.  Para  la  subregión  E09014  se  esperan  importantes 
disminuciones en el índice HDD (-77.04%), es decir en la cantidad de energía utilizada para 
calefacción, pero enormes aumentos en la energía para enfriamiento (626.03%). La subregión 
E09020 presentaría un decremento menor en el índice HDD (-2.33%), pero un incremento 
considerable  en  el  CDD  (51.10%).  Por  su  parte,  la  subregión  E09029  tendría  cambios 
menores a un 10% en cualquiera de los índices mencionados.
Índice E09014 E09020 E09029
HDD (cambio %) -77.04 -2.33 7.93
CDD (cambio %) 626.03% 51.10 -9.51
Tabla 1: Cambios porcentuales en los índices HDD y CDD para tres subregiones del Distrito 
Federal
El método de valuación de los costos provocados por los cambios en la demanda de energía 
consiste en comparar dos estrategias de cobertura hipotéticas utilizando una posición larga en 
una opción call (bajo condiciones actuales y bajo cambio climático, ver ESTRADA, 2010 y 
ESTRADA y GUERRERO, 2010).
Todas las opciones utilizadas para la valuación de los costos de las estrategias de cobertura 
bajo condiciones de clima actuales y de cambio climático se estructuraron de la siguiente 
manera:  el  valor  de  strike  K de  la  opción se  fijó  en  el  valor  medio  del  índice  más una 
desviación estándar; la desviación estándar del índice corresponde a la estimada con los datos 
observados y se mantuvo fija para todos los horizontes de tiempo que se presentan. Este es un 
supuesto que se consideró razonable para obtener comparabilidad; con el fin de reflejar la 
diferencia en costos para calefacción y aire acondicionado, el  tick  D se fijó con un valor 
arbitrario de $5,000 pesos mexicanos en el caso de los HDD y $7,000 en el de los CDD. El 
fijar el strike en el valor antes mencionado supone que mientras el índice - y por lo tanto, la 
demanda de energía - se mantenga en el rango de media más/menos una desviación estándar, 
las  variaciones  en  el  índice  y  los  costos  asociados  son  los  esperados  y  no  requerirían 
cobertura.
Las tablas 1 y 2 muestran los incrementos en los costos de las coberturas hipotéticas bajo 
condiciones actuales (año 2000) y de cambio climático. Usando una tasa de descuento del 1% 
para traer a valor presente los costos calculados para el 2050, se tiene que éstos aumentarían 
un 2,284% para la entidad con respecto a los correspondientes al año 2000. Como se puede 
observar  en  dichas  tablas,  los  incrementos  en  costos  por  cambio  climático  tienen  una 
diferencia importante entre regiones: la región que enfrentará un mayor incremento en costos 
es la E09014 (3730%), seguida por la E09029 (1208%) y por la E09020 (29%). Nótese que 
debido a  que  los  tick  escogidos  son arbitrarios,  el  interés  debe  centrarse  en  los  cambios 
porcentuales y no en las cantidades monetarias.
Año E09014 E09020 E09029 Total
2000 $46,890.55 $24,002.74 $22,277.86 $93,171.15
2050 $0.00 $0.00 $536,771.75 $536,771.75
Tabla 2: Valor de una opción Call sobre HDD para los años 2000 y 2050 (pesos mexicanos).
Año E09014 E09020 E09029 Total
2000 $14,298.81 $2,239.74 $4,920.25 $21,458.80
2050 $3,753,523.35 $12,695.48 $3,380.66 $3,769,599.49
Tabla 3: Valor de una opción Call sobre HDD para los años 2000 y 2050 (pesos mexicanos).
4. CONCLUSIONES
Esta nueva manera de estimar los cambios en el clima local, ofrece claras ventajas sobre las 
metodologías que se utilizan actualmente,  principalmente en los siguientes aspectos: 1) al 
igual que en el caso de otros métodos, el carácter multivariado de los VAR, se permite la 
modelación de las  relaciones  entre  las series analizadas,  y  por  lo  tanto ofrece  una mejor 
representación de la escala local; 2) no se requiere establecer una relación de largo plazo entre 
las variables de pequeña y gran escala que, debido a las características de series de tiempo de 
las  variables  climáticas  (por  ejemplo,  su  caracterización  como  procesos  tendencia-
estacionarios), resulta estadísticamente complicado y podría generar relaciones espurias (ver 
ESTRADA et al., 2009a); 3) la combinación de estas metodologías logra que los pronósticos 
(escenarios) muestren una variabilidad similar a la observada, hecho que no se logra a través 
de las metodologías que se usan comúnmente; 4) la metodología de pronósticos restringidos 
empleada permite también evaluar la compatibilidad entre la información obtenida a través de 
las  series  observadas  y  aquella  obtenida  por  los  MCG.  Adicionalmente,  los  escenarios 
mostrados en este  trabajo  tienen la  ventaja  de estar  basados en modelos  estadísticamente 
adecuados,  lo  cual  les  da  un  soporte  más  firme  para  realizar  inferencias  que  los  que  se 
encuentran en la literatura, ya que estos últimos están basados únicamente en criterios de 
minimización de alguna medida de error o de maximización de alguna medida de ajuste. Una 
desventaja de este método de downscaling es que resulta considerablemente más laborioso e 
intensivo en cómputo que los basados en paquetes automáticos para downscaling.
Asimismo, en este trabajo se presenta una valuación de los costos por el incremento en la 
demanda de energía bajo condiciones de cambio climático. Los resultados muestran que los 
costos bajo condiciones de cambio climático se incrementarían de manera muy importante y 
con  diferencias  subregionales  muy  marcadas:  en  comparación  con  el  escenario  base  sin 
cambio climático, el cambio porcentual del costo de la estrategia de cobertura es de 3730% 
para la subregión E09014, 1208% para la E09029, mientras que para la E09020 es de sólo 
29%.
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