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Since 1996, super-critical CO2 has been injected at a rate of ∼0.85 Mt yr−1 into a pristine,
saline aquifer at the Sleipner carbon capture and storage project. A suite of time-lapse, three-
dimensional seismic reflection surveys have been acquired over the injection site. This suite
includes a pre-injection survey acquired in 1994 and seven post-injection surveys acquired
between 1999 and 2010. Nine consistently bright reflections within the reservoir, mapped on
all post-injection surveys, are interpreted to be thin layers of CO2 trapped beneath mudstone
horizons. The areal extents of these CO2 layers are observed to either increase or remain
constant with time. However, volume flux of CO2 into these layers has proven difficult to
measure accurately. In addition, the complex planform of the shallowest layer, Layer 9,
has proven challenging to explain using reservoir simulations. In this dissertation, the spa-
tial distribution of CO2 in Layer 9 is measured in three dimensions using a combination of
seismic reflection amplitudes and changes in two-way travel time between time-lapse seismic
reflection surveys. The CO2 volume in this layer is shown to be growing at an increasing rate
through time. To investigate CO2 flow within Layer 9, a numerical gravity current model that
accounts for topographic gradients is developed. This vertically-integrated model is com-
putationally efficient, allowing it to be inverted to find reservoir properties that minimise
differences between measured and modelled CO2 distributions. The best-fitting reservoir
permeability agrees with measured values from nearby wells. Rapid northward migration of
CO2 in Layer 9 is explained by a high permeability channel, inferred from spectral decom-
position of the seismic reflection surveys. This numerical model is found to be capable of
forecasting CO2 flow by comparing models calibrated on early seismic reflection surveys to
observed CO2 distributions from later surveys. Numerical and analytical models are then
used to assess the effect of the proximity of an impermeable base on the flow of a buoyant
fluid, motivated by the variable thickness of the uppermost reservoir. Spatial gradients in
the confinement of the reservoir are found to direct the flow of CO2 when the current is of
comparable thickness to the reservoir. Finally, CO2 volume in the second shallowest layer,
Layer 8, is measured using structural analysis and numerical modelling. CO2 in Layer 8
is estimated to have reached the spill point of its structural trap by 2010. CO2 flux into
the upper two layers is now ∼40% of total CO2 flux injected at the base of the reservoir,
and is increasing with time. This estimate is supported by observations of decreasing areal
growth rate of the lower layers. The uppermost layers are therefore expected to contribute
significantly to the total reservoir storage capacity in the future. CO2 flow within Layer 9
beyond 2010 is forecast to be predominantly directed towards a topographic dome located
∼3 km north of the injection point. This dissertation shows that advances in determining
the spatial distribution and flow of CO2 in the sub-surface can be made by a combination
of careful seismic interpretation and numerical flow modelling.
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“The Earth is a great laboratory and storehouse of old experiments, wherein we may
discipline our thoughts, and rise to the comprehension of the laws of nature... Exact
science is the creature of the human mind–a body of necessary truths built upon mere
abstractions. But when physical phenomena are well defined, and their laws made out by
long and patient observations, or proved adequate by experiment: they then, by an act of
thought, may be made to pass into the form of mere abstractions, and so come within
reach of exact mathematical analysis.”
A. Sedgwick, 1842
Three Letters on the Geology of the Lake District
addressed to W. Wordsworth
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Chapter 1
Introduction
1.1 Carbon Capture and Storage
Carbon Capture and Storage (CCS) describes the process of separating carbon dioxide (CO2)
from industrial and energy-related gas emissions and storing it within sub-surface reservoirs.
CCS is one of a number of proposed methods to reduce anthropogenic CO2 emissions that
also include energy efficiency improvements and switching to renewable energy sources. How-
ever, many CO2 emission reduction strategies cannot meet the 450 ppm concentration target
by 2100 without CCS (IPCC, 2014). CCS can also be used to reduce the emissions from
industrial processes such as steel or concrete manufacturing, for which alternatives are not
easily available.
For CCS to be an effective means of reducing greenhouse gas emissions, CO2 must be stored
securely in isolation from the atmosphere on time scales of thousands of years. The largest
available reservoir for captured CO2 is within sedimentary rocks, either in depleted hydrocar-
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bon reservoirs or in pristine saline aquifers. It is estimated that there is at least 2000 Gt CO2
capacity globally in such reservoirs (IPCC, 2005). The potential storage capacity for the UK
alone is estimated to be 78 Gt (APGTF, 2014). For comparison, a large coal-fired power
station produces approximately 8 Mt CO2 yr
−1 (Benson & Cole, 2008).
CO2 is injected into the sub-surface in a super-critical phase, enhancing the storage effi-
ciency of the rock. Once injected into the sub-surface, the CO2 flows buoyantly through the
pore space of rocks, displacing any ambient fluid as it rises through the reservoir. To be
securely stored in the sub-surface, CO2 must be trapped by one of four mechanisms. The
simplest of these mechanisms is structural trapping, in which CO2 ponds beneath an im-
permeable geological trap. Alternatively, CO2 can dissolve in the ambient brine, producing
dense plumes of CO2-saturated brine. CO2 flowing through pore spaces can also become
trapped by capillary forces as discrete bubbles. Finally, CO2 can react with minerals present
in the geological formation to form carbonate rocks. In the short term, the CO2 is likely
to rise buoyantly through the reservoir, eventually becoming structurally trapped. In the
long term, it is expected that CO2 will either dissolve or form new minerals, significantly
reducing the possibility of it returning to the atmosphere.
Careful monitoring of injected CO2 is important to demonstrate storage security and to im-
prove our understanding of the behaviour of CO2 in porous reservoirs. Large-scale field trials
of CO2 storage are yielding high quality, geophysical datasets that improve our ability to
assess the long-term stability of sequestered CO2. Geophysical monitoring techniques that
have been trialled at the field scale include time-lapse seismic reflection surveying, electro-
magnetic resistivity measurements, passive micro-seismicity monitoring, micro-gravimetry
and interferometric synthetic aperture radar (InSAR). The monitoring system deployed at
each site will be determined by factors such as reservoir geology, injection depth and loca-
tion, as well as available financial resources.
Statoil’s Sleipner project in the North Sea is the longest running industrial CCS project glob-
ally (Chadwick & Noy, 2010). CO2 extracted from natural gas produced from the nearby
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Sleipner Vest field has been injected into a pristine saline aquifer 1000 m below sea level at
a rate of approximately 0.85 Mt yr−1 since 1996 (Korbøl & Kaddour, 1995; Baklid et al.,
1996). The Sleipner project is an important site for studying CO2 migration for three sig-
nificant reasons. First, CO2 is being injected into a pristine, saline reservoir. The pristine
nature of the aquifer means that changes in the sub-surface that can be detected by geo-
physical monitoring are attributable to CO2 injection alone. Secondly, the shallow depth
of burial optimizes the resolution of monitoring techniques. Thirdly, the project’s marine
setting enables high quality time-lapse seismic reflection surveys to be acquired at regular
intervals. In terms of vertical and horizontal resolution, seismic reflection surveying is the
most successful monitoring technique currently available but it is also the most expensive to
acquire and process. One pre-injection and seven post-injection time-lapse seismic reflection
surveys have been made available for this study.
Time-lapse seismic reflection surveys acquired at the Sleipner project have enabled the mi-
gration of CO2 flow within the reservoir to be studied in considerable detail. In these surveys,
it is well-documented that super-critical CO2 is progressively filling a series of nine sand-
stone layers within the reservoir (e.g. Arts et al., 2004; Bickle et al., 2007; Boait et al.,
2012). However, until recently, constraints on the volume of CO2 stored within these layers,
and therefore the migration rates of CO2 into these layers, were limited. Knowledge of the
volume of CO2 within these layers would provide key information about the proportion of
CO2 injected at the base of the reservoir that reaches the caprock. The rate at which CO2
migration from the injection point to the caprock occurs indicates whether the intermediate
layers are contributing significantly to the total CO2 storage capacity in the reservoir.
Numerical simulations of the flow of CO2 through potential storage reservoirs are an impor-
tant part of hazard assessment and site selection for future CCS projects. The time-lapse
data available from the Sleipner project makes it an ideal place to test and develop reser-
voir simulators that can accurately predict the flow of CO2 through the sub-surface. The
irregular planforms of the CO2 layers within the reservoir have proved challenging to explain
using history-matching flow models. Understanding the dominant processes controlling the
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flow of CO2 in reservoirs such as these will help to refine these simulators and increase
computational efficiency.
1.2 Aims and Approaches
This dissertation is concerned with understanding the dynamics of the flow of CO2 through a
pristine geological reservoir. A combination of geophysical observations and fluid dynamical
models are used to explore the flow of CO2 through the reservoir at the Sleipner site. This
study aims to further current understanding of two important questions posed by availability
of seismic reflection surveys at the Sleipner CCS project. First, can the flux of CO2 into the
observed layers be accurately constrained through time? Secondly, what are the dominant
controls on the lateral flow of CO2 through the reservoir at Sleipner?
To address these questions, the thickness of the shallowest layer of CO2 within the aquifer,
Layer 9, is constrained using detailed observations of amplitude and changes in travel time of
seismic reflections between surveys. A numerical model is then used to investigate the flow
of CO2 within this layer. Permeability of the reservoir is constrained by inverting the flow
model to find the best match to the estimate of layer thickness from the seismic reflections.
The effect of the proximity of an impermeable base to the reservoir on the flow of a buoyant
fluid is investigated using analytical and numerical models. Finally, the volume of CO2 in
Layer 8 is constrained using a variety of geophysical, geometrical and numerical models.
1.3 Dissertation Structure
Chapter 2: The Sleipner Project. The CO2 injection history and available information
on the Sleipner carbon capture and storage project are discussed. Estimates of the
change in areal extent for each CO2 layer with time are updated from Boait et al.
(2012) to include the 2010 seismic reflection survey.
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Chapter 3: Measuring the Thickness of a CO2 Layer. An inverse method for mea-
suring the thickness of thin fluid layers using time-lapse seismic reflections surveys is
developed and applied. This method utilises small changes in travel time and ampli-
tude of the caprock reflection, to measure the thickness of CO2 ponded beneath this
boundary. Synthetic tests are used to calculate uncertainties in the measured thick-
ness using this method. The thickness of the shallowest CO2 layer, Layer 9, is mapped
for each seismic reflection survey, and the CO2 volume in Layer 9 is estimated. The
measured thickness of the layer is compared to estimates from the 2010 broadband
survey. Seismic chimneys are described as evidence of vertical flow conduits through
the reservoir.
Chapter 4: Modelling CO2 Flow in Layer 9. A gravity current model is developed to
simulate the flow of CO2 in Layer 9. A numerical model for a gravity current on a
slope is first developed in two, and then three, dimensions. The model is benchmarked
against analytical results from Huppert & Woods (1995) and Vella & Huppert (2006).
Estimates of the topography of the Layer 9 caprock-reservoir contact, the estimated
input flux and input location from Chapter 3, and reservoir and fluid properties taken
from the literature are then used to model flow within Layer 9. Reservoir properties
are inverted for by matching flow model results to the calculated thickness. Spectral
decomposition is used to infer the existence of a high permeability channel running
through Layer 9. The ability of this model to forecast the flow of CO2 in this layer,
and the future flow of CO2 into Layer 9 is discussed.
Chapter 5: Gravity Currents in Aquifers with Diverging Boundaries. When addi-
tional CO2 migrates into Layer 9, the effect of the confined nature of the aquifer will
become more apparent on its flow through the aquifer. Motivated by the problem of
estimating the future flow of CO2 in Layer 9, the flow of fluids in variably confined
aquifers is discussed in two dimensions. Analytical solutions are compared with nu-
merical models for an aquifer with uniformly diverging boundaries. The influence of
the lower boundary on the flow of a buoyant fluid is discussed.
Chapter 6: CO2 in Layer 8. A variety of techniques are applied to obtain estimates of
the volume of CO2 in Layer 8, including structural analysis hemi-ellipsoid trap filling.
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An inverse numerical flow model is developed to recover the volume of CO2 in a layer
by minimising the difference between modelled and observed areal extents. This model
is first tested on Layer 9 before being applied to Layer 8. The future migration of CO2
in Layer 8 is discussed.
Chapter 7: Conclusions and Further Work.
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Chapter 2
The Sleipner Project
2.1 Introduction
Since 1996, dense-phase CO2 has been injected into the sub-surface at the Sleipner field,
located in the Norwegian North Sea (Figure 2.1). The CO2 is extracted from natural gas
produced from the Sleipner Vest field, which contains up to 9.5% CO2 by volume (Korbøl &
Kaddour, 1995; Baklid et al., 1996). This CO2 is extracted at the platform and re-injected
2.5 km to the north-east into a pristine saline reservoir, known as the Utsira Formation (Furre
& Eiken, 2014). Migration of CO2 through the reservoir has been monitored using time-lapse
(i.e. four-dimensional) seismic reflection surveying. The changing pattern of reflectivity
within the reservoir can be used to track the flow of CO2 away from the injection point.
In this chapter, I discuss the acquisition and processing of the seismic reflection data, the
geometry and geology of the reservoir, and how the spatial distribution of the CO2 has
evolved through time.
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Figure 2.1: Location of Sleipner Carbon Capture and Storage Project in the Norwegian
North Sea (Boait et al., 2012).
2.2 Reservoir Properties and Conditions
Injection of CO2 into the Utsira Formation occurs at a depth of 1012 m below sea level
by means of a deviated well at a rate of ∼ 0.85 Mt yr−1 (Figure 2.2; Chadwick & Noy,
2015). In the vicinity of the Sleipner field, the Utsira Formation is up to 300 m thick
and it is overlain by approximately 250 m of shale from the Nordland Group. The Utsira
Formation is a highly porous and unconsolidated sandstone deposited in the Upper Miocene
to Lower Pliocene times. It is thought to mostly consist of low relief mounds, deposited as
submarine fans in a shallow marine environment with a source area in the west (Gregersen
et al., 1997; Arts et al., 2008; Halland et al., 2011). The porosity of the sand in the main
part of the reservoir has been measured as 37±3 %, and the permeability as 2 D, although
regional measurements from the Utsira Formation suggest a range between 1–8 D (Zweigel
et al., 2004). Wireline logs indicate that it is sub-divided at approximately 30 m intervals by
∼ 1 m thick mudstone layers (Figure 2.3). A thicker mudstone layer is also observed on these
logs towards the top of the reservoir, known as the 5 m Shale. This mudstone layer separates
L. R. Cowton, Ph.D. Dissertation
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Figure 2.2: Injected mass of CO2 at the Sleipner Carbon Capture and Storage
project. Dashed line = Injected mass. Circles = Acquisition of seismic reflection survey.
Adapted from Chadwick & Noy (2015).
the main part of the Utsira Formation from a smaller sandstone unit above, known as the
Sand Wedge. The base of the Utsira Formation is affected by mud diapirism and polygonal
faulting within the underlying Hordaland Formation (Zweigel et al., 2004). Faulting is not
observed within the Utsira Formation above the injection region.
In the absence of down well gauges, the temperature and pressure at the base of the well are
estimated to be 35.5◦ C and 10.5 MPa, based on measurements from a water production well
in the Vovle field, 10 km north of the injection well at Sleipner (Alnes et al., 2011; Williams
& Chadwick, 2017). The injected CO2 is heated during compression from well-head con-
ditions down to the injection point where it is thought to be approximately 48.1±0.1◦ C,
assuming hydrostatic pressure at the well-head (Nooner et al., 2007; Alnes et al., 2011). As
the CO2 migrates away from the injection point, it will cool rapidly towards the ambient
temperature of the reservoir. The thermal gradient within the reservoir is estimated to be
31.7◦ C km−1, with the average reservoir temperature thought to be 30 ± 0.5◦ C (Alnes
et al., 2011; Williams & Chadwick, 2017). Williams & Chadwick (2017) also modelled the
temperature evolution of the CO2 plume as it rises through the reservoir using PFLOTRAN
(Lichtner et al., 2015). Assuming that the plume is radially symmetrical, these authors
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Figure 2.3: Gamma ray log from well 15/98-A23. Well situated close to the CO2
injection site. Spikes in gamma ray signal within the Utsira Formation interpreted as thin
mudstone layers. Sand Wedge separated from main reservoir by larger spike. Core from
which permeability and porosity measurements have been made is from between 1080-1088 m
drilled depth, 905-910 m below sea level. Blue = Nordland Shale, red = Sand Wedge and
5 m Shale, yellow = Utsira Formation, green = Hordaland Group. Figure adapted from
Williams & Chadwick (2017).
found that a central core of CO2 rose through the aquifer directly above the injection point
with a thermal anomaly of approximately 7◦ C hotter than ambient temperature. However,
in these simulations the CO2 returned to ambient temperatures only short distances away
from this central region. At the pressures and temperatures within the reservoir, CO2 is near
its critical point, and so small changes in temperature and pressure will have a significant
effect on its density. CO2 density is therefore expected to be approximately 690±30 kg m−3
towards to top of the plume. The viscosity of CO2 towards the top of the plume is esti-
mated to be 5±1×10−5 Pa s (Williams & Chadwick, 2017). These estimates are in line with
estimates made using measured micro-gravity anomalies above the plume (Alnes et al., 2011).
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2.3 Time-lapse Seismic Reflection Surveys
Seismic reflection imaging is the primary method for monitoring offshore CO2 storage reser-
voirs due to the excellent spatial resolution that can be achieved relative to other monitor-
ing methods (e.g. electro-magnetic resistivity, passive micro-seismicity, etc.; Benson & Cole,
2008; Verdon et al., 2010; Martens et al., 2012). At the Sleipner Project, time-lapse seis-
mic reflection surveys have been acquired in 1994, 1999, 2001, 2002, 2004, 2006, 2008 and
2010 (Figure 2.2 and 2.4). The pristine nature of the aquifer (i.e. there is no residual oil
or gas in the reservoir) means that any changes in reflectivity can be directly attributed to
the presence of CO2. The marine setting for this project also reduces the financial cost of
carrying out regular time-lapse surveying and improves the quality of the data relative to
land-based seismic surveys. The 1994 survey was shot prior to the injection of CO2 and acts
as a baseline against which changes in the sub-surface can be gauged.
2.3.1 Seismic Acquisition
The ideal time-lapse seismic reflection survey would be acquired with exactly the same
equipment and the same shot and receiver positions. The same set-up would then be used
to process the data to maximise comparability of the different surveys. However, due to
different contractors acquiring the seismic reflection data for the different surveys, using the
same acquisition parameters was not possible. A summary of the acquisition parameters
used in each time-lapse survey is given in Table 2.1.
When imaging the sub-surface it is important to record as broad a range of frequencies as
possible. Higher frequencies sharpen the peak of the reflecting wavelet, while low frequen-
cies reduce the energy of the side-lobes of the wavelet, making precise interpretation easier
(Soubaras & Dowle, 2010). The frequency content of the recorded signal is partly controlled
by the depth at which the receivers are towed. The depth of the receivers determines the
location of the ‘notch’ (i.e. low power region) in the frequency spectrum. The notch occurs
due to destructive interference between the seismic wave returning from the sub-surface and
L.R. Cowton, Ph.D. Dissertation
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Figure 2.4: Seismic line (cross-line 1125) from all time-lapse surveys. Surveys
from 1999 and 2002 are smaller in their extent. See Figure 2.5 for location.
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Figure 2.5: Location of seismic lines from Figures 2.4, 2.7 and 2.8. Black circle = CO2
injection point. Dashed box = extent of Figure 2.9.
Table 2.1: Key parameter values for the acquisition of seismic reflection surveys. Data
taken from Boait et al. (2012) and Furre & Eiken (2014).
Survey 1994 1999 2001 2002 2004 2006 2008 2010
Shooting direction N-S N-S N-S N-S E-W N-S N-S N-S
Number of sources 2 2 2 2 1 2 2 2
Source volume, in3 3400 3542 3397 3147 4280 3660 3660 4135
Source depth, m 6 6 6 6 6 6 6 5
Shotpoint interval, m 18.75 12.5 12.5 18.75 18.75 18.75 18.75 12.5
Number of streamers 5 4 6 6 10 8 9 12
Streamer separation, m 100 100 100 100 37.5 100 50 75
Receiver depth, m 8 8 8 8 8 8 8 15
Record length, ms 5500 4500 4500 6000 6000 6000 6000 4608
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its reverse polarity reflection from the sea surface. This sea surface reflection is known as
the receiver ‘ghost’. The notch frequency, fn, is determined by
fn =
vwk
2dr
, (2.1)
where vw is the velocity of seismic waves through water, dr is the depth of the receiver, and
k is an integer value. From (2.1), it is clear that decreasing the tow depth will mean that
the first notch frequency (k = 1) will be higher, increasing the bandwidth of the seismic
data. However, a shallower tow depth attenuates lower frequencies and makes the data more
susceptible to sea surface noise (Kragh et al., 2010). The pre-injection survey, along with
many of the subsequent surveys, were shot with the primary objective of imaging the Sleip-
ner East natural gas reservoir at a depth of ∼ 2300 m (Eiken et al., 2000; Furre & Eiken,
2014). Thus the frequency content of this survey is not optimal for imaging the target depth
of the CO2-filled reservoir (i.e. ∼ 800 m). A shallower tow depth would have permitted
higher frequencies, and therefore better vertical resolution in the CO2 reservoir, but to keep
parameters the same as for the baseline survey, identical tow depths were used from 1994–
2008. The vertical resolution of the time-lapse survey has therefore been limited to improve
comparability with the pre-injection survey.
In 2010, a broadband seismic survey was acquired using a dual-sensor streamer (PGS
Geostreamer) configuration that combines a particle velocity detector with hydrophones,
so that directionality can be assigned to the wave field (Tenghamn et al., 2007; Furre &
Eiken, 2014). Knowing the direction of the wave enables the ghost reflection from the sea
surface to be accurately measured, and then removed. However, this streamer technology
cannot correct for the source ghost. The survey acquired in 2010 used a much deeper tow
depth to reduce the sea surface noise and, since the receiver ghost can be removed, it is
richer in high frequencies and has considerably better vertical resolution than previous sur-
veys (Figure 2.6; Furre & Eiken, 2014). The effects of improved frequency content are obvious
when this broadband survey is compared with its filtered equivalent (Figure 2.7).
Table 2.1 shows that the other acquisition parameters used throughout these surveys are
L. R. Cowton, Ph.D. Dissertation
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Figure 2.6: Observed and modelled frequency spectra from 2010 survey Black =
time lapse processing, red = broadband processing. Dotted = observed frequency spectra,
solid = modelled frequency spectra. Frequency content is reduced to match baseline survey
for time-lapse processing. Source notch at higher frequency for broadband processing due
to shallower source depth. Source depth for time-lapse processing was shifted from 5 to
6 m by wavelet transformation. Signal strength vertically shifted to a maximum of 3 dB for
comparison. Figure adapted from Furre & Eiken (2014).
consistent. Importantly, for all surveys except the 2004 survey, a comparable airgun array
and volume were used, meaning that the strength of the source will be similar between the
surveys. The air guns were also all towed at the same depth so that the notch frequencies
associated with the source are the same for all surveys. However, the 2004 survey was
acquired at 90◦ to other surveys meaning that parameters such as shot and receiver locations
could not be repeated. The 2002 survey did not cover the whole of the CO2 plume.
Figure 2.7: Time-lapse seismic reflection surveys (overleaf). (a)–(c) Single cross-
line from 1994 (i.e. pre-injection), 2010, and 2010 (broadband) surveys. Red/blue reflections
= positive/negative amplitudes. (d)–(f) Interpreted images. HF (green) = Hordaland
Formation; UF (yellow) = Utsira Formation; NG (blue) = Nordland Group; SW and 5S
(red) = Sand Wedge unit and 5 m thick mudstone horizon; encircled numbers = 9 mappable
layers; GP = pockets of natural gas; IP = projected CO2 injection point; M = peg-leg
multiple event; IR = incoherent reflections; P = pushdown of base Utsira Formation; NSR
= unseparated reflection at Layer 9, SR = separated reflections at Layer 9. See Figure 2.5
for location.
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2.3.2 Seismic Processing
Due to the nature of time-lapse surveying, the survey has been processed in several batches.
Each batch was processed by different contractors, in which the same processing sequence
was performed on a subset of the time-lapse survey. In this work, four of these batches
were used: the 2002 processing set, which covers 1994, 1999 and 2002; the 2006 processing
set, covering 1994, 2001, 2004, and 2006; the 2008 processing set, covering 1994 and 2008;
and the 2010 processing set, covering 1994 and 2010. Each time-lapse survey was processed
with reference to, and by benchmarking against, the 1994 baseline survey. This approach
facilitates comparison between pre- and post-injection surveys. To account for the changes
in source depth for the 2010 survey, the source depth was shifted from 5 to 6 m by wavelet
transformation (Furre & Eiken, 2014). For all time-lapse surveys, data is binned horizontally
into 12.5 m by 12.5 m blocks.
The 2008 and 2010 processing sequences were designed to be similar to the 2006 processing
sequence, to boost comparability between the processing sets. These processing sequences
include τ -p deconvolution, which transfers the signal into the time-slowness domain in which
noise and multiples can be filtered out, and 3D pre-stack time-migration. Pushdown below
the plume was used to aid picking stacking velocities within the plume, made difficult by
multiples and velocity variations below the resolution of velocity analysis. The 2002 process-
ing set also used τ -p deconvolution, but used dip move-out (DMO) instead of 3D pre-stack
time-migration (Furre & Eiken, 2014). DMO is similar to normal move-out (NMO), but is
applied when dipping horizons are present.
In these surveys, amplitudes have been corrected for spherical divergence of wavefronts as
they propagate through the sub-surface. Amplitudes have also been corrected for fold of
cover (i.e. low-fold and high-fold seismic arrivals have the same amplitude). Finally, am-
plitudes have not been scaled or normalized. In general, each post-injection survey was
processed in conjunction with the pre-injection survey to ensure that pre- and post- injec-
tion surveys are comparable.
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The 2010 survey was also processed separately to the time-lapse survey, meaning that com-
parability with the pre-injection survey was forsaken in favour of boosting vertical resolution.
The processing sequence for this survey involved three methods for removing multiples and
true amplitude pre-stack time-migration. The data for this survey were binned into 6.25 m
by 25 m bins. For further information on the processing of these seismic reflection surveys
see Boait (2012) and Furre & Eiken (2014).
During the processing of these surveys, deconvolution techniques were used to ensure that
the reflected waves have zero phase (i.e. maximum amplitude of the wave coincides with
the locus of impedance contrast in two-way travel time). Ricker wavelets provide a good
approximation of these zero-phase wavelets (Arts et al., 2004; Boait et al., 2012).
To objectively assess differences between the time-lapse surveys, Furre & Eiken (2014) cal-
culated a normalised root mean square (NRMS) difference of a 6 km2 area directly above
the Utsira Formation between each post-injection survey and the 1994 survey (Kragh &
Christie, 2002). These values generally lie between 52 and 62%, suggesting that this suite
of time-lapse surveys are appropriately comparable (Cantillo, 2012). An outlier in these
NRMS measurements is the 2004 survey, with a value of 77%. This anomalously high value
is attributed to the seismic reflection survey being acquired perpendicularly to the other
surveys in the suite.
2.4 Interpretation of Pre-injection Survey
Seismic reflection surveys measure the reflectivity of the sub-surface as a function of two-way
travel time (TWTT). TWTT is the time a wave takes to travel from source to receiver, via
a sub-surface reflection. To convert from TWTT to true depth, the velocity structure of
the sub-surface must be known. Seismic reflection surveys can provide detailed estimates of
the geometry of the reservoir, including the topography of the caprock and the base. The
geometry of the reservoir is likely to play an important role in the lateral migration of CO2
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beneath low-permeability horizons. In this section, I discuss the information that can be
extracted from the baseline survey about the reservoir and overburden.
2.4.1 Overburden and Reservoir Caprock Topography
Geological units in the overburden of the CO2 reservoir at Sleipner are approximately hori-
zontally bedded (Figure 2.8). The nature of these beds can be determined from the seismic
reflections, which are primarily horizontal from the seabed (∼ 100 ms TWT) down to a
bright reflection within the Nordland Formation (∼ 700 ms TWT, Figure 2.8). This simple
‘layer-cake’ structure means that the only acoustic velocity required to calculate the topog-
raphy of the reservoir caprock is the average velocity of seismic waves through the Nordland
Formation, which is vN = 2150± 46ms−1 (Chadwick et al., 2016). These uncertainties have
been measured from the spatial variation in stacking velocities calculated during the pro-
cessing of the seismic data. However, measured values of vN from nearby wells show much
less variation, in the range 2133-2159 ms−1, suggesting that this estimate is adequate.
The topography of the reflection from the caprock of the reservoir can be converted from
TWTT, tc, to depth, d, in metres below sea level using
d =
tc
2
vN − c, (2.2)
where c = 115 m is a constant that shifts the relative depth estimate to true depth based
on core logs (A. Chadwick, pers. comm., 2017). A major assumption in the use of (2.2)
is that the acoustic velocity of the overburden is spatially consistent. Pre-existing pockets
of natural gas in the Nordland Formation mean that this assumption does not hold across
the entire region (bright reflections around ∼700 ms TWT, Figure 2.8). Figure 2.9 shows
the distribution of natural gas pockets through the Nordland Formation in a depth range of
600-850 ms. These pockets of natural gas saturated rock will have a lower acoustic velocity
than that of the surrounding brine-saturated rock. The effect of this slower velocity material
is to ‘push down’ the reflections below these gas pockets, artificially increasing the depth
to the caprock reflection. These gas pockets also disrupt the coherency of the reflections
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below them, meaning that the peak of the reflected wave cannot be accurately picked (Fig-
ure 2.7a,d). In these regions, the topography is interpolated using a continuous curvature
spline in tension to estimate the missing data (Smith & Wessel, 1990). The caprock reflec-
tion shows no evidence of faulting in the region near the injection site.
The topography of the caprock-reservoir reflection is dominated by two anticlinal domes,
connected by a prominent north-striking ridge (Figure 2.10a). The southern dome sits
directly above the injection point for CO2 at the base of the reservoir. The topographic
gradients for this boundary are shallow.
2.4.2 The Utsira Formation
The prominent positive reflection immediately below the reservoir-caprock reflection (∼
900 ms, Figure 2.8) is interpreted to be a 6.5 m thick mudstone layer observed on wire-
line logs in nearby wells, known as the ‘5 m Shale’ (Figure 2.3; Chadwick et al., 2004a). This
mudstone layer separates the uppermost section of the reservoir from the main reservoir,
and is thought to represent the lowermost unit of the Nordland Shale in the west. In the
vicinity of the CO2 injection point, this mudstone layer is separated from the rest of the
Nordland Shale by a sand unit known as the Sand Wedge. The Sand Wedge is observed to
become thinner towards the west until it pinches out approximately 5 km from the injection
point (Zweigel et al., 2004). The gamma-ray signal in the Sand Wedge is lower than for the
main reservoir, suggesting that the sand in this part of the reservoir has a lower mud content
(Williams & Chadwick, 2017). Prior to injection of CO2, the Sand Wedge was expected to
be hydrologically separate from the main reservoir due to the 5 m Shale (Zweigel et al., 2004).
Figure 2.8: Cross-line 1179 from the 2008 processing vintage of the 1994 survey.
Top Utsira Formation reflection at ∼830 ms, base Utsira Formation at ∼1100 ms. All
reflections above Utsira Formation are approximately flat. Mud diapirism that has affected
base Utsira Formation reflection has not disrupted Intra-Hordaland reflection (∼1300 ms).
Positive amplitude reflections shown in red, negative amplitude reflections in blue. See
Figure 2.5 for location.
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Figure 2.9: Map of major gas pockets in the overburden above the Utsira For-
mation. Red dashed line shows outline of uppermost CO2 layer (Layer 9) in 2010. Black
circle shows location of injection point at base of reservoir.
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The topography of the reflection from the base of the 5 m Shale can be calculated by as-
suming a constant velocity between the caprock reflection and the 5 m Shale reflection of
2050±30 m s−1 (Figure 2.10b). The topography of this mudstone layer is similar to that
of the caprock, dominated by two anticlinal domes. However, the prominent north-striking
ridge seen on the caprock reflection is not apparent in this lower reflection.
Within the reservoir, spikes in the gamma-ray signal on wireline logs from all nearby wells
indicate that thin mudstone layers sub-divide the reservoir that occur approximately every
30 m (Figure 2.3). The mudstone layers are too thin to be observable on the seismic reflection
surveys and do not appear to be correlatable between exploration wells spaced kilometres
apart (Zweigel et al., 2004). The lateral continuity of these layers is therefore unknown.
Faulting is not observed within the reservoir.
The base of the reservoir exhibits significant domed topography and polygonal reverse fault-
ing (Figure 2.7 and 2.10). These domes are on the order of kilometres in diameter and
∼100 m in height. These features are attributed to mud diapirism within the Hordaland
Formation (i.e. the underburden) that is thought to have initiated shortly after the deposi-
tion of the lower part of the Utsira Formation (Arts et al., 2000). The effect of these diapirs
on the lateral continuity of the mudstone layers within the Utsira Formation is unknown,
but, given the significant change in the thickness of the Utsira Formation in the vicinity of
these edifices, some disruption of the internal structure seems likely. There is also signif-
icant correlation between the topography of the caprock and the locations of these domes
at the base of the reservoir, suggesting that the mud diapirism also caused subsidence or
preferential compaction of the Utsira Formation in these regions. A bright reflective horizon
within the Hordaland Formation (1300 ms, Figure 2.8) is approximately flat across the entire
region, indicating that these mud diapirs only affect the uppermost section of the Hordaland
Formation.
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2.5 Interpretation of Post-injection Surveys
The first post-injection seismic reflection survey was acquired in 1999, three years after injec-
tion of CO2 had commenced. Following this survey, seismic reflection surveys were acquired
approximately every two years to monitor the migration of CO2 through the reservoir. Be-
cause the amplitude and polarity of reflections depend on the velocity and density contrasts
between two adjacent media, it is useful to estimate the velocity of seismic waves through
CO2 saturated rocks prior to interpreting the observed reflections within the reservoir.
2.5.1 Acoustic Velocity of CO2 Saturated Sandstone
The acoustic velocity of CO2-saturated sandstone at the top of the CO2 reservoir has been
estimated in many different studies and is still debated (e.g. Arts et al., 2004; Carcione et al.,
2006; Ghaderi & Landro, 2009). These studies, discussed below, have estimated the acoustic
velocity either using observations from the seismic reflection surveys, or rock physics mod-
elling.
Four estimates of the seismic velocity of CO2-saturated sandstone have been made using
seismic observations: Chadwick et al. (2004a) obtained a value of 1420 m s−1 based on the
observed pushdown of reflective horizons beneath seismic chimneys; Williams & Chadwick
(2012) calculated a velocity of 1478 m s−1 based on reflectivity of the upper boundary of
the shallowest CO2 layer by exploiting higher resolution two-dimensional seismic profiles
acquired in 2006; Furre et al. (2015) suggest that a velocity of 1400 m s−1 yields the optimal
agreement between their thickness measurements and other studies; and finally Chadwick
et al. (2016) measured a velocity of 1431 ± 62 m s−1 by correlating synthetic models with
very small time shifts of reflections from the upper and lower boundaries of the shallowest
layer on the 2010 broadband survey.
The acoustic velocity of seismic waves through CO2-saturated sandstone can also be esti-
mated using rock physics models. When modelling the velocity of seismic waves through
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CO2-saturated rocks, an important consideration is whether CO2 saturation within the reser-
voir rock is ‘uniform’ or ‘patchy’ (Chadwick et al., 2004a; Boait et al., 2012). These terms
describe the extent to which the CO2 is mixed with the ambient brine in the reservoir, rela-
tive to the frequency of the seismic signal. The critical length scale, Lc, for mixing of fluids
in the reservoir imaged with a seismic signal of frequency, f , is given by
Lc =
√
kKfl
fη
(2.3)
where k is the permeability of the medium, and Kfl and η are the bulk modulus and viscosity
of the most viscous fluid, respectively (Mavko & Mukerji, 1998). For a mixture of CO2 and
brine in the Utsira Formation, where k = 2×10−12 m2, Kfl = 2.3×109 Pa, η = 7×10−4 Pa s,
this length scale has been estimated to be ∼0.5 m for a seismic wave with f = 30 Hz (Boait
et al., 2012). This length scale defines the distance that seismic wave induced pore-pressure
gradients can equilibrate during one seismic period.
If fluids are mixed at scales less than Lc (i.e. saturation is uniform), the increased pore pres-
sure can diffuse away within a seismic period. However, if saturation is heterogeneous over
length scales larger than Lc (i.e. saturation is patchy), then seismic wave induced flow, driven
by spatial gradients in pore-pressure, can cause attenuation and velocity dispersion of the
seismic wave (Toms et al., 2007). Patchy saturation might be caused by viscous fingering,
spatial variation in wetability, or variable mud content within the rock (Mavko & Mukerji,
1998).
For uniform CO2 distributions, and sufficiently low seismic frequencies (i.e. . 100 Hz), the
Gassmann model using the Reuss average for the effective fluid bulk modulus can be used to
describe the velocity of seismic waves through CO2-saturated rocks (Figure 2.11; Sengupta
& Mavko, 2003). However, if saturation is patchy, the Voigt model provides an upper bound
on the acoustic velocity, suggesting that it will vary approximately linearly between end-
members (Figure 2.11; Rubino et al., 2011; Williams & Chadwick, 2012). A more useful
estimate of the seismic velocity for patchy CO2 saturation is given by the Brie model, which
L. R. Cowton, Ph.D. Dissertation
The Sleipner Project 27
Figure 2.11: Velocity of seismic waves through CO2 saturated sandstone at the
Utsira Formation calculated using the Gassmann model. Solid line = Effective fluid
bulk modulus, Kfl, calculated using Reuss average. Dashed line = Kfl calculated using Brie
average. Dotted line = Kfl calculated using Voigt average. See Appendix A for more details.
is an empirical model that suggests that there are only significant differences between patchy
and uniform models for CO2 saturations lower than 40 % (Figure 2.11; Carcione et al., 2006;
Mavko et al., 2009). The differences between the model are due to the different approaches
taken to averaging of the fluid properties within the pore space. A detailed description of
these models is provided in Appendix A.
Evidence for the existence of patchy saturation is provided by measurements of push-down
on the base of the Utsira Formation. Attempts to match the total push-down on the base of
the reservoir due to the presence of CO2 suggest that CO2 is distributed in highly saturated,
thin layers between regions with more diffuse, and possibly patchy, saturation (Chadwick
et al., 2005; Boait et al., 2012). The existence of high saturation layers is supported by lab-
oratory centrifuge experiments on core material from the Utsira Formation, which suggest
that CO2-saturation within each thin layer is likely to be high with a very thin capillary
fringe along its base (Figure 2.12; Chadwick et al., 2005). Rubino et al. (2011) found that
the effect of patchy saturation on acoustic velocity increased when saturation was low. These
authors also concluded that wave-induced flow effects can be neglected when considering the
thin, highly CO2-saturated layers within the reservoir. Because this work mostly concen-
trates on the regions thought to contain uniform CO2 saturation, a Gassmann model with a
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Figure 2.12: Estimated CO2 saturation against thickness of CO2 layer. Saturation
is estimated to be high apart from thin capillary fringe at the base of the layer. Solid line =
saturation at thickness above base. Dashed line = mean saturation of layer. Figure adapted
from Chadwick et al. (2005).
Reuss-averaged effective fluid bulk modulus is used to calculate the seismic velocity for CO2
saturated sandstone in this analysis. However, it is important to stress that this estimate is
a lower bound, and that changes in the distribution of CO2 can cause the velocity of seismic
waves through CO2 saturated media to increase. The patchy saturation model acts as an
upper bound for this velocity.
Variations in pore fluid pressure triggered by CO2 injection could also affect the acoustic ve-
locity of CO2 itself. Pore fluid pressure variations have been inferred from temporal changes
in amplitude signals at the Snøvit CO2 injection site (Eiken et al., 2011). However, no such
changes have been observed within the Sleipner field, which is consistent with the high per-
meabilities and porosities of the Utsira formation (Chadwick et al., 2005).
Estimates of the acoustic velocity of a sandstone layer that is uniformly saturated with CO2
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calculated using these models lie between 1400 and 1500 m s−1 (Arts et al., 2004; Chadwick
et al., 2005; Ghaderi & Landro, 2009; Williams & Chadwick, 2012). There are two significant
outliers of 1600 m s−1 and 1150 m s−1 (Eiken et al., 2000; Carcione et al., 2006). Here, the
Gassmann model for uniformly saturated CO2 is used to obtain a value of 1428 ± 95 m s−1
for a CO2 saturation of 80 %. The quoted uncertainty reflects the range of estimates found
in the literature for different input parameters (Appendix A). This value embraces almost
all of the estimates that are based on seismic observations as well as those estimated from
rock physics modelling.
2.5.2 Interpretation of Seismic Reflections within the Reservoir
Injected CO2 is visible on the seismic reflection surveys due to the significant impedance con-
trast between CO2-saturated and brine-saturated reservoir rocks. For seismic waves crossing
a boundary at normal incidence, the reflectivity, R, is a function of the change in impedance
across a boundary,
R =
I2 − I1
I2 + I1
=
ρ2v2 − ρ1v1
ρ2v2 + ρ1v1
(2.4)
where Ii is the impedance of the upper (i = 1) or lower (i = 2) medium, ρi is the density
of the medium and vi is the velocity of seismic waves through the medium. Due to the
impedance contrast at the upper boundary of a CO2-saturated layer, reflections from this
boundary are of negative polarity (blue on the seismic reflection images). Reflections from
the base of a highly-saturated CO2 layer are of the opposite polarity (red on the seismic re-
flection images). The greater the impedance contrast between the layers, the more reflective
that boundary is, and the higher amplitude (i.e. brighter) the reflection will be.
Careful interpretation of the seven post-injection seismic reflection surveys has revealed the
presence of nine consistently bright pairs of negative and positive polarity reflections within
the reservoir (Figure 2.7). These pairs of reflections are interpreted to be from the top and
bottom of thin layers of uniformly CO2-saturated sandstone (Bickle et al., 2007; Boait et al.,
2012). The CO2 is thought to be trapped beneath the thin, low-permeability mudstone
layers observed on the geophysical logs. These layers of high CO2 saturation are labelled
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from 1–9 (Figure 2.7). No CO2 is observed to have migrated through the reservoir caprock.
The migration of the CO2 through the reservoir can therefore be tracked by measuring the
extent of the amplitude anomaly associated with each of the nine layers (Figures 2.13, 2.14
and 2.15). Reflection amplitudes are extracted from the seismic reflection surveys using
Schlumberger’s seismic interpretation software Petrel to track the spatial extent of the peak
amplitude of the reflected wavelets. These amplitude maps provide insight into the vertical
and horizontal migration of CO2 within the reservoir.
The first post-injection survey, acquired in 1999, reveals that CO2 had migrated to the top
of the reservoir within three years of injection starting. Given the small spatial extent of all
of the layers at this time, the path taken by the CO2 between the injection point and the
shallowest layer must be approximately vertical. The nature of this pathway is not known
for certain; it has been suggested that vertical migration can occur either around the edges
of the mudstone layers within the reservoir or through fractures within these mudstone lay-
ers (Chadwick & Noy, 2010). Prominent seismic chimneys within the reservoir have also
been interpreted as evidence of vertical migration pathways. The low amplitudes associated
with these features are potentially indicative of a vertical column of CO2 with no horizon-
tal boundaries to reflect seismic waves. Significant pushdown is also observed around the
most prominent of these chimneys, indicative of a large accumulation of CO2 (Chadwick
et al., 2004a). Seismic chimneys observed elsewhere have been associated with gas migration
through sedimentary formations (Heggland, 1998; Loseth et al., 2003).
The planforms of these CO2 layers are irregularly shaped. Previous authors have noted that
the layers can be approximated as ellipses (Boait et al., 2012). It has been suggested that
this elliptical shape might be caused by an inferred anisotropic permeability of the reservoir
sands, but core material provides no evidence for this anisotropy (Chadwick & Noy, 2010).
However, there is significant correlation between the planforms of some of these layers and
the general reservoir geometry. Figure 2.10 shows the topography of the caprock for Layer 9,
caprock for Layer 8 and the base of the Utsira Formation with the planforms of Layer 9, 8
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and 5 overlain. Figure 2.10a suggests that a dominant control on the shape of the CO2 layer
is the topography of the caprock, with the north-running finger of CO2 extending along a
north-striking ridge between two anticlinal domes. Figure 2.10b shows similarly good corre-
lation between the planform of Layer 8 (black dashed line) and the topography of the 5 m
Shale that acts as the caprock for this layer. The CO2 in Layer 8 appears to simply be
trapped beneath the anticlinal dome present in this caprock.
Despite the intra-reservoir mudstone layer that acts as the caprock for Layer 5 not being
visible on the seismic reflection images, the planform of Layer 5 also shows good correlation
with the topography of the 5 m Shale (Figure 2.10b, red dashed line). It seems plausible
therefore that the caprock geometry for Layer 5 is similar to that of the 5 m Shale, with a
relatively significant topographic gradient controlling the straight eastern side of the plume.
An alternative control on the shape of Layer 5 is the overall reservoir thickness. Figure 2.10c
shows that the CO2 in Layer 5 also correlates well with the topography of the base of the
Utsira Formation. The Utsira Formation is approximately 250 m thick in the injection re-
gion, but due to mud diapirism of the underlying Hordaland Formation and preferential
compaction of the Utsira Formation above these diapirs, the reservoir is only 150 m thick in
the regions affected by this deformation. The reduction in the thickness of the total reser-
voir might act as a baffle to flow in the direction of thinning, preferentially promoting flow
towards the north and south.
2.5.3 Layer Growth
The areal extent of each of the layers can be used to infer the vertical distribution of the
CO2 within the reservoir. To find the areal extents of each CO2 layer, all reflections that
could be associated with CO2 were extracted from the seismic data. The areal extents
were then measured in two ways. First, the extent of each horizon for each survey was
picked manually by eye three times, to give an upper, middle and lower estimate of the area
of CO2 (Figure 2.16). Secondly, the area was calculated by counting the number of grid
squares above a threshold amplitude to give an upper, middle and lower estimate of the
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area (Figure 2.16). These two methods are generally in good agreement for all layers. For
Layers 8 and 9, the caprock is visible on the seismic reflection surveys. Uncertainties in the
upper bound for the automatically extracted areas are therefore high due to the set threshold
erroneously including more reflective sections of the caprock. The extent of each layer was
also picked on the broadband seismic reflection survey acquired in 2010 (Figure 2.16). The
area of a small layer of CO2 to the south of Layer 8 but trapped by the same caprock has
been measured as a separate entity to Layer 8. The area of this significantly smaller patch
of CO2 is shown as a second set of points on top-middle panel of Figure 2.16.
The limit of detectability for the thickness of CO2 at the edge of the observed plume using
amplitude measurements is estimated to be ∼0.75 m towards the top of the reservoir on the
time-lapse survey. Deeper within the reservoir, attenuation and pushdown mean that this
resolution is reduced. The areal extent of the layers measured on this survey are, in general,
greater for the broadband survey than the time-lapse processed survey. This difference arises
due to the broadband survey having better vertical resolution due to its broader frequency
content. Detectability of a thin layer is increased to ∼0.5 m on this survey due to the higher
peak frequency of the signal.
Boait et al. (2012) also measured the areal extents of each of these layers using the same
seismic reflection surveys up to 2008. These authors suggested that the pattern of growth
of the areal extents of these layers could be categorised into three stages. In the first stage,
the horizons grow and the amplitudes brighten. In the second stage, the amplitude of the
layer starts to dim in the centre, although amplitudes towards the edges may brighten. In
the final stage, the layers stop growing and may start to shrink. Boait et al. (2012) also
observed shrinking in layers 1, 2, 3 and 4, while the areal extent of layer 7 plateaued after
2004. In their analysis, reflectivity dimming was also observed on all layers.
The observations presented by Boait et al. (2012) are generally in agreement with those
presented here for the upper layers. The rate of growth of the areal extent of the lower
layers has continued to decrease, while for Layers 5, 6, 8 and 9 this rate has increased.
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Figure 2.16: Area measurements for all layers, years and seismic surveys. Red
circles = manually picked layer areas based on the edge of amplitude anomalies, with upper
and lower bounds. Black circles = areas based on total grid squares above a threshold
amplitude for the extracted horizon, with upper and lower bounds. High upper bounds exist
for Layers 8 and 9 due to high reflectivity in parts of the caprock for that layer. Blue circles
= layer areas for 2010 broadband processing picked manually. Layer 8 has a second set of
points that relate to a small CO2 accumulation distinct from the main body of Layer 8 but
trapped by the same caprock.
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Figure 2.17: Cartoon showing present-day configuration of injected CO2 within
reservoir. Unit with dotted pattern = Utsira Sandstone Formation; numbered black layers
= nine CO2-filled sandstone horizons separated by thin mudstones; dotted line = injection
well; vertical arrows = notional inter-layer flow of CO2. Note vertical exaggeration.
However, in this analysis, no layers are observed to shrink. This difference is probably due
to the more conservative approach taken in this analysis to estimating uncertainties in these
measurements towards the base of the aquifer. At this depth within the reservoir, significant
dimming of the reflections means there are large uncertainties associated with identifying
layers of CO2. The most likely causes of this dimming are a combination of attenuation and
scattering of the seismic waves due to the overlying CO2, artefacts such as multiples from
within the plume itself, and pushdown of the reflections causing neighbouring reflections to
appear incoherent. The effect of attenuation is evident on Layer 5, where a low amplitude
region occurs directly below the major CO2 accumulations in Layers 8 and 9 (Figure 2.14
and 2.15).
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2.6 Summary
Eight seismic reflection surveys have been acquired over the CO2 plume at the Sleipner
carbon capture and storage site. The seven post-injection surveys have been processed to
be comparable to the baseline survey, acquired prior to CO2 injection in 1994, and to be
broadly comparable between each other. A broadband survey acquired in 2010 using a dual
sensor streamer has provided a higher resolution image of the plume.
Nine consistently bright reflections, visible on all post injections surveys, have been in-
terpreted as thin layers of CO2 trapped beneath ∼1 m thick mudstone layers within the
Utsira Formation (Figure 2.17). The uppermost CO2 accumulation, Layer 9, is trapped
beneath the Nordland Formation, which acts as the reservoir caprock. The topography of
the caprock can be extracted for Layers 8 and 9 from the baseline seismic reflection survey.
The correlation between the topography and the extent of the CO2 accumulation suggests
that buoyancy driven flow is a significant control on the migration of CO2 within these layers.
The lateral extent of all nine CO2 layers have been mapped on the seven post-injection sur-
veys and the broadband processing of the 2010 survey. In contrast to results presented by
Boait et al. (2012), layer shrinkage is not observed. However, the large uncertainties involved
in picking reflections at this depth within the reservoir, primarily caused by attenuation and
scattering of the seismic energy by the overlying CO2, means that the extents of these lower
layers are difficult to extract. The poor resolution at the base of the plume provides a good
example of the limitations of using seismic reflection surveying to monitor the migration of
CO2 within the reservoir.
While the areas of these layers are relatively easy to extract from the seismic surveys, relat-
ing these measurements to the volume of CO2 stored in each layer is not straightforward due
to the limiting vertical resolution (Widess, 1973). Volumetric measurements are important
for understanding migration rates through the reservoir, the storage capacity of the reser-
voir, and estimating the dissolution rate of CO2 into the ambient brine. Knowledge of the
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distribution of CO2 in each layer in three dimensions is necessary to benchmark reservoir
simulations against more accurate observations.
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Chapter 3
Measuring the Thickness of a CO2-filled Layer
3.1 Introduction
The subdued topography of the structural traps within the Utsira Formation has given rise
to thin CO2-filled layers with extensive planforms. On most of the time-lapse seismic reflec-
tion surveys, the bulk of these layers are thinner than the one quarter wavelength limit of
vertical resolution for seismic reflection images (Widess, 1973). Consequently, it is challeng-
ing to directly measure layer thickness from the seismic reflection images, leading to poorly
constrained volumetric estimates as a function of time.
Attempts to measure the thickness of the thin CO2 layers have mostly concentrated on
Layer 9. There are two major reasons for this approach. First, Layer 9 is the shallowest
layer of CO2 within the reservoir and so reflections from this layer are not affected by attenu-
ation or pushdown caused by CO2 above the layer. Secondly, the topography of the caprock
can be measured on the pre-injection survey, providing extra information that is required by
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some methods to estimate thickness.
In the first part of this chapter, I model the reflections of seismic waves from a thin layer
of CO2. This model is then used to measure the thickness of resolvable regions of Layer 9
using the broadband seismic reflection survey acquired in 2010. Due to the broader range
of frequencies in this survey, the vertical resolution is improved when compared to the time-
lapse survey acquired over the same region. This survey offers insight into the maximum
thickness of CO2 in Layer 9, but cannot measure the thickness of the majority of the plume.
In the second part of this chapter, I extend the classic thin bed analysis of Widess (1973)
and Kallweit & Wood (1982) by developing an inverse approach that exploits a set of obser-
vations from a suite of time-lapse seismic surveys to find the thickness of a thin layer. These
observations consist of a combination of amplitude and travel-time anomaly measurements
from a reflective horizon with respect to the baseline, pre-injection survey. The goal is to
constrain the thickness of a layer that cannot be directly measured as a result of interfer-
ence effects since it is thinner than the nominal vertical resolution. First, the reflectivity
model is used to explore the relationship between layer thickness, reflection amplitude and
travel-time anomaly caused by interference of waves reflected from the boundaries of a thin
layer. Secondly, this model is used to develop and test an inverse model that uses amplitude
and travel-time anomaly measurements to calculate layer thickness. Formal uncertainties
are quantified and propagated using synthetic tests. Finally, I apply the inverse model to
amplitude and travel-time anomaly observations taken from time-lapse surveys of the Sleip-
ner field acquired between 1994 and 2010.
These results have been used to estimate the volume of CO2 within Layer 9 as a function of
time. In this way, a quantitative understanding of the spatial distribution of CO2 together
with its rate of migration through a saline storage reservoir can be obtained.
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3.2 Previous Work
Many different approaches have been used to estimate thickness of the CO2-saturated sand-
stone in Layer 9. Structural analysis was used to estimate the thickness of Layer 9 by
Chadwick & Noy (2010). This technique estimates the CO2-water contact around the edge
of the layer and interpolates a flat base between these points. The difference between this
interpolated base of the CO2 layer and the caprock topography is then used as an estimate of
the thickness of the layer. While this technique is potentially appropriate for layers trapped
in simple topographic domes, the complex topography of the Layer 9 caprock means that
the predicted thickness of the plume is close to zero for much of the plume.
Observed amplitudes of reflections have been used to estimate thickness changes of Layer 9
(Chadwick et al., 2005; Kiær, 2015). Using amplitude information to measure layer thickness
requires either the reflectivity of the layer to be known with good accuracy or calibration of
the model against a layer of known thickness. Uncertainties in the velocity of seismic waves
through CO2 saturated sandstones and density of CO2 mean that the impedance contrast
between the reservoir caprock and the CO2 filled layer cannot be calculated with certainty
(Section 2.2 & 2.5.1 ). These uncertainties then propagate into measurements of layer thick-
ness.
Williams & Chadwick (2012) used spectral decomposition to estimate the thickness of
Layer 9. Spectral decomposition is a technique that analyses the tuning of reflected wavelets
at different frequencies. By finding the frequency range at which interference between reflec-
tions from the top and base of the CO2 layer is constructive (i.e. amplitudes are increased),
the thickness of the layer can be estimated. However, these authors found that it is difficult
to resolve thicknesses of less than ∼4 m using this technique.
Furre et al. (2015) used push-down observations at the top of Layer 8 to estimate the thick-
ness of the CO2-saturated sandstone in Layer 9 required to produce this effect. This approach
is complicated by the need to correct for pull-up of the reflection from Layer 8 caused by
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interference effects. Estimating this pull-up requires accurate knowledge of the thickness of
Layer 8. This pull-up could therefore not be properly accounted for in their study, introduc-
ing uncertainty into this estimate.
The method presented here simultaneously inverts measurements of both amplitude and
differences in travel-time for a given reflective horizon between different time-lapse surveys.
This approach builds upon previous attempts to constrain layer thickness using amplitude
and travel time measurements (Kiær, 2015; Furre et al., 2015).
3.3 Reflection Model
Consider a zero-phase Ricker wavelet, ψ(t), the normalized amplitude of which is given by
ψ(t) =
[
1− 2 {pifp(t− t1)}2
]
exp
[−{pifp(t− t1)}2] , (3.1)
where t is time, t1 is the position of the peak of the wavelet in time, and fp is the peak
frequency of the wavelet (Ryan, 1994). The shape of this wavelet depends only on its peak
frequency. The amplitude and polarity of the reflected wavelet principally depend upon the
acoustic impedance contrast at the boundary. If the wavelet is reflected from a layer with
upper and lower boundaries in close proximity, the amplitude, arrival time and shape of
the reflected wavelet are strongly dependent upon layer thickness. A synthetic reflection
experiment along a wedge-shaped, low-impedance layer illustrates how interference between
the reflected wavelets from the lower and upper boundaries occurs when the layer is thin
compared with the wavelet (Figure 3.1).
If a thin layer of low impedance is embedded within a medium with an otherwise uniformly
high impedance, reflections from the upper and lower boundaries have opposite polarity
(Figure 3.1). The resultant wavelet, χ(t), produced by interference, is given by
χ(t) = A1 [ψ(t) + Arψ(t− δ)] , (3.2)
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Figure 3.1: Seismic reflection modelling of wedge-shaped structure. Grey wedge
= idealized CO2 layer, for which lower boundary has impedance contrast that is 0.8 times
that of upper boundary with opposite sign. Vertical wiggle to right of emboldened zero line
= seismic trace calculated by convolving impedance contrast at single boundary with zero-
phase Ricker wavelet; set of 14 vertical wiggles to left of zero line = seismic traces calculated
for different wedge thicknesses; pair of red dashed lines = locus of peak-to-trough separation
of each wavelet generated by interference. Note that velocity used to calculate thicknesses
is 1428 m s−1.
where δ is the separation of the upper and lower boundaries of the layer in two-way travel time
(TWTT), A1 and A2 are the amplitudes of reflections from the upper and lower boundaries,
and Ar = A2/A1 (Figure 3.2a). The reflection from the top and base of the layer might
have different impedance contrasts due to differing lithological boundaries or changes in
CO2 saturation through the layer. To aid comparison with other published estimates of layer
thickness, δ is also converted into layer thickness, given by (δv)/2, where v = 1428±95 m s−1
is the acoustic velocity of seismic waves that travel through a uniformly saturated, CO2-filled
layer at the top of the Utsira Formation (Section 2.5.1; Appendix A).
3.4 Reflection Separation
For thin layers, the effects of interference complicate straightforward correlation of the peak
and trough of the resultant wavelet, χ(t), and boundaries of the layer (Figure 3.1). A
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common approximation for the minimum resolvable layer thickness that can be found by
measuring the separation of reflections from the top and bottom of a layer is one quarter
of the wavelength of the incident wavelet. For a 30 Hz wavelet, this approximation sug-
gests that the thickness of a CO2 layer thinner than ∼ 11.9 m cannot be resolved using
the separation of reflections. For a 50 Hz wavelet, this minimum resolvable thickness is
∼ 7.1 m. However, these estimates are approximations that depend on the level of noise in
the data and the full frequency content of the recorded signal. Yilmaz (2001) suggests that
for reflections with bright easily picked amplitudes, such as these ones, this approximation
is too stringent. Kallweit & Wood (1982) suggest that the absolute limit for the minimum
resolvable thickness is the point of maximum constructive interference between reflections
from the top and base, known as the tuning thickness. These authors give an expression
for the tuning thickness, b = 1
2
vc(2.6fp)
−1, which in this situation yields 9.1 m for a 30 Hz
wavelet, and 5.5 m for a 50 Hz wavelet.
Figure 3.2b shows the relationship between reflection separation and layer thickness for 30 Hz
and 50 Hz Ricker wavelets. It can be seen that this relationship is further complicated by a
small increase in the reflection separation for layers thinner than 1 m. This increase means
that measurements of regions towards the edges of the plume can be interpreted as being
much thicker layers if care is not taken to manually remove these zones.
Analysis of the reflections from the 2010 broadband survey suggests that while reflections
can be measured down to 5.5 m, doing so means that significant regions towards the edge of
the plume are also measured as being overly thick. These erroneous measurements reduce
confidence in the measured thickness of the rest of the plume. To combat this problem, a
higher confidence limit of 6.5 m is suggested for this dataset (Figure 3.3). This higher limit
still requires some regions towards the edge of the plume to be manually removed, but means
that the thickness of the central regions can be measured with confidence. The uncertainty
associated with these measurements is therefore almost entirely due to uncertainty in the
estimated velocity of seismic waves through CO2 saturated sandstone, rather than uncer-
tainties in the reflection separation (Figure 3.4).
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Figure 3.3: Thickness of Layer 9. Thickness determined from separation of reflections
on the 2010 broadband survey. Red dashed line shows edge of plume picked from amplitude
measurements.
Figure 3.3 shows that only a small portion of the plume is greater than 6.5 m thick in 2010.
This portion is confined to the central region of the CO2 plume and the north striking ridge.
The vast majority of the plume is thinner than 6.5 m, meaning that another method is
required to investigate the thickness of the plume outside of this region and for the other
seismic reflection surveys.
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Figure 3.4: Uncertainty of thickness measurement using separation of reflections
method. Uncertainty estimate includes uncertainty in velocity of seismic waves through
CO2 saturated medium. Thickness cannot be measured using this method below ∼6.5 m.
3.5 Time-lapse Layer Thickness
Due to the reduced frequency bandwidth in the time-lapse seismic reflection survey, inter-
ference of wavelets reflected from the top and base of Layer 9 prevents the direct calculation
of layer thickness using reflection separation. However, this interference causes tuning of the
reflection amplitude and affects the TWTT of the top reflection relative to where the top
of the layer is located. The best studied of these two effects is tuning of the reflection from
the upper boundary (Figure 3.2c; Widess, 1973; Kallweit & Wood, 1982). For thick layers,
where there is no interference between the reflections from the top and base, the amplitude
of the upper reflection is constant. As the thickness of the layer decreases, the amplitude
of the upper reflection increases. For layers that are thinner than the tuning thickness, the
amplitude of the upper reflection decreases rapidly toward the value expected for a reflection
from a single boundary without the presence of the low impedance layer. The thickness of
a thin layer can therefore be estimated by measuring the amplitude of the reflected wavelet
and using the relationship given in Figure 3.2c.
However, there are two important drawbacks. First, it is difficult to calibrate the relation-
ship between amplitude and layer thickness without knowledge of the amplitude of a layer
of known thickness. In the absence of this information, the values of A1 and Ar must be
calculated using uncertain estimates of density and seismic wave velocity. Secondly, ampli-
tude does not monotonically increase with layer thickness, which introduces a fundamental
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ambiguity in the vicinity of the tuning thickness since two different values of layer thickness
are consistent with a given value of amplitude (Kallweit & Wood, 1982).
Interference of reflected wavelets from the top and base of a thin layer also causes small shifts
in the travel-time of a wavelet reflected from the upper boundary (i.e. upper red dashed line
shown in Figure 3.1; Furre et al., 2015). The maximum theoretical time anomaly for a Ricker
wavelet with a peak frequency, fp = 30 Hz, is ∼ 3 ms (Figure 3.2c). This maximum value
increases as frequency decreases, and is particularly sensitive to very thin layers. While the
time anomaly is small, it is measurable by comparing the TWTT of the caprock on pre- and
post-injection surveys, although the ability to accurately measure it is susceptible to ambient
and systematic noise. This measurement also suffers from the same form of ambiguity as
reflection amplitude since two different values of layer thickness are consistent with a given
time anomaly.
By combining amplitude and travel-time anomaly measurements, an amplitude-thickness
relationship can be calibrated without requiring a layer of known thickness. In this way,
both forms of ambiguity can be reduced. In Figure 3.5a–c, the travel-time anomaly, β, is
plotted as a function of normalized amplitude for different values of other parameters. In
each case, layer thickness varies along a unique curve, the precise shape of which depends
upon fp, the peak frequency of the reflected wavelet, A1, the amplitude of the reflection
from the upper boundary, and Ar, the ratio of the amplitudes of reflections from the upper
and lower boundaries. Distance along a given curve is a function of the temporal separation
between reflections from the upper and lower boundaries of the layer. The value of this
separation is converted into thickness using vCO2 = 1428 m s
−1.
It is clear that a combination of amplitude and travel-time anomaly measurements greatly
reduces, but does not entirely resolve, the problem of ambiguity. In practice, both measure-
ments are subject to degrees of uncertainty which will be dependent upon the quality of the
seismic reflection survey. Furthermore, positive and negative trade-offs arise when fp, A1
and Ar are varied. In order to explore these issues, it is useful to carry out tests by inverting
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Figure 3.5: Relationships between amplitude, travel-time anomaly and layer
thickness. (a) Change in time plotted as function of amplitude for different frequencies,
fp, where A1 = −1 and Ar = −0.8. Red outline = 20 Hz; green outline = 30 Hz; and blue
outline = 40 Hz. (b) Same for different values of A1 where fp = 30 Hz and Ar = −0.80.
Red outline = -0.8; green outline = -1; and blue outline = -1.2. (c) Same for different values
of Ar, where A1 = −1 and fp = 30 Hz. Red outline = -0.7; green outline = -0.8; and blue
outline = -0.9. Colour scales refer to separation of upper and lower boundaries in ms and to
layer thickness in m, using a velocity of 1428 m s−1.
a synthetic dataset generated by forward modelling.
Figure 3.6a shows a disk of CO2-filled reservoir rock with arbitrary dimensions, for which
thickness varies linearly as a function of radius. First, the synthetic seismic image of this
disk is calculated where fp = 30 Hz, A1 = −2.5 and Ar = −0.8 (Figure 3.6b-c). Secondly,
travel-time anomalies, β, and amplitudes, A3, across the disk are calculated by assuming
that ambient noise is normally distributed with standard deviations of ± 1 ms and ± 0.1,
respectively (Figure 3.6d and e). Levels of ambient noise were chosen to match those en-
countered in time-lapse seismic surveys from the Sleipner field. Finally, β is plotted as a
function of A3 which reveals the expected trend (Figure 3.6f).
3.5.1 Inverse Model
The challenge is to use this distribution of synthetic measurements and their associated
uncertainties to estimate the radial variation of thickness across the original disk. Since there
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Figure 3.6: Forward model. (a) Circular patch of CO2-filled layer (10 m thick at centre).
(b) Synthetic vertical seismic image through centre of patch. (c) Details of seismic image
showing travel-time anomaly (red) and reflection amplitude (blue). (d) Travel-time anomaly
for region of patch with added random noise chosen from normal distribution with standard
deviation of ± 1 ms. (e) Reflection amplitude for region of patch with added random
noise chosen from normal distribution with standard deviation of ± 0.1. (f) Density plot of
travel-time anomaly as function of amplitude (error bars indicative of uncertainties).
are only three independent parameters, (i.e. fp, A1, Ar), a pragmatic method for solving this
inverse problem is by parameter sweep. Travel-time anomaly and amplitude measurements
are scaled by their respective uncertainties and a misfit function, M , is defined as a measure
of the difference between the observed variation of β with A3 and a calculated model. Here,
M is given by
M =
√√√√ 1
N
N∑
i=1
[(
Ao3,i − Ac3,i
σA3,i
)2
+
(
βoi − βci
σβi
)2]
, (3.3)
where i refers to each individual data point, N is the number of data points, Ao3 and β
o
are the observed amplitude and travel-time anomaly measurements, Ac3 and β
c are their
calculated values, and σA3 and σβ are uncorrelated uncertainties. The variation of M as
a function of fp, A1 and Ar is shown in three orthogonal slices (Figure 3.7). These slices
demonstrate that A1 and Ar trade off positively against each other. Noise in the travel-time
L. R. Cowton, Ph.D. Dissertation
Measuring the Thickness of a CO2-filled Layer 53
Figure 3.7: Misfit plots for Ar, A1 and fp for synthetic dataset with σβ = 1 ms
and σA3 = 0.1. Orthogonal slices through misfit function used to identify optimal values of
Ar, A1 and fp. Red cross = loci of global minimum found by grid search, where Ar = −0.81,
A1 = −2.53 and fp = 30.9. Black cross = loci of forward model parameters, where Ar =
−0.8, A1 = −2.5 and fp = 30.
anomaly means that the misfit minimum constraining frequency is relatively shallow.
Once the global minimum of the misfit function has been identified by parameter sweep, the
way in which layer thickness varies as a function of β and A3 can be determined (Figure 3.8a).
Note that the maximum value of layer thickness can be fixed in order to improve the fit when
ambient noise levels are high. In this synthetic test, a maximum value of 10 m was found by
iteratively fitting the observations until a calculated distribution was identified that honours
the distribution of observations without the risk of over-estimating thickness values. Limiting
the maximum measurable thickness in this way means that in some regions thickness could
be under-estimated. A significant advantage is that it sidesteps any remaining ambiguity in
the vicinity of the tuning thickness when ambient noise levels are high.
The best-fitting model is used to translate individual measurements of both amplitude, A3,
and travel-time anomaly, β, into layer thicknesses. In the complete absence of ambient noise,
this translation is accurate and recovery of layer thicknesses is perfect, even for thicknesses
that exceed the tuning thickness. If realistic levels of ambient noise are included, the original
parameters are recovered to a high accuracy (i.e. < 5 % of the original values, Figure 3.9).
The difference between the original and recovered disks is small (Figure 3.6a and 3.8b).
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Figure 3.8: Inverse model. (a) Travel-time anomaly as function of amplitude scaled by
their respective uncertainties (error bars indicative of uncertainties). Colour scale indicates
measured layer thickness. Black line = relationship used to generate forward model; red line
= best-fit relationship determined by grid search of misfit function. (b) Thickness of CO2-
filled layer for region of patch determined using inverse model. (c) Measurement uncertainty
against measured layer thickness (one standard deviation).
These synthetic tests are used to calculate the uncertainty associated with the measurement
of a particular thickness. Estimating the measurement uncertainty of a particular thickness
is achieved by comparing the ‘true’ starting model thickness and recovered model thickness.
A histogram is constructed showing the absolute difference between all grid squares mea-
sured at a particular thickness and the true thickness of these grid squares. The uncertainty
for a measurement of that thickness is then chosen as the distance from 0 m absolute differ-
ence that encompasses 67 % of the data points in the histogram. Including uncertainties in
the velocity of seismic waves through CO2 saturated sandstone, these results suggest that
calculated thicknesses have an uncertainty of less than ± 0.6 m between 1 m and 6 m (Fig-
ure 3.8c). Above 6 m, this uncertainty increases as values of A3 and β become less sensitive
to layer thickness.
To test how well the inversion recovers the starting parameters for different levels of ambi-
ent noise a grid search over noise levels in travel-time anomaly, σβ, and amplitude, σA3 , is
performed (Figure 3.9). For each combination of σβ and σA3 , the synthetic data is inverted
to recover the starting parameters. To improve computational efficiency, this inversion is
performed using Powell’s minimisation scheme (Powell, 1964; Press, 2007). This scheme was
chosen because it can efficiently find the minimum of a misfit function without the need to
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Figure 3.9: Fractional uncertainty of parameter recovery as a function of noise
in travel-time anomaly and amplitude. Recovery uncertainty for (a) A1, (b) AR and
(c) frequency. Circle = estimated noise level from 2010; square = 2008; triangle = 2006.
calculate gradients of the functions.
Each inversion was performed four times, and the mean recovered parameter for each level
of ambient noise was calculated. The offset from these starting parameters is reported as
a fractional uncertainty on the starting parameters. For an idealised time-lapse seismic
reflection survey with no noise, the starting parameters are recovered perfectly. As noise
levels increase for both amplitude and travel-time anomaly, some uncertainty is present in
the recovery of the starting parameters. For levels of noise similar to those found in the
Sleipner time-lapse seismic reflection surveys, parameters are recovered to within 5 % of
their initial values. It can be seen that frequency is more sensitive to noise than either A1
or AR. However, the uncertainty in the recovery of these parameters is much smaller than
that from calculating the reflectivity using estimated values of density and velocity of seismic
waves in CO2-saturated sandstone.
In these synthetic examples, the uncertainty in recovering the parameters is observed to
be systematic. However, due to small differences between the synthetic and real examples
(e.g. in data distribution), these uncertainties are not used to ‘correct’ the recovered parame-
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ters found when inverting real amplitude and travel-time anomalies. The error in recovering
parameters is taken into account in the uncertainty in measured thickness.
3.5.2 Application
This inverse modelling strategy is applied to the time-lapse seismic surveys acquired over
the CO2 plume at the Sleipner field. These seismic reflection surveys are an ideal data set
to test this method, as the data has been processed to be comparable between the pre- and
post-injection surveys, both in terms of the TWTT and amplitudes. This comparability
has been achieved by processing the baseline survey in conjunction with each post-injection
survey by following the same processing sequence (Section 2.3.2).
The first step in this analysis involves determining the travel-time anomaly and amplitude
measurements. To measure the time anomaly produced by the presence of CO2 ponding
beneath the caprock, the caprock reflection (i.e. the boundary between the Nordland Group
and the Utsira Formation) is picked on all post-injection surveys and the relevant version
of the processed pre-injection survey (Figure 3.10). These picked horizons are smoothed
using a median filter that suppresses ambient noise while preserving sharp gradients at the
edges of the CO2 plume (Hall, 2007). Mapping of both pre- and post-injection surveys for
all years shows that, where CO2 is present, travel time to the caprock-reservoir contact can
be accurately identified and its relative change measured by differencing the TWTT to this
horizon for each survey (Figure 3.11h-n). A systematic shallowing of the reflective boundary
occurs where CO2 is present in all surveys. In the region surrounding the CO2 plume, there
should be no difference between surveys aside from minor variations in seismic acquisition and
processing strategies. However, small differences do occur, which suggests that random noise
is present. Analysis of this surrounding region shows that this noise follows an approximately
normal distribution with a standard deviation of ∼ 0.95 ms (Figure 3.12). The mean value
of this noise is approximately zero (0.04 ms in 2010) suggesting that systematic noise is
negligible in these measurements. Sections that have been identified as being affected by
overlying gas pockets in the overburden have been cropped out due to uncertainty in the
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picking of the reflections in these regions (Figure 3.11).
The amplitude of these reflections is also extracted from the seismic reflection data (Fig-
ure 3.11a-g). In the region surrounding the CO2 plume, the range of amplitude values is
normally distributed with a standard deviation of 0.09 (Figure 3.12). This variation prob-
ably arises from a combination of small changes in lithology, measurement uncertainty and
minor differences in acquisition and processing strategies.
Crucially, uncertainties in travel-time anomaly and amplitude measurements do not co-vary
(Figure 3.13). The R2 value for the best fit line for this data is 1 × 10−5, indicating that
there is no spatial correlation between uncertainty in amplitude and uncertainty in travel-
time anomaly measurements. Travel-time anomaly is plotted as a function of amplitude,
revealing the anticipated trend for all years (Figure 3.14a-g).
In the second step of this method, travel-time anomaly and amplitude measurements are
fitted using a parameter sweep in fp-A1-Ar space (Figure 3.15). A global minimum is found
at fp = 29.4 Hz, A1 = −2.54 and Ar = −0.84. The value of fp is consistent with an
estimated frequency content of 30 Hz for the 2010 seismic survey (Furre & Eiken, 2014).
Calculated values of δ are converted into thicknesses using the estimated acoustic velocity
of CO2-saturated sandstone, vCO2 = 1428 m s
−1.
Finally, limiting the maximum measurable thickness to 10 m yields satisfactory results for
2010 and 2008. For 2006 the maximum thickness was limited to 8 m. Due to the modest
planform areas and layer thicknesses, this inverse approach worked less well for the 1999,
2001, 2002 and 2004 surveys. For these surveys the fitted parameters for the 2006 survey
were used. These parameters were chosen because the 2001 and 2004 surveys were pro-
cessed in conjunction with the 2006 survey, and so the frequency content and amplitudes of
these surveys are likely to be more comparable. While the 2002 and 1999 surveys were not
processed in conjunction with the 2006 survey, the distribution of travel-time anomaly and
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Figure 3.12: Histograms showing scatter in amplitude and time anomaly measurements
around CO2 plume.
Figure 3.13: Correlation between travel-time anomaly and amplitude uncer-
tainty. Red line shows best fit. R2 = 1 × 10−5.
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Figure 3.15: Misfit plots for Ar, A1 and fp for 2010. Orthogonal slices through misfit
function used to identify optimal values of Ar, A1 and fp. Red cross = loci of global minimum
found by grid search, where Ar = −0.84, A1 = −2.54 and fp = 29.4.
amplitude measurements suggests that the data is appropriately comparable. This approxi-
mation does not significantly affect the principal conclusions presented here.
For these surveys, it is apparent that limiting the maximum thickness has removed any poten-
tial ambiguity if the thickness were to be determined solely using amplitude measurements.
However, it is important to emphasize that, without using travel-time anomaly measurements
in conjunction with amplitude measurements, an absence of ambiguity in amplitude values
could not be discerned. Use of travel time anomalies also permits accurate fitting of fp, A1
and Ar, improves resolution at the edge of the plume, and enables uncertainties to be gauged.
This limitation of 10 m for 2010 is consistent with the maximum thickness found by direct
measurement of the separation of reflections from the upper and lower boundaries of the
CO2-filled layer imaged on the 2010 broadband survey (Figure 3.3; Furre & Eiken, 2014).
3.5.3 Results
The resultant distribution of thickness estimates shown in Figure 3.14h-n is then used to
generate a planform map of CO2-filled layer thickness (Figure 3.16). Calculated planform
distributions show that the CO2-filled layer thickens and grows rapidly along a north-south
axis. The spatial distribution of thicker patches of CO2 is consistent between surveys and
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spatially coheres with the shape of the caprock-reservoir contact. The CO2-filled layer ev-
idently thins towards the edge of the plume. This edge of the CO2 plume is relatively
accurately resolved since changes in travel-time are very sensitive to thicknesses of less than
∼2 m. In contrast, using amplitude measurements alone is less sensitive to tapering edges of
thin layers. Discontinuous regions of plume thickness are generally rare and mostly occur in
later surveys when layer thicknesses exceed 6 m. Synthetic tests show that they are caused
by greater degrees of uncertainty in the vicinity of the tuning thickness, where thickness is
more sensitive to minor changes in A3, β and noise in the data.
These inverse modelling results can be tested against the 2010 (broadband) seismic survey
(Figure 3.17). Mapping of the broadband survey shows that clear separation of reflections is
mostly confined to the central portion of the CO2-filled layer on the broadband survey (Figure
3.17a). When the inverse modelling results and direct mapping are compared in this central
portion, it is evident that inverse modelling yields slightly lower than expected thickness
estimates (Figure 3.17c-d). However, in this region, the uncertainty associated with using the
inverse method to measure layer thickness increases towards ∼1 m. Away from this central
portion, estimates of thickness using reflection separation become either not possible to make
or highly uncertain, making comparison between these methods difficult. Uncertainties for
both of these methods are shown in Figure 3.17e. Note that the uncertainties shown in this
figure do not account for uncertainty in the velocity of CO2-saturated sandstone since this
uncertainty affects both of these methods equally. It is evident from this comparison that
even broadband surveys are still limited in their ability to constrain the thickness of this
CO2 layer. Methods such as the one developed in this chapter will continue to be useful for
constraining thickness even with improved seismic reflection technology.
The results presented here compare favourably with previous attempts to constrain the thick-
ness of Layer 9 at the Sleipner field. Other studies that exploit amplitude measurements
have yielded broadly similar results, but the methods used have not permitted the uncer-
tainties associated with these measurements to be quantified (Kiær, 2015; Chadwick et al.,
2005). These results also imply that thickness maps generated using the observed pushdown
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Figure 3.17: Comparison between inverse modelling and results of broadband
survey. (a) Isopach map of CO2 distribution within Layer 9 obtained using separation of
reflective horizons on 2010 (broadband) survey. Dashed line = observed edge of amplitude
anomaly. (b) Isopach map CO2 thickness map for Layer 9 obtained using inverse modelling.
(c) Difference in measured thickness between (a) and (b). Dotted line = region within
which visible reflection separation occurs. (d) Density plot showing comparison of thickness
estimates based upon inverse modelling and broadband measurements. (e) Uncertainties in
broadband measurements (dashed line) and inverse model (solid line). Uncertainties do not
include uncertainty in seismic wave velocity as this affects both measurement methods.
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of Layer 8 are excessively thick (Furre et al., 2015). This discrepancy could be accounted
for by including diffuse and patchy saturation of CO2 between Layers 8 and 9, which would
tend to increase pushdown without requiring a thickness change of the more highly saturated
layer.
3.6 Fluid Dynamical Implications
3.6.1 Volumetric Estimates
The inverse modelling results are used to calculate the volume of CO2 trapped within Layer 9
of the Utsira Formation as a function of time (Figure 3.18). In this calculation I assume that
the sandstone of Layer 9 has a porosity of 0.37 and a uniform CO2 saturation of 0.8 (Arts
et al., 2004; Chadwick et al., 2004a; Bickle et al., 2007). Uncertainty estimates are gauged
by running synthetic models that replicate ambient noise levels within the different seismic
surveys and do not account for uncertainty in either porosity or saturation.
The volume of CO2 into Layer 9 increases with time and can be fitted using a function of
the form
V = C(t− t0)n, (3.4)
where V is the volume of CO2 given in m
3, t is time given in years, C = 9500 ± 5700 m3 yr−n,
t0 = 1998.1 ± 0.5 yr and n = 2.1 ± 0.2. These results are approximately consistent with a
linearly increasing flux, Q =(20000 ± 12000)t1.1 m3 yr−1. Using this relationship, the volume
of CO2 trapped inside Layer 9 by 2012 (the year of the next time-lapse seismic reflection
survey) is predicted to be approximately 2.4×106 m3. Equation (3.4) implies that super-
critical CO2 took ∼ 1.4 ± 0.5 years to reach the top layer, following initiation of injection.
Assuming a density of 690 kg m−3, the volume of CO2 residing in Layer 9 in 2010 equates to
about 12 % of the total injected mass of CO2 (Williams & Chadwick, 2012). Between 2008
and 2010, an amount equivalent to ∼23 % of the injected CO2 entered Layer 9, suggesting
that a significant volume of CO2 from the lower layers is migrating to the top of the reservoir.
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Figure 3.18: Volume estimates. Calculated volume of CO2 based upon inverse modelling
as function of calendar year for porosity of 0.37 and saturation of 0.8. Circles with error
bars = estimates and their uncertainties; dashed line = best-fitting relationship using V =
C
(
(t−t0)
year
)n
where C = 9500 ± 5700 m3, t0 = 1998.1 ± 0.5 yr and n = 2.1 ± 0.2.
CO2 injection at the base of the Utsira Formation has been approximately constant since
initiation of the Sleipner Project in 1996 (Figure 2.2; Chadwick & Noy, 2015). Measure-
ment of the areal extent of CO2 trapped within each of the lower CO2-filled layers suggest
that some of these layers may have ceased growing (Figure 2.16; Boait et al., 2012). This
observation suggests that the flux of CO2 out of some layers is equal to that entering from
below. New leakage pathways through the Utsira Formation may be generated as a given
layer expands, causing the leakage flux from a given layer to increase with time. These
putative pathways could account for the proposed balance between input and leakage flux
for lower layers. An important corollary is that the flux into upper layers should increase
with time. Since there is no seismic evidence that CO2 is migrating out of Layer 9, it is an-
ticipated that the flux of CO2 into this layer will continue to grow. These general inferences
are consistent with modelling of CO2 migration in layered strata (Neufeld & Huppert, 2009).
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3.6.2 Topographic Controls and Migration Pathways
The topography of the caprock, together with thickness of the CO2-filled layer, permit the
response of the flow of CO2 to topographic relief to be analysed. Figure 3.19a shows a cross-
section from the storage reservoir, which illustrates how Layer 9 has progressively filled.
Uncertainty in converting travel time to depth means the shape of the structural trap is not
precisely known. Differencing the reflection from this horizon picked on the baseline and
post-injection surveys suggests that random noise with a standard deviation of ∼1 ms is
present in these measurements, which translates into an uncertainty of ∼1 m. Uncertainty
in the stacking velocity used during seismic processing indicates that this value could be
higher. Here, topographic relief has been smoothed using a median filter and interpolated
using a continuous spline in tension (Smith & Wessel, 1990).
The bulk of the CO2 is flowing buoyantly up slope and filling the dome-shaped trap. This
observation suggests that topographic relief plays a significant role in controlling the shape
of the top of the CO2 plume. For the 1999 survey, the planform of CO2 distribution suggests
that a patch of CO2 exists away from the main part of the dome-shaped trap. This isolated
patch can be accounted for if CO2 migrates vertically from a lower layer at this location.
This migration may have been facilitated by the presence of a prominent vertical chimney,
SC1, observed on seismic reflection profiles (Figure 3.19b-c). This chimney was discussed as
a possible pathway for CO2 migration through the whole reservoir in Section 2.5.2. A smaller
chimney, SC2, is visible further up-dip which may also have affected CO2 flow to a lesser
extent by generating an anomalously thick zone of CO2. Low amplitude features such as
these ones are commonly interpreted to be near-vertical gas migration pathways (Chadwick
et al., 2004a).
3.7 Summary
In this chapter, I present an inverse method for estimating the three-dimensional distribution
of CO2 within seismically imaged storage reservoirs as a function of time using a combination
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Figure 3.19: Vertically exaggerated cross-section through Layer 9. (a) Coloured
lines = depth to base of Layer 9 through time where colour and thickness indicate year of
seismic survey acquisition and 1σ uncertainty, respectively (overburden velocity of 2150 m s−1
was assumed ; Zweigel et al., 2004); black line = top of reservoir; vertical arrows = loci of
possible seismic chimneys; C = caprock; R = reservoir; inset shows location of cross-section.
Note that the 2002 survey is omitted for clarity. (b) Coincident seismic profile from 2010
(broadband survey). Red/blue = positive/negative amplitudes. (c) Interpretation of (b)
(see Figure 2.7 for colour scheme). Numbered black lines capping white patches = selected
CO2-filled layers; vertical arrows = loci of possible seismic chimneys.
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of travel-time anomaly and reflection amplitude measurements. An important advantage of
a combined approach is that a priori knowledge about the impedance of the thin layer in
question is not required. The validity and robustness of this method was carefully tested
using forward and inverse modelling of synthetic datasets. In the absence of ambient noise,
layer thickness can be resolved without ambiguity. For typically observed levels of ambient
noise, it has been shown that the technique can resolve layer thicknesses in the range of
1–6 m with a vertical resolution of ± 0.6 m.
This method was applied to the CO2 storage reservoir at the Sleipner project. The planform
of thickness variation for Layer 9 at the top of the reservoir was calculated. This planform
was checked by comparing the 2010 time-lapse and broadband surveys. In regions where a
direct seismic measurement of layer thickness can be made, there is satisfactory agreement
between both approaches within the bounds of uncertainty.
These results can be used to calculate the volume of CO2 within Layer 9 as a function of
time. Volume increases with time at a growing rate, which indicates that CO2 is migrating
out of the lower part of the reservoir at an increasing rate. Migration is probably facilitated
by initiation of new pathways through intermediate shale layers or by changes in the flow
capabilities of existing pathways. By comparing patterns of layer growth with appropriate
cross-sections from the 2010 broadband survey, it seems likely that sub-vertical chimney
structures play a significant role in the upward migration of dense-phase CO2.
These thickness and volume estimates provide a new benchmark against which analytical
and numerical fluid dynamical models can be tested. In the next chapter, I develop and test
a reservoir simulator using the thickness maps presented here as a benchmark. Using this
simulator, I infer the reservoir properties of the aquifer Layer 9 and discuss the ability of
reservoir simulators such as these to predict the future flow of CO2 within the reservoir.
L. R. Cowton, Ph.D. Dissertation
Chapter 4
Modelling CO2 Flow in Layer 9
4.1 Introduction
Numerical flow simulations are an important part of site selection and hazard assessment
for future carbon storage reservoirs. It is therefore crucial that observations from existing
carbon storage sites are used to test and improve these numerical simulations. Modelling
of CO2 flow within these reservoirs is challenging due to the long time and length scales
involved in carbon capture and storage projects. Potential storage reservoirs may also have
complex geometries and geological heterogeneities that affect parameters such as permeabil-
ity. When simulating CO2 flow it is important to understand which parameters are essential
to model, and on what length scales geological heterogeneities become significant. In this
chapter, I develop and implement a simple reservoir simulator and geological reservoir model
that enables a good match to be found to the observed CO2 distribution in Layer 9 at the
Sleipner field.
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The seven post-injection seismic reflection surveys acquired over the CO2 reservoir have pro-
vided unique insight into the movement of CO2 through porous media on a field scale. The
spatial and temporal pattern of CO2 thickness in Layer 9 has been carefully mapped on each
time-lapse survey (see Chapter 3). These seven snapshots of the CO2 distribution in this
layer provide an important testing ground for reservoir simulators. By matching the results
of numerical models to the observed CO2 distribution in Layer 9 in three-dimensions, the
physical processes that control CO2 flow can be examined.
Previous attempts to model CO2 flow in Layer 9 have used commercial flow simulation pack-
ages (e.g. GEM and ECLIPSE), or free numerical modelling software (e.g. TOUGH2). These
packages typically solve Darcy’s law for flow in porous media on a three-dimensional grid.
They are capable of simulating the flow of CO2 through complex geological reservoir models.
However, when modelling CO2 flow in a CCS context, these simulations are required to be
run over large length scales (of order km) and time scales (of order tens of years). Due to
the computational expense of running these commercial models on such large scales, spatial
resolution is often compromised to reduce running time.
A previous lack of accurate estimates of the thickness of CO2 in Layer 9 has meant that mod-
elling attempts have focussed primarily on matching the seismically observed areal planform.
The modelled thickness of the CO2 layer, and the information about flow dynamics that can
be gleaned from it, is therefore often neglected. Despite the number of attempts and variety
of software packages used, an accurate match to the spatial and temporal distribution of
CO2 in Layer 9 has not yet been produced using a conventional, three-dimensional reservoir
simulator.
Here, I develop a simplified numerical reservoir simulator based on a vertically-integrated,
sharp-interface model for gravity currents. The vertically-integrated nature of this simulator
reduces the number of dimensions that the governing equations need to be solved over from
three to two. Using this new simulator, the underlying physics of CO2 flow through the
reservoir at the Sleipner field, and the properties of this reservoir, are investigated.
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In this chapter, I first describe the assumptions associated with the model, and discuss an-
alytical solutions to the governing equations in two and three dimensions. A flow reservoir
simulator is then developed using a finite difference approach. This numerical simulator is
benchmarked against analytical solutions to check the stability and accuracy of the model.
Once the accuracy of the simulator has been verified, it is used to model the flow of CO2 in
Layer 9 using values for the reservoir and fluid properties taken from literature. While the
shape of the plume is generally recognisable in this simulation, this combination of reservoir
and fluid properties does not permit the rapid migration of CO2 along the north striking
ridge. The flow model is then inverted to find the simplest set of reservoir properties present
in Layer 9 that minimises the difference between the observed and modelled CO2 distri-
bution. Good agreement between the observed and modelled CO2 distribution is attained
when using a reservoir model with a high permeability channel, the existence of which is
supported by seismic analysis. Finally, the future flow of CO2 through Layer 9 is forecast.
4.2 Previous Work
Matching the unusual spatial distribution of CO2 in Layer 9, and in particular the rapid
migration rate of CO2 along the north-striking ridge, has proved a difficult challenge for
reservoir simulators. Previous simulations of CO2 flow in Layer 9 can be divided into two
major categories: invasion percolation and Darcy flow simulators. Invasion percolation mod-
els are applicable when capillary forces dominate over dynamic pressure (Cavanagh, 2013).
These models assume a steady-state equilibrium between capillary forces and buoyancy, and
therefore lack any inherent time-dependence (Oldenburg et al., 2016). The model compares
all neighbouring and available pore throats and selects the throat that offers the least resis-
tance to displacing ambient fluid with invading CO2. In this model, time is determined by
the volume of CO2 in the reservoir. Invasion percolation models have been used to simu-
late the flow of CO2 in Layer 9 by Cavanagh (2013). The rapid migration of CO2 along the
north-striking ridge is predicted by this model, but otherwise it provides a poor match to the
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observed planform. The lack of intrinsic time dependence in this model is also a significant
shortcoming to this approach.
Modelling software such as GEM, ECLIPSE or TOUGH2 solve for Darcy’s law over a three
dimensional domain. In this case, flow is driven by pressure gradients associated with the
injection of CO2 into the reservoir and buoyancy. Resistance to flow is provided by frictional
forces from solid grains, the magnitude of which is determined by the estimated permeability
of the rock. Darcy flow simulators are generally computationally expensive due to the large
number of parameters. As such, grid sizes tend to be large (of order ∼ 50 × 50 m) to
reduce computation time, which has the effect of under-resolving key inputs such as caprock
topography (Oldenburg et al., 2016).
Chadwick & Noy (2010) modelled the flow of CO2 in Layer 9 using TOUGH2 Darcy flow
simulator assuming an isotropic permeability of 3 D (1 D ≈ 1 × 10−12 m2), but found that
the CO2 did not migrate away from the injection point quickly enough (Pruess, 1991). The
resultant planform of the CO2 layer was effectively radial. The match between the seismi-
cally observed planform and the modelling result was improved by invoking an anisotropic
permeability such that the N-S permeability was 10 D and E-W permeability was 3 D.
However, this adaptation still did not match the full migration rate along the north-striking
topographic ridge. Chadwick & Noy (2010) also tested an idealised caprock topography to
see if the mismatch in migration rate along the ridge could be accounted for by uncertainty
in the reservoir geometry, but found that while the fit was improved, the inferred reservoir
geometry was highly unlikely.
Similar modelling results were attained by Zhu et al. (2015) using GEM and TOUGH2, in
which an anisotropic permeability of 10/2 D was invoked to improve the match between ob-
served and calculated planforms. These authors also noted that some discrepancy between
observed and modelled planforms could be due to topographic uncertainties, although this
could also be attributed to under-resolved caprock topography due to large grid sizes in the
model.
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Figure 4.1: History matching flow model for 2008 adapted from Cavanagh &
Nazarian (2014). (a) Red line = outline of flow simulation produced using black oil
simulator with upscaled Corey relative permeability for 2008. Black line = observed outline
of plume in 2008. (b) Red line = outline of flow simulation after injection is stopped in
2008 and the model is run to 2098 to allow CO2 to approach equilibrium. Black line same
as above.
Cavanagh (2013) used a black oil simulator adapted for CO2 flow to model CO2 flow in
Layer 9, the advantage of which is that the dissolution of CO2 in the brine can also be
modelled. The relative permeability models tested in this study provide a poor fit to the
observed planforms in the correct time frame. However, the author noticed that if injection of
CO2 was halted at a particular time step and the model was left running for ∼ 100 years, the
planform of the CO2 layer eventually matched the observed planform (Figure 4.1). Leaving
the model to run for a significant period of time with no further injection permits the over-
pressure associated with injection to dissipate, and the CO2 to spread under buoyancy alone.
This interesting long-term behaviour suggests that flow in Layer 9 is perhaps driven primarily
by buoyancy, not injection pressure.
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Figure 4.2: History matching flow model using high permeability channel
adapted from Williams & Chadwick (2017). Red line = outline of flow simulations
shown for (a) 2001, (b) 2006 and (c) 2008. Flow simulations produced using ECLIPSE 100.
Black polygon shows CO2-water contact observed on seismic data.
A recent model by Williams & Chadwick (2017) suggests that a high permeability channel
may be present in the section of the reservoir in which the Layer 9 plume spreads (Figure 4.2;
Zweigel et al., 2004). Williams & Chadwick (2017) used an ECLIPSE 100 simulator with a
channel permeability of 8 D, and a bulk reservoir permeability of 3 D. This simulation
produced a better match to the observed planform for most of the plume, but still did not
match the full rate of migration along the ridge. The existence of channels in the Utsira
Formation is also suggested by Gregersen (1998).
Darcy’s law is the basis for a significant number of analytical models describing the flow of
CO2 through porous media. Bear (1972) derived one of the first sharp-interface, vertical-
equilibrium gravity current models that accounted for slope of the aquifer and proximity
of the upper and lower bounding low-permeability horizons. Subsequently, analytical solu-
tions have been derived for gravity currents in a variety of simple geometries. For example,
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Huppert & Woods (1995) analytically, numerically and experimentally studied unconfined
two-dimensional gravity currents on slopes, as well as exchange flows between aquifers where
the flow spans the space between the upper and lower impermeable boundaries (i.e. confined
flow). They found that the flow of an injected fluid on a slope would initially be dominated
by gravitational slumping of the current, before advection of the fluid up-slope begins to
dominate. Lyle et al. (2005) used a similar approach to find analytical solutions to the
problem of a radial unconfined gravity current on a horizontal boundary, while the radial
confined solution was provided by Nordbotten & Celia (2006).
Analytical solutions have also been found for the problem of a three-dimensional, uncon-
fined gravity current on a slope (Vella & Huppert, 2006). These authors suggest that, for
parameters representative of the Utsira Formation, the effect of caprock topography on CO2
flow in Layer 9 would be felt between 0.03 and 14.2 years after flow initiated, depending on
reservoir and fluid properties such as permeability and viscosity. This suggested time scale
indicates that advection due to gradients in the caprock is likely to be a major driving force
for the migration of CO2 over the time period observed by the time-lapse seismic reflection
surveys. Pegler et al. (2013) re-evaluated this estimate and suggested that this transition
time scale was likely to be considerably longer (of order 100 years), and that the flow would
therefore be dominated by gravitational slumping and pressure due to injection. However,
topographic gradients present in the Layer 9 caprock were significantly underestimated in
this analysis, resulting in a significant overestimate of the transition time between gravita-
tional slumping and advection along caprock topography. The effect of capillary forces on
gravity currents has also been discussed analytically and experimentally but the impact on
fluid flow was found to be relatively minor (Golding et al., 2011).
In the past few years, there has been a drive to increase efficiency of computation for mod-
elling CO2 storage over long time and length scales, leading to the increased development
of vertical-equilibrium reservoir simulators (Liu et al., 2010; Nilsen et al., 2016a). This
breed of reservoir simulator exploits the large body of work on vertical-equilibrium mod-
els, and applies it to geologically realistic settings for which analytical solutions cannot be
L.R. Cowton, Ph.D. Dissertation
78 Modelling CO2 Flow in Layer 9
found. Since these simulators use a vertically-integrated formulation, the flow of CO2 may
be solved on a two-dimensional grid, increasing computational efficiency significantly. For
example, Bandilla et al. (2014) report running times of 12 minutes on a single core for their
vertical-equilibrium model when simulating CO2 flow in Layer 9, compared to several hours
on 100 cores for a TOUGH2 simulation using the same input parameters. Comparative stud-
ies between vertical equilibrium models and more conventional three-dimensional Darcy flow
simulators have shown that these simulators achieve very similar results (Nilsen et al., 2011;
Bandilla et al., 2014). However, the problem of matching the observed spreading rates has
not been resolved simply due to a new formulation of the governing equations. Nevertheless,
the speed of computation has opened up new possibilities to investigate uncertainties in the
input parameters for these models by inversion.
Nilsen et al. (2017) used the adjoint method to invert for the caprock topography, perme-
ability, CO2 density, porosity and injection rates to produce an excellent match to estimated
plume thickness measurements from 2001, 2004, 2006 and 2010 (Chadwick & Noy, 2010;
Furre & Eiken, 2014). This work shows that uncertainties in input parameters are likely to
be responsible for the failure of previous simulations to match the observed spreading rate.
In this study, each input parameter was given equal weight in the misfit function, producing
a non-unique set of parameters that enable a good match to the spreading plume. While
inversions such as this can clearly produce an accurate match to the data, no constraint
is placed on whether the recovered model is geologically reasonable. The results therefore
provide only a partially satisfactory explanation of the spreading planform of the plume.
Uncertainties in the measured thicknesses, and the fact that different methods were used to
estimate the thickness in 2010 and the other years, are also not accounted for clearly in this
study.
The reservoir simulator developed in this chapter follows a similar approach to the vertical-
equilibrium models described above. A combination of detailed seismic analysis and reservoir
simulation is then used to find a geologically informed reservoir model that can produce a
good match between measured and modelled CO2 spreading.
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4.3 Modelling Strategy
The flow simulator described here models the flow of CO2 through a saturated porous media
as a buoyancy-driven gravity current. A key feature of these currents is that they have
much greater lateral extent than thickness. This aspect ratio is also observed in the CO2
layers at Sleipner, where the layers are on the order of one hundred times greater in their
lateral extent than thickness. Many studies have also shown experimentally that the flow
of a density-driven invading fluid through porous media is accurately described by gravity
currents (e.g. Huppert & Woods, 1995; Lyle et al., 2005; Golding et al., 2011). The governing
equation for gravity currents is vertically integrated meaning changes in reservoir properties
in the vertical direction are neglected. However, detailed information concerning the vari-
ation of reservoir properties on the metre scale in the vertical direction is not available at
Sleipner in the region occupied by Layer 9 so this assumption does not limit the conclusions
presented here.
An important consideration in modelling CO2 flow through porous media is whether the
reservoir is confined or unconfined. An aquifer is considered to be unconfined if the flow of
the ambient water may be neglected, often when the thickness of the aquifer is much greater
than the thickness of the intruding fluid. Pegler et al. (2014) found that in a horizontally
confined aquifer, confinement may be neglected provided that
h µc
µa
Ha, (4.1)
where h is the thickness of the CO2-saturated layer, Ha is the thickness of the aquifer, µa is
the viscosity of the ambient water and µc is the viscosity of the CO2.
The thickness of the uppermost part of the Utsira Formation that contains Layer 9, known
as the Sand Wedge, is shown in Figure 4.3. The Sand Wedge is bounded on its top surface
by the caprock for the Utsira Formation and on its base by a 5 m thick shale layer. The
aquifer is estimated to be around 20 m thick, increasing to 30 m where the CO2 is thickest
(Williams & Chadwick, 2017). Using a viscosity ratio of µc/µa ' 0.1 suggests that where the
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plume is thinner than 2-3 m the CO2 layer behaves as an unconfined current, encompassing
most of the plume at early times and the nose of the current at all times. However, this
formulation is for a two-dimensional aquifer (i.e. x, z) and does not account for topographic
gradients in the caprock. These important caveats mean that it is likely that the current can
be much thicker and still be considered to be effectively unconfined. Another consideration
is that Layer 9 is separated from the injection point at the base of the reservoir by eight thin
shale baffles which are thought to be up to 5 m in thickness. The presence of these baffles
means that Layer 9 can be considered to be isolated from the increased pressure caused by
CO2 injection that may affect some of the lower layers. Here, I therefore make the simplify-
ing assumption that the current is unconfined at all times. A vertically integrated reservoir
simulator that can account for changes in confinement of the reservoir is an area for further
research.
The dominant driving forces considered in this model are therefore buoyancy-driven spread-
ing of CO2 away from regions where the CO2 is thickest and advection due to gradients in the
caprock topography. While this model assumes an unconfined aquifer, the confined aquifer
case is important in many other CCS sites. Thus, Chapter 5 is devoted to providing the
building blocks for incorporating the forces associated with confinement into this numerical
model.
In this simplified model, capillary forces are also neglected and I consider only the sharp-
interface gravity current problem. While this assumption is an obvious simplification of the
governing physics, estimates of the vertical CO2 saturation profile within these thin layers
from centrifuge experiments on core material from the Utsira Formation suggest that the
capillary transition zone at the base of the CO2 layer is approximately 1 m thick (Figure 2.12;
Chadwick et al., 2004a). Comparisons between models that account for capillarity and sharp
interface models suggest that capillary forces can be neglected when using vertically inte-
grated simulations (Bandilla et al., 2014). Analytical and experimental results also suggest
that the rate of migration of the plume is not significantly affected by capillary forces dur-
ing the injection phase, and so their effects are neglected here (Golding et al., 2011). The
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Figure 4.3: Thickness of the Sand Wedge. Sand Wedge is the uppermost part of the
reservoir and the region within which Layer 9 is found. Dashed box shows extent of region
used in reservoir simulations.
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Figure 4.4: Three dimensional gravity current on a slope. Bold line = caprock, thin
line = base of gravity current
following model therefore describes the flow of a single phase gravity current on a slope in
an unconfined aquifer.
4.3.1 A Gravity Current on a Slope
Fluid flow in porous media is governed by Darcy’s law which balances the driving forces
(pressure gradients and buoyancy) with viscous drag at the pore scale,
φu˜ = u = −k
µ
(∇p+ ρgzˆ) , (4.2)
where φ is the porosity, u˜ is the interstitial fluid velocity, u = (u, v, w) is the Darcy velocity or
fluid flux, k is the permeability, µ the viscosity, ∇p =
(
∂p
∂x
,
∂p
∂y
,
∂p
∂z
)
the pressure gradient,
ρ is the density of the injected fluid, g is gravitational acceleration and zˆ is a unit vector in
the vertical direction (Figure 4.4).
The CO2 is assumed to be incompressible, hence mass conservation requires that
∇ · u = ∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0. (4.3)
A key assumption in the formulation of gravity currents is that the lateral extent of the flow
L. R. Cowton, Ph.D. Dissertation
Modelling CO2 Flow in Layer 9 83
is much greater than the vertical extent, and hence the vertical velocity, w  u, v.
For a gravity current flowing beneath an impermeable boundary with topography d(x, y), as
shown in Figure 4.4, the hydrostatic pressure can be written as
P = PHr − ρag{Hr − (d+ h)} − ρcg{(d+ h)− z} d < z < d+ h, (4.4a)
P = PHr − ρag(Hr − z) d+ h < z < Hr, (4.4b)
where PHr is the pressure at a reference horizon below the gravity current at depth z = Hr
that does not vary in space or time, ρc is the density of the injected buoyant fluid, ρa is the
density of the ambient water, and h(x, y) is the thickness of the gravity current. In contrast
to the models proposed by Huppert & Woods (1995) and Vella & Huppert (2006) that were
in a slope-parallel reference frame, this model is based on a horizontal reference frame in
which it is simpler to compute complex geometries (e.g. the caprock topography for Layer 9).
By combining (4.2) and (4.4a) and assuming that PHr is a constant through space and time,
the horizontal velocity, uH = (u, v), is given by
uH = −k
µ
∇HP = −kg∆ρ
µ
∇H(d+ h), (4.5)
where ∇H is the horizontal gradient and ∆ρ = ρa− ρc, is the density difference between the
fluids.
Since horizontal flow within the current is uniform with depth, it is straightforward to
integrate the conservation of mass equation (4.3) over the depth of the current to give the
evolution equation
φ
∂h
∂t
−∇H ·
[
k∆ρg
µ
h∇H(h+ d)
]
= 0, (4.6)
which describes the flow of the CO2 current over variable topography with small gradients
with time.
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4.3.2 Gravity Currents in One Dimension
In this section, I examine the equations for a simple two-dimensional gravity current on a
slope and discuss analytical expressions for the flow of the resultant current at early and late
times. A buoyant gravity current flowing on an impermeable boundary with topography,
d(x), can be described in one dimension by
φ
∂h
∂t
− ∂
∂x
(
ub
∂d
∂x
h
)
=
∂
∂x
(
ubh
∂h
∂x
)
, (4.7)
where the buoyancy velocity, ub, is given by
ub =
∆ρgk
µ
. (4.8)
Conservation of mass for a current heading in the positive x-direction is therefore
V (t) = φ
∫ xN
0
h dx (4.9)
where xN is the position of the nose of the gravity current, and V (t) is the injected volume
per unit width (m2). The model has two further requirements: the thickness of the current
at the nose must be zero; and the flux of fluid through the nose of the current must be also
be zero. Thus,
h(xN) = 0, (4.10a)
−ubh∂(h+ d)
∂x
∣∣∣
xN
= 0. (4.10b)
To gain insight into the time-dependent behaviour of these currents and to benchmark the
numerical scheme, a simple analytical relationship between the length and thickness of the
current with time can be found using scaling analysis in the case of a simple linear topography,
d = d0−αx, and constant injection rate, V (t) = qt, where q is the two-dimensional injection
rate, (m2s−1). In this case, (4.7) is written as
φ
∂h
∂t
+ ubα
∂h
∂x
=
∂
∂x
(
ubh
∂h
∂x
)
. (4.11)
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This equation suggests that the flow of a gravity current on a slope will be controlled by
buoyancy-driven slumping or by advection up topographic gradients. Scaling analysis of
(4.11) suggests characteristic thickness, length and time scales given by
hc =
q
ubα
, (4.12a)
xc =
q
ubα2
, (4.12b)
tc =
φq
u2bα
3
. (4.12c)
These scalings mark the transition between gravitational slumping due to buoyancy and
along-slope advection-dominated regimes. Defining T = t/tc, X = x/xc and H = h/hc,
(4.11) may be rewritten as
∂H
∂T
+
∂H
∂X
=
∂
∂X
(
H
∂H
∂X
)
, (4.13)
with the mass conservation expressed as
T =
∫ XN
0
H dX (4.14)
and subject to the boundary conditions
H(XN) = 0, (4.15a)
H
(
∂H
∂X
∣∣∣
XN
− 1
)
= 0. (4.15b)
At early times, T  1, for which the extent of the current is small, X  1, diffusion
dominates over advection, HX  (HHX)X , and hence the current spreads in a classical
self-similar manner in which X ∼ T 2/3 and H ∼ T 1/3 (Huppert & Woods, 1995).
To describe the early time flow regime in full a similarity solution can be found with similarity
variable, η, and thickness, H, given by
η =
X
T 2/3
, (4.16a)
H = T 1/3f(η). (4.16b)
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Equation (4.13) is therefore transformed into an ordinary differential equation in terms of
η = [0, ηN ],
1
3
f − 2
3
ηf ′ − (ff ′)′ = 0, (4.17)
subject to the boundary conditions
1 =
∫ ηN
0
f dη, (4.18a)
f(ηN) = 0, (4.18b)
ff ′|ηN = 0. (4.18c)
where f ′ = ∂f
∂η
. Numerically solving (4.17)-(4.18) gives ηN = 1.48 and hence
XN = 1.48T
2/3, (4.19a)
H = 1.3T 1/3. (4.19b)
These relationships describing the evolution of the extent and thickness of the current with
time are identical to those of Huppert & Woods (1995) for a gravity current on a horizontal
boundary. This result suggests that the effect of topographic gradients is not important at
early times.
At later times, T  1, when advection becomes dominant, (4.13) can be approximated as
∂H
∂T
= −∂H
∂X
, (4.20)
and the boundary conditions become
T =
∫ XN
0
HdX, (4.21a)
H(XN) = 1. (4.21b)
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Defining the similarity variable, η, as thickness of the current as
η =
X
T
, (4.22a)
H = f(η), (4.22b)
a similarity solution can be found. By using an equivalent method to that shown above, it
can be shown that η = 1 and f(η) = 1. The following relationships describe the flow of CO2
in this regime
XN = T, (4.23)
H = 1. (4.24)
These relationships show that, at late times, the thickness of the current is constant and
proportional to the inverse of the slope. The nose of the current will advance at a constant
rate proportional to the slope of the boundary. Again, this result is analogous to the slope-
parallel solution given by Huppert & Woods (1995).
4.3.3 Gravity Currents in Two Dimensions
In this section, I consider the governing equations for a two-dimensional gravity current on
a slope and describe analytic expressions for the flow of the resultant current at early and
late times. For a two-dimensional gravity current, (4.6) may be written as
φ
∂h
∂t
−∇H · {ub(∇Hd)h} = ∇H · (ubh∇Hh) , (4.25)
where ∇H is the horizontal gradient operator. For a constant injection flux, the conservation
of mass can be expressed as
qt = φ
∫ yN
−yN
∫ xN
−xN
h dx dy, (4.26)
where q is the injection flux, with units m3s−1. Figure 4.5 shows the orientation of the
coordinate system with respect to the slope direction.
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Figure 4.5: Gravity current in three dimensions on a slope. Gradient given by
∂d/∂x = −α
.
The problem of gravity currents on a slope in three dimensions was studied in detail by
Vella & Huppert (2006), once again in a reference frame with the x-direction parallel to the
maximum gradient of the slope and the y-direction across the slope. Here we follow their
analysis but in a horizontal reference frame, with α equal to the maximum gradient of the
slope (Figure 4.5), defined by d(x, y) = d0 − αx. Equation (4.25) can be expressed as
φ
∂h
∂t
+ ubα
∂h
∂x
= ∇H · (ubh∇Hh) . (4.27)
In this reference frame, (4.27) is made dimensionless by setting T = t/tc, X = x/xc, Y = y/yc
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and H = h/hc where
hc =
(
q
ub
)1/2
, (4.28a)
xc = yc =
(
q
ub
)1/2
1
α
, (4.28b)
tc =
(
q
u3b
)1/2
φ
α2
. (4.28c)
Using these scalings, (4.27) may be written as
∂H
∂T
+
∂H
∂X
= ∇ · (H∇H) , (4.29)
which reproduces (2.8) from Vella & Huppert (2006), despite being initially posed in a
different frame of reference. Scaling the conservation of mass equation (4.26) yields
T =
∫ YN
−YN
∫ XN
−XN
H dX dY. (4.30)
At early times, T  1, the extent of the current is small, X, Y  1, so the advective
up slope term can be neglected. In this limit, (4.29) and (4.30) lead to the relationships
YN ∼ XN ∼ T 1/2 and H ∼ 1, reproducing the radial, self-similar gravity current modelled
by Lyle et al. (2005). A solution of the self-similar problem provides the pre-factors for the
constant flux case, giving
XN = 1.15T
1/2, (4.31a)
H = (1.15)2 = 1.32, (4.31b)
In the late time regime, T  1, advection up slope dominates over buoyancy driven slumping.
Scaling this term with the change in thickness with time gives XN ∼ T and H ∼ 1/Y . The
flow regime away from the injection point at long time scales can then be investigated by
setting X ∼ T and relating the diffusive spreading in the y-direction with the advective flow
up-slope, leading to the relationship Y ∼ T 1/3. Vella & Huppert (2006) found a similarity
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solution for this behaviour, leading to the relationship
YN =
9X
2
1/3
∼ 9T
2
1/3
. (4.32)
The maximum extent in the cross slope direction was found to occur up slope of the injection
point (Vella & Huppert, 2006).
4.3.4 Benchmarking Numerical Schemes
While analytical models are useful for understanding the different flow regimes gravity cur-
rents may experience in simple cases, a numerical model is required when more complex
situations are explored. The numerical model implemented for the two-dimensional grav-
ity current case is a Crank-Nicholson finite difference scheme centred in time and space. A
predictor corrector scheme is used to evaluate the non-linear diffusive buoyancy (Press, 2007).
This model incorporates an adaptive time step that is designed to increase stability when
required and decrease the total calculation time. The time step can either increase or de-
crease based on the accuracy of comparing two half time steps to one full time step. The
numerical model also incorporates an adaptive grid spacing for the benchmarking case. This
spacing is initiated at a very small value, increasing the accuracy of the model at early times
when the current is small. When the extent of the gravity current is 90% the length of the
grid, the grid spacing is doubled and the gravity current is mapped back onto the first half
of the grid. These additions to the basic numerical model reduce the computational time
required to propagate the current to late times without losing accuracy at early times. This
approach enables all relevant time and length scales to be investigated in appropriate detail.
To further improve the numerical model in regions susceptible to numerical instability, such
as sharp changes in topographic gradient, a three-point differencing scheme is implemented,
known as the Il’in scheme (Il’in, 1969; Clauser & Kiesner, 1987). This scheme calculates the
amount of ‘upwinding’ required to keep the model stable at high Peclet numbers, where the
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Peclet number is the ratio of advection over diffusion. At high positive or negative Peclet
numbers the advective term becomes strongly upwind or downwind, while for low Peclet
numbers the scheme reverts to the usual space-centred Crank-Nicholson scheme (Appendix
B).
For a two-dimensional gravity current flowing in the positive x-direction, where injection
occurs at the edge of the numerical grid, the expected relationships are given by (4.19a) and
(4.19b) for early times and (4.24) and (4.23) at late times. Figure 4.6 shows the numerical
simulation of this scenario. At early times, the current does not feel the effects of topographic
gradients and spreads diffusively away from the injection point (Figure 4.6a). At late times
the effect of topographic gradients becomes dominant, and advection up the slope occurs at a
rate proportional to the slope and time (Figure 4.6b). Figures 4.6c-d show the dimensionless
extent of the nose of the current and the thickness with time. The numerical model clearly
asymptotically approaches the analytical solution at both early and late times. From these
simulations, it can be seen that the natural time scale, tc, indicates the transition time
between these two regimes, while the natural thickness scale hc gives the maximum current
thickness.
To calculate the propagation of the current in three dimensions, an alternating direction im-
plicit (ADI) scheme was added to the model described above (Peaceman & Rachford, 1955;
Press, 2007). This method advances the numerical simulation by a half time step in the
x-direction, and then by a half time step in the y-direction, thus advancing the simulation
by a whole time step after one iteration. Additional details of this scheme and the relevant
discretisation are given in Appendix B.
Figure 4.7 shows two snapshots of the flow, one during the early diffusive spreading regime,
one in the advective spreading up slope regime. Figure 4.8 shows the development of the
nose of the current in the up-slope direction (red) and cross-slope direction (green). At early
times, it can be seen that the current follows the analytical solution found by Lyle et al.
(2005) in both up- and cross-slope directions (Figure 4.8). At late times, the up-slope flow
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Figure 4.6: 2D gravity current on a slope of gradient α = 0.1. (a) Early time
(T = 10−3) shape of gravity current. (b) Late time (T = 10) behaviour of gravity current.
(c) Dimensionless extent of nose vs time of gravity current. (d) Dimensionless thickness vs
time of nose of gravity current. Early and late time regimes from analytical solutions shown
in red and green, respectively. Numerical solutions show good agreement.
L. R. Cowton, Ph.D. Dissertation
Modelling CO2 Flow in Layer 9 93
Figure 4.7: Thickness of gravity current on a constant slope. (a) Dimensionless
time, T = 4 × 10−4, (b) dimensionless time, T = 40. Axes are given in dimensionless
distance.
transitions to being proportional to time, while the cross-slope flow follows the analytical
solution found by Vella & Huppert (2006). The maximum cross-slope extent occurs far from
the injection point, near the maximum up-slope extent. It can be seen that the natural time
scale, tc, gives the transition time for both cross-slope and up-slope flow.
4.4 Forward Modelling of CO2
Having benchmarked the numerical code against analytical solutions for a gravity current
on a slope in three dimensions, this flow simulator can now be applied to modelling the flow
of CO2 in Layer 9. The governing equation for the flow of CO2 in this simulation is given by
∂h
∂t
= ∇H · (ubφh∇Hh− ubφh∇Hd) , (4.33)
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Figure 4.8: Up-slope and cross-slope extent of a porous gravity current on
a constant slope. Solid lines show numerical solution. Dashed lines show asymptotic
solutions at early and long time scales. Red = up-slope extent of nose of the current. Green
= cross-slope extent of nose of the current. Black = early time asymptote in up and cross-
slope directions.
which is equivalent to (4.25) divided by the porosity, and hence the buoyancy velocity, ubφ
is redefined as
ubφ =
∆ρgk
φµ
. (4.34)
Dividing by the porosity means that ubφ represents the fluid and reservoir properties in a
single term. In this formulation, h is directly comparable to the observed thicknesses of CO2
saturated sandstone calculated in Chapter 3. For application to an actual reservoir setting,
the model requires four main inputs: an estimate of the geometry of the impermeable bound-
ary that the carbon dioxide is spreading along, d(x, y); the reservoir and fluid properties (i.e.
permeability, porosity, fluid density and viscosity) that are used to calculate the buoyancy
velocity, ubφ; the volume flux of CO2 into the reservoir divided by the porosity, V (t)/φ; and
the location at which CO2 is input into the layer. A summary of these variables and their
attendant uncertainties is discussed below.
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4.4.1 Reservoir Geometry
The reservoir geometry is extracted from the seismic survey by picking the top Utsira Forma-
tion reflection on the 1994 baseline survey. For the numerical simulations presented here, the
2008 processing of the baseline survey is chosen as it covers the largest region, thus providing
the greatest scope for investigating flow in this layer. During processing, the seismic data is
binned into 12.5 m × 12.5 m blocks, limiting the smallest scale topographic features visible
using this data. The inability to resolve very small scale topographic features may cause
discrepancies between observed and simulated CO2 plumes. However, simulations run using
12.5 m × 12.5 m and 25 m × 25 m grid squares show only minor differences, indicating that
increasing horizontal resolution does not significantly improve the simulation results. Differ-
encing two-way travel time maps of the top Utsira Formation reflection picked from different
seismic surveys shows that noise in this topography estimate is of order ± 1 m. A median
filter is applied to the data in 50 m blocks to remove some of the smallest wavelength noise
and the surface is then interpolated using a continuous curvature spline in tension with a low
tension factor to create a smoothed estimate topography (Smith & Wessel, 1990). Smooth-
ing also has the benefit of removing unphysical sharp gradients introduced by the noise that
could cause the numerical flow simulation to become unstable. Conversion between two-way
travel time and depth is discussed in Section 2.4.
4.4.2 Estimating Buoyancy Velocity
The buoyancy velocity given by (4.34) represents the velocity at which a fluid would rise
under buoyancy through a porous medium. This term controls the velocity at which the
CO2 diffuses and advects through porous media, yet there is some uncertainty involved with
estimating each of the parameters included in this term. These uncertainties are discussed
below.
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Reservoir Properties
Permeability and porosity of the Utsira Formation have been measured in well core from
a well ∼1000 m from the injection point. This formation is composed of unconsolidated
sand grains with a bimodal grain size distribution, with peaks at 3 µm and 0.2 mm (Zweigel
et al., 2004). The porosity of the sand has been measured to be φ = 0.37± 0.03 in core sam-
ples, in agreement with estimates from wireline logs. Despite burial at depths of ∼ 800 m,
this rock is unconsolidated and the sand grains only exhibit minor indications of compaction.
The permeability of the Utsira Formation was measured to be k = 2–5 D (Lindeberg et al.,
2001; Zweigel et al., 2004). Well tests from the nearby Grane and Oseberg areas found the
permeability to be 1–8 D (Zweigel et al., 2004). These authors suggest that the relatively
low permeability for unconsolidated sand can be explained by the bimodal grain distribu-
tion, with smaller grains blocking the pore throats thereby reducing permeability. Core
measurements of the Utsira Formation in the Sleipner area were taken from the main part
of the Formation, rather than from the Sand Wedge containing Layer 9. Interpretation of
gamma ray logs through the formation suggest that the Sand Wedge has a lower gamma
ray signal to the rest of the reservoir and is therefore likely to have a lower mud content
(Williams & Chadwick, 2017). Removing some of the smaller grains would have the effect of
increasing the permeability. Experimental data on unconsolidated sand suggests that only
a small increase in either the sorting of the grains or grain size can have a significant effect
on the permeability of the porous medium (Beard & Weyl, 1973). Figure 4.9 shows that an
increase in mean grain size of a few tenths of a millimetre can cause an order of magnitude
change in permeability. It is therefore possible that this estimate for the permeability of the
Sand Wedge is a lower bound.
Fluid Properties
Due to the proximity of CO2 to its critical point in Layer 9, estimates of the density and vis-
cosity of CO2 in Layer 9 are very sensitive to estimates of the temperature within the aquifer.
The density of CO2 at the top of the reservoir has been estimated to be 675 ± 20 kg m−3
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Figure 4.9: Permeability of unconsolidated sand against grain size for various
degrees of sorting. Data from Beard & Weyl (1973). Red: very well sorted sand; Yellow:
well sorted; Green: moderately well sorted; Blue: poorly sorted; Purple: very poorly sorted.
See Beard & Weyl (1973) for definitions of sorting.
by modelling time-lapse micro-gravity measurements (Alnes et al., 2011). Recent modelling
of the entire reservoir using PFLOTRAN is in agreement with this estimate (Williams &
Chadwick, 2017). At the pressures and temperatures thought to be present in the aquifer,
the viscosity of CO2 is µc = 5 ± 1 × 10−5 Pa s (Bickle et al., 2007; Williams & Chadwick,
2017). Viscosity of the ambient brine is estimated to be µw = 7 × 10−4 Pa s (Boait et al.,
2012). However, the viscosity of the ambient brine does not affect this calculation because
the aquifer is considered to be unconfined, and therefore the forces required to displace the
ambient brine are negligible.
Using these values, the buoyancy velocity is estimated to be ubφ = 0.2− 1.5× 10−3 ms−1 for
permeability range of 1-8 D. Note that these estimates are for bulk reservoir properties.
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4.4.3 Injection Point
The seismic chimneys described in Section 3.6.2 provide evidence of the vertical migration
of CO2 through the reservoir. The chimney identified in Figure 3.19 (SC1) is thought to be
the major conduit for vertical CO2 movement into both Layer 8 and Layer 9. This chimney
is correlated with the first observed accumulation of CO2 in these layers. The location of
this chimney is therefore inferred to be the injection point for the CO2 into the simulation.
However, as can be seen on Figure 3.16, a small disconnected patch of CO2 appears to the
south of the major CO2 layer in 2008. This outlying patch connects with the rest of the
CO2 layer by the time of the 2010 survey, but its presence indicates that there must be at
least one other, considerably smaller, point of entry for CO2 into Layer 9. However, due to
its very small size, for the purposes of this simulation all CO2 is considered to enter Layer 9
via the major central chimney.
4.4.4 Injection Rate
The volumetric flux into Layer 9 used in this simulation is taken from the volume calculations
in Section 3.6.1. The data suggests that the volumetric injection rate is increasing with time,
given by
q =
d
dx
(
V (t)
φ
)
= nC (t− t0)n−1 , (4.35)
where C = 9500±5700 m3 yr−n, t0 = 1998.1±0.5 and n = 2.1±0.2. The error estimates on
this injection rate come from the uncertainty in the thickness measurements and estimates
in the velocity of seismic waves through CO2 saturated sandstone (Section 3.5).
4.4.5 Modelling Results
Simulated CO2 flow through Layer 9 is shown in Figure 4.10 and compared with the CO2
distribution estimated in Section 3.5. In this simulation the permeability is uniform across
the flow region, at a value of k = 2 D (ubφ = 3.7 × 10−4 ms−1), as measured from nearby
well cores (Zweigel et al., 2004). While the shape of the plume agrees reasonably well with
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the observed planform for the early time steps, clear discrepancies arise for later time steps.
The southward extent of the plume is matched as well as can be expected in terms of both
CO2 thickness and area, without incorporating the extra input flux point to the south of
the main plume. Encouragingly, the CO2 layer has a relatively complex planform that is
controlled by the topography of the caprock rather than by an increase in pressure caused
by the input of CO2 into this layer. However, the north running extension of the plume
along the north-south striking topographic ridge does not flow quickly enough to reach the
northern topographic dome in the time observed in the seismic images. This slow spreading
rate has the added effect of causing the CO2 to thicken up to over 12 m by 2010 close to the
injection point, much thicker than the observed thickness.
These results suggest that this combination of input parameter estimates are not able to
match the seismically observed distribution of CO2. In the following sections, uncertainties
in the caprock topography and the permeability are explored in order to improve the fit
between the observed and modelled plume.
4.5 Topographic Uncertainty
Uncertainties in the stacking velocities reported by Chadwick et al. (2016) might be re-
sponsible for local discrepancies between observed and calculated CO2 thickness. However,
for the topography to be solely responsible for the observed misfit, a systematic steepening
of the gradients in the caprock is required. Discrepancies of around ±20 ms−1 have been
measured in the average velocity to the top of the Utsira Formation in wells spaced several
kilometres apart (Chadwick & Noy, 2010). These discrepancies could lead to differences in
the depth to the top of the Utsira Formation of ≈ 10 m between wells that are unaccounted
for by assuming a constant overburden velocity to calculate topography. The results of the
base case, uniform permeability model suggest that one way to match the observed plume
would be to increase the gradient of the caprock from north to south, increasing the size
of the advective flux in that direction (Figure 4.10). To test this theory, a series of flow
models were conducted with increased gradients towards the north of the modelled regions
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and k = 5 D (ubφ = 9 × 10−4 ms−1). A reasonable match to the northward migration rate
of the CO2 was obtained when an artificial gradient of 50 m across the modelled region
was included (Figure 4.11). This value is considerably greater than thought likely given the
relatively small uncertainties in the seismic wave velocity of the overburden. A side effect
of this increased gradient is that the model no longer matches the southward migration of
the plume. These tests suggest that changing the topography alone cannot be responsible
for the poor match between observed and modelled CO2 migration.
4.6 Inversion for Permeability Structure
Mismatches between observed and simulated CO2 distributions suggests that the base-case
uniform permeability reservoir model is not representative of the reservoir and fluid proper-
ties found in the Sand Wedge. To test this proposal, the reservoir simulation is inverted to
find the permeability structure that produces the best match to the observed CO2 distribu-
tion. Initially, a parameter sweep is performed to find the best-fitting global permeability.
Due to the possibility that estimates of viscosity and density of the CO2 will change as esti-
mates of the temperature and pressure in Layer 9 are updated, the results of these inversions
are also given for ubφ.
4.6.1 Inversion for homogeneous reservoir permeability
A parameter sweep is performed to find the best-fitting permeability for the region. The
simulated distribution of CO2 is compared to the observed distribution using a misfit function
M =
1
Ns
Ns∑
j=1999
[
1
N
N∑
i=1
(
hsij − hoij
σoij
)2]1/2
, (4.36)
where i refers to a particular data point, N is the number of data points in each survey over
0.5 m thick, j refers to a particular seismic reflection survey in order from 1999 to 2010, Ns
is the number of seismic reflection surveys, hs is the simulated thickness of the CO2 layer,
ho is the observed distribution of CO2 from the seismic images, and σ
o is the uncertainty in
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the observed thickness (see Section 3.5.1). The threshold of 0.5 m is chosen based on the
uncertainty in measuring the thickness of thin layers using the method described in Chap-
ter 3 (Figure 3.8c).
The best-fitting uniform permeability was found to be k = 5 D (ubφ = 9× 10−4 ms−1; black
arrow, Figure 4.12). The results of this simulation are similar to the 2 D simulation, sug-
gesting that the permeability required to match the northward migration must be greater
than that estimated from the well cores (Figure 4.10 & 4.13a-g). The southward migration
rate is still matched reasonably well with this permeability estimate.
Figure 4.12 suggests that a low misfit can also be found for models in a range between 3–14 D.
To investigate whether a higher uniform permeability can reproduce the rapid migration
rate along the north striking ridge, a model with a uniform permeability of 12 D is tested
(ubφ = 2.2 × 10−3 ms−1; dashed arrow, Figure 4.12). As suggested in Section 4.4.2, this
increase in the permeability of the reservoir rock is possible if the mean grain size is slightly
larger than estimated from the well core (Figure 4.9). Given that the permeability was
estimated from a sample taken from lower in the reservoir than the Sand Wedge, and that
the Sand Wedge is thought to contain less small particulates, this increase in permeability
estimate is reasonable.
The results of this simulation are shown in Figure 4.13h-n. This simulation matches the rate
of northwards CO2 migration observed in the seismic images. Minor differences between the
shape of the modelled and observed CO2 plume at the northern extent are probably due to
local uncertainties in caprock topography. Around the northern dome of the reservoir, the
gradients in topography are very shallow and so small uncertainties could cause discrepancies
between the observed and calculated CO2 distribution. However, at the southern limit of
the plume there is significant misfit between the observed and modelled results. This dis-
crepancy is interpreted to be a result of the high permeability permitting all CO2 entering
the reservoir to flow up-slope away from the migration point. This model shows that, while
a homogeneous, high permeability can permit the desired spreading rate to the north, the
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Figure 4.12: Misfit for uniform permeability simulations. Black arrow shows mini-
mum misfit permeability. Dashed arrow shows secondary misfit low for higher permeability.
southward extent requires a lower permeability to pond some of the CO2 around the input
point.
These discrepancies between observed and calculated CO2 distribution suggest that a ho-
mogeneous permeability may not be adequate to capture the observed CO2 distribution and
that a more complex permeability structure is required. The next section explores evidence
for the existence of reservoir heterogeneity.
4.6.2 Large-scale Reservoir Heterogeneity
To investigate possible permeability heterogeneity in the Sand Wedge, spectral decompo-
sition was performed on the top Utsira Formation reflection on the 1994 baseline survey.
Spectral decomposition separates the reflected signal into its constituent frequencies, per-
mitting the amplitude of the reflection at specific wavelengths to be analysed (Partyka et al.,
1999). Changes in amplitude are indicative of either constructive or destructive interference
of the reflected wavelets. Constructive interference will occur at different bed thicknesses
for different frequencies. By looking at the changing spectral response for three different
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frequency bands and overlaying the results, subtle changes in bed thickness, and therefore
depositional environment, may be identified. Spectral decomposition is often used to identify
channel structures and interpret other sub-resolution features.
Spectral decomposition was performed using OpendTect’s wavelet coefficient attribute cal-
culator. To calculate the wavelet coefficient, a continuous wavelet transform is performed on
the top Utsira Formation reflection. A Mexican Hat wavelet is translated along the signal,
and the correlation of the wavelet with the signal is calculated at each point. The correlation
coefficient is termed the wavelet coefficient. The wavelet coefficient is calculated for three
different central frequencies of the wavelet and can then be plotted as a blended red-green-
blue image to highlight different frequency responses across the reservoir. The top Utsira
Formation reflection was picked on the pre-injection survey so that changes in spectral re-
sponse are not masked by the presence of CO2.
Figure 4.14a,c show the topography of the top Utsira Formation and the blended rgb image
showing the wavelet coefficient for 16 Hz (red), 28 Hz (green) and 56 Hz (blue). Panel b
shows the thickness of the Sand Wedge. A linear north-south running feature that curves
towards the east in the south of the region is evident on all three images. This feature has
been previously interpreted as a submarine channel that cuts through the region. Channels
have been observed throughout the Utsira Formation (Gregersen, 1998; Zweigel et al., 2004).
This feature is of a similar size, scale and sinuosity to observations of other low sinuosity
submarine channels studied in the literature (Clark & Pickering, 1996). Sediments deposited
in channel environments may be comprise coarser grained, higher porosity material than
sediments deposited on the levees. Changes in grain size and sorting can have a significant
effect on the permeability of these channel sands (Figure 4.9). Whether the channel observed
in Layer 9 could have different reservoir properties is examined in the next section.
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Figure 4.14: Evidence for channel in Sand Wedge. (a) Topography of top Utsira
Formation in m. (b) Sand Wedge thickness in metres. (c) Blended rgb image showing
wavelet coefficient for three different frequencies: 16 Hz (red), 28 Hz (green) and 56 Hz
(blue). (d)) Example model showing parameters k1 (light grey), k2 (black) and width, w
(width of k2 in x-direction).
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4.6.3 Inversion for Reservoir Permeability Structure
If the linear feature identified in the previous section is indeed a submarine channel deposit
that cuts through the area, it is plausible that different depositional environments will have
led to different reservoir properties. To investigate this possibility, two inversion schemes
that can recover the permeability of the region are proposed. First, a simple model that
divides the region into two parts (the channel and the bulk reservoir) and allows the width
of the channel and the permeability in the channel and bulk reservoir to vary independently.
Secondly, due to the low computational expense of the forward model, it is feasible to invert
for the permeability at a relatively significant number of nodes spread across the flow region.
Synthetic flow modelling is used to determine the appropriate inversion procedure.
Synthetic Inversion
To ascertain whether a complex permeability structure can be recovered from inverse mod-
elling schemes of CO2 flow, a synthetic region is designed with a meandering high permeabil-
ity channel in a topographic high (Figure 4.15 a-b). A baseline simulation with a constant
input flux is performed as a forward model and the thickness of the resultant current is cap-
tured at six time steps (the final time step is shown in Figure 4.15c). Two inversion schemes
are then tested. The first is a simple three parameter grid search finding a best-fitting
bulk reservoir permeability, k1, channel permeability, u2, and the width of a simple straight
channel, w (Figure 4.15d). The second inversion scheme involves inverting the permeability
at a number of nodes spread across the region using Powell’s minimisation algorithm, and
interpolating between them (Figure 4.16d; Press, 2007). In these inversions it is assumed
that the topography of the caprock is known.
Figure 4.15d shows the model set-up for the first inversion, and a grid search is used to test
each combination of parameters. Misfit between the synthetic baseline and the test flow
simulations is calculated using a similar expression to (4.36). Figure 4.17 shows that k1 is
very well constrained in this synthetic inversion. The width of the high permeability region
is recovered reasonably well given the different geometries being matched. The recovered
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Figure 4.15: Synthetic flow model and best fit from inversion for permeability in
a simple channel. (a) Topography of synthetic environment. (b) Synthetic permeability
model. (c) Fluid thickness in synthetic model. (d) Parameters used in grid search. (e)
Minimum misfit permeability model. (f) Fluid thickness from inversion.
value of k2 is significantly lower than the maximum value in the channel, but approximates
the median permeability of the channel. The shallower misfit wells for k2 and w suggest
that these values are less well constrained and that there is some trade off between k2 and w
(Figure 4.17e-f). The best-fitting reservoir model is shown in Figure 4.15e and the final time
step for this model is shown in Figure 4.15f. The differences between Figure 4.15c and f are
relatively minor, suggesting that this simplified model can replicate the CO2 distribution of
the baseline case well.
Figure 4.18 shows how these different permeability models can still result in flows with similar
planforms. Streamlines were calculated from the two dimensional flux vector field using the
streamplot function in Matplotlib. Figure 4.18a show the CO2 flowing down the meanders of
the high permeability channel, and therefore flowing further but at a higher velocity than
for the straight channel model.
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Figure 4.16: Synthetic flow model and best fit from inversion for permeability
using 58 nodes spread across flow region. (a) Topography of synthetic environment.
(b) Synthetic permeability model. (c) Thickness of fluid in synthetic model. (d) Location
of nodes used in inversion. Red nodes can vary, blue nodes are fixed at a set value. (e)
Minimum misfit permeability model. (f) Fluid thickness from inversion.
For the second inversion, the same baseline synthetic model was used (Figure 4.16a-b). 58
nodes were distributed across the flow region (red nodes, Figure 4.16d). These nodes were
initiated with a uniform value for the permeability close to background permeability from
the synthetic model. The permeability between the nodes was linearly interpolated. The
permeability at each of these nodes was then inverted for using Powell’s minimisation algo-
rithm (Powell, 1964; Press, 2007). This minimisation scheme is suitable for this inversion
as it does not require gradients in misfit space to be calculated. It is also superior to other
minimisation algorithms because it can adjust the vectors it minimises along in parameter
space, reducing the number of iterations required for convergence.
The optimal reservoir model found by this routine is shown in Figure 4.16e. This inversion
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Figure 4.18: Streamlines showing flux direction and relative magnitude of flow.
Streams lines for (a) synthetic meandering channel and (b) best-fitting straight channel
model. Colour indicates relative magnitude of flux through the region.
shows that it is possible to capture some of the features of the meandering channel, such as
the general shape of the meanders and the width of the high permeability region. However,
the values for permeability found using the inversion are spread over many orders of magni-
tude, with the permeability at neighbouring nodes trading off against each other. While this
inversion is potentially more informative than the grid search, it also has the potential to
be misleading due its susceptibility to spatial aliasing. Without knowledge of the synthetic
model, it would be easy to over-interpret the results. Figure 4.16f shows the final time step
of the best-fitting model. The planform of the CO2 layer is improved over the simple three
parameter grid search, but the match around the injection point is poor.
Following this analysis, and taking into account the additional computational expense in-
volved with running such a detailed inversion, the grid search was chosen to invert for the
permeability of the reservoir, and the permeability and width of a simple channel in the
aquifer of Layer 9.
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Inversion for Dual Permeability
A grid search involving several thousand flow simulations was performed to find the best-
fitting parameters for the reservoir model described by Figure 4.14d. Figure 4.19 shows the
misfit space for a reservoir model where the channel is centred in the middle of the anomaly
identified by spectral decomposition. A global minimum is found with k1 = 3 ± 1 D
(u1 = 5.6 ± 1.9 × 10−4 ms−1), k2 = 26 ± 8 D (u2 = 4.8 ± 1.5 × 10−3 ms−1) and
w = 675 ± 125 m. The nature of the misfit function makes calculating formal uncertainties
challenging. The quoted uncertainties here are estimated from the contour through misfit-
space that shows a 1 % increase above the minimum misfit. These uncertainties clearly show
that the reservoir permeability is tightly constrained, and there is no trade-off with the other
parameters in this model. The value of k1 constrained by this inversion is very similar to that
estimated from the core material (Zweigel et al., 2004). The values for channel permeability
and channel width are less tightly constrained and exhibit a small trade-off. The value for
k2 is much higher than the maximum value that most previous models have tested for, and
may explain why previous models have not been able to match the observed CO2 planform.
A permeability contrast of one order of magnitude is reasonable in this channel environment
if the channel deposits are coarser grained than the surrounding sediments (Figure 4.9; Beard
& Weyl, 1973; Clark & Pickering, 1996). Estimates of grain size taken from nearby well cores
suggest that the sand in the Utsira Formation has peaks at 3 µm and 0.2 mm (Zweigel et al.,
2004). These authors suggest that the relatively low permeability measured in the Utsira
Formation of 2 D is due to the presence of this fine grained material. Faster fluid flow speeds
within the channel will allow these fluids to carry larger sand grains. If the channel sands
are dominated by the coarser material, then it is entirely plausible that the permeability is
an order of magnitude higher.
The results of this best-fitting model are shown in Figure 4.20. The combination of low
permeability near the injection region with a high permeability channel also provides the
required reservoir properties to produce a good match to both southward and northward
migration of the plume.
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The region in which the fit to the observed data is poorest is in the east, where migration
of CO2 into the eastern side of the north running ridge occurs much earlier than observed
on the seismic reflection surveys. One possible explanation is that a low permeability region
exists between two distinct, parallel channels, which would reduce the flux into the eastern
channel. An alternative and more likely suggestion for this early eastward migration is that
the smoothing applied to the topography to remove noise has reduced the spill-point depth
in this region.
The results of the flow simulation show that vertical equilibrium models can be used in
combination with seismic analysis to create reservoir models that enable a low misfit between
the observed and calculated CO2 in Layer 9. The success of this application indicates that the
flow of CO2 within Layer 9 can be adequately described without the need to model pressure
gradients in the ambient fluid. In this model, the flow is dominated by a combination of
buoyancy-driven slumping and advection up slopes. However, further work is required before
the influence of pressure gradients in the ambient fluid can be fully ascertained. Inverse
modelling has also shed light on the properties of the reservoir Layer 9 resides in, and can be
used alongside traditional reservoir characterisation techniques to forecast the flow of CO2
at future CCS sites. This work has also shown that a good match to the observed data can
be found with a simple inversion that does not require significant changes to the topography
of the caprock.
4.7 CO2 Flux Through Layer 9
The flux of CO2 through the reservoir can also be calculated from the reservoir simulator.
Figure 4.22 shows stream lines indicating the path taken by the CO2 as it flows away from
the input point. Streamlines were calculated from the two-dimensional flux vector field using
Matplotlib’s streamplot function. It can be seen that the regions of highest flux are along
the northward running channel. Nearly all of the streamlines are focussed into the channel,
indicating that the majority of the CO2 entering Layer 9 will eventually migrate towards
the northern topographic dome. The high permeability within the channel suggests that,
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Figure 4.21: Topography of Layer 9 caprock with location of edges of best-fitting
channels. Red dashed line shows best-fitting channel.
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Figure 4.22: Streamlines showing flux through Layer 9 for high permeability channel model.
Colours show relative magnitude of flux. Warmer colours show higher flux.
despite its relatively narrow width, it will not impede this migration. Hence, the volume of
CO2 in the southern topographic dome will not increase significantly in the near future.
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Table 4.1: Forecasting CO2 flow in Layer 9. Best-fitting parameters for flow model found
by grid search for training set. Misfit for each seismic reflection survey for each set of trained
parameters are shown in black. Misfits for test data shown in red.
Training Set
Model Parameters Misfit
w, m k1, D k2, D 1999 2001 2002 2004 2006 2008 2010
1999-2010 675 3 26 2.61 2.08 2.33 2.41 2.63 3.10 3.00
1999-2008 600 4 37 2.62 2.05 2.31 2.35 2.67 3.04 3.26
1999-2006 650 4 33 2.60 2.06 2.30 2.34 2.67 3.07 3.21
1999-2004 650 4 37 2.60 2.06 2.29 2.35 2.70 3.07 3.29
1999-2002 675 3 50 2.60 2.04 2.27 2.47 2.78 3.06 3.45
4.8 Forecasting Flow within Layer 9
A requirement of a good reservoir simulator and the input reservoir model is the ability to
forecast the future flow of CO2. To test the ability of the simulator developed in this chapter
to forecast CO2 flow, the surveys are split into multiple training and test sets, divided in
chronological order (Table 4.1). The best-fitting parameters are found for a training set,
and the misfit is calculated between the simulation using these parameters and the observed
CO2 distribution for each seismic reflection survey. Subsequent surveys are then forecast by
the simulator. If the misfit for a forecasted survey does not increase considerably relative to
a baseline, then confidence in the model’s ability to forecast future flow is high. In this case,
the baseline misfit is calculated using all of the surveys to train the model.
The small number of data points in time makes this kind of analysis difficult for this time-
lapse data set. Ideally, both the training and test sets would have many times more data
points to both fit and test a model on. However, due to the expense of obtaining even a
single data point using seismic reflection surveying, predictions of the flow of CO2 in future
carbon storage reservoirs will only ever be based on a small number of data points.
Table 4.1 shows that the model does a good job of predicting the flow of CO2 through
Layer 9 up to 2008 for all training sets. These misfit values indicate that a reasonable
prediction of CO2 flow up to 2008 could have been made using this model in 2002. However,
L.R. Cowton, Ph.D. Dissertation
120 Modelling CO2 Flow in Layer 9
the misfit for 2010 in the test sets compared to the baseline training set shows a marked
increase. This increase suggests that the simple permeability model cannot capture the true
dynamics of the flow of CO2 in 2010 in this layer. This observation is backed up by the lower
value of permeability found in the baseline training set, indicating that the permeability
of the channel decreases to the north. This variation in permeability suggests that the
assumption of a single permeability for the channel is too simplistic and that this simple
model is underfitting the data. It is therefore likely that there are variations in permeability
along the length of the channel that are not accounted for in this model. This inference
is in accordance with observations made by Clark & Pickering (1996), who suggested that
deposition of channel sands can be variable along the length of channels, particularly near
to channel bends, and so permeability may also vary. An alternative suggestion is that
uncertainty in topography in this region is creating discrepancies between the observed and
modelled CO2 distribution.
The ability of a model to forecast new data can be described in terms of bias and variance
(Figure 4.23; Geman et al., 1992). Bias describes how strict the model assumptions are.
Variance describes how sensitive a model is to uncertainties and noise in the training set.
Models such as the one implemented here are high bias, low variance models. The model
is high bias because only two different permeability regions are permitted to exist in the
model, and the shape of these regions is well defined prior to training the parameters. The
model is low variance because small changes in the training data would not have a significant
effect on the model parameters and the misfit is weighted by the uncertainties in the data.
High bias, low variance models underfit the data and can mean that a model is not complex
enough to capture the full behaviour of a system.
At the other end of the scale are low bias, high variance models. These models put either
no or limited bounds on the structure of the model or the number of parameters used to fit
the model. These models fit the training data set very well, but can struggle to predict new
data. This problem is known as overfitting. It could be argued that the model suggested
by Nilsen et al. (2017) fits into this category, where the model parameters, such as caprock
topography, permeability, CO2 density, porosity and injection rates, were fitted to match
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Figure 4.23: Model complexity against prediction error. Blue line - test data, red
line = training data. Ideal model complexity fits the training set well without overfitting,
and therefore losing predictive ability.
the available data as well as possible. An interesting test of this suggestion would be to see
how well this model can forecast a previously unseen data set.
To find a better fit to the data, a model of intermediate complexity is required. The model
presented here could be made more complex by the addition of a variable permeability within
the channel. However, the seismic reflection surveys do not provide evidence for changes in
permeability other than for the existence of a channel, and so a forecasting model that would
provide a significant improvement on that presented here is difficult to create.
4.8.1 Future CO2 Flow in Layer 9
Injection of CO2 into the Utsira Formation is still ongoing in 2017. Given the high flux
of CO2 into Layer 9 in 2010, it seems likely that CO2 is still migrating into Layer 9 at a
significant rate, and will continue to do so for the foreseeable future. Using the reservoir
model developed from the inversion of the flow model using data up to 2010, the future
flow of CO2 in Layer 9 can be forecast. The best-fitting permeability for the channel found
by grid search in Section 4.6.3, k2 = 26 D, and a channel width of w = 675 m are ex-
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trapolated through the rest of the reservoir, informed by the spectral decomposition image
and the thickness of the reservoir. A background reservoir permeability k1 = 3 D is also
used. While there are infinite possible models for the future volumetric flux into Layer 9, here
I assume that the flux continues to follow the relationship given by (4.35) for the near future.
Figure 4.24 shows the predicted flow of CO2 in Layer 9 until 2022. The volume of CO2
trapped under the southern dome does not increase significantly over this time period, with
the maximum thickness increasing by only ∼ 3 m. The majority of the CO2 that enters
Layer 9 over this time period is accounted for by the increase in volume trapped underneath
the northern dome. As noted in the previous section, the high permeability channel acts as
a conduit for CO2 to migrate to this northern dome unimpeded. This northern dome has a
significantly larger potential CO2 capacity than the southern dome, meaning that CO2 can
safely migrate into this layer for many years to come. However, as the CO2 layer gets thicker,
it is likely that reservoir confinement will start to become a factor in the flow dynamics. At
this point, this current reservoir simulator will not be able to accurately describe the flow of
CO2 in this layer as the confinement of the current, and hence the flow of the ambient fluid,
become important contributors to the evolution of the plume.
4.9 Summary
In this chapter, I have presented a numerical reservoir simulator to model the flow of CO2
through an unconfined porous reservoir. This numerical model takes a different approach
to existing three dimensional Darcy flow simulators, and provides an interesting test of
vertically-integrated, sharp-interface models that have been previously explored – primarily
theoretically – in the literature.
The model is based on buoyancy-driven gravity currents, and the numerical simulations
have been benchmarked against analytical solutions for two- and three-dimensional flow on
a slope, first given by Huppert & Woods (1995) and Vella & Huppert (2006). The numerical
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Figure 4.24: Future prediction of CO2 thickness in Layer 9 for 2012 to 2022.
Forecast simulated using 26 D channel.
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model is computationally efficient and implements a three point differencing scheme to in-
crease stability (Il’in, 1969). The numerical model is also straightforward to implement and
only requires four input parameters: caprock topography, the buoyancy velocity of the CO2
in the reservoir, the volumetric flux of CO2 into the reservoir and the location that the CO2
enters the reservoir.
The numerical model is used to gain insight into the dominant forces that control the flow of
CO2 in Layer 9 and the reservoir properties that are required to reproduce the seismically-
derived distribution of CO2 in three dimensions. Flow simulations using values of reservoir
and fluid properties from the literature that include a homogeneous permeability did not
provide a good match to the observed CO2 distribution. Further testing found that simply
increasing the permeability or gradients in the caprock topography could not improve the
fit adequately.
Seismic analysis of the caprock-reservoir reflection suggested the existence of a submarine
channel within the reservoir. A simple reservoir model of a channel of width w with a differ-
ent permeability (k2) to that of the surrounding aquifer (k1) was developed. A grid search
over the parameters found a good match to the seismically observed three-dimensional CO2
distribution, suggesting that this model accurately represents the flow dynamics of the reser-
voir and that the match is not simply due to picking parameters that enable rapid migration
of CO2 through the reservoir. For the best-fitting model, the permeability of the reser-
voir was found to be in agreement with measurements from cores. The permeability of the
channel was found to be approximately an order of magnitude higher than the surrounding
reservoir. This increase in permeability is plausible based on evidence from other submarine
channels documented in the literature.
Using this best-fitting reservoir model, the future flow of CO2 within Layer 9 was explored
assuming the volumetric flux into Layer 9 continues to follow the same relationship. The
thickness of the CO2 accumulation trapped under the southern dome is predicted to only
increase by ∼ 3 m in the next 12 years, which is accounted for by the significant increase in
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the volume of CO2 trapped under the northern dome. The high permeability channel allows
the CO2 to migrate northwards unimpeded.
The success of this reservoir simulation, alongside work by Nilsen et al. (2017), has shown
that vertical equilibrium models are an accurate and computationally efficient alternative to
conventional Darcy flow simulators when modelling the flow of CO2 through porous media.
The large body of literature that has already provided analytical solutions for gravity cur-
rents in a variety of situations means that this simulator can be adapted quickly and easily
to solve these problems in geologically realistic environments.
However, this flow simulation assumes that the aquifer in which Layer 9 resides is unconfined.
If this flow simulation is to be applicable in other settings, it is essential to account for the
confinement of the aquifer, and therefore pressure in the ambient fluid. In the next chapter,
the effect of confinement on the flow of CO2 through an aquifer with topography is explored
in detail.
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Chapter 5
Confined Gravity Currents with Diverging
Boundaries
5.1 Introduction
In fluid dynamical studies, geological CO2 storage reservoirs are often assumed to be massive,
unconfined sandstone formations with uniform permeability and porosity (e.g. Huppert &
Woods, 1995; Lyle et al., 2005; Pegler et al., 2013). These assumptions are undoubtedly
gross simplifications. Outcrops of formations similar to potential storage reservoir rocks,
such as the Bridport Sands on the Jurassic Coast, Dorset, UK, provide useful insight into
the possible problems that may be faced when modelling the flow of injected CO2 (Figure
5.1a). Reservoir rocks such as these indicate that the assumption of massive sandstone
beds are likely to be an oversimplification. At Bridport, the obvious, metre-scale, sub-
parallel layering caused by variable calcareous cement content creates vertical permeability
contrasts (Morris & Shepperd, 1982). These horizons of less permeable material may act as
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baffles, confining the flow to regions of high permeability. This confinement has important
consequences when considering the flow of injected fluid through formations such as these.
Inter-bedding of thin, laterally extensive mudstone layers with thicker, high permeability
sandstones in the Utsira Formation suggests a turbiditic depositional environment (Chad-
wick et al., 2004b; Zweigel et al., 2004). Figures 5.1b shows an example of a turbidite
sequence from the Mynydd Bach Formation, Aberystwyth Grits Group, with thick, near-
parallel bedded sandstones and thin shale layers (Wilson et al., 1992). However, sandstone
beds in turbidite deposits can pinch out over large length scales, forming stratigraphic traps
(McCaffrey & Kneller, 2001). The associated change in confinement is expected to have
important consequences for the flow of fluid through such rocks.
CO2 within Layer 9 at the Sleipner field is located in the uppermost part of the Utsira
Formation, known as the Sand Wedge. In this part of the reservoir, the high permeability
Utsira sandstone is bounded on top by a reservoir caprock, the Nordland Shale, and beneath
by the ‘5 m Shale’, an intra-reservoir shale layer that acts as the caprock for CO2 Layer 8.
These impermeable horizons are not parallel, and the thickness of the Layer 9 reservoir can
vary by a factor of two (Figure 4.14b). On a larger scale, the Sand Wedge pinches out to
the west, ∼5 km from the injection region. For reservoir parameters similar to those found
in Layer 9 at Sleipner (e.g. a less viscous injected fluid, aquifer depth ∼20 m), Pegler et al.
(2014) suggested that the effect of confinement is not anticipated to be significant for ap-
proximately 30 years. However, as the thickness CO2 in Layer 9 increases, confinement could
potentially play a significant role in controlling the flow of CO2.
To assess the significance of aquifer geometry on fluid flow, this chapter focuses on analytical
and numerical solutions for the propagation of a two-dimensional gravity current through
an aquifer of variable thickness. In this formulation, I will consider the situation where the
injected fluid is of equal viscosity to the ambient fluid. While this regime does not directly
apply to the case of CO2 flow in saline aquifers, the mathematical analysis is considerably
simplified. Accounting for viscosity variations remains a potential area for future work. The
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Figure 5.1: (a) Bridport Sands on the Jurassic Coast near Burton-Bradstock, Dorset, UK.
People for scale. Grid reference: SY 467902 (b) Mynydd Bach Formation, Aberarth, UK.
Rucksack for scale. Photographs courtesy of N. Woodcock.
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model developed in this chapter will provide the necessary tools to incorporate confinement
into the numerical reservoir simulator developed in Chapter 4.
5.2 Previous Work
Gravity currents in confined porous media have received significant attention. A range of ana-
lytical, numerical and experimental studies have investigated different flow regimes. Huppert
& Woods (1995) proposed one of the first analytical models to describe exchange flows be-
tween two reservoirs connected by a permeable channel. They found that the flow is initially
dominated by gravitational slumping, which transitions to a predominantly pressure-driven
flow as the gradient of the interface between currents becomes shallower. For the pressure-
driven regime of two fluids of equal viscosity, their analytical solution suggests that, to
leading order, the current translates linearly in time as a direct consequence of conservation
of mass. These authors also found that separation of contact points of the injected fluid
front with the upper and lower boundaries of the reservoir increases at a rate proportional
to the square root of time. Pegler et al. (2014) and Zheng et al. (2015) studied the flow
of a buoyant gravity current through a two dimensional, horizontally confined aquifer with
a constant injection rate. These authors focussed on the effect of differing ambient and
injected fluid viscosities and again observed a transition from gravity-driven slumping to
pressure-driven flow. This transition is linked to the contact of the front of the current with
the upper and lower boundaries of the confining aquifer. The shape of the interface between
the fluids in this regime is strongly controlled by the viscosity ratio of the two fluids (Zheng
et al., 2015). An analytical solution for a horizontally confined gravity current with fluids of
different viscosities in radial coordinates has also been found (Nordbotten & Celia, 2006).
Further analytical developments of the basic confined gravity current model include incor-
poration of the effects of sloping confining boundaries, convective dissolution, capillary trap-
ping, reactive transport, background flow and fault bounded aquifers (Hesse et al., 2007;
Verdon & Woods, 2007; Gunn & Woods, 2011, 2012; MacMinn et al., 2012; MacMinn &
Juanes, 2013). All of these models build on the basic confined gravity current equation,
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and show the potential scope for application to situations that can be modelled numerically.
However, these models all assume that the impermeable boundaries on the top and base of
the aquifer are parallel to each other.
The effect of confinement has also been incorporated into numerical vertically integrated
numerical flow simulators. In a study investigating leakage from a well, Gasda et al. (2009)
included the thickness of the aquifer with parallel top and base. This model was then updated
to investigate how topographic roughness on different length scales could be accounted for in
reservoir simulations with fixed grid sizes (Gasda et al., 2012, 2013). These schemes incor-
porate caprock topography and variable aquifer thickness that varies on short length scales
with a zero-mean trend. However, during the up-scaling of topography to grid resolution
in these models, the variable aquifer thickness is replaced by an average aquifer thickness,
and so the results of these studies do not provide insight into how fluid flow is affected by
variable aquifer thickness. A numerical model that accounts for changes in aquifer thickness
is provided by Nilsen et al. (2016b). This model is incorporated into a larger numerical
scheme that accounts for compressibility and solubility of the fluid, capillarity and relative
permeability. While such models can account for variation in aquifer thickness, the effect of
a changing aquifer thickness alone on the flow of a buoyant fluid has not previously been
considered. In this chapter, I develop analytical and numerical solutions for a gravity current
in an aquifer with divergent confining boundaries. These solutions are used to investigate
the role of variable confinement on the migration rate of fluid through the aquifer.
5.3 Two-dimensional Theoretical Model
Consider a fluid of density, ρc, injected at a constant rate into a two dimensional aquifer of
permeability, k, and porosity, φ, saturated with an ambient fluid of density, ρa. I consider
the case for a buoyant injected fluid, where ρc < ρa. This analysis is appropriate for the case
of CO2 injection, but the model presented here is equally valid for a dense injected fluid.
Additionally, the formulation only accounts for the situations in which viscosities of both
fluids are equal. The case of unequal viscosities is a non-trivial extension and so is left for
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Ha(x)
d(x)
h(x)
ρc
ρa
z = 0
z = d
z = d+Ha
Figure 5.2: Generalised gravity current in two dimensions in aquifer of variable confine-
ment. Bold lines = impermeable top and base of aquifer.
future research.
The aquifer is confined on both its upper and lower margins by impermeable boundaries.
The depth to the upper boundary is given by z = d(x), aquifer thickness is given by Ha(x)
and so the depth to the base of the aquifer is z = d + Ha (Figure 5.2). A sharp interface
between injected and ambient fluids at a depth z = d(x) +h(x, t) is assumed. For simplicity,
mixing between the two fluids and the effect of surface tension at the interface is neglected.
Flow within the aquifer is driven by lateral pressure gradients caused by the injection of fluid
and the buoyancy of the injected fluid. The horizontal and vertical velocities of the injected
fluid, u and w respectively, are described by Darcy’s law and mass conservation, so that
u = −k
µ
(∇p+ ρgzˆ) , (5.1a)
∇ · u = 0, (5.1b)
where k is the permeability of the porous medium, µ is the viscosity of the fluid, p is the pore
fluid pressure, and u = (u,w). When the aspect ratio of the aquifer is large, as is common
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for reservoir rocks, the flow of the injected fluid is predominantly horizontal, u w, and so
to leading order the pressures are hydrostatic,
pc = P0 + ρagd+ ρcg(z − d) d < z < d+ h, (5.2a)
pa = P0 + ρagd+ ρcgh+ ρag(z − h− d) d+ h < z < d+Ha, (5.2b)
where pc is the pressure in the injected fluid, pa is the pressure in the ambient fluid, P0 is
the background pressure at z = 0, and g is the acceleration due to gravity (Figure 5.2). The
horizontal velocities, including the effect of buoyancy, can therefore be described as
uc = −k
µ
(
∂P0
∂x
+ ∆ρg
∂d
∂x
)
d < z < d+ h, (5.3a)
ua = −k
µ
(
∂P0
∂x
−∆ρg∂h
∂x
)
d+ h < z < d+Ha, (5.3b)
where ∆ρ = ρa − ρc. The flux through the aquifer is constant, so
q = huc + (Ha − h)ua, (5.4)
which can be expressed in full as
q = −k
µ
[
Ha
∂P0
∂x
+ ∆ρgh
∂d
∂x
−∆ρg(Ha − h)∂h
∂x
]
. (5.5)
Conservation of mass in the current is given by
φ
∂h
∂t
+
∂
∂x
(uch) = 0. (5.6)
Rearranging (5.5) for ∂P/∂x and substituting into (5.6) yields the governing equation for a
buoyant fluid flowing through a confined aquifer of variable thickness,
φ
∂h
∂t
+
∂
∂x
(
q
Ha
h
)
=
k∆ρg
µ
∂
∂x
[
(Ha − h)
Ha
h
∂h
∂x
+
(Ha − h)
Ha
h
∂d
∂x
]
. (5.7)
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Conservation of mass of the injected fluid is described by
V (t) = qt = φ
∫ xN
0
h dx, (5.8)
where the total fluid volume, V (t), is assumed to increase linearly with time and x = xN is
the horizontal position of the nose of the current. At x = xN , the thickness of the current
must be zero,
h(xN , t) = 0. (5.9)
Integrating (5.7) between x = 0 and x = xN and substituting (5.8) and (5.9) provides the
boundary condition at x = 0 for a constant input flux, q,
[
∂
∂x
(
q
Ha
h
)
− k∆ρg
µ
∂
∂x
{
(Ha − h)
Ha
h
∂h
∂x
+
(Ha − h)
Ha
h
∂d
∂x
}]
x=0
= q. (5.10)
Equation (5.7) is also subject to
h
∂h
∂x
∣∣∣∣
x=xN
= 0, (5.11)
which states that the flux at the nose of the current must be equal to zero. Equations (5.7)–
(5.11) describe the flow of a buoyant fluid through an aquifer of variable confinement for the
case of a constant injection flux. The change in thickness of the current with time is con-
trolled by terms that determine the strength of pressure-driven flow, gravitational slumping
and the advection of the fluid due to topographic gradients.
These equations can also be used to describe the flow of a dense current along the base of
a confined aquifer. In this case, d refers to depth to the boundary that the fluid is flowing
along and ∆ρ is of opposite sign.
5.4 Uniformly Increasing Aquifer Thickness
To investigate the effect of changing aquifer thickness on the flow of fluid in a simple case,
thickness of the aquifer is defined as Ha = H0+αx, where H0 is the thickness of the aquifer at
the origin and α is the gradient of the boundary. Two situations are then analysed in detail:
L. R. Cowton, Ph.D. Dissertation
Confined Gravity Currents with Diverging Boundaries 135
flow of a buoyant current beneath a horizontal boundary where d is a constant; and flow of
a current beneath a sloping boundary where d = d0 − αx (Figure 5.3). These situations are
analogous to a dense current flowing along the base of the aquifer that is either horizontal
or uniformly sloped, respectively.
The analytical solutions described in this section are compared with numerical solutions for
a range of values of α for either the upper or lower boundary. These numerical simulations
are carried out using a Crank-Nicholson finite difference scheme described in Section 4.3.4.
This scheme exploits an adaptive time step and grid spacing to ensure that there is sufficient
resolution at both short and long times and extents. The Il’in scheme is also implemented
to ensure the stability of the simulation (Il’in, 1969, Appendix B).
5.4.1 Horizontal Upper Boundary
For the case where Ha = H0 +αx and d is a constant (Figure 5.3a), (5.7) may be written as
φ
∂h
∂t
+
q
H0 + αx
h =
∂
∂x
[
k∆ρg
µ
(H0 + αx− h)
H0 + αx
h
∂h
∂x
]
, (5.12)
with the boundary conditions
qt = φ
∫ xN
0
h dx, (5.13a)
h(xN) = 0, (5.13b)
h
∂h
∂x
= 0. (5.13c)
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z = 0
z = d0
z = d+Ha
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q
x
ρc
ρa
x = 0
Ha(x)
z = 0
z = d0
z = d0 +Ha
d(x)
xn
h(x, t)
q
x
ρc
ρa
x = 0
H0
H0
Ha(x)
a
b
Figure 5.3: Gravity current in aquifer of uniformly diverging aquifer. (a) Aquifer
with flat roof, where d is a constant and Ha = H0 + αx, where α is a constant. (b) Aquifer
with sloped roof and flat base, where d = d0 − αx and Ha = H0 + αx.
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Scaling analysis of (5.12) and (5.13a) suggests characteristic thickness, length, slope and
time scales
hc = H0, (5.14a)
xc =
ubH
2
0
q
, (5.14b)
αc =
q
ubH0
, (5.14c)
tc =
φubH
3
0
q2
, (5.14d)
where ub = (k∆ρg)/µ is the buoyancy velocity. These scalings indicate transitions between
different flow regimes. Defining H = h/hc, X = x/xc, A = α/αc and T = t/tc, (5.12) can
be written in dimensionless form as
∂H
∂T
+
∂
∂X
(
H
1 + AX
)
=
∂
∂X
[
(1 + AX −H)
1 + AX
H
∂H
∂X
]
, (5.15)
subject to the boundary conditions
T =
∫ XN
0
HdX, (5.16a)
H(XN) = 0, (5.16b)
H
∂H
∂X
∣∣∣
XN
= 0. (5.16c)
Figure 5.4 shows four snapshots of the numerical solution of (5.15) at four distinct stages of
the current’s evolution. Note the change in vertical exaggeration between the early and late
time plots. At early times, the current only makes contact with the upper boundary. At
early intermediate times, the current makes contact with the base of the aquifer, the front of
the current propagates with a straight interface between the upper and lower contact points.
At late intermediate times, the current is still attached to the base of the aquifer, but the
distance between the upper and lower contact points has increased. Finally, at late times
the majority of the front between the two fluids is distant from the confining base of the
aquifer and the interface between the two fluids becomes convex. In the following sections,
these four flow regimes are analysed and the migration rate and the change in thickness with
L.R. Cowton, Ph.D. Dissertation
138 Confined Gravity Currents with Diverging Boundaries
Figure 5.4: Snapshots of current on flat roof with A = 0.1. Black line shows base of
aquifer = Ha/H0. (a) Early to early intermediate times. Red: T = 10
−1, Blue: T = 100.5.
Vertical exaggeration = 1. (b) Late intermediate to late times. Red: T = 104, Blue:
T = 105.7. Vertical exaggeration = 0.01. Note different horizontal scales in (a) and (b).
time is discussed.
Regime 1: Early unconfined flow, T  1
At early times, T  1, the thickness of the current is small compared to the thickness of the
aquifer, H  1, flow is primarily driven by the buoyancy of the current rather than pressure
gradients in the ambient fluid associated with confinement. In this regime, (5.15) can be
approximated as
∂H
∂T
=
∂
∂X
(
H
∂H
∂X
)
, (5.17)
and hence the current spreads as an unconfined gravity current as described in Section 4.3.2,
with X ∼ T 2/3 and H ∼ T 1/3. Following the analysis in Section 4.3.2, similarity solutions
can be found to describe the extent of the nose and the thickness of the current as a function
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Figure 5.5: Extent of the nose of the injected fluid on the upper boundary against time
for flow on flat roof with sloped base. Lines are coloured according to the slope of the base;
Purple: A = 1, light blue: A = 0.1, blue: A = 0.01, green: A = 0.001, orange: A = 0.0001,
red: A = 0. Flow regime asymptotes labelled on figure. Numbered labels refer to relevant
flow regime.
of time, given by
XN = 1.48T
2/3, (5.18a)
H = 1.3T 1/3. (5.18b)
These equations give the early time asymptotes for an unconfined gravity current, and are
shown in Figures 5.5 & 5.6. These solutions are in agreement with Huppert & Woods (1995)
for the early time regime.
Figure 5.7a shows the analytical solution and several time steps of the numerical solution
collapsed by scaling of the axes. To be comparable with the numerical result, the analytical
solution has been scaled to the range (0,1) on the vertical axis. The analytical and numerical
solutions are in good agreement for this early time regime.
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Figure 5.6: Maximum thickness of the injected fluid against time for flow on flat roof with
sloped base. Lines are coloured according to the slope of the base; Purple: A = 1, light blue:
A = 0.1, blue: A = 0.01, green: A = 0.001, orange: A = 0.0001, red: A = 0. Flow regime
asymptotes labelled on figure.
Regime 2: Constant confinement, T ∼ 1
At early intermediate times the slope of the aquifer is negligible, and the current propagates
as a uniformly confined current. In this limit, AXN  1, and (5.15) may be approximated
as
∂H
∂T
+
∂H
∂X
=
∂
∂X
[
(1−H)H∂H
∂X
]
. (5.19)
In this regime, the current spans the width of the aquifer, H ∼ 1, and so the flow of the
bulk current can be described by considering the pressure-driven flow terms in (5.19),
∂H
∂T
+
∂H
∂X
= 0. (5.20)
Conservation of mass in this regime can be expressed as
T =
∫ XN
0
dX, (5.21)
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Figure 5.7: Gravity current in an aquifer with flat roof and diverging confine-
ment. Analytical (red dash line) and numerical solutions (black line) shown for different
regimes. (a) Regime 1, early times, T  1. (b) Regime 2, early intermediate times, T ∼ 1.
(c) Regime 3, late intermediate times, T  1, AX  1. (d) Regime 4a, late times, T  1,
AX  H.
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which leads to
XN = T, (5.22a)
H = 1. (5.22b)
Equation (5.22) suggests that the bulk of the current is moving linearly with time and that
the maximum thickness of the current is limited by the confinement of the aquifer.
Equation (5.19) can therefore be expressed in a moving reference frame Y = X − T ,
∂H
∂T
=
∂
∂Y
[
(1−H)H∂H
∂Y
]
, (5.23)
with the boundary conditions
T =
∫ YN
0
HdY, (5.24a)
H(YN) = 0. (5.24b)
Using these expressions, similarity variables are given by
η =
Y
T 1/2
, (5.25a)
H = f(η), (5.25b)
which are valid for the region −λ < η < λ, with the boundary conditions f(−λ) = 0 and
f(λ) = 1. Equation (5.23) can then be expressed in terms of η and f(η) as
−1
2
η
∂f
∂η
=
∂
∂η
[
(1− f)f ∂f
∂η
]
, (5.26)
which has a solution
f(η) =
1
2
(1 + η), (5.27)
where λ = 1. The thickness of the current front therefore decreases linearly with X once it
detaches from the base of the aquifer until H = 0 at X = XN . Combining (5.27) with (5.22)
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provides the full analytical solution to flow in this regime. The bulk of the current flows at a
rate proportional to T , while the gradient of the front of the current becomes shallower as the
contact points on the upper and lower boundaries move apart at a rate proportional to T 1/2.
Figure 5.7b shows this analytical solution with the translated and scaled numerical solution
for comparison. Again, there is excellent agreement between the analytical and numerical
solutions. These findings are identical to those of Huppert & Woods (1995), Pegler et al.
(2014) and Zheng et al. (2015) for the case of horizontal confining boundaries and equal
viscosity fluids.
Regime 3: Diverging boundaries, T  1 & AXN  1
At late intermediate times, T  1, the slope of the confining boundary means that the aquifer
can no longer be considered to have uniform confinement, AXN  1, and so the slope of the
aquifer must be accounted for. However, current is still confined by the aquifer, and so the
flow is still predominantly pressure driven. In this regime, (5.15) can be approximated as
∂H
∂T
+
∂
∂X
(
H
1 + AX
)
= 0. (5.28)
When AXN  1, (5.28) can be expressed as
∂H
∂T
+
∂
∂X
(
H
AX
)
= 0, (5.29)
which describes the advection of the current through an aquifer with diverging boundaries.
The boundary conditions for this equation are
T =
∫ XN
0
HdX, (5.30)
H(XN) = 0. (5.31)
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Scaling (5.29) and (5.30) suggests the similarity variables,
η =
XA1/2
T 1/2
, (5.32a)
H = (AT )1/2f(η), (5.32b)
which show that both the thickness of the current and its extent are proportional to T 1/2.
These scalings also show that the gradient of the lower boundary plays an important role in
controlling the speed and thickness of the current, even when AXN  1.
Using these newly defined variables, (5.29) becomes
(η2 − 2)
(
∂f
∂η
− 1
η
f
)
= 0. (5.33)
Considering the right-hand bracket, f must be of the form f = cη, where c is a constant.
The boundary conditions in this new frame are given by
1 =
∫ ηN
0
f dη, (5.34a)
f(ηN) = 0, (5.34b)
which can be integrated to give ηN =
√
2/c. The similarity solutions are therefore
XN ∼
(
2T
A
)1/2
, (5.35a)
H ∼ (2AT )1/2 . (5.35b)
These calculations suggest that in this regime, the extent of the current increases proportional
to (T/A)1/2, and so the speed of propagation of the nose of the current depends on the slope of
the confining gradient. Maximum thickness of the current is still dictated by the depth of the
aquifer, increasing in proportion to (AT )1/2. These solutions are determined by gradients
in the background pressure due to the geometry of the diverging layer. The slope of the
lower confining boundary is therefore important in controlling the speed and thickness of
the current in this regime, despite the current being predominantly buoyancy-driven along
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the upper boundary. Figures 5.5 and 5.6 shows that this regime is only fully observed for
very small values of A. Figure 5.7c shows that the scalings suggested by (5.35) collapse of the
numerical solution appropriately. In this figure, the analytical solution has been translated
to account for the assumed non-zero thickness of the aquifer at the origin. This solution also
does not provide information about the relationship between the upper and lower contact
points of the front with the top and base of the aquifer.
Regime 4a: Late unconfined flow, AXN  H and AXN  1
At late times, extent of the current is large enough that the thickness of the aquifer is much
greater than the thickness of the gravity current over most of its length, AXN  H and
AXN  1. In this limit the current is predominantly driven by gravitational slumping of
the front and the confining pressure is negligible. The similarity solution for this regime is
therefore the same as given in Section 5.4.1. This solution indicates that for very long time
scales the pressure in the ambient fluid is again negligible and hence the base of the aquifer
is effectively infinitely distant from the top. Figures 5.5 and 5.6 show that the transition to
this regime occurs for A ∼ 1. The shape of the front of the current in this regime is well
described by the unconfined similarity solution (Figure 5.7d).
5.4.2 Sloped Upper Boundary
For the situation of a sloped upper boundary, where d = d0 − αx, (5.7) can be scaled in a
similar manner to (5.12) using (5.14) to give
∂H
∂T
+
∂
∂X
(
H
1 + AX
)
=
∂
∂X
[
(1 + AX −H)
1 + AX
H
∂H
∂X
]
− ∂
∂X
[
(1 + AX −H)
1 + AX
AH
]
, (5.36)
subject to the boundary conditions described by (5.16).
Snapshots of the current at four different stages of its evolution are shown in Figure 5.8. In
a similar fashion to a current spreading on a flat roof, at early times, the current has not
yet made contact with the base of the aquifer, and so spreading is effectively unconfined.
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Figure 5.8: Snapshots of current on sloped roof with A = 0.01. (a) Early to early
intermediate times. Red: T = 10−1, Blue: T = 100.5. Vertical exaggeration = 1. (b) Late
intermediate to late times. Red: T = 104.5, Blue: T = 106. Vertical exaggeration = 0.01.
Black lines = aquifer boundary.
At early intermediate times, contact is made with the base. The current again experiences
constant confinement and hence spreads with a straight interface between the roof and base
contact points. At late intermediate times, the current still spreads along both the roof
and base of the aquifer, but the contact points with these surfaces move further apart as
gradients in the confinement become important. Finally, at late times the contact with the
lower boundary ceases to advance, and the current propagates up the roof of the aquifer. In
this late time regime, the interface between the two fluids parallels the upper surface beyond
the contact point with the base of the aquifer, and only becomes thin near the nose of the
current, consistent with flow up a sloping unconfined surface.
The first three terms of (5.36) are identical to (5.12), and hence the first three flow regimes
encountered by a gravity current flowing up a slope with a horizontal confining base are
the same as regimes 1–3, described above (Figures 5.9 & 5.10). Despite the current now
flowing up the sloped boundary, the times at which transitions between these regimes occur
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Figure 5.9: Nose contact position of the injected fluid against time for flow on sloped roof
with flat base. Purple: A = 1, light blue: A = 0.1, blue: A = 0.01, green: A = 0.001,
orange: A = 0.0001, red: A = 0. Flow regime asymptotes labelled on figure.
are comparable. Once again, the similarity solutions for regime 3 indicate that the base
of the aquifer can control the flow of the current along the top surface. Figure 5.11 shows
good agreement between the analytical and numerical solutions. The analytical solution for
regime 3 has been translated to account for the non-zero aquifer thickness at the origin.
However, (5.36) has an extra term that governs the up-slope advection of the current due to
buoyancy and which controls the flow of the current at long time scales.
Regime 4b: Late buoyant flow up a slope, T  1, AXN  H & AXN  1
At late times, T  1, the confining base of the aquifer is distant compared to the thickness
of the current, AX  H. In this regime, the pressure due to confinement is no longer the
dominant driving force for the current. Instead, the fluid flows buoyantly beneath the sloped
roof of the aquifer under gravity. In this regime, (5.36) can be expressed, in the limit that
AX  H and AX  1, as
∂H
∂T
+ A
∂H
∂X
= 0. (5.37)
L.R. Cowton, Ph.D. Dissertation
148 Confined Gravity Currents with Diverging Boundaries
Figure 5.10: Maximum thickness of the injected fluid against time for flow on sloped roof
with flat base. Purple: A = 1, light blue: A = 0.1, blue: A = 0.01, green: A = 0.001,
orange: A = 0.0001, red: A = 0. Flow regime asymptotes labelled on figure.
This equation describes the advection of the current up-slope, and is independent of the
thickness of the aquifer. Scaling (5.37) leads to the definition of the following similarity
variables
η =
X
AT
, (5.38a)
H =
1
A
f(η). (5.38b)
These scalings indicate that the extent of the current is proportional to T , and moderated by
the gradient of the upper boundary, A. The maximum thickness of the current is determined
by the gradient of the upper boundary. These terms are independent of the thickness of the
aquifer. Using the scalings given in (5.38), (5.37) becomes
(1− η)∂f
∂η
= 0, (5.39)
which suggests that f = c, where c is a constant. Rescaling f and η, using ξ = η/ηN and
f(η) = ηβNF (ξ), leads to
(ηβ−1N − ξηβN)F ′ = 0. (5.40)
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Figure 5.11: Gravity current in an aquifer with sloping roof and diverging con-
finement. Analytical (red dash line) and numerical solutions (black line) shown for different
regimes. (a) Regime 1, early times, T  1. (b) Regime 2, early intermediate times, T ∼ 1.
(c) Regime 3, late intermediate times, T  1, AX  1. (d) Regime 4b, late times, T  1,
AX  H. Note that the slope of the roof of the aquifer has been imposed on these analytical
solutions for clarity.
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Equating terms suggests that ηN = 1, and hence
(1− ξ)F ′ = 0. (5.41)
Again, to satisfy this equation, F is a constant, and so conservation of mass can be written
as
1 = F
∫ 1
0
dξ, (5.42)
which gives F = 1 for ξ = (0, 1). The similarity solutions are therefore
XN = AT (5.43a)
H =
1
A
. (5.43b)
These solutions show that the extent of the nose of the current is controlled by the gradient of
the slope of the aquifer, while the thickness of the current is a constant and determined by the
inverse of the slope of the roof of the aquifer, in keeping with the solution found by Huppert &
Woods (1995). Figures 5.9 and 5.10 show that for A = 1, this regime is entered immediately
following the unconfined regime. Figure 5.11d shows that this analytical solution provides
a good match to the numerical solution. The small differences between the numerical and
analytical solutions are due to approximations made when neglecting the diffusive terms in
the analytical solution.
5.5 Discussion
The flow regimes derived analytically above describe the extent of the nose of the current
and the thickness of the current as a function of time. These regimes show good agreement
with the numerical solutions in all regimes (Figures 5.7 and 5.11). These analytical and
numerical solutions show that in the case of a buoyant fluid flowing in a confined aquifer with
uniformly diverging boundaries, the base of the aquifer plays an important role in controlling
the thickness and the extent of the current. The good agreement between the analytical and
numerical solutions suggests that this numerical scheme is capable of modelling the flow of
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fluids in variable confined aquifers. This numerical scheme is shown to be stable on a range
of time scales, length scales and gradients in aquifer geometry.
The extent of the current in early times is controlled initially by buoyant slumping of the cur-
rent under gravity. Once the current has made contact with the opposite confining boundary,
pressure driven flow becomes dominant, and the current extends linearly with time. At late
times, the extent is either controlled by unconfined spreading (horizontal top) or by advec-
tion up a slope (sloped top). These limits have been studied previously by Huppert & Woods
(1995), Pegler et al. (2014) and Zheng et al. (2015). However, in between these end-members
is a regime in which the extent of the current increases as T 1/2, which is moderated by the
gradient of the aquifer thickness. This regime is observed regardless of whether the current
is flowing along the horizontal or sloped boundary, and has not previously been studied.
Similarly, the thickness of the current at early times is limited by the thickness of the aquifer
at the origin, H0. At very long times, the thickness of the aquifer has no effect on the max-
imum thickness of the current. In between these end-member regimes, the thickness of the
current is controlled by the gradient of the confining boundary. Again, this regime occurs
regardless of which boundary the current is flowing along. It is worth noting again that,
while these numerical experiments were calculated for a buoyant current, these calculations
are also valid for a dense current in the equivalent confined aquifer with diverging boundaries.
Figures 5.5, 5.6, 5.9 and 5.10 show clearly that transition times between regimes are a
function of the boundary gradient, A. Gravity currents flowing in aquifers with steeper
boundary gradients do not appear to observe regimes 2 and 3. To understand how the
boundary gradient affects the transition times between flow regimes, a regime diagram is
constructed by equating the asymptotes for each regime in turn (Figure 5.12). Transitions
between regimes 1, 2 and 3 are independent of which boundary is sloped. Transition between
regimes 3 and 4 occurs at a slightly later time if the current is flowing along the sloped
boundary (dashed line, Figure 5.12). Transition times between regimes are found by equating
the analytical solutions for adjacent regimes. The transition time between early and early
intermediate regimes is found to be T12 ∼ 1.483. The time of this transition does not depend
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Figure 5.12: Regime diagram for extent of current showing time against slope
angle. Dashed line shows transition from 3 to 4b.
on the gradient in aquifer thickness. The transition between early intermediate and late
intermediate regimes occurs at T23 ∼ (2/A), meaning that this regime is entered later for
shallower gradients in aquifer thickness. The transition between late intermediate and late
regimes depends on whether the upper or lower boundary is sloped. For a buoyant fluid
flowing beneath a flat roof, this transition occurs at T34a ∼ [2/(1.482A)]3. If instead the
upper boundary is sloped, this transition occurs slightly later, when T34b ∼ 2/A3. Once this
transition has been crossed the the lower boundary no longer affects the maximum extent
of the current. If A is small, the transition time for this final regime is very large. For large
A, regimes 2 and 3 can effectively be bypassed, and the flow can transition directly from
unconfined flow to either advection up slope or continue to flow in the unconfined regime.
In the limit of A = 0, only regimes 1 and 2 are observed. Converging boundaries, A < 0,
were not investigated in this study.
Figure 5.13 shows the relationships between the regimes controlling the thickness of the
current and the gradient of the confining boundary. Again, the time of the transition be-
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Figure 5.13: Regime diagram for thickness of current showing time against slope
angle. Dashed line shows transition from 3 to 4b.
tween regimes can be found by equating the analytical solutions for flow in each regime.
The transition time between the two early regimes is given by T12 ∼ 1.3−3, and is again
independent of the gradient in aquifer thickness. Between early intermediate and late in-
termediate times, the transition time is found to be T23 ∼ 1/(2A). For a buoyant current
flowing underneath a horizontal upper boundary, the transition to the late time regime
occurs at T34a ∼ [1.32/(2A)]3, while if the fluid is flowing underneath a sloped boundary
T34b ∼ 1/(2A3). As for the extent of the current, once this transition has been crossed the
the lower boundary no longer affects the maximum thickness of the current. The transition
times between the late intermediate and late flow regimes are very similar, and are controlled
by the gradient in aquifer thickness rather than whether the upper boundary is sloped or
flat. These transitions occur slightly earlier time scales than the transitions for the current
extent.
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5.6 Summary
This study shows that variable confinement of an aquifer can play a significant role in con-
trolling the shape and speed of a gravity current flowing within it. A previously unstudied
flow regime for diverging aquifer boundaries has been described analytically and numerically.
This regime occupies the transition between the effectively parallel confined regime and the
unconfined end-members. The transition times between the different regimes have been es-
timated and verified analytically and numerically. The numerical scheme used to model the
flow of fluid in a variably confined aquifer has been shown to be accurate and stable in two
dimensions. Further work is now required to expand these equations to describe fluid flow
in a three dimensional case in a Cartesian coordinate system.
Since this study focussed on a two dimensional aquifer with equal viscosity fluids, it is difficult
to draw direct comparison between the results presented here and CO2 flowing through a
saline aquifer such as that found at Sleipner. However, this work shows that for an aquifer
in which the confining boundaries are not parallel, the current may propagate at different
rates based on the proximity of the base of the aquifer. For example, as the CO2 in Layer 9
at Sleipner becomes thicker, the change in thickness of the aquifer around the north-striking
ridge might promote flow through the thicker region of the aquifer. To test this idea further,
this study needs to be expanded to three dimensions. This expansion, as well as considering
fluids of different viscosities, remains a topic of future work.
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CO2 flow within Layer 8
6.1 Introduction
Previous attempts to constrain the volume of CO2 within individual layers at Sleipner have
been confined almost exclusively to Layer 9. However, because ∼90 % of the total CO2
injected into the Utsira Formation is thought to reside in layers below Layer 9, the lower
part of the reservoir should not be neglected. Measurements of areal extent of the lowermost
layers suggests that the growth rate of these layers is declining (Figure 2.16). Since the flux
of CO2 injected into the base of the reservoir is approximately constant, this observation
suggests that the flux to the upper layers is increasing. In Chapter 3 the flux into Layer 9
was found to be increasing with time. Measuring the volume of CO2 stored in Layer 8 as a
function of time would provide further information on the vertical flux of CO2 through the
reservoir.
Estimating the volume of CO2 below Layer 9 is complicated by multiple factors. Attenua-
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tion and scattering of the seismic waves causes a reduction in the strength of the returned
signal. Due to the low velocity of seismic waves passing through CO2 in Layer 9, reflections
below are pushed down, causing neighbouring traces to appear uncorrelated. Uncertainty
in the distribution of CO2 within the reservoir makes all of these factors difficult to account
and correct for. Attempting to model the reflections from CO2 layers using amplitudes and
changes in travel-time are consequently subject to such large uncertainties that the results
would not be meaningful. Previous attempts to estimate the volume of CO2 stored in indi-
vidual layers below Layer 9 using seismic reflections have therefore been limited to analytical
models that match the seismically observed areal extent, or full reservoir simulations (e.g.
Arts et al., 2008; Bickle et al., 2007; Boait et al., 2012).
For the majority of these layers, the topography of the caprock that CO2 is trapped beneath
cannot be imaged in the baseline seismic reflection survey. It is only for the CO2 in Layer 8,
which is trapped by the 5 m Shale, that the topography of the caprock can be measured.
In this chapter, I constrain the volume of CO2 in Layer 8 using four methods that exploit
this knowledge of the caprock topography. Potential future flow of CO2 in this layer is also
discussed.
6.2 Previous Work
Due to the difficulty in studying the layers below Layer 9, Layer 8 has received relatively little
attention. Bickle et al. (2007) used reflection amplitudes to infer the thickness of Layer 8 up
to 2002, under the assumption that the attenuation of the seismic signal caused by CO2 in
Layer 9 will not be significant due to its small size. These authors calibrated the amplitude-
thickness relationship by assuming that the maximum amplitude reflection observed in the
layer was equal to the tuning thickness. The maximum thickness in 2002 was estimated
to be ∼6 m in the centre of the plume, gradually thinning towards the edge. However, as
the authors point out, these measurements are subject to unquantified uncertainties in the
calibration of the amplitude thickness relationship, the velocity of seismic waves through
CO2-saturated sandstone and the magnitude and lateral variation of attenuation caused by
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CO2 in Layer 9. Bickle et al. (2007) modelled the change in thickness and radial extent of
the layer with time as a gravity current flowing across a flat plane in order to constrain the
input flux of CO2. The CO2 flux into the layer was modelled as q = nC(t− t0)n−1, where C
(m3yr1/n) and n are constants, t is time in years and t0 refers to the initiation time of the
layer relative to the start of injection. The authors found that the fit improved for n > 1,
indicating that the flux of CO2 into Layer 8 is increasing with time. However, they also note
that for n > 2.5, the initiation time is less than zero, implying that CO2 had reached Layer 8
before it was injected at the base of the reservoir. While t0 clearly cannot be negative, these
results suggest that the flux into this layer is growing at an increasing rate in the early years.
Boait et al. (2012) used the areal extent of the layers measured on seismic reflection surveys
up to 2008 to estimate the volume of CO2 within all layers in the plume. Since caprock
topography is unconstrained for most layers, two simple layer-spreading models were tested.
First, the radial extent of the layer was modelled as a gravity current flowing on a flat plane
with a constant input flux (i.e. n = 1). In this case, the radial extent of the CO2 layer
should be proportional to the square root of time. This approach produced a good fit to the
data up to 2008 for Layer 8, and yielded an estimate of the flux of CO2 into this layer of
q = 6.3 × 104 m3 yr−1. However, this model neglects the influence of caprock topography
on the flow of fluid in the layer (Figure 6.1). Numerical modelling of the gravity current in
Chapter 4 has shown that even shallow topographic gradients can have a significant effect
on the planform of a layer from the early stages of its development. The assumption of flow
across a flat surface may therefore not adequately capture the full dynamics of flow in this
layer. The second model estimated the volume of fluid required to fill a hemi-ellipsoidal cap
in order to match the basal area of the fluid with its seismically observed areal extent. Boait
et al. (2012) determined the eccentricity of the ellipsoid using the CO2 layer extent. The
vertical axis was estimated to be 20 m for all layers. Due to the poor fit to the observed areal
extent with time that this model produces for some layers, the authors preferred the gravity
current model. However, the general trend of growth in areal extent for Layer 8 suggests
that this model might be applicable with some modifications.
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Figure 6.1: Topography of Layer 8 extracted from baseline seismic reflection
survey. Dashed box shows extent of Figure 6.2.
Several authors have attempted to model the whole plume using simple reservoir simulations
(e.g. Lindeberg et al., 2001; Arts et al., 2008; Chadwick & Noy, 2010). However, the focus
of these studies was the flow of CO2 through the reservoir as a whole, meaning that there is
little discussion on the flow of CO2 through individual layers. Boait et al. (2011) used the
numerical Darcy flow simulator TOUGH2 to model the CO2 flow through the entire reservoir.
In this simulation, the properties of low permeability mudstones layers were adjusted so that
the arrival time of CO2 in each layer matched estimates made using the areal growth rate
for each layer. The radial extent of Layer 8 in the simulation was found to be much greater
than observed on the seismic reflection surveys. A possible cause of this discrepancy is the
assumption of a flat caprock, which permits the area of the layer to increase uninhibited by
topographic gradients.
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6.3 Measuring the Thickness of Layer 8
The paucity of studies on the lower layers highlights the difficulty of making accurate mea-
surements of the thickness of CO2 below the shallowest layer from the seismic reflection
surveys. The methods tested in this chapter rely either on measurements made on the pre-
injection survey or on measurements that should not be significantly affected by overlying
CO2. Three of the methods used here rely on measurements of the areal extent of the layer.
Due to the presence of low seismic velocity CO2 above much of Layer 8, accurately mea-
suring the edge of the plume using amplitude or travel-time anomaly measurements is more
difficult. Measurements of the edge of the layer are therefore less tightly constrained than
for Layer 9. For this reason, a higher threshold thickness of 0.75 m is chosen as the minimum
thickness of CO2 observable at the layer’s edge, with upper and lower bounds of 1 m and
0.5 m chosen to give representative uncertainties on this measurement.
6.3.1 Separation of Reflections
As discussed in Chapter 3, a simple way to constrain the thickness of a CO2 layer is to use
the separation of the peak and trough of reflections from its top and base. The vertical
resolution of the broadband seismic reflection survey enables the thickness of CO2 layers as
thin as ∼6.5 m to be measured (Section 3.4). Figure 6.2 shows the thickness of the central
region of Layer 8 that can be determined using this method. In this central region, it can
be seen that the layer is up to approximately 12 m thick. The thickest region of the layer
corresponds to the centre of the topographic dome beneath which Layer 8 is trapped.
The measured CO2 distribution suggests that the thickness of the layer’s outer region can be
approximated by extrapolating from the central region to the observed plume’s edge while
accounting for caprock topography. At the edge of the plume the CO2 thickness is assumed
to be 0.75 m (Figure 6.2b-c). The thickness of the layer is then determined to be the distance
from the interpolated base to the caprock. This interpolation assumes that the base of the
CO2 layer is flat and therefore that the layer is in buoyant equilibrium. The increase in
planform area between seismic reflection surveys suggests that CO2 is still migrating into
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Figure 6.2: (a) Thickness of Layer 8 from 2010 broadband survey, measured using sepa-
ration of reflections. Red dashed line = outline of CO2 layer measured on seismic reflection
surveys. (b) Topography of Layer 8 caprock. Red dashed line = outline of CO2 layer mea-
sured on seismic reflection surveys. (c) Interpolated layer thickness using (a) and assuming
edge of plume is 0.75 m thick.
Layer 8. Flow into and laterally through the layer means that its base is unlikely to be
flat. However, due to the correlation between the edge of the layer and the structural trap,
this assumption is likely to be reasonable (Figure 6.2b). Upper and lower bounds on this
estimate are calculated using threshold thicknesses at the edge of the layer of 1 m and 0.5 m.
Assuming a porosity of 0.37 and a uniform CO2 saturation of 0.8, this method suggests that
the CO2volume in Layer 8 by 2010 is ∼ 2.1± 0.05× 106 m3.
A small central region of this layer is thick enough to be measured using separation of
reflections on the 2008 and 2010 time-lapse surveys. In 2008, the plume’s central region was
∼11 m at its thickest point, while in 2010 it was ∼12 m. The fact that any of the layer
is resolvable on these surveys shows that Layer 8 is thicker than Layer 9 on comparable
surveys. However, the small size of resolvable regions on these surveys limits the conclusions
that can be drawn. Due to the vertical resolution of the time-lapse seismic reflection survey,
the CO2 layer thickness cannot be constrained through time using this method.
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6.3.2 Hemi-Ellipsoidal Trap Filling
The domed shape of the topographic trap for Layer 8 suggests that it can be approximated
as the cap of a hemi-ellipsoid (Figure 6.3). The benefit of approximating the trap as a
three-dimensional geometric shape is that a simple mathematical relationship can be found
between the volume of fluid filling the cap and the planform area of the fluid layer’s base.
Boait et al. (2012) used this relationship to estimate the volume of CO2 in all layers at
the Sleipner field. In their study, this model generally produced a poor fit to the planform
area with time. However, the change in planform area with time has been reassessed in
this study, and also includes information from the 2010 survey. The new measurements for
Layer 8 suggests that this model might be able to provide insight into the filling of this layer.
Boait et al. (2012) used the planform area of Layer 8 to estimate the eccentricity of the
ellipse. The height of the dome was assumed to be 20 m based on approximate thicknesses
of the sand layer for each CO2 horizon (10–40 m). In this study, the topography of the
Layer 8 caprock is used to find the best-fitting hemi-ellipsoidal trap. Using this simplified
geometry, the volume of fluid required to match the observed areal extent can be constrained.
The equation for a hemi-ellipsoidal trap is given by
[(x− x0) cos θ + (y − y0) sin θ]2
a2
+
[(x− x0) cos θ − (y − y0) sin θ]2
b2
+
(z − z0)2
c2
= 1, (6.1)
for positive x, y and z, where x0, y0 and z0 refer to the location of the ellipsoid’s centre
in space, a, b and c are the size of the principal axes and θ refers to the rotation of the
ellipsoid about the z axis. By fitting a, b, c, x0, y0, z0 and θ to four cross sections through
the topography extracted from the seismic images, a hemi-ellipsoid that approximates the
topography of the Layer 8 trap can be constructed (Figure 6.3b). Example cross-sections
through the topography and best-fit hemi-ellipsoidal trap are shown in Figure 6.3c-d. For
Layer 8, the best-fitting principal axes are a = 775±15 m, b = 1000±15 m and c = 22±1 m.
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Figure 6.3: Topography of Layer 8 caprock. (a) Topography of caprock extracted from
seismic reflection images. Red lines = transects used to fit hemi-ellipsoid. (b) Hemi-ellipsoid
used to approximate topography of Layer 8 caprock. (c) Cross section through trap from X
to X′. (d) Cross section through trap from Y to Y′. Black line = caprock topography. Red
line = hemi-ellipsoidal trap.
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Following the analysis of Boait et al. (2012), if the cap of this ellipsoid is filled with fluid to
a depth h from the top, where h = c − z, the horizontal area of the base of the fluid, A(h)
can be calculated using
A(h) = piab
[
2h
c
−
(
h2
c2
)]
. (6.2)
The volume of fluid, V , trapped in the cap of this ellipsoid is given by integrating (6.2) in
the vertical direction between 0 and h,
V (h) = piφSCO2abc
[
h2
c2
−
(
h3
3c3
)]
, (6.3)
where φ is the porosity and SCO2 is the CO2 saturation within the reservoir. If volume is
approximated as V = C(t− t0)n, where t0 is the initiation time of layer filling and C and n
are constants, then the relationship between the layer’s basal area and time is given by
t = t0 +
[
piφSCO2abc
q
(
B2 − B
3
3
)]1/n
, (6.4)
where
B = 1−
√
1− A
piab
. (6.5)
Figure 6.4 shows planform area against time for Layer 8. Fitting (6.4) to the data with two
free parameters, initiation time, t0, and flux, C, with n = 1 (i.e. constant input flux) yields
a reasonable fit to the data, with t0 = 1999.3 ± 0.1 and C = 1.2 ± 0.1 × 105 m3 yr−1
(Figure 6.4). This fit to the area at early and late times is inhibited by the constant input
flux constraint. However, this model fits the planform area within its estimated uncertainty.
The fit exhibited by this model suggests an improvement could be made by allowing the flux
to vary through time.
Allowing the flux to vary as a function of time produces an excellent fit to the change in area
with time, where t0 = 1998.7 ± 0.3, C = 5 ± 1.7 × 104 m3 yr−n and n = 1.4 ± 0.1 (Figure
6.4). Permitting a small flux at early times allows the initial area growth to be slower, while
at late times the area growth can increase faster than for the constant flux case.
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Figure 6.4: Layer 8 area against time. Black line = constant flux model. Red line =
increasing flux model.
Due to the resolution of the seismic reflection surveys, the observed plume edge occurs when
the CO2 layer is ∼0.75 m thick (Bickle et al., 2007). The assumption of a flat base on these
layers means that the volume estimated using these areal measurements is likely to be an
underestimate. To address the issue of resolution at the plume edge, a layer of CO2 0.75 m
thick is added to the estimated base of Layer 8 at each time step. This correction adds
a volume of CO2 equal to 0.75φSCO2A to the total volume estimate for each year. While
this correction does not account for the extreme edges of the plume, these regions are not
expected to contribute significantly to the overall volume. The volume of CO2 in Layer 8
calculated from these two models with the added correction is shown in Figure 6.5. Both of
these methods show approximately similar trends, and suggest that by 2010 the volume of
CO2 in Layer 8 is ∼ 1.8× 106 m3.
This method exploits a simple geometric relationship between volume and area for an el-
lipsoid. The assumptions involved in the method, such as the shape of the trap being
approximately hemi-ellipsoidal and the CO2 having a flat base, mean that this model is only
appropriate for very specific cases. For example, these assumptions would clearly be invalid
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Figure 6.5: Layer 8 volume against time for hemi-ellipsoidal model. Blue line =
constant flux model. Red line = increasing flux. Shaded areas = estimated uncertainty from
±0.25 m resolution of the edge of the layer.
for Layer 9 based on the results of Chapters 3 and 4, where CO2 does not appear to fill a
simple trap. The uncertainties involved in this method are significant, the largest of which
come from the estimate of trap shape. First, conversion of the topography extracted from
the seismic images from two-way travel time into depth is difficult due to uncertainties in
the velocity of seismic waves through the overlying lithologies. Secondly, the topography’s
complex shape extracted from the seismic images cannot exactly be described as a hemi-
ellipsoid. A third complication is that the input location of CO2 into this layer is not at the
centre of the hemi-ellipsoid. The off-centre location of the migration point means that in
the early years, the CO2 in Layer 8 will not simply be ponding beneath a structural trap.
However, as the layer grows, the uncertainty introduced by this approximation decreases as
the CO2 layer edge encompasses the input location.
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Despite these uncertainties, hemi-ellipsoidal trap filling provides a straightforward and simple
way to calculate the volume of CO2 within the layer without the need for complicated
numerical modelling. While uncertainties in this method may be large, this approximation
is likely to be an underestimate due to the assumption that the CO2 layer has a flat base.
6.3.3 Structural Analysis
A third method to estimate the thickness of CO2 in Layer 8 is structural analysis (Figure 6.6).
This method assumes that the CO2 in the layer is ponding beneath a topographic structure.
If this layer is in buoyant equilibrium, the base of the CO2 will be flat. By measuring the
edge of the amplitude anomaly observed on the seismic reflection surveys and interpolating
a flat base across the topography of the caprock, the thickness of the CO2 layer can be
estimated with time. This method removes the uncertainty associated with converting the
topography of the structural trap into a hemi-ellipsoid.
Structural analysis has been used previously to constrain the thickness of Layer 9 with rea-
sonable success (Chadwick & Noy, 2010). The correlation between the topography of Layer 8
and the extent of the amplitude anomaly observed on the seismic reflection surveys suggests
that this technique may be appropriate for Layer 8 (Figures 6.3a and 6.7a-g). The CO2 in
Layer 8 appears to be filling a topographic dome, since the edge of the CO2 layer approx-
imately follows the topographic contours. The thickness of the CO2 layer estimated using
this technique is shown in Figure 6.7h-n. As for hemi-ellipsoidal trap filling, the thickness
of CO2 estimated using this method has been corrected to account for the 0.75 m resolution
of the seismic reflection images at the edge of the plume (Figure 6.6). These results suggest
that the plume approaches 11 m thick on the 2010 survey. The distribution of CO2 in the
central region in 2010 is similar to that observed using the separation of reflections method
(Figure 6.2). The estimated change in volume with time using structural analysis is similar
to that obtained using hemi-ellipsoidal trap filling (Figure 6.8).
One region in which structural analysis does not match the observed outline of the plume is
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h
Figure 6.6: Cartoon of measuring CO2 thickness, h, using structural analysis.
Solid line = caprock topography; solid arrows = observed CO2-water contact; dashed line
= interpolated base of CO2 layer; grey region = calculated volume of CO2 corrected for
resolution at edge of plume. Dashed arrows show how uncertainty is introduced if observed
CO2-water contact does not represent full extent of CO2 layer.
at the north-eastern edge of the topographic dome (Figure 6.6). This region is estimated to
be topographically lower than its surroundings from the seismic reflection surveys. However,
this depressed topography produces a distribution of CO2 that differs from the observed
pattern. Analysis of the overburden suggests that this depression lies directly below a pocket
of natural gas, and is therefore likely to be an artefact caused by pushdown of the seismic
reflections. The magnitude of this pushdown is difficult to quantify, but will reduce the
estimated volume of CO2 in this layer.
6.3.4 Flow Model Inversion
Further insight into the distribution of CO2 in Layer 8 can be gained by modelling the flow
of CO2 beneath the observed caprock topography using the reservoir simulator developed
in Chapter 4. The small spatial extent of the layer means that each flow simulation takes
approximately one minute on a single core. The speed of this simulation means that the
volume of CO2 in Layer 8 can be found by minimising the difference between the modelled
and observed CO2 distribution.
The implemented minimisation scheme is primarily based on the difference between the
modelled and observed areal extent of the layer. All grid squares inside the measured areal
extent on seismic reflection images are assigned a value of 1. If the modelled CO2 layer in
a particular grid square is thicker than a given threshold, that grid square is also assigned
a value of 1. The sum of the difference between the modelled and measured area is then
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Figure 6.8: Volume estimates for Layer 8. Green line = volume from structural
analysis. Red line = volume from hemi-ellipsoid trap filling. Black circle = volume in
2010 from separation of reflections from broadband survey interpolated to edge of amplitude
anomaly. Blue line = averaged volume from flow model inversion using threshold of 0.75 m.
Shaded areas = upper and lower bounds using threshold values of 1 m and 0.5 m for each
method.
calculated and normalised by the measured areal extent. The thickness of the CO2 layer
measured using the 2010 broadband survey is also used to further constrain the parameters
for this inversion. The difference between the observed thickness, ho, and the simulated
thickness in 2010, hs, is found, and weighted by the uncertainty in the measurement of
thickness, σo (Figure 3.4). The calculated misfit for the thickness measurement is weighted
by W such that it is of similar magnitude to the misfit from the area matching calculation.
The misfit equation is therefore expressed as
M =
Ns∑
j=1999

√√√√ 1
Na
Na∑
i=1
(
asij − aoij
)2+ 1
W
√√√√ 1
Nh
Nh∑
i=1
(
hsi − hoi
σoi
)2
(6.6)
where i refers to a particular data point, j refers to a particular seismic reflection survey in
order from 1999 to 2010, Ns is the number of seismic reflection surveys, a
s is an array of 1’s
and 0’s that refer to all grid squares thicker than a given threshold in the simulation results,
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ao is the same array referring to the observed extent of the CO2 layer, Na is the number of
grid squares observed to be occupied by CO2, Na is the number of grid squares in which the
thickness of CO2 is measurable on the 2010 survey. The misfit equation is minimised using
Powell’s multidimensional minimisation method (Powell, 1964; Press, 2007). This minimi-
sation scheme is suited to this problem because it does not require gradients in the misfit to
be calculated.
To test the validity of this method, the inversion is first performed on Layer 9 and compared
to the volume and reservoir parameters estimates from Chapters 3 and 4. Once validated,
the model is run on Layer 8.
Inversion for Layer 9
The free parameters in this inversion are the volume of CO2 in the reservoir at the time of
each seismic reflection survey, the initiation time of CO2 entering the layer, the permeability
of the reservoir, and the width and permeability of the channel identified in Chapter 4.
The success of this inversion to constrain these parameters is judged against CO2 volume
estimated from the seismic reflection surveys in Chapter 3, and the reservoir parameters
found by inversion in Chapter 4. The areal extent of Layer 9 is found using both amplitude
and travel-time anomaly measurements to constrain the edge of the plume as tightly as
possible (Figure 6.9a-g). Thickness of the central region of the CO2 layer is constrained using
the 2010 broadband survey (Figure 6.9g). Parameters such as the input location for CO2
and the location of the channel are the same as used in Chapter 4. Due the higher run time
for simulations of flow within Layer 9 (∼10 minutes), these inversions take approximately
one week to run on a single core.
Three threshold values for the minimum thickness of CO2 that can be resolved on the seismic
images are chosen for the inversion to give a range of possible volume curves. A mid-value of
0.75 m is chosen based on picking the edge of the CO2 layer using both amplitude and travel-
time anomaly measurements. Upper and lower bounds on this threshold are chosen as 1 m
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and 0.5 m respectively to estimate the sensitivity of this method to this parameter. For each
threshold value, five starting models are tested. Figure 6.10 shows the initial and final pa-
rameters found during this inversion for a threshold thickness of 0.75 m. The change in misfit
per iteration shows that these models converge in relatively few iterations (Figure 6.10a).
Despite the different starting models tested, final parameters found by the inversion for each
model show good agreement with each other (Figure 6.10b-e). The reservoir permeability
found by inversion is approximately 3.5 D, which agrees well with a permeability of 3 ±1 D
found by grid search in Chapter 4 (Figure 4.19). Figure 4.19 shows that a trade off between
channel width and channel permeability exists. As a result, in this inversion these param-
eters are less tightly constrained than the reservoir permeability, producing values 16–22 D
for the five starting models (Figure 6.10b). These estimates are almost all within the range
of permeabilities found by grid search in Chapter 4 of 26 ± 8 D. The channel width found
in this inversion, in the range of 700–800 m, also agrees well with the previously estimated
value of 675 ± 125 m from Chapter 4 (Figure 6.10c).
Recovered CO2 volume with time estimates for the five starting models are consistent with
each other, and the initiation time for CO2 entering the layer is well constrained (Fig-
ure 6.10c-e). The volume of CO2 with time estimated from all three threshold thickness
compares favourably to the estimated thickness from seismic images, particularly for early
years (Figure 6.11). The discrepancy in volume estimates for later years is possibly due to
central region being measured as thicker using the broadband seismic reflection survey than
using the method described in Chapter 3. Uncertainty in the caprock topography and the
simplicity of the permeability structure will also lead to discrepancies between modelled and
observed CO2 distributions. Figure 6.9 shows that the CO2 distribution found by inversion
produces a good match to the areal planform of Layer 9. This map of CO2 distribution also
compares favourably with measured CO2 thickness in this layer from the seismic reflection
surveys, despite limited information about plume thickness used in the inversion.
These results show that inversion of flow simulations is an appropriate method to constrain
CO2 volume in Layer 9. Figure 6.11 suggests that this estimate should be treated as an
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Figure 6.10: Inversion for Layer 9 area using threshold thickness of 0.75 m.(a)
Misfit against number of iterations for each starting model.(b) Starting (open circle) and
final (solid circle) parameter values for channel permeability and reservoir permeability.
Black circle = estimates and uncertainties constrained by grid search in Chapter 4. (c)
Starting (open circle) and final (solid circle) parameter values for initiation time (i.e. time
after injection started at the base of reservoir) and channel width. Black circle = estimates
and uncertainties constrained by grid search in Chapter 4 . (d) Initial models for volume of
CO2 input into reservoir. (e) Final CO2 volume estimates found by inversion.
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Figure 6.11: Layer 9 Volume. Points = volume of Layer 9 constrained from seismic
observations. Dashed line = best fit to observed volume. Solid line = volume from flow
model inversion for area for 0.75 m threshold thickness. Blue area = bounds on flow model
inversion for threshold thicknesses of 0.5 m and 1 m. Volume calculated assuming uniform
porosity of 0.37 and CO2 saturation of 0.8.
upper bound of the CO2 volume.
Inversion for Layer 8
A simplified inversion scheme is used to constrain the volume of CO2 in Layer 8. However,
to use the forward flow simulator in this layer, fluid properties, caprock topography and
CO2 input location must first be identified. The input point for the CO2 in this reservoir
model is informed by seismic images. The major seismic chimney identified in Chapter 3 is
again used as the single input location for CO2. Further evidence of the existence of this
chimney as a conduit for CO2 is provided by the existence of a ‘pockmark’ on the Layer 8
caprock reflection (Figure 6.12). Pockmarks are thought to be formed due to the escape of
fluid or gas (Heggland, 1998). Since this pockmark is apparent on the pre-injection survey,
it cannot have been formed by the injection of CO2 into the reservoir. Analysis of CO2
spreading on seismic reflection surveys suggests that this pockmark is the only location at
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Figure 6.12: Pockmark on pre-injection survey. Background shows unfiltered Layer 8
caprock reflection topography in two-way travel time.
which CO2 is entering this layer. However, the seismic images provide little information
about the confinement of the layer. The intra-reservoir mudstone layers are too thin to be
imaged on the seismic reflection surveys. However, for the majority of the area covered by
Layer 8, no CO2 is observed to pond immediately below it. At the southern edge of Layer 8,
the proximity of Layer 7 is difficult to measure due to the resolution of the seismic images.
However, Layer 8 is expected to be thin in this region, and so the layer in this analysis is
considered to be unconfined.
The topography of Layer 8 is strongly correlated with that of the layer above. The topo-
graphic gradients appear to have been formed as a result of mud diapirism at the base of the
formation that caused mass movement and compaction of sediment above. One important
difference is that the prominent north-striking ridge evident in Layer 9 is not present in
Layer 8. Instead, the topography to the north-east of the central dome transitions into a
broad topographic high that contains no obvious structure (Figure 6.15). Permeability in
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this inversion is therefore assumed to be uniform for the entire reservoir for simplicity.
The fluid parameters used in this inversion are slightly different to those used for Layer 9
due to the change in temperature and pressure caused by being situated deeper in the sub-
surface. The density of CO2 is estimated to be 680 kg m
−3 and the viscosity 5.4 × 10−5 Pa s.
These estimates are based on numerical modelling of the plume using PFLOTRAN, which
gives values of 8.2 MPa and 31.5 ◦C for the pressure and temperature in this layer (G.
Williams, pers. comm., 2017; Williams & Chadwick, 2017).
As for the inversion for Layer 9 described above, threshold thicknesses of 0.5 m, 0.75 m and
1 m are chosen as the minimum resolvable thickness at the edge of the CO2 layer. The
edge is picked using amplitude measurements and, where the layer is not overlain by CO2
in Layer 9, travel-time anomaly measurements. The inversion is then initiated using a ran-
domly assigned starting permeability of 1 to 5 D, and a uniform input flux (Figure 6.13b-c).
Six starting models are inverted for each of the three threshold thickness values, with a
minimum found for each of the models within a few iterations (Figure 6.13a). The mini-
mum misfit model found by the inversions produces a clear consensus on the permeability
of the region, finding a value of ∼2 D for each of the starting models (Figure 6.13b). This
permeability estimate is in good agreement with measurements taken from cores from adja-
cent wells (Zweigel et al., 2004). The initiation time of CO2 entering the layer is less well
constrained, but all models suggest that it occurs within 0.5 years of injection starting at
the base of the reservoir. The volume flux of CO2 in Layer 8 appears to be approximately
constant following a transient period of increasing flux (Figure 6.13d).
Figure 6.14 shows the thickness of CO2 in Layer 8 based on the flow model inversion with
threshold thickness of 0.75 m compared to the layer’s observed areal extent in all years and
thickness in 2010. It can be seen that, especially for later years, the area of the plume is
well matched. The good match between modelled and observed area suggests that this layer
is predominantly controlled by topographic gradients. However, there is some discrepancy
in early years between observed and modelled plumes. The discrepancy is again centred on
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the topographic dome’s depressed north-western edge that was discussed previously (Sec-
tion 6.3.3). If the reflection from this region has been anomalously pushed down due to
natural gas in the overburden, then it is likely to affect the modelled CO2 distribution more
when the layer is thin. In later years, when the modelled plume is thick enough to flow
across this depressed region, the areal match is much improved. As a result, the volume
of CO2 found by inversion for early years is likely to be underestimated. Bounds on this
estimate are provided by the higher and lower thickness thresholds tested (Figure 6.8). The
inversion results for each threshold thickness tested are mutually consistent. However, the
uncertainties in these volume estimates do not account for uncertainties in the topography
of the caprock. As discussed for the inversion for Layer 9, this estimate should be treated
as an upper bound.
6.4 Volume of Layer 8
The volumes of CO2 in Layer 8 estimated using four methods discussed in this chapter are
shown in Figure 6.8. The two structural trapping methods (i.e. hemi-ellipsoidal trapping
and structural analysis) are based on the assumption that CO2 fills topographic dome with
a flat base. These two methods produce very similar estimates for the change in volume
with time (Figure 6.8). Flow models inverted with three threshold thicknesses and varied
starting parameters are mutually consistent. The uncertainty introduced by using different
threshold thicknesses is observed to be small (Figure 6.8). The volume of CO2 in 2010 es-
timated using this inversion is found to be higher than for the reflection separation method
and interpolated into the surrounding region (Figure 6.8). The differences between the two
thickness estimates mostly occur in the central region.
The three methods that can constrain the volume of CO2 with time suggest that initial flux
into Layer 8 was low. After a period of ∼4 years, the flux into this layer is approximately
constant. Assuming porosity of 0.37 and CO2 saturation of 0.8, the volume flux is estimated
to be ∼ 2.2 × 105 m3 yr−1. By 2010, all four methods suggest that there is approximately
1.8 ± 0.4 × 106 m3 of CO2 in Layer 8. Comparison with the total injected mass at the
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Figure 6.13: Inversion for Layer 8 area using threshold thickness of 0.75 m. (a)
Misfit against number of iterations for each starting model. (b) Starting (open circle) and
final (solid circle) parameter values for reservoir permeability and initiation time (i.e. time
after injection started at the base of reservoir). (c) Initial models for volume of CO2 input
into reservoir. (d) Final CO2 volume estimates found by inversion.
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base of the reservoir suggests that Layer 8 contains approximately 11 % of the total injected
CO2. Between 2008 and 2010, the flux of CO2 into Layer 8 was ∼15 % of the CO2 injected
in this period.
Discrepancies between estimates produced by these methods are likely to be caused by un-
certainties in caprock topography and the assumption of a flat base. For example, if the
gradients in the caprock are overestimated (i.e. if velocity of seismic waves through these
formations is overestimated), then the thickness of the central region will increase in order
to match the outer edge of the plume. As discussed previously, the assumption of a flat base
in the structural trapping methods mean that these results are likely to be a lower bound
on the volume of CO2 in the layer.
6.5 Future flow within Layer 8
The margin of the CO2 plume in 2010 is now at the limit of the dome-shaped structural
trap present in the caprock topography (Figure 6.15). CO2 in Layer 8 is therefore likely to
spill out of this dome in the near future. The most likely directions for this over-spill are to
the north and west (Figure 6.15). Due to uncertainty in the exact depths of spill points to
the west and north it is difficult to predict which of these will be the dominant migration
pathway. Without a high permeability channel to act as a conduit to remove CO2 from
the central region, the CO2 accumulating below the domal trap is also likely to increase in
thickness at a higher rate than for Layer 9. The seismic cube available in this study is not
large enough for a detailed prediction of the long-term flow of CO2 in this layer. However,
Zweigel et al. (2004) suggest that the predicted long-term CO2 migration pathways away
from this trap are initially to the north, and then to the west to fill a larger topographic
dome.
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Figure 6.15: Likely future flow paths for CO2 in Layer 8. Dashed red line = outline
of Layer 8 in 2010 picked from amplitude and travel-time anomaly measurements. Solid
arrows = likely future migration pathways.
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6.6 Summary
Due to the attenuation of seismic waves by CO2 in Layer 9, CO2 volume within Layer 8 can-
not be measured reliably using amplitude measurements alone. In this chapter, estimates of
the volume of CO2 with time have been made using four methods that do not rely on direct
measurements of amplitude and two-way travel time. The methods discussed are reflection
separation, trap filling, structural analysis and inverse flow modelling (Figure 6.8). While
uncertainties in these CO2 volume estimates are high, the results provide some insight into
general trends of CO2 migration into this layer. Testing of the area-matching flow model
inversion on Layer 9 produced volume estimates comparable to those estimated from the
seismic reflections. The success of this inversion shows that it is possible to find a good
estimate of the volume of CO2 in Layer 8 using only limited information about the thickness
of the plume.
The volume of CO2 trapped in Layer 8 accounts for a significant proportion of the total
injected CO2. However, the flux of CO2 into Layer 8 is ∼17 % of the injected CO2, meaning
that a significant proportion of injected CO2 is migrating to the top of the reservoir. Due
to the thick and laterally extensive nature of the caprock for Layer 8, this layer is likely to
become a significant store of CO2 in the future.
By 2010, the CO2 in Layer 8 appears to have filled the structural trap that it is ponding
beneath. The likely spill points from this dome are to the north and west. In the long term,
the CO2 has been predicted to flow to the west to occupy larger structural traps (Zweigel
et al., 2004). The large length scales of this predicted migration suggest that the storage
capacity of this layer will contribute significantly to the total reservoir capacity.
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Conclusions and Future Work
7.1 Summary
CO2 injected into the Utsira Formation has been studied in detail using a variety of geo-
physical observations and fluid dynamical models. The main findings from this dissertation
are based on two questions asked in Chapter 1. Can the flux of CO2 into the seismically
observed layers be constrained? What are the dominant controls on the lateral flow of CO2
through the reservoir?
A detailed analysis of the 1994 pre-injection survey permitted estimates of the caprock to-
pography for Layers 8 and 9 to be made. Due to the limited resolution of the seismic
reflection surveys, interpretation of other intra-reservoir shale layers was not possible, but
their existence is inferred from wire-line logs acquired from nearby wells. Detailed map-
ping of the seven available post-injection surveys (1999 to 2010) reaffirmed the existence of
nine consistently bright reflections within the reservoir, that are interpreted as thin layers
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of CO2 trapped by intra-reservoir mudstones. In contrast to Boait et al. (2012), the lower
layers do not appear to shrink in later surveys. The discrepancy between these results can
be attributed to the more conservative approach taken to mapping the lower layers in this
study. The 2010 survey was acquired with a dual-sensor streamer, which enabled the receiver
ghost to be removed during processing, increasing the bandwidth of frequency content of the
recorded signal. The improved resolution allows the edge of each layer to be more accurately
picked. However, reflections towards the base of the plume cannot be identified with any
certainty due to attenuation and scattering of the seismic signal by the overlying CO2-filled
layers. Based on regular mapping of seismic reflection amplitudes over the fourteen year
period, the lateral extent of the upper layers continues to increase with time.
An inverse method is developed for measuring the thickness of thin layers of fluid using
time-lapse seismic reflections to gain insight into the thickness of the shallowest CO2-filled
layer, Layer 9. This method uses the reflection amplitude and changes in two-way travel
time of the reflection between pre- and post-injection surveys (i.e. travel-time anomalies) to
constrain parameters in a reflection model. Parameters that are inverted for are the peak
frequency of the seismic wavelet, the amplitude of the upper reflection, and the ratio of am-
plitudes between the top and base of the CO2 layer. These parameters are used to calibrate
the relationship between reflection amplitude, travel-time anomaly and layer thickness. This
relationship can be used to measure the thickness of a fluid layer between 1–6 m thick with
good accuracy. Uncertainty of these measurements is estimated using synthetic models.
The distribution of CO2 within Layer 9 was measured on all post-injection seismic reflection
surveys using this method. Comparison between this measurement of the thickness of the
central region of Layer 9 and the thickness measured on the broadband survey from 2010
suggests that these methods produce adequately similar results within the range of uncer-
tainties for each technique. Flux of CO2 into Layer 9 is observed to increase with time.
A computationally efficient reservoir simulator was developed to model the flow of CO2
within Layer 9. The numerical model is based on the equation for a gravity current on a
slope. The model was benchmarked against analytical solutions in two and three dimensions.
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A poor fit to the measured distribution of CO2 in Layer 9 was found using a uniform reser-
voir permeability. Spectral decomposition images suggest the presence of a linear channel
within this part of the reservoir. Permeability of the reservoir was recovered using an inver-
sion to match flow simulations to the observed distribution of CO2 on all time-lapse seismic
reflections surveys. The bulk permeability for the reservoir was found to be 3 Darcys, in
agreement with measured values from cores taken from the reservoir. Permeability of the
channel was found to be 26 Darcys. The width of the channel found by the inversion agrees
well with observations on the seismic reflection survey. An inversion of this scale carried out
by grid search is only possible due to the short run time of each simulation.
Motivated by variations in the thickness of the aquifer that Layer 9 resides in, the effect
of variable aquifer thickness on gravity currents was investigated in two dimensions using
analytical and numerical models. Two possibilities were considered: first, a buoyant current
flowing underneath a flat roof with a uniformly increasing aquifer thickness, and second, a
buoyant current flowing underneath a uniformly sloping roof, while the base of the aquifer
is kept flat. In the case of a buoyant injected fluid, of equal viscosity to the ambient fluid,
the current was found to experience four regimes. Initially, the fluid flows without feeling
the effect of the lower boundary and so is effectively unconfined. Once contact is made with
the base, the fluid transitions to a pressure-driven regime and flows at a constant rate that
is proportional to time. At later times, the rate of advance of the nose of the current is
controlled by the gradient of the sloped boundary, regardless of whether it is the roof or base
that is sloping. Finally, at late times, for the case of flow underneath a flat roof, the base
of the aquifer is effectively distant, and so the current again flows in the unconfined regime.
For the case of a sloped roof, the current flows buoyantly up the slope, again unaffected by
the base of the aquifer. These models suggest that the thickness of the aquifer can play an
important role in determining the flow rate of the injected fluid, if the current is of compa-
rable thickness to the reservoir.
Finally, a variety of different techniques was used to constrain the volume of CO2 in Layer 8.
Thickness of the central region of Layer 8 was measured using the separation of reflections
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from the top and base of the CO2 layer on the 2010 broadband survey. The volume of CO2
within the layer can also be constrained by approximating the topography of the caprock as
a hemi-ellipsoid. Using a simple relationship between the volume of fluid filling a cap and
the area of the base of the fluid, the observed area of the layer measured from the seismic
reflection surveys can be related to the volume of CO2 within the layer. Structural analysis
was also used to determine the base of the CO2 layer by interpolating a flat base between
the observed CO2-water-contact at the edge of the plume. The difference between the flat
base and the caprock topography provides an estimate of the volume of CO2 in the layer.
Finally, the flow model developed in Chapter 4 was used to invert for the change in CO2
volume with time by finding the optimal match to the observed area of the plume. All four
methods suggest that the volume of CO2 in Layer 8 in 2010 was ∼ 2 ± 0.2 × 106 m3. The
flux of CO2 into Layer 8 has increased with time. Layer 8 is estimated to have reached the
spill point of the domal structure within which it is currently trapped.
7.2 Conclusions
The volume of CO2 stored within the top two layers has been determined using a combination
of detailed seismic analysis and fluid dynamical modelling. In 2010, the volume of CO2 in
both Layer 8 and 9 was approximately equal. It is estimated that the top two layers account
for 23% of the total CO2 injected at the base of the reservoir. However, flux of CO2 into
these layers has increased with time and by 2010 it is estimated to be approximately 40% of
the total injected at the base of reservoir. While the flux of CO2 into Layer 8 appears to be
approaching a constant, the flux into Layer 9 continues to grow (Figure 7.1).
Increasing flux to the uppermost layers suggests that the capacity of vertical migration path-
ways within the reservoir is growing. The primary entry point for both Layer 8 and 9 is
thought to be the major seismic chimney (Chapter 3). Flux into Layers 8 and 9 is currently
less than the total injected flux into the reservoir. Combined with the observation that the
lower layers do not appear to be shrinking, flux into the upper reservoir provides no evidence
that CO2 trapped within the lower layers has remobilised. If CO2 within the lower layers is
L. R. Cowton, Ph.D. Dissertation
Conclusions and Future Work 187
Figure 7.1: CO2 flux into Layers 8 and 9. Blue line = estimated flux into Layer 9
from best fit to measured volume (see Chapter 3). Red line = estimated flux into Layer
8 from best fit to volume estimated from area fitting (see Chapter 6). Shaded areas show
uncertainty estimates. Black line = 1/9th flux of CO2 injected at base of the reservoir.
trapped permanently, the potential storage capacity of the reservoir will be increased.
Success of the reservoir simulator developed in Chapter 4 suggests that the dominant control
on the flow of CO2 in Layers 8 and 9 is caprock topography. The relative simplicity of this
model increases its stability and means that run time is short. The computational efficiency
of the model is also due to the vertically integrated nature of the governing equations, re-
ducing the grid over which the flow is simulated from three dimensions to two and implicitly
improving the numerical resolution of the model. The short run time of the model means
that parameters such as the permeability or the input flux can be found by inversion. The
results of the flow simulations for Layer 9 suggest that the confinement of the reservoir is
not significantly influencing CO2 flow within the aquifer. However, the results of analytical
and numerical models in Chapter 5 suggest that confinement could play an important role
in flow in Layer 9, if the CO2 layer becomes comparable to the Layer 9 reservoir thickness.
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The ability of the reservoir simulator to predict the CO2 distribution observed on post-2006
surveys, using only information from 2004 and earlier, suggests that the predictive power of
this model is high. This analysis gives confidence in the predicted future flow of CO2 through
the reservoir. The ability to recover an accurate estimate of the volume of CO2 in a layer by
primarily matching the observed planform area indicates that this model can provide insight
into the flow of CO2 in situations where geophysical observations have limited resolution.
7.3 Future Work
Two additional seismic reflection surveys have been acquired over the CO2 plume in 2013
and 2016. Mapping of reflections from the CO2 plume on these surveys would provide fur-
ther information on the flux of CO2 into the upper layers. The observed extent of CO2 in
Layer 9 would provide a significant test of the flow model predictions made in Chapter 4
(Figure 4.24).
Expanding the confined gravity current model explored in Chapter 5 to three dimensions,
and accounting for viscosity variations between the injected and ambient fluid, are important
next steps. Incorporating confinement of the reservoir into the reservoir simulator will enable
the influence of the observed changes in aquifer thickness on the flow of CO2 in Layer 9 to
be investigated as the layer thickens.
As well as accounting for aquifer confinement, adaptations can be made to the gravity cur-
rent model to account for the effect of capillarity and dissolution of CO2 into the ambient
brine. However, despite the importance of CO2 dissolution into ambient brine for storage
security, the rate at which CO2 dissolution occurs has not been accurately measured in field
experiments. Fluid samples taken from field sites would provide valuable information on
this important parameter. Small-scale pilot projects that have finished injecting CO2 (e.g.
Otway in Australia, Ketzin in Germany) would be ideal locations to take these fluid samples.
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Gravity currents have been shown by experiment to adequately describe the flow of fluids
through homogeneous porous media. However, in sedimentary rocks, small-scale hetero-
geneities exist in the distribution of grain sizes within and across beds. These heterogeneities
can exist on different length scales, and can have a large effect on the permeability of the
rock. Anderson et al. (2003) numerically and analytically explored the effect of sinusoidally
varying permeability in both horizontal and vertical directions. This work could be ex-
panded to look at larger permeability changes over a range of scales. Gravity currents in
porous media with discontinuous changes in grain size in the vertical direction, analogous to
sedimentary bedding, could also be explored. Investigating these possibilities experimentally
would provide insight into the validity of assuming a homogeneous medium when modelling
large-scale fluid flow.
Several pilot projects have now demonstrated that CO2 can be safely stored in subsurface
reservoirs (e.g. Sleipner, Snøhvit). However, in many of these pilot studies the volume of
CO2 injected has been relatively low (e.g. Otway, Ketzin). In order to store CO2 on the
scale required to meaningfully reduce CO2 emissions, it will be necessary to inject CO2 on
the scale of millions of tonnes per year, possibly using several injection sites within the same
reservoir. The effect on reservoir pressure caused by multiple injection sites has recently
been explored theoretically, but field scale studies would improve understanding in this area
(Agada et al., 2017).
As of January 2017, an estimated 16.5 Mt of CO2 has been injected. Due to limited reserves
of natural gas remaining in the Sleipner Vest field, and a lower CO2 content of this gas, it is
now anticipated that a further 1 Mt CO2 will be injected into the reservoir by 2020. These
figures represent a sharp drop in the CO2 injection rate at the base of the reservoir. When
injection does cease, continued monitoring of the reservoir is of considerable importance for
understanding CO2 flow within the reservoir. The pattern of reflections after cessation of
injection would provide valuable information on the long-term storage of the CO2 in each of
the layers. Given that the injection period is likely to be of short duration compared with
the total life of the reservoir, understanding the post-injection behaviour of CO2 will provide
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a useful indication of the long-term evolution of the CO2 plume.
7.4 Designing an ideal carbon storage project
While the Sleipner carbon capture and storage project has provided unparalleled insight into
the dynamics of CO2 flow through a porous reservoir on the field scale, the project was not
optimised for scientific purposes. For example, the main objective of the baseline seismic
reflection survey was to image the deeper natural gas field, reducing the vertical resolution
of this seismic reflection survey, and therefore subsequent surveys too (Eiken et al., 2000;
Furre & Eiken, 2014). The lack of a down-hole temperature and pressure measurements
from the base of the injection well has also created uncertainty in estimates of CO2 density
and viscosity within the reservoir.
In an ideal experiment, a broadband seismic reflection survey would be acquired over the
target reservoir prior to injection of CO2. The reservoir would be approximately the same
depth as the Sleipner reservoir – deep enough that the CO2 is in the super-critical phase, but
shallow enough to optimise imaging from seismic reflection surveys. Several boreholes would
penetrate the reservoir in the region that the CO2 is anticipated to spread into. From these
wells, core samples could be analysed to determine the permeability of the reservoir and how
this may vary laterally and vertically. These wells could also be used as observation wells to
sample fluids within the reservoir at different times, which can be then compared to baseline
fluid samples. These measurements could be used to estimate the fine-scale distribution of
CO2 within the reservoir – is CO2 distributed in uniformly high saturation layers or in a
more patchy manner. These fluid samples could also be used to estimate the dissolution rate
of CO2 within the ambient reservoir pore fluid.
Injection of CO2 would occur at a high rate (i.e. ∼ Mt yr−1) at several injection sites within
the reservoir. Pressure sensors at the injection point and within the monitoring wells could
be used to investigate the evolution of pressure within the reservoir and assess whether this
scale of injection is feasible. Subsequent seismic reflection surveys would ideally be acquired
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using the same source and receiver parameters as the baseline survey and the processing
would be carried out by the same contractor. This continuity would minimise differences
between seismic reflection surveys and increase confidence in measuring differences between
surveys.
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Appendix A
Estimating Acoustic Velocity through
CO2-Saturated Sandstone
A.1 Introduction
The Gassmann model is used to calculate the acoustic velocity of seismic waves through a
CO2-saturated sandstone (Mavko & Mukerji, 1998). The effective fluid bulk modulus de-
pends on the distribution of CO2 within the porous medium (see Section 2.5.1). The Reuss
model is used to describe the uniform saturation case, while the Brie and Voigt models pro-
vide estimates for the patchy saturation case. Here, the differences between the models are
discussed. Uncertainties in the estimates of input parameters are then used to determine
upper and lower bounds for the uniform saturation case (Table A.1).
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A.2 The Gassmann Model
Body wave velocities through a homogeneous, elastic, isotropic medium are given by
vP =
(
K + 4
3
µ
ρ
) 1
2
(A.1)
vS =
(
µ
ρ
) 1
2
(A.2)
where vP and vS are the P-wave and S-wave velocities, respectively. K is the effective bulk
modulus of the rock, µ is the shear modulus, and ρ is the density of the medium.
If velocities are known, then the bulk and shear moduli of the medium can be estimated
using
µ = ρvS
2 (A.3)
K = ρ(vP
2 − 4
3
vS
2). (A.4)
The change in bulk modulus of a fluid saturated rock caused by substitution of the ambient
brine for some saturation of CO2 is calculated using the following equation
Ksat
Kmin −Ksat −
Kbr
φ(Kmin −Kbr) =
Ksat(SCO2)
Kmin −Ksat(SCO2)
− Kfl(SCO2)
φ[Kmin −Kfl(SCO2)]
, (A.5)
where φ is the porosity of the rock, Ksat is the bulk modulus of the brine-saturated rock,
SCO2 is the saturation of CO2 in the rock, Ksat(SCO2) is the bulk modulus of the rock with
some saturation of CO2, Kbr is the bulk modulus of the brine and Kfl(SCO2) is the bulk
modulus of the fluid mixture of CO2 and brine. The effective fluid bulk modulus depends
on the mixing of the fluids within the pore space (Mavko et al., 2009). For uniformly mixed
saturation of CO2, the bulk modulus of the fluid mixture is calculated using Reuss averaging
and is given by
Kfl(SCO2) =
(
SCO2
KCO2
+
(1− SCO2)
Kbr
)−1
. (A.6)
Alternatively, the Voigt average can be used to calculate an upper bound for Kfl for the
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patchy saturation case
Kfl(SCO2) = SCO2KCO2 + (1− SCO2)Kbr. (A.7)
A more useful estimate for Kfl is given by an empirical model known as Brie’s model
Kfl(SCO2) = (KCO2 +Kbr)(1− SCO2)e +KCO2 , (A.8)
where e is an empirical constant (Mavko et al., 2009). For this analysis e = 5, as used
by Carcione et al. (2006) based on a comparison with White’s model of patchy saturation
(White, 1975).
The shear modulus is unchanged by pore fluid (i.e. µdry = µsat). The density of the partially
CO2 saturated rock is given by
ρ(SCO2) = (1− φ)ρmin + φSCO2ρCO2 + φ(1− SCO2)ρbr. (A.9)
These values are used to find vP (SCO2) for 0 ≤ SCO2 ≤ 1 using
vP (SCO2) =
(
Ksat(SCO2) +
4
3
µ
ρ(SCO2)
) 1
2
. (A.10)
The parameter values used to estimate vP (SCO2) are given in Table A.1. P- and S-wave
velocities were measured at a nearby well and their values are generally agreed upon. For
the bulk modulus and density of the mineral phase of the sandstone, there is also broad
agreement, although some uncertainty is introduced by the possible variation in mineralogy
within the Utsira Formation. Porosity was also measured at nearby wells and does vary
throughout the Utsira Formation. However, there is a broad consensus that the average
value is 0.37 (Chadwick et al., 2005). The bulk modulus of the brine is well known (E. Lin-
deberg, written communication, 2000). Due to the uncertainties of pressure and temperature
estimates for Layer 9, values of the bulk modulus and the density for dense-phase CO2 can
vary. I use values favoured by the Institut Franc¸ais du Petrole based on a temperature of
29◦C with a methane content of 1 %. Uncertainties for all input parameters were chosen to
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Table A.1: Parameter values and their uncertainties used to calculate vCO2 .
Parameter Symbol Value Uncertainty Units
P-wave velocity vP 2050 ±30 m s−1
S-wave velocity vS 693 ±25 m s−1
Mineral bulk modulus Kmin 36.9 ±0.1 GPa
Mineral density ρmin 2650 ±25 kg m−3
Porosity φ 0.37 ±0.3
Brine bulk modulus Kbr 2.31 ±0.1 GPa
Brine density ρbr 1040 ±20 kg m−3
CO2 bulk modulus KCO2 88 ±30 MPa
CO2 density ρCO2 692 ±30 kg m−3
reflect the range of estimates found in the literature. Using these values, vCO2 was calculated
to be 1428 ± 95 m s−1.
To understand how sensitive vCO2 is to each of the input parameters, each parameter is varied
in turn. In Figure A.1, vCO2 is plotted as a function of SCO2 and each input parameter is
varied by ± 10 %. These results show that changes in the bulk modulus and in the density
of CO2 have little impact upon the value of vCO2 . The parameters that have the greatest
effect on acoustic velocity are vP , ρmin, φ and Kbr. Since vP and ρmin are well constrained,
the largest uncertainties stem from Kbr and from the porosity distribution within the Utsira
Formation.
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Figure A.1: P-wave velocity calculations showing sensitivity to input parameters.
(a) Black line = P-wave velocity as function of CO2 saturation through water-saturated
sandstone; red/blue lines = uncertainty range for input vP ± 10 %. (b) S-wave velocity. (c)
Bulk modulus of mineral material. (d) Density of mineral material. (e) Porosity. (f) Bulk
modulus of ambient brine. (g) Density of ambient brine. (h) Bulk modulus of CO2. (i)
Density of CO2.
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Appendix B
Numerical Methods
B.1 Numerical Forward Modelling of Gravity Currents
The numerical models in this dissertation (e.g. Equation 4.7) are solved using a Crank-
Nicholson finite-difference scheme. The non-linear diffusive buoyancy is accounted for using a
predictor corrector step. This scheme permits the thickness of the fluid at the next time-step
to be calculated using information about the thickness of the fluid at the current time-step.
Mass is conserved throughout the region, and therefore the change in the thickness of the
fluid, h, in each grid cell, i, between time-steps, n, must be equal to the flux of fluid in to
the cell, Fi−1/2, minus the flux out, F1+1/2,
φ
hn+1i − hni
∆t
=
Fi−1/2 − Fi+1/2
∆x
, (B.1)
where hni refers to the thickness of the current at grid cell i at time-step n, ∆x is the distance
between neighbouring grid cells, ∆t is the time between adjacent time-steps and φ is the
porosity of the porous medium.
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The Crank-Nicholson scheme is centred in space between grid cells and in time between
time-steps. To calculate the flux, the right hand side of (4.7) is discretised such that it is
centred at the midpoint between time-steps and grid cells. The flux out of the cell, centred
at the n+ 1/2th time-step is therefore given by
F
n+1/2
i+1/2 = ui+1/2h
m
i+1/2
(
h
n+1/2
i+1 − hn+1/2i
∆x
)
+ ui+1/2
(
di+1 − di
∆x
)
h
n+1/2
i+1/2 . (B.2)
where, for example,
h
n+1/2
i+1/2 =
1
2
(
hn+1i+1 + h
n
i+1
2
+
hn+1i + h
n
i
2
)
. (B.3)
The superscript m denotes either the nth or the n + 1/2th time-step, depending on which
step of the predictor corrector scheme is being calculated. Since the scheme is centred in
space, information about the thickness of the current at the n+ 1/2th time-step is required
to solve the equation accurately. To estimate this thickness, the thickness of the flow at the
current time-step is used to advance the scheme to the half time-step. This information can
then be used to calculate the thickness of the current at the next time-step.
Substitution of (B.2) and its equivalent at the i− 1/2th grid cell (i.e. the flux into the grid
cell) into (B.1) produces the fully discretised version of (4.7). After some algebra, we find
that it can be reduced to the following tridiagonal system
Al,ih
n+1
i−1 + Ad,ih
n+1
i + Au,ih
n+1
i+1 = b, (B.4)
where Al,i contains information on the advective and diffusive terms associated with h
n+1
i−1 ,
and similarly for Ad,i and Au,i. b is a vector containing information on the grid cells i − 1,
i and i+ 1 at the nth time-step. Equation B.4 can be written in a general form for all grid
cells as
Ax = b (B.5)
where A is a tridiagonal matrix and x is a vector containing the thickness of the fluid at
the n + 1th time-step (i.e. the values being solved for). This tridiagonal system is fast and
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efficient to solve, and advances the simulation by one time-step.
B.1.1 Il’in Scheme
While the numerical scheme above is adequate for gravity currents flowing along simple
topography, the scheme becomes unstable for realistic caprock topography. Steeper topo-
graphic gradients cause unphysical numerical oscillations to develop due to the advective
term’s spatial derivative. Alternative methods of discretising equations such as (4.7), for
example ‘upwind’ or ‘downwind’ schemes, are able to contend with sharp changes in param-
eters by preferentially taking more information either from in front of or behind the grid
cell being caluclated. However, these methods can suffer from numerical diffusion that can
smear the fronts of these simulations. To get around this problem, an unconditionally stable
three point differencing scheme first proposed by Il’in (1969) and later by Clauser & Kiesner
(1987) that permits the propogation of sharp fronts at high Peclet numbers is implemented.
The full derivation of the scheme is given in Clauser & Kiesner (1987).
In this scheme, the flux between the ith and i+ 1th grid square is expressed as
Fi+1/2 =
D
∆x
(hi+1 − hi)− v
[
hi+1 + hi
2
+ α
(hi − hi+1)
2
]
(B.6)
where v is the advective term, D is the diffusive term and α is calculated using
α = coth(q)− 1
q
(B.7)
where
q =
v∆x
2D
(B.8)
is the Peclet number for the grid divided by 2. α acts as a spatial weighting parameter
that determines how much ‘local upwinding’ is required depending on the strength of the
advective and diffusive parameters at each grid cell. The effect of this parameter is shown
below in three examples.
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In this formulation, if 0 < D  v (i.e. large Peclet numbers), then α ≈ 1 and so equation
B.6 becomes
Fi =
D
∆x
(hi+1 − hi)− vhi, (B.9)
meaning that the advective term is strongly influenced by information from the ’upwind’
direction. For 0 < v  D (i.e. small Peclet numbers) then α ≈ 0 and so equation B.6
becomes
Fi =
D
∆x
(hi+1 − hi)− v (hi+1 + hi)
2
, (B.10)
which is equivalent to a normal Crank-Nicholson scheme. For v  0 < D then α ≈ −1 and
so equation B.6 becomes
Fi =
D
∆x
(hi+1 − hi)− vhi+1, (B.11)
meaning that the advective term is strongly influenced by information from the ’downwind’
direction. These three examples show that depending on the size of v and whether it is
positive or negative, α will determine how much upwinding is required to ensure that the
scheme remains stable.
Using this finite difference scheme, the full discritisation of equation 4.7 is as follows:
hn+1i − hni
∆t
=
1
∆x
(
D
∆x
− v
2
(1− α)
)n+1/2
i+1/2
h
n+1/2
i+1
− 1
∆x
[(
D
∆x
− v
2
(1− α)
)n+1/2
i−1/2
+
(
D
∆x
+
v
2
(1 + α)
)n+1/2
i+1/2
]
h
n+1/2
i
+
1
∆x
(
D
∆x
+
v
2
(1 + α)
)n+1/2
i−1/2
h
n+1/2
i−1
(B.12)
To simplify notation, define
cxa =
D
∆x
− v
2
(1− α) (B.13)
cxb =
D
∆x
+
v
2
(1 + α) (B.14)
Equation B.12 is then rearranged to collect terms relating to the known time-step and terms
L. R. Cowton, Ph.D. Dissertation
Numerical Methods 213
relating to the time-step to be calculated,
−(cxa)n+1/2i+1/2 hn+1i+1 +
[
1
∆t
+ (cxb)
n+1/2
i+1/2 + (cxa)
n+1/2
i−1/2
]
hn+1i − (cxb)n+1/2i−1/2 hn+1i−1
= (cxa)
n+1/2
i+1/2 h
n
i+1 +
[
1
∆t
− (cxb)n+1/2i+1/2 − (cxa)n+1/2i−1/2
]
hni + (cxb)
n+1/2
i−1/2 h
n
i−1.
(B.15)
This scheme can then be solved using a tridiagonal solver.
B.1.2 Alternating Direction Implicit Method
To model VO2 flow in three dimensions I use an operator splitting method known as the
Alternating Direction Implicit (ADI) method (Peaceman & Rachford, 1955). This method
advances the numerical simulation by a half time-step in the x-direction, and then by a half
time-step in the y-direction, thus advancing the flow of CO2 by a whole time-step after one
iteration.
In three dimensions, Equation 4.7 becomes
φ
∂h
∂t
=
∂
∂x
(
uh
∂h
∂x
)
+
∂
∂x
(
u
∂d
∂x
)
h+
∂
∂y
(
uh
∂h
∂y
)
+
∂
∂y
(
u
∂d
∂y
)
h. (B.16)
Using the ADI scheme, this equation is then solved in four stages. In the first stage, the
thickness of the current in the y direction is held constant, and the predictor step calculates
the thickness of the current in the x direction at the n + 1/4th time-step while holding the
thickness of the current in the y direction constant. In the corrector step, the the x-terms
are then advanced to the n + 1/2th time-step using coefficients centred at the n + 1/4th
time-step, again while holding the terms in the y direction constant, as shown below
−(cxa)n+1/4i+1/2,jhn+1/2i+1,j +
[
1
∆t
+ (cxb)
n+1/4
i+1/2,j + (cxa)
n+1/4
i−1/2,j
]
h
n+1/2
i,j − (cxb)n+1/4i−1/2,jhn+1/2i−1,j
= (cya)
n+1/4
i,j+1/2h
n
i,j+1 +
[
1
∆t
− (cyb)n+1/4i,j+1/2 − (cya)n+1/4i,j−1/2
]
hni,j + (cyb)
n+1/4
i,j−1/2h
n
i,j−1,
(B.17)
where cya and cyb are the same as for cxa and cxb, but in the y-direction, and j refers to
the grid cell index in the y-direction. To advance the current in the y-direction, the same
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procedure is followed as before, but holding the x-direction constant,
−(cya)n+3/4i,j+1/2hn+1/2i,j+1 +
[
1
∆t
+ (cyb)
n+3/4
i,j+1/2 + (cya)
n+3/4
i,j−1/2
]
h
n+1/2
i,j − (cyb)n+3/4i,j−1/2hn+1/2i,j−1
= (cxa)
n+3/4
i+1/2,jh
n
i+1,j +
[
1
∆t
− (cxb)n+3/4i+1/2,j − (cxa)n+3/4i−1/2,j
]
hni,j + (cxb)
n+3/4
i−1/2,jh
n
i−1,j.
(B.18)
This method can still be solved using a tridiagonal matrix solver, and is therefore a fast and
efficient calculation.
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