Abstract. In this paper, we apply an AMG prconditioner to solve the unsteady NavierStokes equations with moving mesh finite element method. 4P1 − P1 element pair is selected, which is based on the data structure of hierarchy geometry tree. We choose two-layer nested meshes including velocity mesh and pressure mesh. AMG preconditioners are designed for PDE solver and divergence-interpolation in moving mesh strategy. Numerical experiments show the efficiency of the AMG preconditioner for moving mesh finite element method.
Introduction
The incompressible Navier-Stokes equations in primitive variables are
with initial and boundary conditions on ∂ Ω = ∂ Ω D ∂ Ω N :
u| t=0 = u 0 , inΩ.
(1.2)
where Ω ∈ d , (d = 2, 3) is computional domain, [0, T ] is the time interval, u is velocity and scalar p is pressure, n denotes outward normal direction of ∂ Ω, ν > 0 is the constant kinematic viscosity. We solve (1.1) and (1.2) by moving mesh finite element methods based on [1] and [2] . In the past, some moving mesh methods have been introduced. Winslow [3] proposed solving elliptic PDEs using moving mesh. As an extension of Winslow' work, Dvinsky [4] pointed out that harmonic function theory could be used for generating mesh. Motivated by Dvinsky's work, L1, Tang and Zhang [1] proposed a moving mesh finite element strategy based upon harmonic mapping. The authors in [2] extended the moving strategy to solve the incompressible Navier-Stokes equations in primitive variables. The author designed a divergence-free interpolation in moving strategy by solving a linearized Navier-Stokes-type equations. In [5] , 4P1 − P1 element pair is applied to solve incompressible Navier-Stokes flow with moving mesh finite element method based on the work of [2] . This pair has same mesh structure as P1isoP2P1 element, which is natrually LBB stable see [6] . Four velocity elements can be obtained by refining the pressure element one time see Figure  1 . Linear velocity basis functions of 4P1 − P1 are all locally in the same velocity element, whereas P1isoP2P1 not, see [5] for detail.
As we known, spacial discretization of Navier-Stokes system with LBB-stable 4P1 − P1 element pair leads to a saddle point problem. Two-grid method was introduced to solve Navier-Stokes equations, see ( [7] , [8] and [9] ) for details. There are a lot works on saddle point problems by developing preconditioners for Krylov subspace method, such as block preconditioner and multigrid precondition. Readers can refer to [10] for detail. Many works ( [11] , [12] , [13] , [14] ) introduce a variety of block preconditioners, whose main issue is finding a good approximation of schur complement. Also there are other precondition methods, for instance ( [15] , [16] ). The authors in ( [17] [18] ) proposed an efficient AMG preconditioner for Krylov solver to solve Navier-Stokes equations. However, efficient precondition methods for saddle point problems are nearly based on uniform mesh (although the stretched mesh case is considered in [16] ).
In this work, we apply an AMG preconditioner to moving mesh finite element for solving systems (1.1) and (1.2) based on the work of [19] . Also AMG precondition stretegy is designed for divergence-free interpolation in moving mesh method. Efficiency of the AMG preconditioner is analyzed througth several numerical experiments.
The layout of the paper is arranged as follows. In section 2, we use 4P1 − P1 element to approximate the governing equations. Next, the AMG preconditioner for Navier-Stokes equations is shown. In Section 4, we give the moving mesh strategy briefly. Then we present numerical experiements in section 5. Finaly, we give the conclusions in this section. with ( u n · ∇) u n+1 .
Data structure and weak formulation
In this work, we adopt finite element pair 4P1 − P1, which based on two different trianglar meshes and two different finite element spaces. By using the hierarchy geometry tree ( [20] ) structure, velocity mesh can be obtained via global refining pressure mesh one time see Figure 2 . The 1 − 1 index between velocity elements and pressure elements can be obtained without difficulties with the hierarchy geometry tree structure. Interested author see [5] for details. First some notification are denoted as follows. h is the trianglar subdivision for velocity mesh with mesh size h = max T ∈ h diam(T ), while H (H = 2h) for pressure mesh. 
Fast krylov solver with AMG precondition strategy
substituting (3.1) inito weak form (2.1), a linear system can be obtained
3)
Assembling of matrix B is a non-trival process due to the basis functions of velocity elements and pressure elements are on different meshes. According to the 1−1 index between velocity elements and pressure elements metioned above, we can just use local P1 element of both velocity and pressure elements to assemble B. B T is in the same way.
We denote
To solve linear system (3.2) efficiently, we use preconditioned GMRES as solver. The block trianglar preconditioner discussed in [19] which is defined as following
where
T y is the schur complement matrix. The action of −1 is divided into two steps: first, solve schur complement system, second, solve two scalar systems associated with F . It is costly to directly solve schur complement system. So in practical computation, the PCD preconditioner discussed in [19] is used to approximate schur complement matrix S. PCD preconditioner is denoted as S * = A p F −1 p Q p , where A p , F p and Q p are all on the pressure space. Q p is mass matrix, A p is pressure diffusion matrix and F p is convection diffusion matrix denoted as
Exact PCD preconditioning opearator is denoted as
We will explain the
Firstly, we solve In practical computation, we use a fixed number of AMG iterations (usually one or two) for matrix F , F p , Q p , and A p to replace accurate solving, which refers to iterated PCD preconditioning. The AMG solver is based on the AFPack(an adaptive finite element package), which can be obtained from http://dsec.pku.edu.cn/~rli. The efficiency of PCD preconditioning is shown in ( [19] , Section 10) and [21] for bouyancy driven flow problem. In our experiements, F p in (3.9) is not so efficient as getting rid of ν in (3.9). If without explaination, we refer F p = A p + W n p in this paper. We compare the efficiency of different choices of F p in numerical tests.
We adopt the method in [14] to deal with matrixes F p and A p on Neumann boundary for improving efficiency. For A p , the discrete pressure p h has to satisfy a homogeneous Dirichlet boundary condition along the outflow boundary ∂ Ω N . While a Neumann condition
on boundary ∂ Ω. In practical computation, the treatment of F p on outflow boundary ∂ Ω N is the same as A p according to ( [19] , Section 9.2.2). We know that for cavity flow, w h · n equals zero on all boundary ∂ Ω. Then (3.14) will become ∂ p h ∂ n = 0, which means donothing for F p on ∂ Ω. In this work, we apply the PCD preconditioning strategy to moving mesh finite element method to efficiently solve system (3.2). The moving strategy will be shown in next section.
Moving mesh strategy

Moving mesh framework
We refer the moving strategy to [2] . In the following, we briefly introduce the moving mesh method. At time t = t n , we obtain numerical solutions u
We follow the framework in [2] to implement divergence-free interpolation of solutions on n h to new mesh
. Briefly speaking, the moving mesh strategy mainly contains four steps as follows.
step 1 Obtain monitor function. It is very important to choose an appropriate monitor function for adaptive scheme. Let m = 1/G, where G is the monitor function. As illustrated in [2] , there are some common choices of G. One based on vorticity is
where ω = ∇ × u, α, β are positive constants. In this work, β = 2 performs well, while α is user defined according to different problems.
step 2 Get a new logical mesh. Solve elliptic equation
where m is given in step 1. 
The displacement δX i in physical domain cen be obtained with δ . Moreover a positive parameter µ is multiplied to the displacement δX i in updating old mesh in physical domain to a new one:
Interested readers can see [22] for mesh redistribution in detail.
step 4 Preserve divergence-free interpolation. It is necessary to keep divergence-free in the interpolation when solving incompressible flow with moving mesh finite element method. In [2] , solution re-distribution on the new mesh (n+1) is achieved via solving a lineard inviscid Navier-Stokes-type system as following Weak form of (4.5) is :
In this work, we use explicit scheme to (4.6) for time discretization:
where u (n) h and p
(n)
H are the numerical solutions of (1.1) at t = t n using the mesh at t n . u In our algorithm, PCD preconditioned GMRES is selected as a solver solving linear system (3.2). We denote the stop criterion for GMRES convergence is
AMG preconditioning strategy for (4.7) in solution re-distribution
where r (k) is the residual of the linear system (3.2) and r (0) is right hand side of (3.2).
Finally, to illustrate our algorithm clearly, we give the flow-chart in algorithm 4.1: 
H . 2: while t n < T do 3: Caculate monitor function on mesh
H and obtain logical mesh ξ * by solving (4.2).
4:
Judge if L 2 norm of ξ * − ξ (0) is less than tolerance. If yes, the iterator is over, else continue 5 -8.
5:
Caculate move direction δ x of (n) p using the difference of ξ * − ξ (0) .
6:
Solve equation (4.7) on
H, * .
7:
Update mesh
and synchronize
by the hierachy geometry tree stucture. 8: Go back to 3.
9:
Solve Navier-Stokes system (3.2) with AMG precondition to obtain numerical solutions u 
Numerical tests
We use two numerical tests to show our strategy. In practical computation, we choose the solutions of steady Stokes equations as the initial value of Navier-Stokes equations. The initial physical domain and logical domain in moving algorithm are the same. Moving mesh and numerical solutions are shown in below. Our codes are all based on the finite element package AFEPack.
Driven cavity flow
We consider the benchmark problem: regularized cavity flow. In our moving strategy, (4.1) is selected as monitor function. Parameters α = 0.5, β = 2.0 perform well. The moving mesh and vorticity contour evoluting to steady state are shown in Figure 3 . It can be seen that mesh clusters at top boundary and right boundary where the magnitude of vorticity is large. Velocity streamline is shown in Figure 5 . We contrast the magnitude of velocity divergence between uniform mesh and moving mesh in Figure 4 . It is found that the magnitude of velocity divergence in moving mesh decreases obviously in contrast to the uniform case.
Comapration of GMRES iteration counts in solving (3.2).
In Figure 6 , we compare the mean GMRES iteration steps by six groups of F p = γA p + W n p with different γ in PCD preconditioning. It requires less iteration steps with γ = 1 than other five cases, which means a satisfactory result is obtained by choosing
. So for simplicity, we get rid of ν in
Moreover, we contrast the number of GMRES iteration counts in solving linear system (3.2) with AMG and ILU preconditioner in Table 1 . It is discoverd that AMG in more efficient than ILU.
Comparation of GMRES iteration counts in solving (4.7).
In Table 2 , We contrast the mean number of GMRES iteration steps in solving (4. 
Flow over cylinder
This example models the development of flow over an cylinder along a retangular channel. This problem has been considered in [23] . The center of cylinder is (0, 0) and In our moving strategy, parameters α and β in (4.1) are user defined. The value of α is greater, the degree of mesh clustering is larger. From Figure 7 , it can be shown that the number of GMRES iteration steps with α = 5 is larger than α = 1.0. In Table 3 , we show the comparation of mean GMRES step counts in solving (3.2) and (4.7) with different choices of F p in PCD precondition and different choices of M * S . It is found that the mean number of GMRES iteration steps in solving (3.2) will decrease about 10 by using We show the moving mesh at t = 2s in Figure 8 . It can be seen that the mesh obviously clusters around the cylinder. As we known, wall street phenomena will occur as time evoluting when the flow has an appropriate viscosity according to [24] , just as the mesh shown in Figure 9 . 
Remarks
In this work, we apply an efficient AMG preconditioning strategy to moving mesh finite element method based on 4P1 − P1 pair. The 4P1 − P1 element pair naturally satisfies the inf-sup condition and is linear-order. Linear element is more prefered than high order element in practical engeneering computation, according to its simplicity and complexities of problems. In our moving strategy, we use the monitor function based on vorticity to capture the fine flow structure. The structure of mesh is consistent with vorticity structure. We compare the number of GMRES iteration steps in solving Navier-Stokes problems with different F p in PCD preconditioning. It is verified that choosing F p = A p + W n p in PCD preconditioning is more efficient by numerical tests. We also constrast the number of GMRES step counts of solving linear system in solution re-distribution with different preconditioning matrix M * S . It turns out to be that M * S = 1 ν A p is more efficient. We find that the number of GMRES iteration steps will be larger as the mesh becomes clustering.
We will extend the efficient preconditioning to some interesting problems such as free boundary problem. Also three dimention problems of solving incompressible flow with moving mesh finite element based on 4P1 − P1 pair will be considered in future work.
