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Abstract— In this work we study the problem of exploring
surfaces and building compact 3D representations of the en-
vironment surrounding a robot through active perception. We
propose an online probabilistic framework that merges visual
and tactile measurements using Gaussian Random Field and
Gaussian Process Implicit Surfaces. The system investigates
incomplete point clouds in order to find a small set of regions
of interest which are then physically explored with a robotic
arm equipped with tactile sensors. We show experimental
results obtained using a PrimeSense camera, a Kinova Jaco2
robotic arm and Optoforce sensors on different scenarios. We
then demonstrate how to use the online framework for object
detection and terrain classification.
Index Terms— Active perception, Surface reconstruction,
Gaussian process, Implicit surface, Random field, Tactile ex-
ploration.
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I. INTRODUCTION
Acquiring a high quality 3D model of the environment
is critical for many autonomous robotics problems such
as grasping, segmentation, traversability or mapping. Mere
vision perception does not often exhaustively describe the
shape of the environment since volumetric data generated
from modern vision sensors are prone to errors due to limited
field of view, photometric effects, occlusions and noise.
Passive observation of a scene leads to incomplete shapes
of objects and terrains facing the camera. Heuristic or sym-
metry assumptions [1] can be used to deal with lack of data
in the observations, leading to errors in the representation.
Surface exploration through vision and haptic interactions
is the task of purposefully touch and inspect a portion of
environment so to reveal occluded information. It can be
considered as a case of either interactive or active percep-
tion depending whether the physical interaction strategically
modify the environment under analysis or not respectively.
Haptic exploration helps improving observations adding
a new layer of information into the world model. Meier et
al. [2] showed that tactile information alone can be used to
adequately describe objects properties. A robotic manipulator
equipped with tactile sensors can be used to encode prop-
erties of surfaces and objects and enhance visual perception
of shapes [3]. Studies [4] show that combining tactile and
visual representations of object brings more reliable and
robust shape estimation than either the visual or tactile alone.
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Fig. 1: Experimental setup. A kinova Jaco2 arm equipped with
Optoforce sensor explores occluded areas of an environment.
Even humans build their world representation using different
sensory information and actively examine the environment to
enhance their perception [5].
In this paper we use the term VRS (visible and reachable
surface) to refer to all the surfaces contained in the portion of
space consisting in the intersection of the field of view of the
camera and the reachable space of the robot. The VRS can
contain several occluded regions and objects (i.e. occluded
surfaces, see Fig. 1).
Examples of VRS are:
- The surface of a table and objects placed in front of a
robot.
- The portion of map in front of an arm equipped Un-
manned Ground Vehicle (UGV) as shown in Fig. 2.
Inspired by the work in [3] and field applications described
in [6] we build 3D models of a VRS by merging vision and
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Fig. 2: Visible and reachable surface of an UGV. Objects A and
B are inside the VRS, B is partially occluded. C and D are outside
the VRS.
haptic data into a probabilistic framework. We study how to
properly model shape of environments that contain different
occluded objects and incomplete areas taking advantage of
uncertainties in the sensory system. We also show how to
reduce the exploration time and the amount of physical
interactions needed.
In summary, the contributions of this paper can be listed
as follow:
1) We propose a new probabilistic framework for surface
exploration that merges haptic and visual sensory infor-
mation for building a local 3D map of the environment.
2) We show how to exploit Gaussian Processes and
Delaunay triangulation for reducing the amount of
interactions and the computational power/time needed.
3) We demonstrate the feasibility of the approach through
hardware experiments letting a robotic arm explore
different scenarios and show how few interactions can
add useful information to a partially visible surface.
4) We show how to generically exploit the autonomous
framework for problems such as object identification
and terrain classification.
II. RELATED WORK
Gaussian processes (GP) [7] have been used for terrain
mapping and modeling [8], [9] in a wide range of appli-
cations including geophysics, aeronautics and robotics. In
those studies any given point in a 2D Euclidean space is
associated with a single elevation value, generating therefore
a 2.5D surface called digital elevation model (DEM) also
known as heightmap [10]. Another example of Gaussian
processes applied to digital terrain modeling can be seen in
[11]. Such models may fit terrain shapes but are not suitable
for more complex surfaces or in applications such as object
manipulation or segmentation.
Implicit surfaces [12] have been widely used to represent
object shapes since their first appearances in [13]. Generic
reconstruction of implicit surfaces from data points have
been presented in [14]. Machine learning techniques have
been progressively developed to represent complex surfaces
as in [15] and [16]. More recently, Gaussian Process Implicit
Surfaces (GPIS) [17] have become very popular allowing
to extend implicit surface to uncertainty, a property needed
when the model is the result of sensory data fusion [18].
Environmental observations can condition a GP so that
its posterior mean define the implicit surface defining the
terrain (including objects). Authors in [19] applied GPIS for
building 3D representation of the environment by fusing laser
and mm-wave radar data. Results in [20] show how GPIS
as object representation can even improve complex tasks as
grasping.
One disadvantage of these approaches is that during infer-
ence, Gaussian Process Regression (GPR) is computationally
demanding. The major cost takes place from the inversion
of large covariance matrices that, in the simplest imple-
mentation, have complexity O (n3). Mathematical tools as
Cholesky decomposition or sparse kernels [21] can consid-
erably reduce the computational effort.
GPIS requires a dense cubic matrix of points as test set
in order to qualitatively describe the implicit surface. When
a VRS includes several objects, the matrix containing the
training sample points (i.e. the point cloud) becomes large
and the computational time increases drastically making the
implementation of an online active perception algorithm for
surface exploration infeasible. To overcome such problem a
down-sampled subset is often heuristically selected and used
[22].
An application of sparse kernels for mapping of large
area is presented in [23] where authors propose a unified
framework for building continuous occupancy grid maps.
As already mentioned, merging haptic and visual sensory
data into the same probabilistic model using GPs can lead
to better shape representation [3] and planning [24]. An
example of tactile sensing for object tracking with visual
occlusion using particle filters is presented in [25]. Another
efficient tactile perception algorithm for object manipulation
and tracking is shown in [26].
Work in [27] and [28] showed that the morphology of
an environment is very important for an unmanned ground
vehicle (UGV) that autonomously tries to traverse a partic-
ularly harsh environment. They showed also that occlusion
and reflections, e.g. caused by a pot of water or broken glass,
can lead to failure. This could be solved by asking a robotic
arm to strategically explore the environment around the
UGV. Nevertheless, the battery capacity, the computational
power on board of the robot and limited time constraints,
common during urban search and rescue missions, force the
exploration task to reduce as much as possible the required
elaboration time and the tactile interactions. On a different
scenario, an interactive humanoid robot, which explore a
table with objects for segmentation, can try to identify hidden
elements by touching occluded regions and move its head
only in case of positive tactile feedback.
To address those problems we propose a probabilistic
method that identifies and analyses occluded regions in the
working space area of a robot, where a VRS point cloud can
be much larger than a single object (e.g. cup or bottle). We
train a Gaussian Random Field (GRF) and a Gaussian Pro-
cess Implicit Surface on the initial point cloud representing
the VRS. We then infer the joint distribution of Gaussian
Random Field model on regions of interest obtained from
a 2.5D fast Delaunay triangulation. Delaunay triangulation
on a discrete Euclidean d-dimensional point set corresponds
to the dual graph of the Voronoi diagram [29] for the same
set. We use it to quickly identify and investigate large sparse
areas in the visual point cloud that could potentially carry
high uncertainty in the internal probabilistic model. We use
a robot manipulator with tactile sensors for autonomously
touching the isolated regions of the surface. We define a
new training set for the GPIS using on-surface and off-
surface tactile points obtained during each interaction by
tactile sensors placed on the fingertips of the robotic hand.
Finally we generate the new 3D shape inferring the GPIS on
a subset of the VRS selected using the predicted mean of
the GRF.
A surface exploration step in this paper denotes a single
iteration of the algorithm that includes several physical inter-
actions with the environment. During each exploration step
the GPIS model is updated many times enlarging its training
set with tactile information. We assume the environment to
remain static during the whole analysis.
III. SURFACE MODELING
In this section we briefly discuss Gaussian Processes
Regression (GPR) [7]. We describe how to exploit two
dimensional GPR (Gaussian Random Field) and three di-
mensional GPR (Gaussian Process Implicit Surfaces [17])
for modeling terrain and object shapes.
A. Gaussian Random Fields
We denote PV RS = {x1,x2 . . .xN} with xi ∈ R3 the set
of measurements of 3D points lying on the visible reachable
surface and DRF = {xi, yi}Ni=1 a bi-dimensional training
set where xi ∈ X ⊂ R2 are the xy-coordinates of the
points in PV RS and yi the z-coordinates (heights)1. We also
define a set X∗ ≡ Xrf∗ ⊂ R2 of M test points. With a
function f ∶ R2 → R we map a 2.5D surface where each
vector of xy-coordinates generates a single height. Such a
function can efficiently be modeled by a GPR which places
a multivariate Gaussian distribution over the space of f (x).
The GP can be fully described by a mean function m (x) and
a covariance function k (xi,xj). Assuming noisy observation
y = f (x) +  with  ∼ N (0, σ2n) and m (x) = 0 the joint
Gaussian distribution on the test set X∗ becomes
[y
f∗] ∼ N (0, [K + σ2nI k∗kT∗ k∗∗]) (1)
where K is the covariance matrix between the training
points [K]i,j=1...N = k (xi,xj), k∗ the covariance ma-
trix between training and test points [k∗]i=1...N,j=1...M =
k (xi,x∗j) and k∗∗ the covariance matrix between the test
points [k∗∗]i,j=1...M = k (x∗i,x∗j).
The predictive function is obtained by conditioning on the
training points
p (f∗∣X∗,X,y) = N (f∗,V [f∗]) (2)
1 Axis are described considering the frame represented in Fig.1
f∗ = kT∗ (K + σ2nI)−1 y (3)
V [f∗] = k∗∗ − kT∗ (K + σ2nI)−1 k∗ (4)
For this study we choose to use the popular squared
exponential kernel
k (xi,xj) = σ2eexp⎛⎝−(xi − xj)T (xi − xj)σ2w ⎞⎠ (5)
Gaussian random field (GRF) is a common way to refer
to Gaussian Process Regressors that generalize over bi-
dimensional Euclidean vectors. Associating every coordinate
to a single height is a big limitation when it comes to
represent complex surfaces, e.g. mugs, inclined boxes. On the
other hand, inferring a random field will directly produce 3D
points by combining input-output into vectors of coordinates.
This explicit behavior of the joint distribution permits to
quickly obtain a DEM querying large portion of the VRS
using only few bi dimensional testing points. The variance
of the random field allows to directly highlight regions of
low density data, e.g. occluded portion of the VRS, or high
complexity portion of surface, e.g. different heights for the
same coordinate.
B. Gaussian Processes Implicit Surfaces
Gaussian Process Implicit Surface (GPIS) models a func-
tion f ∶ R3 → R with supporting points defining an implicit
surface. Whereas equations 1, 2, 3, 4 maintain the same
form, DIS = {xi, yi}Ni=1 becomes the new training set where
xi ∈X ⊆ PV RS and yi ∈ R defined as in [17]
yi
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
= −1, if xi is below surface= 0, if xi is on the surface= 1, if xi is above the surface (6)
We also redefine the set X∗ ≡Xis∗ ⊂ R3 of M test points.
The implicit nature of the GPIS does not allow to directly
shape the VRS. It is needed to define a large set of test
points, e.g. a dense cubic volume centered on a region of
interest, and then find the isosurface of value 0 on the f∗
associated with the inferred points in X∗. This operation
is very computationally expensive depending on the size of
the VRS and X∗. On the other hand GPIS allows to model
complex surfaces and to use not only points belonging on
the surface to shape the GPR but also empty region points
(i.e. f(x) ≠ 0 ).
As we show on Sec. V, this property is critical in defining
the amount of interactions needed to describe the occluded
VRS. For the GPIS we choose the same rbf covariance
function as in Eq. 5.
Hyper-parameters were empirically chosen based on a set
of experiments made on a 1m3 area. Having a covariance
function that maps the uncertainty on input data similarly
for the bi-dimensional case and the three-dimensional case
is a fundamental assumption for our analysis as we show
later in section V-B.1.
Fig. 3: Probabilistic framework processes flow
IV. METHODOLOGY
In our study we represent the environment assuming a
limited number of interactions in a constrained time window
considering a VRS containing multiple objects. This applies
to all those robotics problems in which a robot needs to
explore an environment in an online process that extends
within limited amount of time (as those listed in Sec. II).
In this section we describe the system and guide the reader
through the framework process flow showed in Fig.3.
A. Strategy for modeling and inference
We initially model the VRS surface with a 2.5D function
fV RS(x) ∶ R2 → R using a bi-dimensional Gaussian Process
Regression defined in Sec. III-A. Generalization provided
by equations 3 and 4 are generally used to obtain a DEM
of the VRS and the level of confidence in the data for each
point. The choice of X∗ is therefore crucial for understanding
properties of the environment. A naive approach could create
a dense grid of bi-dimensional points on the whole surface
(so that every single hole in the map is somehow inferred by
the GPR). This creates a large set X∗ that leads to a large
covariance matrix even for the bi dimensional case. Instead
of creating the grid we query only small empty regions
analyzing the Voronoi diagram [29] of PV RS defined in III-
A. We run a fast 2.5D Delaunay triangulation2 on the set
PV RS and fill X∗ with the xy-coordinates of the barycenters
(BVRS) of all the computed Delaunay triangles (TVRS).
Elements in X∗ represent coordinates of empty spaces and
could easily be reduced in number, if needed, by putting a
constraint on the area of the triangles to be analyzed (larger
areas mean larger empty regions). We then use Eq. 4 to get
the variance on the test points, i.e. the confidence seen as
complexity of the shape or lack of information. Computing
V [frf∗] we can select the points in BVRS carrying highest
uncertainty (ROI selector box in Fig.3) and therefore also
the vertices of the corresponding triangles that we denote
as TINT = [b1, tr1], [b2, tr2] . . . [bL, trL] with L << N .
This step is crucial for the algorithm efficiency, allowing
to obtain several regions of interest in a fast way without
2FADE25D C++ Library
actually inferring a Gaussian Process Implicit Surface on the
whole cube containing the VRS.
Each bi is considered as a target position point for the
trajectory planner for the arm . We define the approach vector
for each target point (i.e. each interaction) by computing the
normal vector to the plane defined by the triangle vertices
constrained with direction going inside the surface (each t ∈
TINT) .
We define an implicit surface by the support points of
a function ΨV RS(x) ∶ R3 → R using a Gaussian Process
implicit surface Regression defined in Sec. III-B. We train
the model using all the 3D points in PV RS labeled as 0
with the addition of a smaller3 set of exterior points labeled
according to Eq. 6. Artificial points above and below surface
are created by increasing and decreasing the z-coordinates
of copies of uniformly randomly selected points in PV RS
respectively.
B. Surface exploration
The tactile exploration task starts by sending trajectories to
the robotic manipulator equipped with tactile sensors. From
each sensor we obtain a temporal signal as a sequence of
3D points (sensor positions w.r.t. the world frame) along
with their contact forces expressed as 3D vectors. We define
a new training set Dtactile = {xi, yi}Ni=1 containing sampled
3D sensor positions labeled as 0 if there is contact (estimated
from the module of the contact force vector) or 1 ( i.e. above
the surface) if there is no contact. In case of contact we
further add below-the-surface samples as virtually generated
3D points placed a few millimeters from the contact positions
along the direction of the contact force (see Fig.6). We train
again the GPIS model alone adding Dtactile to the initial
training set. As we show in the experiment section on-surface
points (contact points) and off-surface points are equally
important when defining a surface shape. When the arm
approaches the surface we start adding above-surface points
to the GPIS model that will ”push down” the uncertainty
and redefine the implicit surface with a ”clay-like” behavior.
Inside an exploration step the framework updates the internal
GPIS many times and queries only the GRF. This is done
3We used 1/5N points above and 1/5N points below the surface.
so that an external concurrent process can require the last
world representation available at any time and interrupt the
exploration step if needed (e.g. an external process queries a
small portion of space using the GPIS and identifies that
the analyzed occlusion contains an object so no further
interactions are required). When all the trajectories have been
used the exploration step is completed. The inferred mean
of the Gaussian random field fV RS∗ along with its variance
can help reducing the dimension of the test set of the GPIS
in case a full 3D model of the VRS is needed. Alg. 1 shows
one way to do it. It creates a test set as a grid of 2D points
on the space covered by the VRS and then computes the
mean function along with the variance from the GRF. It then
generates 3D points for the GPIS test set using the means
as xy-coordinates and the variances as confidence intervals
where to span the z-coordinates. Such simple approach can
help generating a test set with dimensionality considerably
smaller than a dense cube of 3D points. The new VRS
obtained inferring the GPIS on the new test set can be used
to close the modeling loop and trigger a new iteration of the
algorithm for better shape accuracy.
Algorithm 1 Generate a test set for a GPIS from an inferred
GRF
1: procedure GENERATESUBSET
2: X∗ ← 2Dgrid(size)
3: frf∗ ← gpmean(X∗) ▷ from the GRF
4: Vrf∗ ← gpvar(X∗) ▷ return the diagonal
5: for all x in X∗ do
6: y ← frf(x) − (m ∗ Vrf∗(x) + τv) ▷ lower
height, m and τv constants
7: while y < frf(x) + (m ∗ Vrf∗(x) + τv) do
8: Xis∗ ← addNewPointToSet(x, y)
9: y ← y +∆y ▷ ∆y incremental constant
10: end while
11: end for
12: return Xis∗
13: end procedure
V. EXPERIMENTAL EVALUATION
In the following we describe the experimental setup
showed in Fig. 1 and the experimental scenarios.
A. Experimental setup
The point cloud is obtained from a PrimeSense 3D camera
placed 60 cm above a table oriented to form a 35 ○ angle
with the table plane. The table surface can be configured
to contain holes, reflective surfaces or soft surfaces in order
to recreate different scenarios. The tactile sensory system is
composed of a Kinova Jaco24 robotic arm (6 dof) with a 3
fingered Kinova KG-3 gripper equipped with 3D OptoForce
force sensors5. The tactile sensors can detect slipping and
4Kinova website: http://www.kinovarobotics.com/
5Optoforce website: http://optoforce.com/
shear forces with high frequency. We use the sensor out-
put to obtain 6D force-position signals which is used for
generating the tactile training dataset. Proprioceptive data
are less affected by noise with respect to vision sensor
data. We generate contact and non-contact points after each
physical interaction using the sensor orientation w.r.t. the
world frame and the output contact force. We generate
above-the-surface 3D points as square grids of 16 points
placed along the downsampled fingertip trajectories (i.e.
sensor position) oriented accordingly. The size of each grid is
8mm×8mm as the spherical sensor dimension and consistent
with the VRS point cloud density. We use the contact force
direction to orient the on-surface points grid to be orthogonal
to the surface normal at the contact position. Below-the-
surface points are virtually generated only in case of contact,
translating a copy of the grid of on-surface points along the
surface normal (see Fig. 6).
The arm follows the approach vector on each target
triangle until contact, until the arm reaches its work space
limit (i.e. VRS border) or until it diverges too much from
the target (e.g. terrain holes).
Hybrid position-force control [30] is used in proximity
of the target point to allow small displacement along the
plane orthogonal to the approach vector while imposing a
minimum contact force along the approach.
B. Scenarios
1) Reflective surfaces: Reflective surfaces as metal plates
or water pots generate ambiguity in the point cloud rep-
resentation of the environment due to photometric effects
as shown in the initial VRS in Fig. 4. In the first scenario
we use the presented active perception algorithm to identify
and model the difference between the two incomplete point
cloud regions in an online, fully autonomous fashion. We
repeated the experiment using 3 different reflective shapes
and holes (reflective shapes RS 1,2 and 3 in Fig. 4) on
a single exploration step. The first row of Fig. 4 shows
the selected regions of interest on the point cloud with the
corresponding Delaunay triangles laying on the areas of high
uncertainty (estimated from the GRF imposing a minimum
triangle area) and approach vectors. Each triangle selection
triggers a physical interaction (visible in the second row of
each column). After each action we train the GPIS with
the new tactile training previously mentioned. The last row
shows the isosurface of value 0 representing the implicit
surface modeled by the GPIS after each interaction. We invite
the reader to note how the last two interactions allow to shape
the hole but do not reduce the representation uncertainty in
that region. This is because we fed the model with above-
the-surface points (i.e. non contact points since the arm could
not reach the bottom of the hole) that only helped identify
areas where the implicit surface could not be.
After the exploration step we used a simple threshold-
based binary terrain classifier to automatically label the holes
in the analyzed areas. Example of more advanced terrain
classification can be seen in [31] and [32]. Results using 3
Fig. 4: Exp. setup 1: Different reflective objects are placed next to holes of similar shape which generates ambiguity on the
VRS point cloud. The algorithm identifies regions of high uncertainty and starts poking the surface on different locations.
After 4 interaction, the 3D model allows to clearly identify the two elements. Blue color in the first row indicates high
variance in the GRF model queried in proximity of the select Delaunay triangles. Red color on the third row indicates high
uncertainty in the GPIS model.
Fig. 5: Exp. setup 2: An object generates an occluded area on the VRS (first row). The algorithm analyses three different
situations where the occluded area is a flat terrain (second row), hides a different object (third row) or has complex shapes
(fourth row). After 4 interaction, the 3D model allows to describe the occluded area. Colormaps for points (first row) and
shapes are chosen as described in Fig.4. In the last scenario the model identifies the empty area inside the box but creates
an artifact (two missing faces) due to a lack in lateral interactions.
Fig. 6: Top view of a finger with positions of on and off surface
points after contact.
different reflective surfaces and hole shapes are shown on
Table I on a 0.7m×0.6m×0.6m VRS.
Scen. Shape in the Shape in the n○ Th Classifier
first region second region interact. [hole/flat/object]
1 RS1 H1 8 (?,?)→(flat,hole)
2 RS2 H2 4 (?,?)→(flat,hole)
3 RS3 H3 6 (?,?)→(flat,hole)
4 RS1 RS2 6 (?,?)→(flat,flat)
5 H1 H2 7 (?,?)→(hole,hole)
TABLE I: Different combinations of reflective surface (RS)
and hole (H) shapes placed in two different regions. A simple
threshold classifier Th labels the presence of holes using two
average heights centered on the query regions as shown in
Fig.4.
The exploration steps, including elaboration time6, plan-
ning and physical interactions lasted between 3-5 minutes
for the above mentioned scenarios. The dimension of PV RS
varied between N = 5000 and N = 21000 points depend-
ing on the dimension of the occlusions and manipulabity
constraint. BVRS contained between 12 and 21 baricenter
points. Dimension of TINT (L, resulting after reduction
based on GRF variance) was between 4 and 8 (n○ interact.).
2) Occluded areas: In the second experiment (Fig. 5)
we demostrate how the algorithm can reconstruct occluded
areas and how it can extract environmental properties which
are not visible in a simple DEM. Similarly to the previous
scenarios we analyse (now independently) elements placed
inside the VRS that have the same point cloud representation
as shown in Fig. 5. The first element is a full cubic box
that generates a large occluded area on the initial VRS
point cloud. The second element is an empty cubic box
that hide its open face from the camera. The empty area
inside the cube cannot be represented by a DEM (GRF)
that would only consider the height of the upper side on
the box. The third object is the same full cubic box that
hides a third different object (a soft ball) placed a few
centimeter behind it. By limiting the area of the Delaunay
triangles we force the algorithm to only have 2 interactions
on the exploration step for each scenario. The first row of
Fig. 5 shows the the point cloud representation of the full
6Using PCL, Eigen, ROS, Kinova SDK
box on the VRS together with its uncertainty distribution
generated by the GRF and the process of action selection
with the selected Delaunay triangles. Second row shows the
evolution of the internal representation (computed offline)
during each interactions. It is possible to notice how the
implicit surface changes while the arm approach the target.
Second row shows the evolution of the GPIS model for the
second scenario. The occluded object becomes visible only
during the second interactions after a physical contact. Last
row shows that the GPIS can generalize information more
complex than the ones embedded on a DEM. The empty
cube shaped is revealed by the first interaction that do not
add any on-surface point. The box is in fact carved by the off-
surface points. The two triangles carrying higher uncertainty
selected during the exploration step do not generate any
lateral interaction with the box. This results in an artifact
in the internal representation (last row of Fig.5) where the
two lateral faces of the box disappear. Such situation can
be avoided increasing the number of interactions for each
exploration step. Similarly to the previous experiment we use
a simple threshold classifier on the occluded area to identify
the presence of objects as shown in Table II.
Scen. Scenario description n○ Th Classifier
interact. [object/flat/hole]
1 Full box 4 (obj,?)→(obj,flat)
2 Box with occluded object 4 (obj,?)→(obj,obj)
3 Empty box 4 (obj,?)→(obj,flat)
TABLE II: Detection of occluded objects. A simple threshold
classifier Th labels the presence of objects using two average
heights centered on the box and on the occluded area behind
the box respectively.
VI. CONCLUSIONS
We presented an efficient probabilistic framework for
building a 3D model of a surface containing different oc-
cluded areas, objects and reflective surfaces 7. The algorithm
uses Delaunay triangulation and Gaussian Random Fields to
quickly identify areas poorly described by the visual sensory
system avoiding the computational cost of Gaussian Implicit
Surfaces. The system generates subsequent target positions
and orientations for a trajectory planner that brings a robotic
arm equipped with tactile force sensor to touch the uncertain
regions of the local map. On-surface and off-surface points
generated during each physical interaction of the arm are
used to update a Gaussian process implicit surface that keeps
an internal complex representation of the environment. We
did real experiments to show how very few interactions can
unveil fundamental information hidden in the environment.
We also showed how off-surface points alone (that are
generated in case of non contact trajectories) can help to
model simple terrain shapes. The algorithm can be used in
an online process as opposed to other methods [3] and can
be iterated to increase the quality of the 3D model. A limi-
tation of the framework appears when the terrain complexity
7Video of an experiment available at: https://youtu.be/0-UlFRQT0JI
increases or when the covariance functions used for the
GPIS and the GRF differ considerably. In such cases tactile
interactions (that are planned using the GRF model) cannot
bring enough information to the GPIS, resulting in wrong
surface representations. A second weakness arises when the
arm modifies too much the surface under analysis during the
physical interactions and the internal representation of the
environment diverges from the real world. In future work
we plan to study these problems by segmenting objects
in the environment and incorporating relative translations
into the model. Variance values inside the triangles can
help to generate sliding-on-surface acquisitions to obtain
more tactile data from each interaction and embed additional
surface properties. We also plan to test the algorithm on the
robot shown in Fig. 2 and on a PR2.
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