Structural design optimization will be more convenient to formulate the design problem with discrete variable than it would be if the variables were assumed to be continuous. In order to solve a structural design problem with discrete variable only, two completely different techniques, 1) Integer gradient direction, which is later supported by subsequential search interval technique and 2) Modified Rosenbrocks orthognalization techniques have hybridized. Rosenbrocks original procedure is a well established method to solve continuous variable optimization problem; but to suit to discrete variable problem solution some modifications are needed and reported here. By this hybridizing most of the practical difficulties, usually, encountered in the discrete optimization can be overcome. Details of the techniques are discussed and by their combination a solution code has been generated. A constrained problem is first converted into a sequence of unconstrained problem by use of interior penalty function and then solved by the generated code. The efficiency of the generated code is revealed by solving several test problems.
INTRODUCTION
A shortcoming of much structural optimization work has been the concentration on continuous variable problems. Frequently structural engineers in civil practice are confronted with only a limited set of discrete alternatives.
Rolled steel beams are generally available in standard sizes, as are reinforcing bars, and both are used only in integral numbers. One popular approach to nonlinear discrete value programming problems in practice has been to treat the variables as continuous.
Once the continuous optimum has been determined by some means, the usual practice is to select a feasible set of discrete variable values near the continuous optimum point. It is well known that this procedure can lead to a point which may or may not represent the discrete optimum; also feasibility of the solution may be destroyed.
Thus from a practical stand point it is more convenient to formulate the design problem with discrete variable than it would be if the variables were assumed to be continuous.
Several researchers have attempted to develop methods for discrete optimization of structures. Reiter" used modified gradient method for discrete variable problems where both the objective function and constraints are quadratic. Gisvold and Moe2 adopted the continuous penalty function method by using the discretized penalty functions with modified weighting factors; Weinstein and Yu3 also developed a generalized Lagrange multiplier approach using dynamic programming. Toakley4 formulated the optimal plastic design of frame structures as a discrete problem in which the solution space consisted of the available standard sections and solved it by using a mixed integer-continuous programming algorithm. Lai and Achenbach55 developed a direct search technique to solve discrete nonlinear optimization problems.
Grierson et al. 6) solved discrete optimization problem by an iterative procedure using the generalized optimality criteria technique. In which a sensitivity analysis technique is employed at a given design to approximate the service and ultimate performance constraints as linear functions of the member sizing variable. Glankwhamdee7 developed a method to solve unconstrained nonlinear discrete variable optimization problems using the concepts of integer gradient method. Liebman et al. 8)1o) later used Glankwhamdee's method to solve the discrete structural optimization problems. A reliable discrete search technique is not easily devised due to resolution ridge difficulties, and no identical procedure demonstrated to be reasonably reliable has appeared in the literature. A discrete variable optimization code must have the following properties: i) Each search direction contains discrete points in addition to the base point; ii) When the first discrete point in the direction of movement starting from the base point overshoots the optimum, the search must be able to recover; iii) The method must be able to identify a principal resolution valley in order to move away from a false local optimum or from a discrete local optimum to a better point.
To meet the all three requirements, the method presented here is divided into two main parts, namely, 1) Integer Gradient Direction method, IGD, which is supported by Subsequential Search Interval technique, SSI, (these two techniques are developed in ref. 7)), specially design to meet the i) and ii) requirements narrated before. These are reasonably efficient and is convenient, since it utilizes concepts developed for problems with continuous variables to solve problems with discrete variable. 3) Modified Rosenbrocks orthogonalization procedure, choose to meet the iii) requirements. In the following sections all three techniques are presented with three example problems.
SOME BASIC DEFINITIONS AND DESCRIPTIONS OF DIFFERENT TECHNIQUES
Following basic definitions will conveniently be employed throughout the paper. A discrete point, X, is defined as a node of the lattice of the existing values of independent variables. The problem functional values, F(X), exist only at the discrete points. A principal axis is a coordinate axis. Resolution in the xi direction is represented by Qxi, which is the shortest distance between two discrete points on a line parallel to xi axis. A unit neighborhood, NI(X), of the discrete point, X, contains all points that differ from X, (X=xi, i=1, 2, 3,..., n) by no more than dxi. The principle neighborhood, NP(X), of X, contains all points in the intersection of the unit neighborhood with the axes parallel to the coordinate axes, and centered at x. The normalized form of the search direction vector V, defines the unit direction vector, S, i. e., S= V /II VII. A relative direction vector, DR= (dri, i=1, 2, n) is an ndimensional vector representing relative movement in each coordinate direction in which the smallest non zero movement is set to unity and the other elements are scaled accordingly. An integer gradient direction, GM, i s defined as GM=(gmi, i1, 2, 3,..., n), where gm, is the nearest integer value of dr.
(1) The integer gradient direction, IGD Due to the discrete nature of the optimization problem, the objective function exists only at discrete points. The gradient of the function at any discrete points must be approximated by evaluating the functions at the discrete points in the principal neighborhood. Calculation of the approximated gradient at any discrete point (X), produces an n-dimensional vector V representing a search direction. The normalized form of V defines the unit direction vector, S. For minimization take S=-S.
Since the components of S are not in general integer valued, it is necessary to transform these vector elements to the integer valued. In this respect, 2nd part of Weighted Perpendicular method (WP) used by Reiterl can be used and it is as follows: let s*=(min si J, i=1, 2,..., ii); (where s* is the-non zero minimum of sit (1) Calculate the relative gradient direction vector at (X),
The IGD vector at (X),
where [] denotes the largest integer not exceeding co. GM(X), generated is the approximated steepest descent direction in a discrete design space, and any improve point (XT) along GM(X) can be generated from the Eq. (4), where %x is a diagonal matrix of discrete step sizes in which the ith diagonal component is the step sizes of the ith design variable, A is the optimal step length along GM(X).
(XT)=(X)+Adx-GM(X) (4) It is possible to modify most of the one dimensional search techniques designed for continuous variable problem to find out A of Eq. (4). There are very few points inside the interval of interest along GM (X), therefore, any of the established method of one dimensional search will be burden some instead. Hence, a modified one dimensional search is used which is very simple in nature and as follows.
Taking successively the values A=1, 2, 3,..., test the corresponding (XT) of Eq. (4), necessarily a discrete point for feasibility of (XT) and improvement of the objective function, F(X). Eventually, either locate a improved feasible point or not. The 'A'value where unimprovement or non feasibility noted, stop the one dimensional search and take the just previous A value as the optimal step length.
(2) The subsequential search interval, SSI The Integer Gradient Direction, GM (X), is an approximated steepest descent direction in a discrete design space, therefore, may deviate from the true steepest descent direction. This could possibly cause a premature termination of search at a non optimal point or may overshoot the optimum, especially in the near optimum region. To over come this difficulty, The SSI, scribed by Glankwhamdee7 in his Ph. D dissertation can be used. Physically, the SSI means a technique that can handle the points in the vicinity of (X) and the direction GM (X) that do not fall precisely on the line of search. The SSI in a n-dimensional space, for (X) with respect to the 'IGD vector', GM(X), is defined as an interval exclusively bounded by XL and XU, where XU=X+L XGM(X) and XL=X-aXGM(X) (5) let GM(X) in its component form is GM(X)=(gmi, i=1, 2, 3,..., n), the number of points, K, inside the subsequential search interval is determined by
for 1=1,2,..., n; k=K/2+1, K/2+2,..., K (8) where dx=max (Idri, 1=1, 2,..., n). Recall that (X)=(x, ii =1, 2,..., n), the points of interest, i. e., points inside the SSI are X(k)=[X(k)J, i=1, 2, n; k=1, 2, 3, K; and can be computed by Eq. (7) for the lower half of the interval and Eq. (8) for the upper half. Where I<.> denotes the nearest integer value of the arguments. The SSI in a two dimensional search space is illustrated in Fig. 1 , in which points X(1) and X(2) are in the lower half and X(3) and X(4) are in the upper half of the interval. Use only the upper half of the interval if GM(X) is irreversible; use the entire interval if reversible_ (3) Modified rosenbrocks orthogonalization procedure, ROP In Rosenbrocks method", the coordinate system is rotated in each stage of minimization in such a manner that the first axis is oriented towards the locally estimated direction of the valley and all other axes are made mutually orthogonal and normal to first one. This criteria made the process to follow curved and steep valleys when encounter in a search process in the n-dimensional space. To suit to discrete variable problem, it needs some modifications and are described below for a function of n variables.
a) The set of S, S,..., Sn' and the base point are known at the beginning of the j-th stage (usually, Fig. 1 The subsequential search interval.
(after Glankwhamdee) 41s the coordinate direction, and the base point is the point extracted through IGD and SSI). A step of length Al=1 is taken in the directions S(1' from the known base point. If the step is successful, Al is multiplied by an integer constant a (usually a=2), the new point is retained, and a success is recorded. If the step is a failure, Al is multiplied by -f, an integer parameter, chosen in such a way that Al will be -1, 2, -2, 3, -3,... in the successive cycles of the j-th stage. In this way, up to a certain distances, all points in both positive and negative sides of Si' can be inspected. A failure is recorded. b) Continue the search sequentially along the directions S(1', Sc2',..., S1i S,..., S1', S2',... until at least one step has been successful and one step has been failed in each of the n directions. c) Compute the new set of directions S(1+1>, Sc2+1'..., 5+1) for use in the next or (j+1) th stage of minimization by using the Gram-Schmidt orthogonalization procedure. For this, i) Compute a set of independent directions p1, p2,..., Pn as
where V, is the algebraic sum of all the successful step lengths in the corresponding directions, Sx'. Set Q1=P1; and S'cl+1=Q1/II Q1 II (10)
ii) The new search directions, S', Sc2,..., Sn+1', which are mutually orthogonal to each other are transformed to the integer directions by the same procedure described in section 2(1). d) Take the point obtained in the j -th stage as the base point for the (j+1)-th stage, set the new iteration number as (j+i), and repeat the procedure from step a) onwards. e) Assume convergence either after completing a specified number of stages or after satisfying the conditions D i=O for all i; for discrete variable problem V i is either zero or a integer value.
Unlike continuous variable problem, any of D i in discrete variable problem may become zero, which implemented any two of Pi of Eq. (9) to be identical. As a result, the process described above failed to provide orthogonal directions. To prevent this, the following procedure is used, i) Suppose that in the j-th stage of Rosenbrocks method D. and V r are zero, then the order of the unit directions is rearranged from
1, 2, p, r, n to,
1, 2,, n, p, r ii) Also change the (Vi, i=1, 2,..., n) arrangement of Eq. (9) accordingly, iii) Orthogonalization operation and transformation to integer direction carried out as usual iv) The new unit directions which are in the order of
1, 2,, n, p, r rearranged back to the original order,
By the nature of the orthogonalization procedure, the directions Sp+1), and Sr+1) are the same as 5p' and 5r' and the first n-2 directions generated are mutually orthonormal with no component in the directions 5p+1' and 5+I therefore, the new search directions remain orthonormal. 
DESCRIPTION OF THE OPTIMIZATION PROBLEM
In general, a constrained structural optimization problem subject to the behavior (stresses, displacements, etc. ) constraints and side constraints can be expressed as Minimize F(X) (16) subject to g(X)0 i=1, 2,..., m (17) Xzp (18) where, X= the n-dimensional independent design variable vector; g(X) are the constraints imposed upon the structural behavior and F(X) is the objective function. Present paper aims to the discrete optimization, therefore, F(X) and all constraint functions exist only at discrete points.
If the constraints g(X) are explicit functions of the variables, x, it is possible to make a transformation of the independent variables such that the constraints are automatically satisfied. One way, by which constrained problems can be solved is converting them in to a sequence of unconstrained problems by use of interior penalty function. The problem formulation given in Eq. (16) through Eq. (18) becomes min F(X, r)= F(X)+ rG(X) (19) where, F(X, r)=parametric objective function, called penalty function; r=a positive constant known as the penalty parameter; G(X)=some function of the constraints gi(X). The second term in the right hand side of Eq. (19) is called the penalty term. There are many popular form of G(X), but the one initially introduced by Carroll12 and frequently used by others is as follows:
It is necessary for the penalty function approach to reach a locally optimal solution, the penalty parameter, rk, in Eq. (19) must assume a monotonicaly decreasing sequence of positive numbers, approaching zero in the limit, i. e., if rk is the initial value, the subsequent value rk+1 will be rk+<rk (21) Subsequent values of r are chosen according to the relation rk+1=C. rk (22) where C<1.0. Usually, C=0.1 or 0.25 were found satisfactory for smaller and larger problems, respectively.
STRUCTURAL DESIGN
Proposed algorithm is applied to the design of steel building frames in which the beams and columns are prismatic and are made of standard sections. The constraints limit the maximum stresses due to the combination of bending moments and axial forces. Slenderness of the members can conveniently be taken into account but this has discarded in this paper. Structural analysis is carried out by the well known Stiffness Method14.
(1) Objective function The objective function which is minimized is taken to be the weight of the structures and is given by
where the subscript 'i' denotes the group number; p is the weight density; Ai is the cross sectional area, li is the sum of lengths of all elements belonging to group i; NG is the total number of groups.
(2) Constraint functions The constraint functions are formulated for a typical beam and column under different loading conditions in accordance with the AISC specifications13. There is one stress constraint for each member for each load; thus g(x) indicates the stress constraint corresponding to the j-th member subjected to i-th loading conditions. A typical beam of a steel building frame subjected to a particular load conditions has three joint 43s forces at each end of the beam, namely, axial force, pa, vertical or shear force, p, and the bending moment, M. The governing moment (Mmax)i is the largest of the three moments (M1)1, (M2) and 
TOTAL PROPOSED ALGORITHM
Total algorithms may be summarized as follows:
I) Transform the original constrained optimization problem into the unconstrained optimization problem by use of interior penalty function. Select the penalty parameter, r, (g=1 to start with), and the value of C, a parameter that reduce the value of rt in the successive iteration.
11) Form the n-dimensional design space made up of the available standard sections (cf. Table 1 ) and select point, XS, let XB=XS. f) Calculate the gradient approximation at (XB) and produce the IGD vector, GM(XB). IV) Search along GM (XB) using the discrete one dimensional search of section 2(1). If there is an optimal step length; produce the improved point (XT) from Eq. 4. Let (XB)=(XT) and go to step III. If k= 0 go to step V. 44s V) Apply the SSI technique to locate an improved point. If a new point, (XT), can be located, test (XT) for optimality, if optimum go to step 1/j. If not optimum, let (XB)=(XT); and go to step f. Otherwise go to step VI. VI) Use the modified ROP procedure, and denote the point obtained through ROP as the optimum point of the function F(X, r5). vJ) Change the value of r5 to r5+1 (r5+1=C r5); Start the new iteration, and form the new penalty function F(X, r5+1) and go to step f. Terminate the whole process when F(X)=F(X, r5), or after a predetermined number of iteration.
EXAMPLE PROBLEMS
Example problems presented in this section are the specific of several problems designed by this approach, and three of those are reported. Design data common to all the example problems are as follows For each element of the frame, the modulus of elasticity, E, the specific weight, p, and the yield point of stress, F, are 3X104 ksi, 0.2836 lbs./n3, and 36.0 ksi, respectively. A total of 137 standard W sections is available to form the solution space and is listed in Table 1 . Standard sections of the design space are numbered in the order of increasing cross sectional area, because objective function is directly dependent to the cross sectional area. There is no sidesway limitation to these problems and only stress constraints have been considered.
A computer code has been generated with the proposed algorithm and all calculations have been done on FACOM M-380/382 at the Data Processing Center, Kyoto University.
(1 )
Four-bay, one storey plane frame Fig. 2 represents the dimensions and the loading conditions of the problem. There are three loading conditions, and nine members, and because of unsymmetrical frame, there will be nine design variables, Table 1 Design space for the test problems. 45s and nine constraints for each of the three loading conditions. Each of the three loading conditions is treated as the independent alternate loads acting on the frame, therefore, there are total of 27 constraints in this problem. The effective length factors, Kf, for all columns of this problem are assumed to be 2.5.
Results 
A summary of the results is given in Table 2 , and Table 2 Results for 4-bay, 1-storey frame.
independent alternate loads acting on the frame. 
Results: The solution has started from the initial base point given in Eq. (32). At (X)1, the PF(X, r) and F(X) values are 42 394.714 lbs. and 17 015 lbs., respectively; with r1=2 450.0. The optimal solution is reached when r12=0.000584 after 12 iterations and is PF (X, r)*=6 275.7 lbs. and F (X)* 6 275.51 lbs. CPU time=5.275 sec. Profiles of values of PF(X, r) and F(X), at each iteration is shown in Fig. 6 ; and a summary of the results is given in Table 3 . The optimal solution is also shown in Fig. 7 .
In ref. Compare to these results, present code shows sufficient improvements, though there is slight discrimination in the constraint equations formulation and use of different computer. 
All point loads act in the direction of the x1 axis. The frame has 30 members and 54 degrees of freedom. The elements of the structure have been combined into 18 groups so that the optimum structure is symmetric. Groups 1, 2, 4, 5, 7, 8, 10, 11, 13, 14, 16 , and 17 consist of the pairs of elements of 1 & 2, 3 &5, 6&7, 8&10, 11&12, 13&15, 16&17, 18&20, 21&22, 23&25, 26&27, 28&30, respectively. Group 3, 6, 9, 12, 15, and 18 consists of the single elements 4, 9, 14, 19, 24 and 29, respectively. Thus there are 18 design variables, one for each groups and 30 stress constraints for each of the two loading conditions. Therefore, altogether there are 60 constraints.
Results: The solution has started from the initial base point, (X)1, given in Eq. (33). The PF(X, r) and F(X) value at the base point, (X)1, are 164 547.6 lbs and 112199.3 lbs., respectively; with the initial penalty parameter, r1=1550.
The optimal solution of this constrained problem is PF(X, r)*= 18 537.4 lbs.; and F(X)*=18 537.215 lbs; and is reached after 11 iteration with r11=0.001478.
A summary of the results is given in Table 4 ; and the profiles of values of PF(X, r) and F(X) at each iteration is shown in Fig. 9 . The optimal solution is also shown in Table 4 Results for 2-bay, 6-storey frame. Fig, 10 Optimal solutions.
Optimum weight= 18537.4 lbs.
CONCLUSIONS
Discrete way of structural optimization described here is robustly worthy. Based on the results presented above, the followings can be pointed out for the appeal of the proposed code. a) Results of all three test problems reveal that "very good optimal points have been obtained. b) Deviation of IGD from the true steepest descent directions can mostly be recovered by the addition of SSI to IGD. Therefore, combination of these two almost produced a true steepest descent direction. c) Modified ROP proposed here can also follow curved and steep valleys when encounter in a search process for the followings.
i) The modified step lengths taken during the one dimensional search along each of the directions of orthogonal set can claimed to be helpful to follow or move away from the discrete resolution valley to better points. A discrete resolution valley can be described by a series of discrete local optima. A discrete local optimum is a local optimum with respect to the unit neighborhood, NI(X).
ii) Like generalized ROP, modified ROP can also change the direction of searches in each stage and the first direction is oriented towards the locally estimated direction of the valley and all other axes are made mutually orthogonal and normal to first one. d) Preparation of discrete design space made it possible to use the designation number of standard sections as the design variables, and in this way each elements of a structure always has only one design variable while using all the design properties in the analysis. e) Coupling of two different techniques with different characteristics made it possible to claim that proposed code can be used to solve varieties of problem with reasonable advantages. Present code can also be applied to mixed discrete variable problems with slight modifications.
