In this paper, we define the Littlewood-Paley and Lusin functions associated to the sub-Laplacian operator on nilpotent Lie groups. Then we prove the L p (1 < p < ∞) boundedness of Littlewood-Paley and Lusin functions. 
Preliminaries
The Littlewood-Paley functions play an important role in classical harmonic analysis, for example in the study of non-tangential convergence of Fatou type and the boundedness of Riesz transforms and multipliers [12] [13] [14] .
In [12] , Stein extended the L p boundedness of the vertical Littlewood-Paley G-function to the context of compact Lie groups, for 1 < p < ∞. And the L p boundedness of the horizontal Littlewood-Paley g-function to a general setting of symmetric Markov semi-groups, for 1 < p < ∞. For the latter see [10] and the references therein. These facts have been subsequently generalized, see for instance [4, [7] [8] [9] 15] . The literature is so vast that we do not give exhaustive references. As for Littlewood-Paley functions associated to second order elliptic operators, see [17] and [2] . In this paper, we will study L p boundedness of Littlewood-Paley functions defined on connected nilpotent Lie group, where 1 < p < ∞. The difficult point is to prove the L p boundedness, where 2 < p < ∞.
First let us give an overview of some basic facts which are concerned with connected nilpotent Lie groups.
Let G be a finite-dimensional Lie algebra, G 1 = G and G i = [G, G i−1 ] for i 2, the Lie algebra G is said to be nilpotent of rank r if G r+1 = 0. A Lie group G is said to be nilpotent of rank r if its Lie algebra is nilpotent of rank r. For the reference, see [16] .
Since every connected nilpotent Lie group has polynomial volume growth, for convenience, we first recall some properties on Lie groups of polynomial growth, which we will use in the sequel, for further information, see [1, 16] , and the references given therein.
Let G be a connected Lie group, and let us fix a left-invariant Haar measure dx on G. If A is a measurable subset of G, we will denote the measure of A by |A|.
We assume that G has polynomial volume growth, if U is a compact neighborhood of the identity element e of G, then there is a constant C > 0 such that |U k | Ck C , k ∈ Z + . Therefore G is unimodular. Furthermore, there exists D ∈ N, which does not depend on U, such that
Let X 1 , . . . , X n be left-invariant vector fields on G which satisfy the Hörmander's condition, i.e. they generate, together with their successive Lie brackets
Associated with X 1 , . . . , X n , in a canonical way, the control distance ρ is left-invariant and compatible with the topology on G. For any x ∈ G we put |x| = ρ(e, x). The properties of ρ imply that |xy| |x| + |y|, (
for any x, y ∈ G. Furthermore, for any r > 0 we put V (r) = |B(x, r)|, where B(x, r) = {x ∈ G: |x| < r}. Then by (1.1), we have V (r) ∼ r D , for r → ∞.
On the other hand, there exists d ∈ N, such that
These estimates imply the "doubling property": there exists δ > 0 such that V (sr) s δ V (r), where s > 1. For the volume of the ball, using (1.1) and (1.3), we can prove the following property which we will use in the sequel.
Now suppose that G is a nilpotent group. The operator = − n j =1 X 2 j is called the subLaplacian of G and the associated gradient is defined by ∇ = (X 1 , . . . , X n ).
The sub-Laplacian of G×R + is defined by H = ∂ 2 ∂t 2 + n j =1 X 2 j , and the associated gradient is defined by
The convolution of two functions f and g on G is defined by
The left invariance of shows that heat semi-group {e −t } is given by
where h t (x) is the heat kernel of sub-Laplacian . Let us recall that h t (x) is positive solution of ( ∂ ∂t + )u = 0 and thus by hypo-ellipticity, a C ∞ function on G × R + , and that G h t (x) dx = 1. The heat kernel satisfies the following estimate: 
From the heat semi-group we can define the Poisson semi-group {P t } by
where the Poisson kernel is given as follows:
Using the estimate of the heat kernel, we can get the estimate of the Poisson kernel as follows.
Proof. 
, where c 1 > 0, independent of t and x.
By Lemma 1.2, and with a little more work, we obtain the much better results about the Poisson kernel.
When d D, by Lemma 1.2, and Proposition 1.1, we have another estimation as follows:
where m ∈ Z + . Now we define the Littlewood-Paley and Lusin functions as follows.
The main goal of this paper is to prove that Littlewood-Paley g-function, and Lusin function S are L p -bounded, where 1 < p < ∞.
We will study the boundedness of Littlewood-Paley g-function in the following section.
Littlewood-Paley g-function
The main results for Littlewood-Paley g-function are the following, and the proof of the second theorem is more complicated.
In order to prove these theorems, we need the following lemmas.
Lemma 2.3.
where
Using the fact that H U = 0, we can prove this lemma and the following lemma easily.
Lemma 2.4.
Proof. It suffices to consider f 0, and f ∈ C ∞ 0 (G) . We claim that sup t>0 (P t 
f )(x) AM(f )(x) holds if and only if sup t>0 (P t f )(e) M(f )(e)
holds.
In
fact, if (P t f )(e) M(f )(e), then
Thus to prove this lemma, it suffices to prove that
On the other hand
Thus by doubling property, we have
where the second inequality is obtained because
The last inequality is because
Therefore we have proved (2.1). Thus we can complete the proof of this lemma. 2
Now to prove Theorem 2.1.
Proof of Theorem 2.1.
. By Lemmas 2.3 and 2.5, we have To prove this theorem, we need to prove the following lemma.
Lemma 2.7.
|x| r dx |x|V (|x|) 1 r , r >0.
Proof. If r < 1, then there exists
For the first term I 1 , we have
For the second term, we have
.
The second inequality is obtained by doubling property, and the third inequality is by k 0 r < 1,
Similarly, we can prove that I 22 1 r . For the third term,
If r 1, then the proof is like I 3 above. So we finish the proof. 2
Proof of Theorem 2.6. Since T is bounded from
(2.4)
Now to prove that T is of weak-type (1, 1) , i.e. to prove that
For each fixed α, using Calderón-Zygmund decomposition [3, 5, 6, 11] , we get
with the interiors of Q j mutually disjoint, and
Estimate for T g: We claim that g ∈ L 2 (G, B 1 ). In fact by the definition of g and (2.6), we have
using this inequality together with (2.4), we obtain
Estimate for T b: We claim that
To prove this, let
where z j is the center of the cube Q j , thus
Using (2.3), and the Mean Value Theorem in [6] , we obtain that
where z is a point on the straight-line segment connecting z j with y ∈ Q j . Since if x is a fixed point in F , the set of distances {|y −1 x|} are all comparable with each other, ∀y ∈ Q j , hence
On the other hand,
where the last inequality is obtained by the definition of g and (2.6). Let δ(y) denote the distance of y from F , since
We claim that
In fact, By Lemma 2.7, we can get
By (2.13) we can obtain (2.11). Therefore by (2.6), (2.11), we have
On the other hand, by (2.6), we have
, so together with (2.9), we obtain the estimation (2.9) for T b.
Combine with (2.8), we get (2.5), i.e. T is of weak-type (1, 1) . So by Marcinkiewicz Theorem, we get that
Now to prove the L p -boundedness, 2 < p < +∞.
with the same norm. The corresponding operator is that
So kernel K * satisfies the same assumption as K, thus we can obtain that T * is of weak (1, 1) .
. Therefore by interpolation we can obtain that for 1 < p 2,
By duality we get that T is of L p bounded. 2
Now we prove another vector-valued singular integral theorem. Proof. We only write the different lines from the above proof.
Instead of (2.10), we use the following estimation:
We claim that For the first term, we have the following estimation:
For the second term, by Lemma 2.7, we have:
Therefore we can obtain the estimation (2.17), where r < 
It is obvious that
On the other hand, using Proposition 1.1, we have 
Lusin function
In this section, we will prove the L p -boundedness of Lusin function. .
So the result follows from Theorem 2. 
