Looking for associations among multiple variables is a topical issue in statistics due to the increasing amount of data encountered in biology, medicine and many other domains involving statistical applications. Graphical models have recently gained popularity for this purpose in the statistical literature. Following the ideas of the LASSO procedure designed for the linear regression framework, recent developments dealing with graphical model selection have been based on ℓ 1 -penalization. In the binary case, however, exact inference is generally very slow or even intractable because of the form of the so-called log-partition function. Various approximate methods have recently been proposed in the literature and the main objective of this paper is to compare them. Through an extensive simulation study, we show that a simple modification of a method relying on a Gaussian approximation achieves good performance and is very fast. We present a real application in which we search for associations among causes of death recorded on French death certificates.
Introduction
In biology, medicine, and many other domains of statistical application, researchers are increasingly faced with problems involving numerous variables and a natural problem is that of studying their relationships. Standard examples are the construction of social or communication networks and systems biology. When the underlying variables are binary (which is the focus of this paper), a classical way for studying their relationships is to use Poisson loglinear models for multiway contingency tables (Agresti, 1990) (Mccullagh and Nelder, 1989) . How to perform selection in log-linear models, or equivalently in binary graphical models, depends upon the number of variables p. Indeed, the total number of cell entries for a p-way contingency table is 2 p , and the total number of free parameters in the associated saturated model is 2 p − 1. When p is low, a standard approach for model selection is greedy stepwise forward-selection or backward-deletion: in each step, selection or deletion is based on hypothesis testing at some level α. However, the computational complexity even for modestly dimensioned contingency tables plus the multiple hypothesis testing issues related to such a procedure has made it unpopular in this context. Consequently, Dahinden et al. (2007) 1 recently performed selection in log-linear models by using an ℓ 1 -penalized version of the loglikelihood, extending the LASSO ideas (Tibshirani, 1996) originally designed for selection in linear models. However, computing the (penalized) log-likelihood for log-linear models generally requires the enumeration of each of the 2 p profiles, which is not plausible for large p (e.g., larger than about 30). For such moderate-to-large values of p, alternative methods are required.
Roughly speaking, two approaches have been proposed in the literature. First, exact inference can be performed in the case of highly sparse models. For instance, exact computation via the junction tree algorithm is manageable for highly sparse graphs but becomes unwieldy for dense graphs (Lee et al., 2007) . The second approach is to use approximate inference. Notably, much attention has recently been paid to methods relying on proxies for the exact likelihood. Höfling and Tibshirani (2009) and Wang et al. (2010) proposed two distinct algorithms to maximize an ℓ 1 -penalized version of the so-called pseudo-likelihood (Besag, 1975) . These methods are closely related to the one formerly proposed by who used ℓ 1 -penalized logistic regressions on each single node to construct the whole graphical model. Besides these three methods, Banerjee et al. (2008) used a convex relaxation technique to derive a Gaussian approximate log-likelihood as well as its sparse maximum solution.
Interestingly, Höfling and Tibshirani (2009) showed through an extensive simulation study that approximate solutions (either solutions maximizing the pseudo-likelihood or those derived from the method proposed by ) are much faster and only slightly less accurate than exact methods. However, no empirical evaluation of the Gaussian approximate solution proposed by Banerjee et al. (2008) has ever been conducted and filling this gap is the primary objective of this paper. We thereby propose to conduct such an evaluation by comparing this method with the two other approximate methods of and Höfling and Tibshirani (2009) on simulated data.
Here is a brief outline of the paper. In Section 2 we first summarize the principles of the aforementioned approximate methods. We then present results from an extensive empirical comparison study. A slight modification of the method proposed by Banerjee et al. (2008) is especially shown to achieve very good accuracy and to be extremely fast. Finally, we present an application from a real example where we looked for associations among causes of death in the database of French death certificates of the year 2005 (Section 4).
2 Approximate methods for binary graphical models
The Ising model
Let X = (X (1) , ..., X (p) ) ∈ {0, 1} p be a p-dimensional vector of binary random variables. Given a random sample X 1 , ..., X n of i.i.d. replicae of X, we wish to study the associations between the coordinates of X. One way to do so is to construct the binary graphical model for the random vector X, that is an undirected graph G = (V, E), where V contains p vertices corresponding to the p coordinates and the edges E = (e k,ℓ ) 1≤k<ℓ≤p describe the conditional independence relationships among X (1) , ..., X (p) . The edge e k,ℓ between X (k) and X (ℓ) is absent if and only if X (k) and X (ℓ) are independent conditional on the other variables. For binary graphical models, it is common to focus only on the family of probability distributions given by the quadratic exponential binary model Banerjee et al., 2008; Höfling and Tibshirani, 2009; Wang et al., 2010) , also known as the Ising model. Namely, for all x = (x (1) , ..., x (p) ) ∈ {0, 1} p , we assume that the probability of x is given by
where the so-called log partition function A(·) is defined as follows
Note that A(·) is strictly convex and ensures that x∈{0,1} p P (x, Θ) = 1 (note also that the strict convexity of this function ensures the identifiability of the parameter matrix Θ). From (1), we have
Therefore, the parameters θ k,ℓ are the conditional log-odds ratios. The conditional independence between X (k) and X (ℓ) is then equivalent to θ k,ℓ = 0, that is, the edge e k,ℓ is absent if and only if θ k,ℓ = 0. Consequently, selection in binary graphical models is equivalent to identifying the (k, ℓ) pairs for which θ k,ℓ = 0.
From (1), using the fact that x (k) is binary, and denoting by X = (X 1 , ..., X n ) T the matrix representing the whole dataset, the ℓ 1 -penalized log-likelihood writes
where Θ is a symmetric matrix with θ kk = θ k for k = 1, ..., p. However, because of the complexity of the log-partition function, methods based on approximate inference are needed in most cases and we recall the principle of three of them in the following paragraphs.
Let us begin by recalling that the approximation established by Banerjee et al. (2008) is only valid for the first-order-interaction log-linear model described above. On the other hand, , Höfling and Tibshirani (2009) and Wang et al. (2010) also only consider this simple model but higher-order interaction models can be (at least theoretically) handled with these methods, at a cost of a dramatically increased computational time.
Multiple logistic regressions
From (1), it is easy to see that, for all k = 1, ..., p, setting then extensively study a method (which will be referred hereafter as SepLogit following the terminology adopted in Wang et al. (2010) ) in which ℓ 1 -penalized logistic regression is used to estimate the neighborhood of each of the p nodes in the graph 3 separately. gives rigorous consistency results in a high-dimensional setting, where the number of nodes is allowed to grow as a function of the number of samples. The authors give sufficient conditions under which the method will consistently estimate the neighborhood for every node in the graph simultaneously. In a sense, the paper can be seen as a discrete version of Meinshausen and Bühlmann (2006) .
For a finite number of samples, the p logistic regression problems are solved separately and, since the results may be asymmetric, they can be combined in one of two ways to draw a graph. One possibility is to draw an edge between two nodes in the graph only if each node is estimated to belong to the neighborhood of the other (method SepLogit AND). Alternatively, we can decide to draw an edge between two nodes so long as at least one of them is estimated to belong to the neighborhood of the other (method SepLogit OR).
In our empirical comparison study, this method will be implemented using the coordinate descent procedure developed by Friedman et al. (2008b) (and implemented in the glmnet R package).
Pseudo-likelihood maximization
One of the shortcomings of the method proposed by is the aforementioned asymmetry. To overcome this limitation, Höfling and Tibshirani (2009) and Wang et al. (2010) recently proposed to use the pseudo-(log-)likelihood, first suggested by Besag (1975) . The pseudo-likelihood is formally defined as
Accordingly, the approach based on the maximization of the ℓ 1 -penalized pseudo-likelihood solves all p logistic regression problems simultaneously, while enforcing symmetry. Apart from symmetry enforcement, this methods differs from the one studied in in that the ℓ 1 -norm penalty is applied to the entire network, while in SepLogit it is applied to each neighborhood.
For future use, and still denoting by X = (X 1 , ..., X n ) T the matrix representing the whole dataset, observe that the pseudo-likelihood writes
where X k is the same as X with kth column set to 1 andx
is the spin version of x (k) i ). Here and elsewhere, M [i, ] (resp. M [, k]) denotes the i-th row (resp. k-th column) of a matrix M . Höfling and Tibshirani (2009) first develop and implement an algorithm for maximizing the ℓ 1 -penalized pseudo-likelihood function, using a local quadratic approximation to the pseudolikelihood. They then use this algorithm as a building block for a new algorithm that maximizes the true log-likelihood. However, as we already said, they observed that the approximate pseudo-likelihood is much faster than the exact procedure, and only slightly less accurate. Therefore, to save computational time, we only considered the approximate pseudo-likelihood in this paper. In the forthcoming empirical comparison study, this method will be implemented using the BMN R package and will be referred to as BMNPseudo.
Interestingly, and as pointed out by Höfling and Tibshirani (2009) , the derivative of the pseudo-likelihood on the off-diagonal is roughly twice as large as the derivative of the exact likelihood. Moreover, in the case p = 2, it is easy to see that the deviance of the model with no association (i.e. minus twice the difference between the log-likelihood of this model and the log-likelihood of the saturated model) when computing with the pseudo-likelihood is twice as large as the one computed with the exact likelihood (while, obviously, the pseudo-likelihood coincides with the exact likelihood for the model with no interaction). The generalization of this striking result for higher p is not straightforward, but our empirical examples suggest it may hold at least approximately (see Section 3.3). Therefore, we will consider methods relying on both pseudo-l(X , Θ) (method BMNPseudo) and pseudo-l(X , Θ)/2 (method BMNPseudo 1/2) in the sequel.
For the sake of completeness, we shall add that Wang et al. (2010) develop a gradient-descent algorithm to maximize the ℓ 1 -penalized pseudo-likelihood. They further propose an extension to account for spatial correlation among the variables (which was relevant in their example dealing with genomic data). However, the corresponding LogitNet R package was not available at the time we wrote this paper, so we were not able to include it in our empirical comparison study.
Gaussian Approximation of the Ising log-likelihood
The basic idea of the method described by Banerjee et al. (2008) is to replace the log-partition function in the Ising model with an upper bound suggested by Wainwright and Jordan (2006) . The resulting approximation can then, with some manipulation, be put in a form that can be solved efficiently using block coordinate descent. In order to add some specific details, we shall define some notation. Denote by (Z 1 , ..., Z n ) ∈ {−1, 1} p×n the spin version of (X 1 , ..., X n ), and let Z (k) denote the sample mean of variable Z (k) , for k = 1, ..., p. Now, define the empirical covariance matrix S as
where Z is the vector of sample means Z (k) . Making use of a convex relaxation and a useful upper bound on the log-partition function obtained by Wainwright and Jordan (2006) , Banerjee et al. (2008) established that an approximate sparse maximum likelihood solution for a given λ has the following formθ
where the matrixΣ
λ is the solution of the following optimization problem
More precisely, Banerjee et al. (2008) proposed a block-coordinate descent algorithm to solve a dual formulation of (10), which can be written aŝ
In the Gaussian case, Banerjee et al. (2008) showed that the ℓ 1 -penalized covariance selection problem could be written
where S G is the empirical covariance matrix attached to a given sample of Gaussian vectors. An algorithm for handling binary graphical models can be derived by comparing (11) and (12). The original {0, 1} data has first to be transformed into {−1, 1} data. Then, adding the constant 1/3 to the diagonal elements of the resulting empirical covariance matrix, the algorithms developed in the Gaussian case (in particular the glasso R package developed by Friedman et al. (2008a) ) can be reused.
A common question when working with Gaussian variables is whether to standardize them, or equivalently, whether to use the covariance or the correlation matrix. Moreover, in the binary case, the correlation coefficient between two variables (also known as the φ-coefficient) is closely related to the χ 2 statistic used to test for (marginal) independence. Putting these two observations together, we decided to evaluate a simple modification of the method proposed by Banerjee et al. (2008) where the quantity S+diag(1/3) is replaced by the correlation matrix. Lastly, we also decided to evaluate the modification in which S+diag(1/3) is simply replaced by S.
To recap, we will consider the three following optimization problems
where S 1 = (Cov(Z) + diag(1/3)), S 2 = Cov(Z) and S 3 = Cor(Z). For any λ, and every ν = 1, 2, 3 an estimation of θ k,ℓ is then given by −( C ν λ ) kℓ . In our empirical comparison study, the three methods will be implemented using the glasso R package (Friedman et al., 2008a) and will be referred to as GaussCov 1/3, GaussCov and GaussCor for the choices ν = 1, ν = 2 and ν = 3 respectively (we may as well use the generic expression GaussApprox when dealing with either methods).
Sparsity parameter selection
Two procedures for selecting tuning parameters are generally considered, namely cross-validation (CV) and Bayesian Information Criterion (BIC), the latter being computationally more efficient as suggested by Yuan and Lin (2007) for instance. In the case of Gaussian graphical models, Gao et al. (2009) further demonstrate the advantageous performance of BIC for sparsity parameter selection through simulation studies. In this paper, we therefore decided to only consider BIC.
When trying to select the optimal sparsity parameter λ using either CV or BIC, however, one has to pay attention to the following fact. Since, for each λ > 0, estimates of the parameters of interest are shrunk, using them for choosing λ from CV or BIC often results in severe over-fitting (Efron et al., 2004) . Therefore, un-shrunk estimates have to be derived before computing the BIC.
Taking the example of methods GaussApprox, for any λ, we have to compute the un-shrunk matrix C ν λ = arg max
Here, M
being the set of positive definite matrices of order p, and C ν λ being as in (9)). To solve the optimization problem (14), one approach is to reuse the algorithm used to solve (13) after replacing the scalar parameter λ by the penalty matrix Λ such that Λ k,ℓ = 0 ifθ λ k,ℓ = 0, and Λ k,ℓ = ∞ otherwise, whereθ λ k,ℓ is the shrunk estimation of the coefficient θ k,ℓ obtained with the value λ and is used as an initial value for the optimization. Alternative approaches might be considered, such as the algorithm developed by Dahl et al. (2008) for instance.
the BIC procedure now simply corresponds to selecting the sparsity parameter λ ν BIC such that
where
is the degree of freedom of the model selected with the sparsity parameter λ (Yuan and Lin, 2007) .
Estimation of the conditional odds-ratios
In the binary case, a standard measure of the strength of association between two variables is the (conditional) odds-ratio, which is related to coefficient θ k,ℓ (see (3)). Therefore, consistent estimates of the parameters θ k,ℓ would yield consistent estimates of the conditional oddsratios. Here again un-shrunk estimates are preferable, and the methods described in the previous section have to be used.
Simulation study
In this section, we compare the model selection performances as well as the computational time for the methods described in the previous Section. Results are presented for p = 10 and p = 50. The choice p = 10 has been made for several reasons. First, for such low values of p the true log-likelihood can be quickly computed, and we can then compare it with the approximate log-likelihoods (see Section 3.3 below). Second, approximate methods are still faster to compute when p is small, and conclusions drawn in the case of low p are likely to hold for high p as well (as will be confirmed from our results).
Evaluation criteria
For each method, every value of λ corresponds to a sparsity structure for the matrix Θ that can be compared with the true sparsity structure. Namely, for all λ and for each method, we can compute the rate of true positives (correctly identified associations), the rate of false positives (incorrectly identified associations) as well as the overall accuracy. Precision and recall (the latter being identical to the true positive rate) can also be computed, as well as their harmonic mean, often referred to as the F1-score.
In a first evaluation study, we present for each method the performances achieved by the "oracle" model, that is the model constructed with optimal sparsity parameter regarding accuracy. Such an evaluation was not conducted for SepLogit because under this method the ℓ 1 penalty is applied to each neighborhood and the "oracle" model would invariably coincide with the true model. The alternative would be to force the algorithm to choose the same sparsity parameter value for every regression model. However, using this alternative approach, we sometimes obtained "oracle" models that achieved performances worse than the models selected by the BIC procedure. Therefore, we do not recommend to force the algorithm to choose the same sparsity parameter value for every regression model.
In a second evaluation study, we present for each method the performances achieved by the model selected according the BIC procedure described above. For methods GaussApprox, un-shrunk estimates were derived along the lines described in Section 2.2. A similar approach was used for method BMNPseudo. The BMN R package also allows the use of a matrix of penalty coefficients. For SepLogit, we had to slightly adapt this approach because the glmnet package does not allow for building models with only un-penalized coefficients. So, whenever needed, a standard logistic regression model was used to get un-shrunk estimates. This may make the method a little slower, but not much since for each variable, this situation can only arise for the smallest tested λ value, and only if this smallest tested λ value corresponds to the saturated model.
In addition, the computational time is reported. More precisely, we used a grid [λ min := λ max /1000, ..., λ max ] of 50 equally-spaced values (on a log-scale) for the parameter λ and we report the time needed to compute the 50 corresponding models for each method (λ max is the data derived smallest value for which all coefficients are zero). Each method was run on a Windows Vista machine with Intel Core 2DUO 2.26GHz with 4GB RAM in the case p = 10 and on a MAC Pro machine with intel Xeon 2×2.26GHz Quad Core with 6GB RAM in the case p = 50 (the MAC Pro machine was approximately 3.5 times as fast as the Windows machine).
Data generation

The case p = 10
In model (1), given that n individuals are observed, the distribution of the corresponding cell counts n = (n x , x ∈ {−1, 1} p ) is multinomial with probability P = (P (x, Θ), x ∈ {−1, 1} p ). Accordingly, given a symmetric matrix Θ, data were drawn from the multinomial distribution with probability vector P. Four matrices Θ (1) , Θ (2) , Θ (3) and Θ (4) were considered, leading to four different simulation designs. For Θ (1) , "primary" coefficients θ k,ℓ were simulated independently using a normal distribution with mean zero and variance σ for some σ > 0. Subsequently, only coefficients θ k,ℓ with an absolute value greater than 0.06 (corresponding to a conditional odds-ratio of exp(4 × 0.06) ≃ 1.27, since for {−1, 1} variables, the conditional odds-ratio is exp(4θ k,ℓ )) were retained, all others being set to 0. The function A(Θ (1) ) was then computed according to Equation (2). Selecting σ = 0.05 led to a true model with 10 associations (among the p(p − 1)/2 = 45 potential associations).
Matrices Θ (2) and Θ (3) were constructed so that they share the same sparsity pattern as Θ (1) , i.e.,
k,ℓ = 0} but they have different non-zero coefficients. In either cases, we selected (θ 1,1 , ..., θ 10,10 ) = (−1.3, ..., 0). For matrix Θ (2) , the non-zero θ k,ℓ coefficients were set to ±0.2, while they were set to ±0.4 for matrix Θ (3) .
For matrix Θ (4) , we proceeded as for matrix Θ (1) but we selected σ = 0.3 and only the θ k,ℓ coefficients with an absolute value greater than 0.2 were retained (the others being set to 0). Moreover, we selected (θ 1,1 , ..., θ 10,10 ) = (−1.8, ..., 0). This led to a true model with 19 associations.
A graphical representation of matrices Θ (1) , Θ (2) , Θ (3) and Θ (4) as well as the corresponding marginal probabilities IP(X (k) = 1), for k = 1, ..., 10, estimated on a sample of size n = 2500 are presented on Figure 1 .
The case p = 50
For p = 50, we first considered the case of block-diagonal matrices Θ. For j = 1, 2, 3, 4, we then used matrices Θ of the form diag(
In a fifth example, matrix Θ (5) was build as follows. For every k > ℓ ≥ 1, we first draw one observation u from a (0,1)-uniform distribution, and θ (5) k,ℓ was then set to 0 if u < 0.9, log(2) if u ≥ 0.95 and log(1.5) otherwise. The resulting true model consisted of 125 edges. Coefficients θ (5) k,k were set to (logit(0.1),...,logit(0.2)). Gibbs sampling was further used to generate the data (consisting of {0, 1} variables this time).
Empirical comparison of the approximate deviances
In this section, our goal is to empirically evaluate the approximate likelihoods on which the methods under study rely. To do so, we will focus on the case where p = 10 since the exact log-likelihood of the Poisson log-linear model can be computed for such a value of p. For each of the four Θ matrices described above, we proceed as follows. We generate a random sample of size n = 500, and for each value of the tuning parameter λ on an appropriate grid, we apply method BMNPseudo. This leads to some sparsity structure in the corresponding Ising model and we can then compute the Gaussian approximate log-likelihoods L Gν λ , ν = 1, 2, 3 (see (18) below) as well as both the exact Poisson log-linear log-likelihood and the pseudo-likelihood for the Ising model corresponding to this particular sparsity structure. More precisely, the following quantities were considered, 
In (16), Θ λ stands for the un-shrunk matrix derived under the sparsity structure inferred from method BMNPseudo with the sparsity parameter value λ, andx
and X k are as in (7). In (17), Θ Po λ is the matrix of coefficients obtained using a Poisson log-linear model under the constrained induced by this sparsity structure, and P (x, Θ) is as in (1). Lastly, in (18), S 1 = (Cov(Z) + diag(1/3)), S 2 = Cov(Z), S 3 = Cor(Z) and C ν λ is defined as (16)). Figure 3 shows the corresponding deviances. It can be seen that using the Gaussian approximate log-likelihood based on the covariance matrix with the additional 1/3 term on the diagonal results in a deviance which is quite far from the exact one. Furthermore, the deviance obtained with the covariance matrix (without adding the 1/3 term on the diagonal) equals that obtained with the correlation matrix, and both are closer to the exact deviance. Finally, the deviance of the pseudo-(log)-likelihood is always greater than the exact deviance. Using half the pseudo-likelihood corrects this undesirable effect in most cases.
These results should obviously be considered with caution. Even if we tried to use various Θ matrices to generate the data (and the conclusions were consistently the same), a theoretical study would be needed to confirm these empirical findings.
Performance evaluation; the case p = 10
Let us first consider the performances achieved by the oracle models (Tables 1 and 2 ). Overall, methods BMNPseudo and GaussCor achieve good performances in terms of accuracy and F1-score. It is also noteworthy that the computational time is much higher for BMNPseudo, while , and Θ (4) (lower right corner). Deviances were computed using the exact log-linear log-likelihood (solid black line, solid circles), the pseudo-likelihood (dashed blue line, circles), half the pseudo-likelihood (solid blue line, solid circles), and the Gaussian approximate log likelihoods based on the covariance matrix with an additional 1/3 term on the diagonal (dotted green line, circles), the covariance matrix (dashed green line, squares) and the correlation matrix (solid green line, solid circles)(see (16)- (18) for the corresponding formula).
overall performances of GaussCor appear to be slightly higher (especially under the fourth simulation design).
When focusing on the three GaussApprox methods, we observed the following ranking
GaussCor ≥ GaussCov ≥ GaussCov 1/3.
Consequently, and to save space, methods GaussCov and GaussCov 1/3 will not be considered in the evaluation of the models selected via the BIC procedure. It is still interesting to note that GaussCor≥GaussCov although we observed that the approximate deviances under these two methods were equal and close to the exact ones, which turn out to be an insufficient condition for achieving good performances.
Turning our attention to the evaluation of models selected with the BIC procedure (Tables 3  and 4 ), a first observation is that, as suggested by the results of Section 3.3, computing the BIC with half the pseudo-likelihood (rather than the pseudo-likelihood itself) results in better models in most cases. Moreover, from the comparisons of the results of Tables 1 and 2 and  Tables 3 and 4 , as n grows, the BIC procedure appears to enable to select models achieving performances similar to those achieved by the "oracle" models. Moreover, the computation of the un-shrunk estimates with method BMNPseudo appears to be very slow (the oracle models were much faster to compute than the models selected by the BIC approach for this particular method, especially when the sample size is small and in the fourth simulation design).
Overall, SepLogit OR, SepLogit AND and GaussCor are the best methods, closely followed by BMNPseudo 1/2. Lastly, among these candidate methods, GaussCor is the fastest.
We should lastly mention that method SepLogit was further tested using standardized covariates in each ℓ 1 -penalized logistic regression models (results not shown). To motivate this choice, we may mention that this is the default option in package glmnet as this approach is often adopted in applications when using ℓ 1 -penalization (see Koh et al. (2007) for instance); its suitability in our context of binary variables was yet questionable. Interestingly, this approach yielded results very similar to those obtained via the "standard" one on data generated using matrices Θ (1) , Θ (2) and Θ (3) and slightly better when using matrix Θ (4) (which however corresponds to the situation where we observed the greatest variability in the performances of every method).
Performance evaluation; the case p = 50
To save space, we only present here the performances achieved by models selected via the BIC procedure, on samples of size n = 500 and n = 2500 generated using either matrix diag(
), for j = 1, 2, 3 or matrix Θ (5) . Moreover, the results obtained in the case p = 10 especially show that method BMNPseudo can be quite slow, and that it does not outperform method SepLogit. Lastly, among the methods relying on a Gaussian approximate of the Ising likelihood, method GaussCor was observed to be the best. Therefore, in order to save computational time, only methods GaussCor and SepLogit were considered in the case p = 50.
Results are presented in Table 5 . They are consistent with what was observed in the case p = 10. More precisely, methods SepLogit and GaussCor achieve comparable performances. Regarding computational time, GaussCor is still significantly faster than SepLogit.
13 Table 1 : Evaluation of the "oracle models"; the case p = 10. Means (computed over 50 runs) are given for the computational time needed to compute the models on a grid of 50 equallyspaced λ values as well as the number of detected associations (POS), the false positive rate (FPR), the true positive rate (TPR, which equals the recall, REC), the precision (PRE), the accuracy (Acc.) and the F1 score corresponding to the "oracle" model. 14 Table 2 : Evaluation of the "oracle models"; the case p = 10. Means (computed over 50 runs) are given for the computational time needed to compute the models on a grid of 50 equallyspaced λ values as well as the number of detected associations (POS), the false positive rate (FPR), the true positive rate (TPR, which equals the recall, REC), the precision (PRE), the accuracy (Acc.) and the F1 score corresponding to the "oracle" model. Evaluation of the models selected by the BIC procedure; the case p = 10. Means (computed over 50 runs) are given for the computational time needed to compute the models on a grid of 50 equally-spaced λ values as well as for the number of detected associations (POS), the false positive rate (FPR), the true positive rate (TPR, which equals the recall, REC), the precision (PRE), the accuracy (Acc.) and the F1 score corresponding to the model selected by the BIC procedure. Table 4 : Evaluation of the models selected by the BIC procedure; the case p = 10. Means (computed over 50 runs) are given for the computational time needed to compute the models on a grid of 50 equally-spaced λ values as well as the number of detected associations (POS), the false positive rate (FPR), the true positive rate (TPR, which equals the recall, REC), the precision (PRE), the accuracy (Acc.) and the F1 score corresponding to the model selected by the BIC procedure. Table 5 : Evaluation of the models selected by the BIC procedure; the case p = 50. Means (computed over 50 runs) are given for the computational time needed to compute the models on a grid of 50 equally-spaced λ values as well as the number of detected associations (POS), the false positive rate (FPR), the true positive rate (TPR, which equals the recall, REC), the precision (PRE), the accuracy (Acc.) and the F1 score corresponding to the model selected by the BIC procedure. 
Agreement between the compared methods
One way to measure the agreement between two selected models is to compare them with their intersection. Let G 1 = (V, E 1 ) and G 2 = (V, E 2 ) be the two graphs to be compared. Further let E ⋆ = E 1 ∩ E 2 and denote by ♯E the cardinality of a set E of edges. To compare graphs G 1 and G 2 , we will consider the quantities
as measures of agreement and disagreement respectively (κ is the cardinality of the symmetric difference between E 1 and E 2 ). Observe that according to these measures, the saturated graph would both agree and disagree "a lot" with any sub-graph.
Results are presented in Table 6 for p = 10 and Θ = {Θ (3) , Θ (4) } which correspond to the two extreme situations in terms of signal-to-noise ratio. Overall, BMNPseudo is closer to SepLogit than GaussCor, what was expected given the respective principles of the methods. Moreover, agreement [resp. disagreement] between the various models is higher [resp. lower] when the signal-to-noise ratio is high, that is when n = 2500 and/or Θ = Θ (3) . When the signal-to-noise ratio is low and models are quite different, a natural question is how to get the best model. Intersecting two models is one of the candidate approaches. For the sake of brevity, we do not present the complete results here, but intersecting GaussCor and SepLogit OR for instance resulted in quite conservative models that generally achieved better performances than either GaussCor or SepLogit OR (in terms of accuracy and F1-score).
Models derived under method SepLogit with standardized covariates were also compared to the other models (results not shown). Overall, we observed very good agreement between the standard approach and the standardized approach (especially in the case of high signalto-noise ratio). We also observed slightly better agreements between these models and those derived under method GaussCor, especially on datasets generated using matrix Θ (4) .
Comparison of the conditional odds-ratios estimates
Both methods SepLogit and BMNPseudo have been empirically shown to yield appropriate estimates for the conditional odds-ratios. On the other hand, it is rather unclear whether estimates derived from methods relying on the Gaussian approximation would be consistent. We therefore conclude this simulation study with a simple study to check it.
To avoid interpretation difficulties related to the model selection accuracy, coefficient estimates were computed under the sparsity structure of the true models and compared with the true coefficients (this corresponds to the situation where the true sparsity structure is known). To do so, we used an approach similar to the one used to get un-shrunk estimates for the BIC procedure.
The mean squared errors for the conditional log-odds ratios, which we defined here as are reported in Table 7 for methods SepLogit, GaussCov 1/3 and GaussCor in the case p = 10 and for samples of sizes n = 500 and n = 2500 (for SepLogit each coefficientθ k,ℓ was set as the mean of the two coefficients returned by the two constrained logistic regressions involved in this method). It can be observed that overall neither GaussCov 1/3 nor GaussCor led to consistent estimates for the θ k,ℓ coefficients. These methods (especially GaussCor) should therefore be combined with other methods (for instance SepLogit) when estimates of the conditional odds-ratios are needed.
Inconsistency of the estimates derived under method GaussCor can be explained as follows. Since this method relies on the correlation matrix, it is closely related to the method consisting in performing linear regressions at each node (as shown by Meinshausen and Bühlmann (2006) in the Gaussian case). Therefore, the coefficients returned by this method are related to the coefficients γ k,ℓ involved in the linear model
Clearly, coefficients γ k,ℓ are quite different from the conditional log odds-ratios θ k,ℓ involved in the Ising model (see (1)).
Application to the search for associations among causes of death
The general objective of the application in this example is to detect associations between causes of death and identify possibly relevant groupings of causes contributing to the death.
Description of the data
The dataset we used consists in causes of death recorded in all death certificates (n = 535 684) in France for the year 2005. In France, death certification (compulsory with 100% coverage) conforms to the WHO guideline: the death process is described starting from the underlying causes of death and ending with the immediate cause of death; other contributing causes of death are also recorded. All these causes were considered in the analysis. Causes are further coded according to the International Classification of Diseases (ICD)(in 2005, the tenth revision (World Heath Organization, 1994) ). The total number of code categories is large (about 4000 codes used) but for this analysis we applied a simplified classification of 59 entities according to the Eurostat shortlist (EUROSTAT, 2002) (see Appendix A for the classification used). Therefore, p = 59 and each death certificate can be regarded as a vector x = (x (1) , ..., x (59) ) in {0, 1} 59 , where, for all k = 1, ..., 59, x (k) = 1 if and only if the k-th class is recorded on the death certificate. About 11% of the certificates had more than five causes of death, 14% had four causes, 26% had three, 30% had two and 18% had a sole cause of death. The frequencies of each cause are reported in Appendix A; the most frequent causes of death were, in decreasing order, heart failure, ischaemic heart diseases, cerebrovascular diseases, hypertensive diseases, pneumonia, diabetes, lung cancer and senility.
Graphical model analysis
Most common causes of death clearly depend upon age and gender, and a natural question is whether associations among causes of death also vary with age and gender. We then decided to split the whole population into strata defined by gender and age The complete analysis of every stratum is out of the scope of the present paper, and we only present here the results from the analysis of two sub-groups, namely those of males aged between 15 and 24 (2918 observations) and males aged between 45 and 64 (57045 observations).
First considering the group of age 15-24, we applied GaussCor, BMNPseudo, SepLogit AND, and SepLogit OR after selecting the sparsity parameter according to the BIC procedure described above. This yielded models with 113, 107, 61 and 129 associations respectively. Good agreement was observed between models derived under methods SepLogit and BMNPseudo (we had κ = 0.935 for the comparison between BMN and SepLogit OR for instance). However, the model derived under method GaussCor was slightly different from the three other models (we had κ = 0.700 for the comparison between GaussCor and SepLogit OR and κ = 0.918 for the comparison between GaussCor and SepLogit AND). More precisely, the model obtained with method GaussCor entailed many more positive associations, a few of which corresponding to variables co-occurring only once in the sub-group. This suggests that method GaussCor might be a little too sensitive to positive associations, especially when the signal-to-noise ratio is low (in this particular study, the signal-to-noise ratio is low due to highly unbalanced variables). Regarding computational time, 1.6 second was needed to compute method GaussCor while it took 19628 and 876 seconds for computing methods BMNPseudo and SepLogit respectively (analyses were performed on the Windows machine). For these latter two methods, we were not able to conduct the analysis with the choice λ min = λ max /1000, and we had to select λ min = λ max /50 and λ min = λ max /100 for methods BMNPseudo and SepLogit respectively. It is also noteworthy that the computational time needed for methods BMNPseudo and SepLogit is mostly due to the computation of the un-shrunk estimates (necessary for the derivation of the BIC); omitting this step, the computational time using method BMNPseudo [resp. SepLogit] is reduced to 4598 seconds [resp. 198 seconds] . Figure 4 shows the final retained model for the group 15-24, which is the intersection of the models derived under methods SepLogit OR and GaussCor. Apart from the obvious association between depression and suicide, the strongest (positive) associations identified were between diabetes and other endocrinal diseases, colorectal cancer and metastasis, septicemia and pneumonia, and between diseases of arteries, arterioles and capillaries and cerebrovascular diseases. The strong negative associations between transport accidents and all other conditions, and between suicide and most other conditions (except depression and other mental disorders) is also worth noting. These latter associations correspond to well-known sequences of causes leading to death and most of those present in the figure have strong biological plausibility.
In the analysis of the older group, we only applied methods SepLogit and GaussCor (to save computational time), which took 15241 and 4.8 seconds respectively. In this case, we had to use λ min = λ max /50 for method SepLogit. Moreover, when omitting the computation of the un-shrunk estimates, the computational time using method SepLogit reduced to 1943 seconds. 600, 778 and 708 associations were detected by method SepLogit AND, SepLogit OR and GaussCor respectively. Good agreement was observed between the models (we had κ = 0.933 for the comparison between GaussCor and SepLogit OR and κ = 0.953 for the comparison between GaussCor and SepLogit AND), which tends to confirm that agreement between the models returned by methods SepLogit and GaussCor increases with the signal-to-noise ratio.
Discussion
In this paper we empirically compared several approximate methods designed to search for associations among binary variables. We observed that methods SepLogit and BMNPseudo achieved similar performances in terms of accuracy and F1-score, with a slight advantage to method SepLogit. Moreover, the models selected by both methods are very similar in most cases, as could be expected given the similarity between them. In terms of computational time, SepLogit appeared to be overall faster than BMNPseudo, but the two methods share the disadvantage of being quite slow to compute, especially for low values of the sparsity parameter.
For the method BMNPseudo, we observed that using half the pseudo-likelihood rather than the pseudo-likelihood itself when computing the BIC enables us to select better models in most cases. The multiplicative coefficient 1/2 might not be optimal in all situation and some adaptive coefficient might be derived from a theoretical study of the pseudo-likelihood. Alternatively, cross-validation could be considered at a cost of an increased computational time, which seems undesirable given the aforementioned lack of speed of this method. Moreover, the suitability of cross-validation for model selection remains questionable (Gao et al., 2009 ).
In terms of accuracy, the method proposed by Banerjee et al. (2008) was shown to be generally too conservative. We then proposed a slight modification, referred to as GaussCor, in which we remove the additive 1/3 term on the diagonal, and use the sample correlation matrix as a starting point for the algorithm. With these modifications, GaussCor combines good overall performances (comparable to the performances achieved by SepLogit and BMNPseudo) Figure 4 : Graphical model obtained with Cytoscape on the real data set (males aged between 15 and 24 years). Positive associations (solid lines) and negative associations (dashed lines) are presented. The line widths of edges are proportional to the conditional log-odds-ratios (estimated using multiple logistic regressions built under the constraint implied by the retained model). For instance, the (absolute value of the) conditional log-odds-ratio was about 4.5 for the association depression/suicide, 3 for the association liver disease/other diseases of the digestive system, 1.7 for the association other infectious disease/other endocrinal disease, and 0.35 for the association other mental disorderd/suicide. Similarly, vertices are represented by balls with diameter related to the observed frequency of the causes of death. Transport accidents were reported on about 40% of the death certificates while falls were only reported on 1.2% of the death certificates. Conditions listed on the left side are not associated with any other condition or disease.
and exceptional computational speed. In particular, GaussCor was observed to be between 3 and 200 times faster than the other methods on simulated data. This speed is particularly desirable for handling truly high-dimensional datasets since the concurrent methods (SepLogit or BMNPseudo) might be dramatically slow in such cases. To be complete, we should mention that method SepLogit could be implemented using other sparse logistic regression algorithms that might be faster than the glmnet R package (see Koh et al. (2007) ; Genkin et al. (2007) ; Lee et al. (2006) for instance). However, we think that the comparison conducted here was fair since both R packages glmnet and glasso rely on a coordinate descent algorithm (Friedman et al., 2008b) .
Interestingly, we also observed that the models selected by methods GaussCor and SepLogit can be significantly different, especially in the situation of low signal-to-noise ratio. On our real example, we decided to retain the intersection of the two selected models as the final model, which led to conservative but competitive models on simulated examples. However, other approaches can be considered and it would be interesting to further study how these methods can be optimally combined.
Approximate methods that use either multiple logistic regressions or the pseudo-likelihood have been shown to attain performances similar to those reached using exact inference at a lower computational cost (Höfling and Tibshirani, 2009 ). Our results suggest here that using Gaussian approximates of the Ising likelihood can ensure similar statistical performance at a greatly improved speed. In the absence of a theoretical justification for the good performances achieved by this method however, we can only claim here that GaussCor is a candidate method that can be recommended in some cases; a theoretical study might enable to have a better idea of what these cases are.
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