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ABSTRACT
The Galactic disk is expected to be spatially, kinematically, and chemically clustered on many scales
due to both star formation and non-axisymmetries in the Galactic potential. In this work we calculate
the spatial and kinematic two-point correlation functions using a sample of 1.7 × 106 stars within 1
kpc of the Sun with 6D phase space information available from Gaia DR2. Clustering is detected on
spatial scales of 1− 300 pc and velocity scales of at least 15 km s−1. With bound structures included,
the data have a power-law index (ξ(∆r) ∝ ∆rγ) of γ ≈ −2 at most spatial scales, which is in line with
theoretical predictions. After removing bound structures, the data have a power-law index of γ ≈ −1
for 1 < ∆r < 100 pc and γ . −1.5 for > 100 pc. We interpret these results with the aid of a novel
star-by-star simulation of the Galaxy in which stars are born in clusters orbiting in a realistic potential
that includes spiral arms, a bar, and giant molecular clouds (GMCs). We find that the simulation
largely agrees with the observations (within a factor of 2 − 3) at all spatial and kinematic scales. In
detail, the correlation function in the simulation is shallower than the data at . 20 pc scales, and
steeper than the data at & 30 pc scales. We also find a persistent clustering signal in the kinematic
correlation function for the data at large ∆v (> 5 km s−1) that is not present in the simulations.
We speculate that this mismatch between observations and simulations may be due to two processes
not included in the present simulation: hierarchical star formation and transient spiral arms. We also
use these simulations to predict the clustering signal as a function of pair-wise metallicity and age
separations. Ages and metallicities measured with a precision of 50% and 0.05 dex, respectively, are
required in order to enhance the clustering signal beyond the current measurements.
Keywords: Galaxy: evolution – Galaxy: kinematics and dynamics – open clusters and associations:
general
1. INTRODUCTION
Much of our knowledge about how galaxies form and
evolve in the Universe comes from detailed studies of our
own Galaxy. The rich history of the Galaxy is encoded
in the distribution of the kinematics and the chemistry
of its stars. The unprecedented amount of astrometric
(Brown et al. 2018) and spectroscopic (e.g., Kollmeier
et al. 2017; Kunder et al. 2017; Buder et al. 2019; Ahu-
mada et al. 2019) data expected in the coming years on
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our Galaxy will revolutionize our view of the different
physical processes in galaxy evolution. To reconstruct
the history of the Galaxy we must study the birth, evo-
lution, and death of the building blocks of star formation
– star clusters.
Most stars are thought to be born in a spatially
and temporally correlated way (see reviews by Bland-
Hawthorn et al. 2010; Krumholz et al. 2019); how-
ever, most stellar aggregates are quickly disrupted in the
Galaxy (Lada & Lada 2003; Gieles et al. 2006). Conse-
quently, much effort has been devoted to the fossil record
of star formation by inspecting the chemical make-up
of stars to identify those that might have been born
in the same birth cloud (i.e., “co-natal” stars; Freeman
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& Bland-Hawthorn 2002; Bland-Hawthorn et al. 2010;
Ting et al. 2015a; Price-Jones et al. 2020). Recent work
(e.g., Meingast et al. 2019; Kamdar et al. 2019b; Coro-
nado et al. 2020) has also shown promise in using the
kinematic properties of stars to find those that might
have been born in the same cluster but have since drifted
apart.
Non-axisymmetric features in the Galactic disk1 can
also have a significant impact on the structure in the
disk (e.g., Hunt et al. 2018; Trick et al. 2019; Sellwood
et al. 2019). Structure on large scales – due to reso-
nances in the kinematics and the enrichment history of
the Galaxy in chemistry – has been extensively studied
in recent years in both the data (e.g., Kawata et al. 2018;
Michtchenko et al. 2018; Bland-Hawthorn et al. 2019;
Trick et al. 2019) and simulations (e.g., Fragkoudi et al.
2019; Monari et al. 2019). However, there remain key
questions about clustering on intermediate scales, where
both correlated star formation and resonances are likely
important.
In Kamdar et al. (2019a, hereafter K19a), we pre-
sented a star-by-star dynamical model of the Galactic
disk that takes into account the clustered nature of star
formation and the complexity of the Galactic potential.
The highest-resolution cosmological zoom-in simulations
and isolated N -body simulations of the Galaxy have stel-
lar particles with masses & 500M, which is the typical
mass of a star cluster born today. These simulations are
therefore unable to probe the scales relevant for study-
ing the small-scale clustering of individual stars. Our
model self-consistently evolves 4 billion stars over the
last 5 Gyr in a realistic time-varying potential that in-
cludes an axisymmetric component, a bar, spiral arms,
and giant molecular clouds (GMCs). All stars are born
in clusters with a subgrid model for cluster birth and
dissolution (Lada & Lada 2003). As direct N -body cal-
culations for billions of stars is computationally infeasi-
ble, we developed a method of initializing star clusters
to mimic the effects of direct N -body interactions.
A key, unexpected prediction from K19a was that
stars separated spatially by as much as 20 − 30 pc but
moving at similar relative velocities are likely co-natal.
We used Gaia DR2 and LAMOST DR4 data in (Kamdar
et al. 2019b, hereafter K19b) to identify and study these
“co-moving” pairs of stars (e.g., Oh et al. 2017) with
both kinematic information and chemical abundances.
In K19b, we identified 111 such co-moving pairs in the
Solar neighborhood with reliable astrometric and spec-
troscopic measurements. These pairs showed a strong
preference for having similar metallicities when com-
pared to random field pairs, supporting the idea that
they were born together.
1 For the remainder of this paper, we use “non-axisymmetries” to
mean the bar, spiral arms, and GMCs.
The co-moving pairs identified in K19b along with
wide binaries from other work (e.g., Andrews et al. 2017;
El-Badry & Rix 2018a; Hawkins et al. 2020) probe (by
design) fairly small spatial scales (1−20 pc). Other work
studying resonances (e.g., Bovy et al. 2015; Khanna
et al. 2019) probe structure at kiloparsec scales. Here
we expand upon previous work by measuring the two-
point correlation function for the solar neighborhood on
physical scales from parsecs to kiloparsecs in order to
study the clustered nature of the Galaxy.
The two-point correlation function (TPCF hereafter)
has been extensively used in cosmology (see references
in Peebles 2001) and other areas of physics (e.g., Ka-
gan & Knopoff 1980; Zamolodchikov 1991). The TPCF
characterizes the excess probability of two points sepa-
rated by some r relative to an unclustered distribution.
Given its simplicity and relative ease of interpretabil-
ity, the TPCF has been used to constrain cosmological
models (e.g., Eisenstein et al. 2005; Sanchez et al. 2012;
Alam et al. 2017), study the galaxy-halo connection (e.g.
Wechsler et al. 2006; Conroy et al. 2006; Reddick et al.
2013), probe the epoch of reionization (e.g., McQuinn
et al. 2007), and quantify the clustering of young stellar
clusters in other galaxies (e.g., Houlahan & Scalo 1990;
Elmegreen et al. 2014; Grasha et al. 2017; Gouliermis
et al. 2017).
There has been some previous work characterizing the
clustering in the Galactic halo (Cooper et al. 2011; Lan-
caster et al. 2019) to study kinematic substrutures and
infer the Galactic accretion history. Bovy et al. (2015)
and Khanna et al. (2019) calculated the power spec-
trum (the fourier tranform of the TPCF) of velocity
fluctuations in the disk to study the dynamical influ-
ence of the bar in the disk. Mao et al. (2015) used the
TPCF to probe Galactic disk structure in SEGUE G-
Dwarf stars. Mao et al. placed strong constraints on
of the scale heights of the thin disk and the thick disk.
However, they also show the strong biases that the selec-
tion function and the non-uniform density profile of the
Galaxy impart on the TPCF. Consequently, calculating
the TPCF in Galactic science has been non-trivial up
to now due to the relative dearth of data, the complex
density profile of the Galaxy, and the absence of theory
or simulations to guide predictions at all scales. The
landscape has changed dramatically with the release of
Gaia DR2, which provided 6D phase space information
for millions of stars. Moreover, the star-by-star sim-
ulations presented in K19a enable, for the first time,
predictions of stellar clustering on both small and large
spatial scales.
In this paper we present the spatial and velocity
TPCF for stars in the solar neighborhood using Gaia
data and provide predictions from the simulations pre-
sented in K19a. The rest of this paper is organized as
follows. Section 2 discusses the quality cuts imposed on
Gaia data and the simulations in K19a; we also present
the mock catalog from a smooth unclustered realization
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of the Galaxy (Rybizki et al. 2018) as a control. In
Section 3 we introduce the TPCF, describe our method
for the random catalog, and present several validation
tests. The spatial and kinematic TPCFs for the data
and the simulations are presented in Section 4.1, and
we predict the clustering in the disk when we combine
kinematic data with metallicity and age information in
Section 4.2. A summary of our results is provided in
Section 5.
2. DATA & SIMULATIONS
2.1. Observational Data
We focus on stars with radial velocities in Gaia
DR2. We start with the 6D Gaia DR2 (Brown
et al. 2018) catalog from Marchetti et al. (2019).
Stars were selected within a cylinder centered at
(X,Y, Z) = (−8.2, 0.0, 0.025) kpc (Bland-Hawthorn &
Gerhard 2016) with a radius of 0.5 kpc and a height of
1 kpc (0.5 kpc above and below the solar position). The
impact of the volume of the cylinder on the TPCF is
discussed in Appendix A. We choose this volume to en-
sure that the data are of high quality, and because going
out to a larger volume would require a careful treatment
of the fluctuations in the local mid-plane of the Galaxy
(Beane et al. 2019).
The distance to sources in the catalog with low rela-
tive error in parallax is calculated by simply inverting
the parallax. For stars with a larger parallax uncer-
tainty, the distances are calculated using the Bayesian
approach outlined in Bailer-Jones et al. (2018). The ro-
tation velocity at the Sun’s position is assumed to be
vLSR = 238 km s
−1, and the Sun’s orbital velocity is
assumed to be (U, V,W) = (14.0, 12.24, 7.25) km
s−1 (Scho¨nrich 2012; Bland-Hawthorn & Gerhard 2016).
Moreover, we follow Kamdar et al. (2019b) and the rec-
ommendations in Boubert et al. (2019), and impose the
following quality criteria on the Gaia data considered in
this analysis: (1) number of visibility periods ≥ 6, (2)
number of RV transits ≥ 4, and (3) re-normalized unit
weight error (RUWE) ≤ 1.6.2
These quality cuts and the geometric selection de-
scribed earlier results in a catalog of ∼ 1.7 × 106 stars.
The median uncertainties in parallax and the proper
motions (σµα∗ , σµδ) are 0.037 mas, 0.06 mas yr
−1, and
0.05 mas yr−1 respectively. The velocity error budget
is dominated by the radial velocity (RV) measurements;
the median RV uncertainty in our selected subsample is
1.15 km s−1.
2.2. Simulations
2 The traditional square root of the reduced chi-square (unit weight
error) has a strong dependence on color and magnitude. These
dependencies are removed using a re-normalization process in
Lindegren (2018). The re-normalized unit weight error (RUWE)
provides a more robust indicator of the goodness-of-fit for the
astrometry.
We use four simulations to interpret the Gaia results,
three from Kamdar et al. (2019a) and one from Rybizki
et al. (2018) (hereafter R18).
2.2.1. Kamdar et al. (2019a)
K19a presented three simulations that we will utilize
in this work. These simulations are summarized below;
we refer the reader to K19a for a more comprehensive
overview of the different model ingredients.
• A fiducial simulation with both clustered star for-
mation and a realistic gravitational potential. The
fiducial simulation self-consistently evolves 4 bil-
lion stars over the last 5 Gyr in a realistic time-
varying potential that includes an axisymmetric
component, a bar, spiral arms, and live giant
molecular clouds (GMCs). All stars are initial-
ized in clusters with an observationally-motivated
range of initial conditions. For stars older than
5 Gyr, we include a smooth, phase-mixed back-
ground population of stars. We developed a
method of initializing star clusters to mimic the
effects of direct N -body interactions, while the ac-
tual orbit integrations are treated as test particles
within the analytic potential.
• A simulation with only small-scale perturbations.
The setup of this simulation is almost identical to
the fiducial simulation with one key difference: the
potential is axisymmetric with no bar and spiral
arms, and no GMCs as pertubers.
• A simulation with non-axisymmetric perturbations
(with bar & spiral arms) but with no clustered star
formation (NCSF simulation hereafter). Instead
of forming stars within clusters, we form them as
above but in N = 1 systems. Since there are no
clusters in this simulation, there is little small-
scale clustering.
To enable a fair comparison to the Gaia data we create
mock catalogs of our simulation in Gaia DR2-like solar
cylinders. The solar neighborhood cylinder is centered
at (−8.2, 0.0, 0.025) kpc (Bland-Hawthorn & Gerhard
2016), and has a radius of 0.5 kpc and height of 1 kpc
(0.5 kpc above and below the solar position). We use
the MIST stellar evolutionary tracks (Choi et al. 2016)
and the C3K stellar library (Conroy et al., unpublished)
to derive photometry for the simulated stars using a
Kroupa IMF (Kroupa 2001). We also calculate GRVS
using the relations (Equations 2 and 3) presented in
Brown et al. (2018) and apply the same GRVS selection
(GRVS < 12).
An accurate error model is essential for comparisons
between simulations and observations. The dependence
of parallax, proper motion and radial velocity errors
is a complex function of several parameters. We fit
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Figure 1. Validation of the method for random catalog construction by comparison to Gaia data. In each panel the distribution
of Gaia data (blue) is compared to the random catalog (black). Top panels: Comparison in the quantities of heliocentric distance,
and Galactocentric R and Z distributions. Bottom panels: Comparison in three components of the velocities: Vx, Vy, and Vz.
Overall, the random catalog reproduces the distribution of the data in the solar neighborhood.
a Gaussian mixture model (GMM) with 20 compo-
nents to the combined (G,GBP − GRP, σ$, σµα∗ , σµδ)
and (G,GBP − GRP, σRV) spaces respectively, where
σ$, σµα∗ , σµδ , σRV are the uncertainties in the parallax,
proper motions and the radial velocities. To draw realis-
tic error estimates given G and GBP−GRP in our simu-
lation, we sample from the conditional distributions for
the respective errors given G and GBP−GRP. However,
the errors will also depend on the scanning law, which is
not explicitly modelled for this work. The scanning law
also has a non-trivial impact on the selection of stars in
the solar neighborhood. With recent progress on mod-
elling the scanning law and computing the true RVS
selection function (Boubert & Everall 2020), we plan to
include a detailed selection function in future work (as
opposed to a simple magnitude cut) for both the error
model and the selection of stars.
Since the simulations in K19 and R18 do not include
binarity, it is important to avoid contamination from
bound and disrupting wide binaries in the data. The
Jacobi radius, beyond which the Galactic tidal field is
stronger than the mutual gravitational attraction of bi-
naries, is ≈ 1.7 pc for ∼ 1M stars in the solar neigh-
borhood (Yoo et al. 2004; Jiang & Tremaine 2010). We
employ a simple condition on the projected separation
between pairs of stars (s < 0.5 pc) to ensure minimal
contamination from wide binaries. We discuss our moti-
vations for this selection in Appendix B. Moreover, sim-
ulations in Jiang & Tremaine (2010) also predict that
there could be a noticeable signature of unbound wide
binaries in the phase space density up to 10 − 100RJ
(∼ 20 − 200 pc), where RJ is the Jacobi radius. A
discussion on unbound wide binaries is also included in
Appendix B.
2.2.2. Rybizki et al. (2018)
The smooth, unclustered Gaia DR2 mock catalog pre-
sented in R18 is essential to validate the techniques pre-
sented in this paper. The mock catalog in R18 was
generated using Galaxia (Sharma et al. 2011), sam-
pling stars according to the (spatially and kinemati-
cally smooth) Besancon Galactic model (Robin et al.
2003). Moreover, R18 also include a realistic treatment
of 3D dust extinction (Bovy et al. 2016, and references
therein), and Gaia DR2-like errors in the astrometry,
photometry, and spectroscopy of stars. The R18 mock
uses PARSEC isochrones (Marigo et al. 2017) to gener-
ate the photometry. Lastly, R18 also include a model
for the Galactic warp (Sharma et al. 2011).
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To enable a fair comparison to the Gaia data we
create a DR2-like solar cylinder from the R18 mock
data. The solar neighborhood cylinder is centered at
(−8.2, 0.0, 0.025) kpc, and has a radius of 0.5 kpc and
height of 1 kpc (0.5 kpc above and below the solar
position). To mimic the GRVS selection, we calculate
GRVS using the relations provided in Brown et al. (2018)
(Equations 2 and 3) and make the selection GRVS < 12.
The R18 mock has no spatial or kinematic clustering on
any scales by construction; consequently, we will use the
R18 mock as a control to test our technique for measur-
ing the TPCF, and validate our technique to generate
random catalogs.
3. TWO-POINT CORRELATION FUNCTION
3.1. Theory and Motivation
The two-point correlation function (TPCF) is a pow-
erful measure of the clustering in data (see Peebles 2001,
and references therein). The TPCF measures the excess
probability of finding one object within a specified dis-
tance of another object against that of a random, unclus-
tered distribution. In the sections that follow, we will
calculate the TPCF using a variety of different weight-
ing schemes to implement cuts on ∆v, ∆r, ∆[Fe/H],
or ∆age. We use the highly-optimized, OpenMP-
parallelized, publicly-available code, CorrFunc3 (Sinha
& Garrison 2018, 2020), to calculate the TPCFs.
dP1,2 = n
2dV1dV2[1 + ξ(∆r1,2)]. (1)
Here, n is the mean density, and ξ(∆r1,2) is the ex-
cess probability, relative to an unclustered distribution,
that two points (1 and 2) are separated by ∆r1,2 (∆r
hereafter4). The two-point correlation is usually esti-
mated using the Landy-Szalay estimator (Landy & Sza-
lay 1993):
ξ(∆r) =
DD(∆r)− 2DR(∆r) +RR(∆r)
RR(∆r)
, (2)
where DD is the count of data-data pairs, DR is the
count of data-random pairs, and RR is the count of
random-random pairs. In studies of large-scale struc-
ture, a simple uniform distribution is adopted for the
random catalog. However, the non-uniform density dis-
tribution of the Galactic disk makes the creation of the
random catalog highly non-trivial (e.g., Mao et al. 2015).
3.2. Random Catalogs
Random catalogs are an essential ingredient for com-
puting the TPCF. Lancaster et al. (2019) utilized the
3 https://github.com/manodeep/CorrFunc
4 In other fields, this is sometimes denoted as r but we use ∆r to
avoid confusion with the overall geometry of the system.
Figure 2. Correlation function measured in a mock dataset
(R18) that was constructed to be smooth in position and
velocity space. Top panel: the spatial TPCF for the R18
mock with ∆v < 2 km s−1. The shaded grey region shows the
Poisson error. Bottom panel: the kinematic TPCF for the
R18 mock with ∆r < 50 pc. The shaded grey region shows
the Poisson error. In both panels there is no statistically
significant clustering above 10−2 at any scale. The absence
of any signal in the TPCF for the R18 mock indicates the
fidelity of the technique used to generate the random catalogs
and measure the correlation function.
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TPCF to quantify the smoothness of the Galactic halo;
the random catalog was created by fitting a paramet-
ric form of the density profile to the halo. Mao et al.
(2015) (M15 hereafter) used the TPCF to probe Galac-
tic disk structure in SEGUE G-Dwarf stars. The results
presented in M15 show that both the underlying den-
sity gradient and the survey geometry can significantly
bias the TPCF. M15 chose analytical thin-disk/thick-
disk density models, assuming that the ξ(∆r) should ap-
proach 0 at sufficiently large scales if the correct density
model is chosen. The key result from M15 was providing
constraints on the scale-lengths and the scale-heights of
both the thin disk and the thick disk.
The combination of a non-uniform density profile and
a complex selection function for the data necessitate
the use of a very flexible density estimation technique.
For this work, we attempted Gaussian mixture models,
Dirichlet process Gaussian mixture models (also known
as infinite mixture models; Rasmussen (2000)), and nor-
malizing flows (e.g., Rezende & Mohamed 2015). In
an attempt to balance accuracy and interpretability, we
chose to use Dirichlet process Gaussian mixture models
(DPGMM hereafter).
Gaussian mixture models have been extensively used
in astronomy. GMMs assume that the input data are
generated from a mixture of a finite number of Gaussian
distributions with unknown parameters. Traditionally,
GMMs are trained using the expectation-maximization
algorithm and require choosing hyperparameters. The
GMM can be written as:
p(x|θ1, ..., θK) =
K∑
k=1
pikN (x|µk,Σk) (3)
N (x|µ,Σ) = 1
(2pi)D/2
1
|Σ|1/2 exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
,
(4)
where θk = {µk,Σk, pik} is the set of parameters for com-
ponent k, and N (x|µ,Σ) is the multivariate Gaussian.
The Dirichlet process Gaussian mixture model
(DPGMM) is a non-parametric, Bayesian extension of
GMMs, where each parameter in the model is assigned
a prior. The DPGMM is formally written as:
(µk,Σk)∼NIW(µ0, λ0, S0, ν0) (5)
pik∼DP(α). (6)
Here, the means and the covariances of each Gaussian
component (µk,Σk) have the Normal Inverse Wishart
(NIW) distribution as their prior. µ0, λ0, S0, ν0 repre-
sent the mean, scale, scale matrix, and the degrees of
freedom. The weights for each Gaussian component fol-
low a Dirichlet process prior, parameterized by the con-
centration α. The key advantages that DPGMMs offer
over GMMs are two-fold, (1) the number of components
Figure 3. TPCF for the Gaia data with ∆v < 2 km s−1
and various connectivity selections, and an illustration of
what these different selections look like spatially. Top panel:
Different colors show the spatial TPCF with open clusters
and with varying connectivity cuts (≤ {2, 5, 10, 50}) to re-
move bound structures. The Jacobi radius for wide binaries
in the solar neighborhood is shown as an arrow on the x-axis.
Black line shows the power-law index γ = −2. The TPCF at
scales < 30 pc for no connectivity cut is largely dominated
by stars from a few bound open clusters. As the connectiv-
ity cut gets smaller, there is not a large difference between
a connectivity of ≤ 20 and ≤ 2. For the rest of this work,
we choose stars with a connectivity of ≤ 5 for both the data
and the simulations. Bottom left: stars in the solar neighbor-
hood with a connectivity of > 50. Most of the stars shown
here are a part of a bound open cluster. Bottom right: stars
with a connectivity between 2 and 50. These stars are may
be a part of a larger star-forming region, stars that are sub-
sampled from small or more diffuse open clusters, or chance
alignments.
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Figure 4. Top panel: TPCF for the Gaia solar cylinder (black) and the fiducial simulation (blue) with a 3D velocity difference
of 2 km s−1. Poisson errors for the data are shaded in black. The blue shaded region shows the sample variance for the simulation
(calculated by measuring the TPCF for different “solar neighborhoods”) and the poisson are error added in quadrature. An
arrow shows the Jacobi radius, RJ , of solar-mass wide binaries in the solar neighborhood. Bottom panel: Fraction of pairs in
the simulation that were born together (blue dotted) and the fraction that are chance field alignments (blue dashed). At low ∆r
(and ∆v < 2 km s−1), the fraction of stars born together dominate the simulation TPCF presented in the upper panel. Beyond
∼ 40 pc the majority of pairs arise from chance field alignments.
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actively used in the model are automatically inferred us-
ing variational inference, and (2) the priors help regular-
ize the model. We use the implementation of DPGMM’s
presented in scikit-learn (Pedregosa et al. 2011). The
model is fit to the entirety of Gaia RVS because the
rigid boundaries of a cylindrical selection created some
pathological behavior in the fitting process. The model
is fit on half the data and compared to the other half for
validation. We first sample stars from the fit DPGMM,
and then make the spatial selection described in Section
2.
The fidelity of the random catalogs generated using
the DPGMM method described above is shown in Figure
1. The top left panel of Figure 1 shows the distribution
of the distance of each star in the Gaia solar cylinder and
the random catalog to the solar position. The distance
distribution is probing the spatial density distribution
of stars in the solar cylinder subjected to the Gaia se-
lection function – both the data and the random catalog
appear to be in excellent agreement. The top, middle,
and right panels of Figure 1 show the distribution of R
and Z in the data and the random catalog. The bottom
three panels show the distribution of the three velocity
components for the data and the random catalog. The
data and the random catalog seem to be in good agree-
ment for the different spatial and velocity components.
Consequently, the random catalogs created here gener-
ate an unclustered distribution of stars that adequately
reproduce both the phase space distribution and the im-
pact of the selection function of Gaia stars. We use the
same method to generate the methods for the R18 mock,
the K19a simulations, and the Gaia data.
A much more rigorous test of the random catalog con-
struction is to apply our machinery to the R18 mock
catalog, which should have no clustering signal. The
resulting TPCF is shown in Figure 2. The top panel
shows ξ(∆r; ∆v < 2 km s−1) and the bottom panel
shows ξ(∆v; ∆r < 50 pc). There is no clustering signal
at a level exceeding 10−2, indicating that our approach
to measuring the TPCF is reliable at this level. We note
that the R18 mock contains both a Galactic warp and
spatially inhomogenous dust. Clearly these two physical
effects do not have any effect on the measured correla-
tion function.
3.3. Identifying and Removing Bound Structures
Calculating the TPCF is an exercise in pair-counting.
Large open clusters that are close-by and well-sampled
in the data could dominate the TPCF because the
pair counts scale as N2. There has been a significant
amount of effort toward finding and characterizing these
large open clusters (e.g., De la Fuente Marcos & De la
Fuente Marcos 2009), and many new open clusters are
being found with Gaia DR2 (e.g., Cantat-Gaudin et al.
2018; Castro-Ginard et al. 2020). It is easy to see that
known open clusters could overwhelm the TPCF signal
at small spatial scales.
Consequently, we choose to exclude pairs from these
open clusters to isolate the signal of star clusters that
are disrupting or have already disrupted. Similar to Oh
et al. (2017) and Kamdar et al. (2019b), we form an
undirected graph where stars are nodes, and edges be-
tween the nodes exist for co-moving pairs of stars. For
the purposes of this work, we define co-moving as having
a 3D velocity difference of < 2 km s−1 and a physical
separation of < 5 pc; these selections are similar to link-
ing lengths in the Friends-of-Friends algorithm. Conse-
quently, a star could have multiple co-moving neighbors,
and a pair of stars could be directly or indirectly con-
nected via a sequence of edges. The graph is then split
into connected components – a connected component is
a subgraph of the original graph in which any two nodes
are connected to each other by a path – to calculate the
connectivity of each star. A connectivity of 1 means that
a star is not a part of any larger structure, a connectiv-
ity of 2 means that a star is in a mutually exclusive pair,
and so on.
Bound wide binaries could also impact the TPCF at
small spatial scales. The actual separations for most of
these bound wide binaries is likely less than the Jacobi
radius in the solar neighborhood (∼ 1.7 pc). However,
the median parallax uncertainty of ∼ 0.04 mas corre-
sponds to an uncertainty of ±10 pc at 500 pc. Conse-
quently, to minimize contamination from bound wide
binaries, we impose the additional condition that all
TPCF calculations for the data exclude pairs that have
projected separation < 0.5 pc. A discussion of why we
choose this criterion is included in Appendix B.
The top panel of Figure 3 shows the spatial TPCF
calculated for stars with ∆v < 2 km s−1 and with dif-
ferent connectivity cuts in the Gaia data. The bottom-
left panel shows all the stars with a connectivity of
> 50. This selection efficiently identifies nearby open
clusters; the clusters picked out above include Melotte
20, Pleiades, NGC 2516, Hyades, and Praesepe. The
right panel shows stars with a connectivity between 2
and 50.
The TPCF that includes all stars (including stars from
open clusters) shows the strongest clustering in the data.
Even with a liberal connectivity cut where stars that are
part of connected components with a size of 20 or less
are included, the TPCF is notably stable and close to
what it is with the very conservative connectivity ≤ 2
cut, which only selects unconnected (connectivity = 1)
and mutually exlusive stars (connectivity = 2). The
TPCF being largely insensitive to smaller connectivity
cuts is reassuring as it indicates that the bound open
clusters are being effectively filtered out. Consequently,
we choose to use a connectivity ≤ 5 selection for the rest
of this work.
4. RESULTS
4.1. Comparing Data & Simulations
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In this section we present the spatial and kinematic
TPCF in the data and compare to three simulations
from K19a.
The top panel of Figure 4 shows the TPCF in the data
and the fiducial simulation for stars with a 3D velocity
difference of less than 2 km s−1. The Jacobi radius (RJ)
of wide binaries in the solar neighborhood is shown as
an arrow on the x-axis; there could be contamination
from bound wide binaries at separations smaller than
RJ . Poisson uncertainties are shown as shaded bands.
The three dashed lines show different curves with power-
law index ξ(∆r) ∝ ∆rγ , γ = −1.0,−1.5,−2.0.
There are three spatial regimes to consider: small
(< 10 pc), intermediate (10 < ∆r < 100 pc), and large
(100 < ∆r < 1000 pc). The data are slightly more clus-
tered than the fiducial simulation at the smallest scales
by a factor of ∼ 2 − 3. The fiducial simulation initial-
izes all stars into star clusters (Lada & Lada 2003), and
explicitly undervirializes the stars to mimic the bound-
edness of stars born together at young ages. The data
could include some stars from subsampled bound open
clusters at these small spatial scales that would not have
an analog in the simulation.
At intermediate scales, the simulation and the data
are in reasonable agreement (see Figure 6 for a discus-
sion on sample variance). Clustering at these scales is
likely caused by disrupting star clusters that are still
overdense in phase space or unbound stellar associations
(e.g., Meingast et al. 2019). The addition of a more
diffuse (or hierarchical) mode of star formation (Krui-
jssen 2012) could help explain some of the discrepancy
at these intermediate and large scales.
The data are again more clustered than the simula-
tion at the largest scales. Clustering at these scales
could either be caused by the few pairs of stars that
were born together but drifted apart or by the reso-
nances related to the non-axisymmetries of the Galactic
potential. A hierarchical model for star formation could
explain the clustering at large ∆r since we would expect
different star-forming regions to also be spatially corre-
lated (Grasha et al. 2017). The fiducial simulation in-
cludes a realistic bar and rotating but fixed spiral arms;
consequently, the disagreement at larger ∆r could also
indicate clustering due to resonances the transient spi-
ral arms. As shown in previous work (e.g., Hunt et al.
2018; Sellwood et al. 2019), the inclusion of transient
spiral arms will likely show richer phase space structure
in the solar neighborhood at large scales.
The bottom panel of Figure 4 shows the fraction of
pairs in the simulation born together and the fraction
of field pairs as a function of their spatial separation for
a velocity difference of ∆v < 2 km s−1. The fraction
of stars born together dominates the pair counts up to
∼ 40 pc. Field pairs dominate above for larger spatial
scales. Consequently, the small spatial scale (< 10 pc)
probe clustered star formation, the intermediate scales
(10 < r < 100 pc) probe clustering due to both star for-
mation and other clustering mechanisms, and the large
scales (100 < r < 1000 pc) mostly probe non-SF related
clustering in the simulation.
Figure 4 simultaneously probes star formation at small
scales, the disruption mechanism of star clusters, and
the resonances in the Galaxy. However, the chosen ve-
locity difference is only probing clustering for one ∆v
cut. Figure 5 shows the TPCF for the data and the
three simulations from K19a for the velocity differences:
∆v < {1, 2, and 4} km s−1. The left panel shows the
data (solid line) and the fiducial simulation (dashed line)
for the three different velocity differences. The shaded
regions accompanying each curve show the Poisson er-
rors. The pattern observed in Figure 5 for ∆v < 2 km
s−1 also holds for ∆v < 1 and 4 km s−1.
The data and simulation largely agree at small scales,
the simulation consistently shows more clustering at in-
termediate scales, and the data are more clustered at
the largest scales. The discrepancy between the data
and the simulation at small spatial scales for ∆v < 4
km s−1 could suggest that the birth velocity dispersion
for stars born together in the data is broader than than
the model used in the simulation. The birth velocity
dispersion for star clusters in the simulation is deter-
mined by assuming some potential for the star cluster
and drawing from the cluster birth mass-radius rela-
tion. The latter is particularly uncertain (e.g., Parmen-
tier & Kroupa 2011), but recent work (Choksi & Krui-
jssen 2019) has made progress in estimating a physically-
motivated mass-radius relation. Similar to ∆v < 2 km
s−1, the difference at intermediate and large scales could
be attributed to a hierarchical mode of star formation,
resonances due to transient spiral arms, or a combina-
tion thereof.
The right panel shows the TPCF for the three differ-
ent simulations (fiducial, red; axisymmetric, grey; and
NCSF, indigo) for ∆v < 2 km s−1. The NCSF simu-
lation, as expected, has the lowest clustering amplitude
because of the absence of clustered star formation. The
NCSF simulation does have non-axisymmetries but this
is not detectable in the TPCF at ∆v < 2 km s−1. The
axisymmetric simulation has the largest clustering am-
plitude because of the absence of scattering from the bar,
spiral arms, and GMCs, and hence star clusters disrupt
the slowest. The different red lines near the fiducial sim-
ulation show the TPCF for different realizations of the
“solar” cylinder from the solar annulus in an effort to
study sample variance. There is considerable scatter in
the TPCF for the different solar cylinders – the numbers
vary by almost a factor of 3−4 at smaller scales. Such a
large sample variance necessitates caution in comparing
the data and the simulation, especially when the two are
very similar.
In Figure 6 we calculate the power-law slope γ for the
different ∆v cuts by fitting the relation ξ(∆r) ∝ ∆rγ to
the Gaia data after making the connectivity selection
discussed in Section 3.3 (solid lines) and without a con-
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Figure 5. Left panel: TPCF with ∆v = {1, 2, 4} km s−1 (blue, red, green) for the data (solid lines) and the simulation (dashed
lines). Each curve has associated Poisson errors shaded. The features at different spatial scales discussed in Figure 5 for ∆v < 2
km s−1 are also apparent at different velocity amplitudes. The data seem to diverge the most from the simulation at ∆v < 1
km s−1 at intermediate scales. The discrepancies between the data and the fiducial simulation for different ∆v indicates the
need for a more complex subgrid model of star formation and the non-axisymmetries in the potential. Right panel: TPCF for
the fiducial (red), axisymmetric (gray), and the NCSF simulation (purple). The light red lines near the fiducial TPCF show
the TPCF in four different solar cylinders throughout the simulated galaxy. As expected, the axisymmetric simulation is more
clustered due to no scattering and the NCSF simulation is less clustered due to the absence of clustered star formation. The
sample variance in the different solar neighborhoods contributes a factor of 2− 3 variation in the TPCF.
Figure 6. Power-law index (ξ(∆r) ∝ ∆rγ) for the Gaia spa-
tial TPCF with different ∆v cuts. We compute the average
power-law index on a rolling basis. For . 50 pc, the index is
∼ −1 for all ∆v. Regardless of ∆v, the index falls precipi-
tously beyond 50− 70 pc to . −2. The power-law index for
the data that includes bound open clusters (no connectivity
cut) is ∼ −2 for ∆r > 10 pc.
nectivity cut for ∆v < 2 km s−1 (dashed). The slope is
calculated for 5 bins on a rolling basis through the differ-
ent spatial scales. For . 50 pc, the index hovers around
∼ −1 for all ∆v. Regardless of ∆v, the power-law slope
falls precipitously after 50−70 pc to . −2. With no con-
nectivity cut, the data is well-described by γ ∼ −2 from
1 − 100 pc. Guszejnov et al. (2018) developed a model
for scale-free fragmentation and showed that scale-free
structure formation would generically lead to a correla-
tion of the form ξ(∆r) ∝ r−2, which is what we observe
in the data when we include open clusters.
So far, we have focused on the spatial TPCF by select-
ing samples in a narrow ∆v range; we can also consider
the converse and measure the velocity-space TPCF in
a narrow ∆r range. Figure 7 shows such measurements
comparing the data and the fiducial simulation. There
is clearly more clustering in data regardless of the spa-
tial selection compared to the simulation. For ∆r < 5
pc both the data and simulation are clustered at low ∆v
(up to ∼ 5 km s−1); however, the data are more clus-
tered at larger ∆v (up to 10 km s−1). If the signal at
low ∆v is due to co-natal stars, the larger clustering in
the data could indicate that the birth velocity disper-
sion of stars born together is larger in data than in the
simulation. There is a similar trend, though less dras-
tic, for ∆r < 20, 50 pc. The data and the model are
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Figure 7. Left panel: velocity TPCF with ∆r = {5, 20, 50} pc (blue, red, green) for the data (solid lines) and the simulation
(dashed lines). Each curve has associated Poisson errors shaded. The simulation and the data seem to be reasonably close at
low ∆v (up to ∼ 3 − 4 km s−1); however, for all larger ∆v, the data are more clustered than the simulation by a few factors
regardless of the spatial scale. This rich velocity structure regardless of spatial scale likely points to both a more complex cluster
dispersion initial velocity profile and the impact of resonances in the disk. Right panel: velocity TPCF for the fiducial (red),
axisymmetric (gray), and the NCSF simulation (purple). The light red lines near the fiducial TPCF show the TPCF in different
solar cylinders throughout the simulated galaxy. The sample variance for the kinematic TPCF is comparable to that of the
spatial TPCF shown in Figure 4.
reasonably close at low ∆v but seem to diverge at large
∆v. The co-natal fraction in the fiducial simulation at
such large ∆v is quite low, even for ∆r < 5 pc (Kamdar
et al. 2019a). Consequently, the discrepancy could be
driven by the rich structure created due to either the
non-axisymmetries of the Galaxy and/or non-equilibria
phenomena in the disk (e.g., Laporte et al. 2018). A
thorough test would involve calculating the TPCF for
simulations with satellites (either isolated or cosmolog-
ical), such as Sanderson et al. (2018); Laporte et al.
(2018), and compare the velocity-space TPCF at large
∆v.
The right panel shows the velocity TPCF of the three
simulation variants for ∆r < 20 pc. The simulation
with no clustered star formation (NCSF) has the lowest
clustering amplitude, as expected. The NCSF simula-
tion does have non-axisymmetries but this is evidently
not detectable in the kinematic TPCF for ∆r < 20 pc
at any velocity scale. The axisymmetric simulation has
the largest clustering amplitude because of the absence
of scattering from the bar, spiral arms, and GMCs to
disrupt the coherent motion of stars born together. The
thin red lines show the TPCF for different realizations
of the “solar cylinder” in the fiducial simulation. As in
Figure 4, the sample variance is significant.
We speculate that the discrepancies between the data
and the simulations at large ∆v scales – where the clus-
tering should be largely driven by field pairs – could
be driven by either transient spiral arms or interactions
with a satellite. Both simulations include a bar and
steady-state spiral arms but do not include transient
modes and interactions with external perturbers. Re-
cent work (e.g., Hunt et al. 2018; Sellwood et al. 2019)
has shown that transient spiral arms can recreate veloc-
ity structure very close to what is observed in the data.
Modelling external perturbers is more complex because
of the need to run expensive N -body simulations.
The spatial and kinematic TPCF presented above
reaffirm the need for a deeper look at the cluster dis-
ruption model in K19a, and a thorough treatment of
the transient non-axisymmetries of the Galactic poten-
tial and a hierarchical model of star formation to study
clustering at larger ∆r and ∆v.
4.2. Predicted Clustering as a Function of Gaia
Uncertainties, Age and Metallicity
The analysis so far has focused on the data prod-
ucts from Gaia DR2, released in April 2018. The next
decade will see an unprecedented increase in both the
volume and precision of observational data of stars in
the Galaxy. Gaia, in particular, will deliver the radial
velocities of tens of millions of stars, and will decrease
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Figure 8. Impact of Gaia DR2 errors, DR4 errors, and no
phase space errors on the simulated ξ(∆r; ∆v < {1, 2, 4, 8}
km s−1). The improvement in precision leads to a modest
change in ξ(∆r) for ∆v < 4, 8 km s−1, and a notable increase
in ξ(∆r) for ∆v < 1, 2 km s−1.
the astrometric uncertainties by at least a factor of 1.55.
The increase in precision and complementary spectro-
scopic and asteroseismic data prompt the question of
how much the information content changes as new and
more precise data become available.
We begin by exploring the effect of Gaia measurement
uncertainties on the TPCF. Figure 8 shows the spatial
TPCF for the fiducial simulation for DR2 errors (solid),
DR4 errors (dashed), and for no errors (dash-dotted).
To calculate the DR4 errors, we scale the parallax and
the RV errors by 1/1.7 and the proper motion errors by
1/4.5. The DR4 ξ(∆r) is not too different for ∆v < 4, 8
km s−1, which is not surprising given that the median
DR2 uncertainties in our sample is 1.15 km s−1. The
ξ(∆r) is expected to be approximately a factor of 1.5
times larger than the DR2 ξ(∆r) for small ∆v. The
dash-dotted line shows the maximal change in ξ(∆r)
with perfect phase space information. As with DR4 er-
rors, there is little difference at large ∆v. However, the
gain in ξ(∆r) that can be extracted with perfect phase
space information for low ∆v is more than a factor of 5
compared to Gaia DR2 currently provides.
Alongside Gaia, many ongoing (e.g., Deng et al. 2012;
De Silva et al. 2015; Kunder et al. 2017; Majewski et al.
2017) and upcoming spectroscopic surveys (e.g., De Jong
et al. 2012; Dalton et al. 2014; Kollmeier et al. 2017) will
5 The Gaia data improve with time as t−0.5 for parallaxes, pho-
tometry, and radial velocities, and as t−1.5 for proper motions
(http://www.astro.lu.se/gaia2017/slides/Brown.pdf).
deliver precise chemical information for millions of stars.
The key challenge with modeling the multi-dimensional
chemistry that these surveys will measure is grappling
with the inherent dimensionality of the chemical space
(e.g., Ting et al. 2012; Price-Jones & Bovy 2018). More-
over, the uncertainties of the derived abundances are
difficult to accurately forecast; as shown in Ting et al.
(2015b), due to the large dimensionality of the chemical
space, if the covariances are not taken into account, the
effective uncertainty could be much smaller. Moreover,
recent work (e.g., Martig et al. 2016; Ting & Rix 2019;
Bovy et al. 2019) has shown the promise of utilizing age
information to make inferences about dynamics in the
Galactic disk.
Figure 9 shows the potential impact of incorporat-
ing metallicity and age information when measuring the
TPCF. The top panels show ξ(∆r; ∆v < 2) with var-
ious metallicity cuts for σ[Fe/H] = 0.01, 0.05 dex. For
σ[Fe/H] = 0.05 dex, the relative gain in information for
the smallest ∆[Fe/H] is a modest factor of ∼ 1.6 − 1.8.
The results for the TPCF line up well with those pre-
sented for the co-natal fraction of stars with additional
metallicity information presented in K19a. The right
panel shows the same ξ(∆r; ∆v < 2 km s−1) with var-
ious metallicity cuts but for an almost perfect [Fe/H]
measurement with σ[Fe/H] = 0.01 dex. The change in
ξ(∆r) is almost an order of magnitude because the strin-
gent ∆ [Fe/H] selection is very efficient at identifying
co-natal stars.
The bottom panels of Figure 9 show ξ(∆r; ∆v < 2)
with various different age cuts (∆ age = 20, 200, 2000
Myr) for age uncertainties σage = 10%, 50%. Even with
an age uncertainty of 50%, ξ(∆r; ∆v < 2) increases
by an order of magnitude for the smallest ∆ age cut
of 20 Myr. There are a few possible reasons for this
large change with such uncertain ages. First, there is
a much larger dynamic range in stellar ages compared
to metallicities. Second, the uncertainties are relative,
and so younger stars have smaller absolute uncertain-
ties. Lastly, there is a stronger coupling between age
and dynamics compared to the metallicity and dynam-
ics; for instance, the age-velocity dispersion relation has
a smaller scatter than the metallicity-velocity dispersion
relation. Consequently, a weak prior on age and a strong
prior on metallicity lead to an analogous change in the
TPCF. The more precise ages (σage = 10%) increases
ξ(∆r; ∆v < 2) by almost two orders of magnitude; pre-
cise ages combined with kinematics hold the most infor-
mation about stars born together in the disk.
5. SUMMARY
Several key physical processes including the clus-
tered nature of star formation, non-axisymmetries of
the Galactic potential, and non-equilibria phenomena
determine the structure of the Galaxy in chemodynam-
ical space. The two-point correlation function, a clus-
tering metric widely used in other fields of astronomy
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Figure 9. Change in ξ(∆r; ∆v < 2 km s−1) when including metallicities with σ[Fe/H] = 0.01, 0.05 dex, and ages with σage =
10%, 50%. Top left: ξ(∆r; ∆v < 2 km s−1) at various metallicity cuts with with σ[Fe/H] = 0.05 dex. The relative change in
ξ(∆r; ∆v < 2 km s−1) with the addition of metallicity is about a factor of ∼ 1.7−2. Top right: ξ(∆r; ∆v < 2 km s−1) at various
metallicity cuts with with σ[Fe/H] = 0.01 dex (almost perfect metallicity). ξ(∆r; ∆v < 2 km s
−1) with almost perfect metallicity
information is an order of magnitude larger for the lowest ∆ [Fe/H]. Bottom left: ξ(∆r; ∆v < 2 km s−1) with different ∆age
cuts and an age uncertainty of 50%. Even with an uncertainty of a factor of 2, the addition of ages leads leads to a similar
change in ξ(∆r; ∆v < 2 km s−1) as the inclusion of almost perfect metallicity information. Bottom right: ξ(∆r; ∆v < 2 km s−1)
with different ∆age cuts and an age uncertainty of 10%. The change in ξ(∆r; ∆v < 2 km s−1) for the lowest ∆ age cut is more
than an order of magnitude. As expected, precise ages are very effective at identifying co-natal stars.
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and physics, is well-suited to the task of disentangling
structure in chemodynamical caused by these distinct
physical processes.
In this paper presented a robust, non-parametric tech-
nique to generate realistic random catalogs for a complex
density profile and a non-trivial selection function using
Dirichlet Process Gaussian Mixture models. We vali-
dated the fidelity of our random catalog by calculating
the TPCF of the R18 mock (Rybizki et al. 2018). We
calculated the spatial and kinematic TPCF in the data
and three simulations from Kamdar et al. (2019a) sliced
in velocity, separation, metallicity, and age. The result-
ing structure in these different contexts holds valuable
clues about the nature of star formation and the impor-
tance of non-axisymmetries in the Galaxy.
Our key findings are listed below.
• We calculate the spatial TPCF for stars with ve-
locity (∆v) differences of 1, 2, 4 km s−1 and the
kinematic TPCF for stars with spatial (∆r) sep-
arations of 5, 20, 50 pc in the solar neighborhood
with data from Gaia DR2. We detect clustering
out to large spatial and kinematic scale (up to 300
pc and 15 km s−1). The power-law index of the
spatial TPCF that includes bound structures is
∼ −2 for ∆r > 10 pc (in line with theoretical pre-
dictions), and is ∼ −1 up to 50 pc and then drops
precipitously to . −2 for larger ∆r without bound
structures.
• We analyze a novel star-by-star simulation (Kam-
dar et al. 2019a) to interpret the observational re-
sults. The data and the simulation agree reason-
ably well at small spatial scales but there is some
tension at intermediate and large spatial scales.
Since we assume in K19a that all stars are born
in clusters (naturally leading to a more clustered
population of stars), we suggest that the mismatch
at intermediate scales could be explained by hi-
erarchical star formation. For ∆v > 5 km s−1
and > 100 pc, the data show rich clustering in
the spatial and kinematic TPCF that is absent in
the simulations. Since the co-natal fraction in our
simulations is small at these scales, we speculate
that the low clustering strength in the simulations
is due to the lack of transient spiral arms in the
simulation.
• Ongoing Gaia data collection and upcoming spec-
troscopic surveys of the Galaxy promise to revolu-
tionize the field of Galactic archeology. We make
predictions about how future Gaia errors and the
inclusion of [Fe/H] and age information will af-
fect measurements of clustering in chemodynami-
cal space. We predict that gains in Gaia precision
will increase ξ(∆r) by a factor of 1.5, a metallicity
uncertainty of σ[Fe/H] = 0.05 dex will increase the
TPCF by a factor of two, and even 50% uncertain
ages will significantly enhance the TPCF.
We expect that the discrepancies between the simu-
lated Galaxy and Gaia data will lead to new insights
regarding the clustered nature of star formation and
non-axisymmetric, time-dependent components of the
Galactic potential.
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APPENDIX
Figure 10. ξ(∆r; ∆v < 2 km s−1) for solar cylinders of radii
R = 0.5 kpc and 1 kpc. The two TPCFs are nearly identical.
We conclude that the rapid decline in the TPCF beyond 100
pc is not a volume effect.
A. VOLUME EFFECTS
In our analyses we found a dramatic decline in the
TPCF for both the data and the simulation at around
r ∼ 200− 400 pc. Since the solar cylinders we consider
here all have a radius of 0.5 kpc, we test here whether
or not the decline beyond r ∼ 200 pc is due to volume
effects. The volume we chose restricted stars to within
∼ 0.71 kpc of the sun (largest possible distance from
the sun with a cylinder radius of 0.5 kpc and height of
0.5 kpc above/below the sun).The TPCF considers any
pair contained within the volume; the largest possible
distance between any such pair of stars in this volume is
1.41 kpc. However, there likely are not many pairs this
far apart because most stars in this volume are contained
within the thin disk (scale height ∼ 200 pc).
Figure 10 shows the spatial TPCF of Gaia with the
fiducial cylinder radius of 0.5 kpc and a larger radius of
1 kpc. The TPCFs for both volumes are almost identi-
cal. There are some discrepancies at the smallest spatial
scales, which are driven by Poisson error and the fewer
number of pairs. Overall, the excellent agreement con-
firms that the rapid decline in ξ(∆r) at large r is not
due to our adopted geometry.
B. THE IMPACT OF WIDE BINARIES ON THE
TPCF
B.1. Bound Wide Binaries
Wide binaries are ubiquitous in the Galaxy (e.g., Jiang
& Tremaine 2010; El-Badry & Rix 2018b; El-Badry et al.
2019; Tian et al. 2019). Bound wide binaries are ex-
pected to have separations ranging from tens of AU to
∼ 1 − 2 pc. The TPCF calculations presented in this
work are all for pair separations of > 1 pc. In the ab-
sence of observational uncertainties, we would thus not
expect a significant fraction of pairs contributing to the
TPCF to be bound binaries. However, observational
uncertainties – particularly the uncertainty in parallax
– make it difficult to measure the true 3D separation of
close pairs. Our sample’s median parallax uncertainty of
∼ 0.04 mas corresponds to a distance uncertainty of ±2
pc at a distance of 200 pc, and ±10 pc at a distance of
500 pc. This means that parallax uncertainties can in-
flate the apparent separations of wide binaries that have
true separations of 1 pc up to ∼ 20pc, and could lead
to biases in the TPCF at ∆r . 20 pc if they they are
not removed from the sample.
“Stretching” of wide binaries along the line of sight
due to parallax uncertainties is a configuration space
analog of the Fingers-of-God effect in redshift space.
For binaries with small true separations, observational
uncertainties significantly inflate their separations along
the line of sight, but not their projected separations on
the plane of the sky. We therefore calculate the pro-
jected separation of pairs (angular separation times the
mean distance of the two stars) with ∆r < 20 pc in
the Gaia data and in the R18 mock (which contains no
wide binaries). For true wide binaries, the projected
separation should be much smaller than the calculated
3D separation. For non-binaries, the two separations
should be comparable, since it is only for rare geometric
alignments that the 3D separation is much greater than
the 2D separation. The comparison between the 3D and
the projected 2D separation is shown in Figure 11. As
expected, there is a large population of pairs with pro-
jected separation orders of magnitude smaller than the
calculated 3D separation in the data, and almost none
in the unclustered mock.
The left panel of Figure 12 shows the fraction of stars
with projected separation < 0.5 pc for the data and the
R18 mock. The contamination is ∼ 90% below the Ja-
cobi radius (dashed line), and falls to . 10% after 10
pc. The unclustered mock has very few pairs with pro-
jected separation < 0.5 pc out to 3D separations of 20
pc. Consequently, our procedure of removing pairs with
projected separations < 0.5pc effectively selects bound
wide binaries in the data, and removes very few non-
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Figure 11. Projected separation and 3D separation of stars in Gaia data (left panel) and an unclustered mock (Rybizki
et al. 2018) without wide binaries (right panel). Points with projected separation < 0.5 pc are colored red in both panels.
There is a large population of pairs with very low projected separation relative to the 3D separation in the data but not in the
unclustered mock. These pairs are likely bound wide binaries with true separations of  1pc, whose calculated 3D separations
were significantly inflated by parallax uncertainties. We only count pairs with projected separation > 0.5 pc in our TPCF
calculations to minimize contamination from wide binaries.
binary pairs. We therefore use this selection when com-
puting the TPCF in the main paper. The right panel of
Figure 12 shows ξ(∆r; ∆v < 2 km s−1) with and with-
out the projected separation cut. The clustering signals
for ∆r . 10 pc differ by an order of magnitude due to
the presence of bound wide binaries.
B.2. Unbound Wide Binaries
Jiang & Tremaine (2010) (hereafter J10) simulated
the orbital evolution and dissolution of wide binaries
in the Galactic disk. They argued that unbound wide
binaries could remain close in phase space after being
disrupted, which would lead to enhanced clustering at
spatial separations extending beyond the Jacobi radius.
Briefly, the models presented in J10 study the evolu-
tion of wide binaries due to gravitational perturbations
from passing stars, and the Galactic tidal field. The
component stars were tracked even after a wide binary
become unbound. The discussion below considers the
“Opik 1” model presented in J10, which resembles the
solar neighborhood. It is worth noting that the simu-
lations presented in J10 do not include the impact of
GMCs, which are likely an additional important scat-
tering mechanism in the Galaxy (e.g., Weinberg et al.
1987).
We argued in K19b that there is a trough in the un-
bound wide binary separation distribution for the spatial
scales ∼ 2− 20 pc. However, J10 predict that unbound
wide binaries that are slowly drifting apart could lead to
a peak in the separation distribution out to separations
of ∼ 100 − 300 pc for relative velocities ∆v ∼ 0.1 − 0.2
km s−1. Almost all unbound wide binaries in the Opik
1 model have ∆v ≤ 0.5 km s−1, with the majority at
∆v ≤ 0.2 km s−1. However, given the uncertainties in
the Gaia data (especially the radial velocities), the com-
puted ∆v for wide binaries could be a few times that.
The contamination of wide binaries in the data can
be estimated by contrasting the spatial TPCF for ∆v <
4 with the TPCF for 1 < ∆v < 4 km s−1. If many
wide binaries are contributing to the TPCF signal, we
would expect a precipitous drop-off in the TPCF when
we probe the larger 1 < ∆v < 4 km s−1 TPCF. The left
panel of Figure 13 shows the spatial TPCF with these
different velocity slices for the data and the simulation.
The simulation is plotted as a control to show what the
same relative ∆v cut looks like in a mock without wide
binaries; this is to motivate how much ξ(∆r) changes
just due to the change in the co-natal fraction. The
right panel shows the fractions ξ(∆r;1<∆v<4)ξ(∆r;∆v<4) in red.
Both the data and the simulation show a fairly small
change in ξ(∆r) between ∆v < 4 and 1 < ∆v < 4
km s−1. ξ(∆r) is smaller by a factor of ∼ 2 at the
smallest scales (perhaps due to bound wide binaries),
and ∼ 1.1 − 1.3 in the overdense region mentioned in
J10 within the range 1 < ∆v < 4 compared to ∆v < 4.
A similar decrease in ξ(∆r) is also seen in the fiducial
simulation (left panel). These results indicate that wide
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Figure 12. Fraction of pairs with projected separation < 0.5 pc in the Gaia data and in the unclustered mock (Rybizki
et al. 2018), and the corresponding change in the TPCF with and without the projected separation cut. Left panel: The large
fraction at low ∆r in the data, with no analog in the mock catalog, indicates contamination from bound wide binaries. This
contamination is generally negligible for 3D separations ∆r & 10 pc. Right panel: The spatial TPCF when pairs with projected
separation less than 0.5 pc are not counted. There is a large change in the clustering signal at ∆r < 20 pc.
Figure 13. ξ(∆r) for two different ∆v cuts to assess the contamination from unbound wide binaries. Left panel: the spatial
TPCF with these different velocity slices for the data and the simulation (∆v < 4 km s−1, 1 < ∆v < 4 km s−1). Note that the
simulation does not include wide binaries. Right Panel: The ratio between ξ(∆r; 1 < ∆v < 4) and ξ(∆r; ∆v < 4). If unbound
wide binaries were present in the data, we would expect them to be more common at smaller ∆v. The fact that the computed
ratio is close to one suggests that unbound wide binaries are unlikely to affect the TPCF at a level beyond ∼ 5− 10% over the
scales of interest.
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binaries likely constitute a smaller overdensity in phase
space at small ∆v and large ∆r than predicted in J10.
