In a recent letter [C. Giraudet et al., Europhys. Lett. 111, 60013 (2015)] we reported preliminary data showing evidence of a slowing down of non-equilibrium fluctuations of the concentration in thermodiffusion experiments on a binary mixture of miscible fluids. The reason for this slowing down was attributed to the effect of confinement. Such tentative explanation is here experimentally corroborated by new measurements and theoretically substantiated by studying analytically and numerically the relevant fluctuating hydrodynamics equations. In the new experiments presented here, the magnitude of the temperature gradient is changed, confirming that the system is controlled solely by the solutal Rayleigh number, and that the slowing down is dominated by a combined effect of the driving force of buoyancy, the dissipating force of diffusion and the confinement provided by the vertical extension of the sample cell. Moreover, a compact phenomenological interpolating formula is proposed for easy analysis of experimental results.
I. INTRODUCTION
Non-equilibrium thermodynamics (NET) is a basic tool to describe and understand the physics of systems subjected to gradients of intensive properties (in particular, of temperature) at a given time [1] . NET results and descriptions are instrumental in a large range of disciplines like physics of fluids, soft matter physics, astrophysics, statistical physics, biology, metallurgy and many others [1, 2] . NET applied to liquid mixtures shows that, when subjected to a stationary temperature gradient, molecules drift along this gradient due to Soret effect until a stationary concentration gradient is established [3] . This separation is induced by different affinities of fluid molecules to 'heat' [4] and allows a very refined control of concentration profiles in the fluid while giving the ability to investigate intimate properties of fluids like molecular interactions (chemical potentials) [5] [6] [7] , as well as biomolecular interactions [8] .
A complete description of non-equilibrium systems must include spontaneous non-equilibrium fluctuations (NEFs) whose static and dynamic properties are quite different from those in the equilibrium state, mainly because of their long-ranged nature [9] [10] [11] which is not restricted to the proximity of a critical point. Thus, understanding NEFs is a basic question in the physics of non-equilibrium fluids and can lead not only to a deeper insight of transport phenomena like free diffusion or thermodiffusion [12] [13] [14] , but also of new phenomena like NE fluctuation-induced (Casimir) forces [15] [16] [17] [18] .
Throughout this paper we shall consider the particular NE system of a thin slab of a binary fluid mixture, of thickness L, subjected to a stationary temperature gradient parallel to gravity. This particular NE system has received a lot of attention in the scientific literature, where it is commonly referred to as the binary Rayleigh-Bénard problem [19] . Most studies refer to the appearance of convection in this system, and many to the interesting scenario of pattern formation above the convection threshold. However, here, we consider only cases in which the quiescent convection-free state is stable. In particular, we study the concentration fluctuations that spontaneously appear around the stationary profile with uniform concentration gradient ∇c, established by the Soret effect. Here and in the following, c is the mass fraction of the denser component of the fluid mixture. Since the quiescent state is stable, any spontaneous fluctuation will eventually decay and our focus is on the dynamics of this non-equilibrium concentration fluctuations (c-NEFs). It has been theoretically known for some time [20, 21] that, if confinement effects are neglected, the c-NEFs in this system decay exponentially with a well-defined decay time that depends on the (horizontal, perpendicular to gravity and the applied gradient) wave number q of the fluctuations as:τ (q) d+g =q
where we use dimensionless wave numbersq = qL and decay timesτ = τ /τ s , τ s = L 2 /D, being D the mutual diffusion coefficient of the binary mixture and τ s the typi-cal solutal time it takes diffusion to traverse the thickness of the sample.
Here we are adopting the approximation of large Lewis numbers, that implies vanishing of temperature fluctuations. In this case the number of control parameters reduces to one, as compared to the two control parameters, e.g., the Rayleigh number and the separation ratio, corresponding to full binary Rayleigh-Bénard convection [22] . This is explicitly shown in Eq. (1) through the appearance of the dimensionless solutal Rayleigh number Ra s , which is the main control parameter of this NE problem [23, 24] :
where β s = ρ −1 (∂ρ/∂c) T,P is the solutal expansion coefficient, ρ the fluid density, g the gravity acceleration vector and ν the kinematic viscosity.
Note that the decay times predicted by Eq. (1), as a function of the wave number, display two quite different behaviors at large and small values, defining two different dynamics. Separating these two regimes one can define a solutal 'characteristic' wave number q s
associated with a 'characteristic' (horizontal) size Λ s = 2π/q s of the fluctuations that exhibit different dynamics. Indeed, for large enough wave numberss diffusion is the dominant process and c-NEFs time decays are the typical diffusive ones:
On the other hand, for small enough wave numberss gravity quenches c-NEFs by means of buoyancy, resulting in a faster decay as:
Note that Eq. (5) implies non-diffusive behaviour due to gravity, with fluctuations of larger length scale decaying faster. This unusual behavior, consistent with the approximations adopted to obtain Eq. (1), results rather non-intuitive [25] if extrapolated toq → 0. Further notice that Eq. (1) is only valid for negative Ra s < 0, while it is known that the quiescent state in this problem is stable for a range of positive Ra s < 720 [26] . Confinement effects, neglected when obtaining Eq. (1), must be included in the theory of c-NEFs to overcome these two failings, predicting decay times valid up to the critical Ra s , and with a sensible limit at q → 0. Our purpose here is to present such an extension of the theory. The investigation of spontaneous thermodynamic fluctuations is not only interesting from a purely theoretical point of view. These fluctuations can be observed experimentally by optical techniques sensitive to inhomogeneities in the refractive index n [11] of a well-controlled transparent NE system. Initial experimental studies used dynamic light scattering, which retrieves both decay times and intensities of fluctuations as a function of the scattering wave vector [20, 21] . Due to the difficulty of measuring at very small scattering angles, dynamic light scattering is limited to relatively large wave numbers only. More recently, direct imaging techniques like Shadowgraph and Schlieren have been successfully used to investigate c-NEFs, covering much smaller wave vectors where effects of gravity and confinement become visible [14, 27] . For example, dynamic shadowgraph made it possible to detect the non-diffusive decay of c-NEFs due to gravity [12, 14, 28] predicted by Eq. (1), and the two different associated dynamics of Eqs. (4) and (5) . Not only the dynamics of c-NEFs has been investigated when a steady concentration gradient is induced by the Soret effect,
but also for the equivalent case of a pure concentration gradient (isothermal mass diffusion) [25, 29] . Hence, we initiated a research program on confinement effects in c-NEFs comprising both theory and experiments. In a first paper [14] we reported preliminary numerical, theoretical and experimental evidence that, due to the presence of boundaries in the direction of the gradient, not only the intensity [27] but also the dynamics of c-NEFs is modified at very small q, exhibiting a dramatic slowing down. Equations (1) and (5) do no longer hold at q → 0, and a diffusive behavior similar to that of Eq. (4) is recovered, but with a renormalized diffusion coefficient. Such result is here experimentally corroborated by new measurements, in which Ra s is tuned by changing the temperature difference ∆T applied over the sample, and theoretically substantiated by studying analytically and numerically the relevant fluctuating hydrodynamics equations [14, 27] .
Experimental investigation of the dynamics of c-NEFs has been proposed as a novel technique for the simultaneous measurement of diffusion and thermal diffusion coefficients in binary mixtures [12, 62] , with a possible extension to ternary and multi-component mixtures [63] [64] [65] . A quick and robust method to obtain reliable values for these coefficients is of high interest to the oil industry, and may open new applications. A good understanding of confinement effects on c-NEFs is mandatory for the practical implementation of these ideas. These possible applications have guided us in the choice of the liquid mixture experimentally investigated, selecting a mixture of a linear and an aromatic hydrocarbon (a crude model of a real oil) with particularly well-known thermophysical properties.
The remainder of the paper is organized as follows: in Section II we describe the experimental apparatus and we describe the principle of image analysis we used to extract structure functions. In Section III A and III B, we provide details of the Fluctuating Hydrodynamics approach, and of the numerical simulation methods, respectively. The experimental results are presented and compared with the theory in Section IV. Finally in Section V we summarize our conclusions.
II. EXPERIMENTAL
Optical imaging techniques are sensitive to inhomogeneities in the refractive index n of a thermodynamic system, typically as described by the time correlation function C(q, τ ) of refractive index fluctuations at a given wave number q. For liquids, the dependence of n on pressure can be neglected, as compared with the dependence on temperature or on composition. Hence, in a binary mixture, C(q, τ ) is related to thermodynamic temperature and concentration fluctuations by [11] :
where C cc (q, τ ) is the time auto-correlation function of concentration fluctuations, C T T (q, τ ) the time autocorrelation function of temperature fluctuations, and C cT (q, τ ) the time cross-correlation function of concentration and temperature fluctuations. As further discussed below, when the system is subjected to a stationary temperature gradient, each partial time correlation function in Eq. (7) is the sum of an equilibrium (E) and a non-equilibrium (NE) contribution:
(q, τ ) [11] . The technique of choice for the current investigation is shadowgraphy. For a typical liquid mixture, due to the different intensities and to the range of decay times accesible to our imaging technique, in this work we are only sensitive to c-NEFs, i.e., to C (NE) cc (q, τ ) and over a relatively large range of wave vectors. This principle will guide us during the rest of this investigation.
A. Shadowgraph apparatus and thermodiffusion cells
Shadowgraphy is a heterodyne near-field scattering technique. This technique is relatively common nowadays, and stems from an intrinsic immunity to stray light which is removed by means of statistical analysis of the images. A schematic representation of our shadowgraph setup is shown in Fig. 1 , it consists of a parallel quasi-monochromatic light beam crossing a cell [30] [31] [32] and a Charged Coupled Device (CCD) sensor plane to record intensities I(r, t) integrated along the direction of the gradient. The CCD sensor is placed at Z od = (96 ± 5) mm from the top of the cell (see [12, 14, 33] for more details). Once the parallel beam crosses the cell, no collecting lens is used. Two polarizers (before and after the measurement cell) are used for beam intensity control, to avoid saturation of the CCD camera while collecting the maximum information from each image. For the measurements presented in this work, two different CCD sensors were used. The first one (IDS, UI-6280SE-M-GL) has a spatial resolution of 2448×2048 pix 2 with pixels of 3.45×3.45 µm 2 and a resolution depth of 12 bits/pix; for this sensor images are cropped to a 2048×2048 pix 2 resolution, which fixes the minimum wave vector at q min = 8.89 cm −1 . The second sensor (AVT, PIKE-F421B) has a spatial resolution of 2048×2048 pix 2 with pixels of 7.4×7.4 µm 2 and a resolution depth of 14 bits/pix; because the size of images is larger than the diameter of optical access to investigate c-NEFs (see thermodiffusion cells description), images from this sensor are cropped to a 1024×1024 pix 2 resolution, which fixes the minimum wave vector at q min = 8.38 cm −1 .
The main shape of thermodiffusion cells used is depicted in Fig. 2 : two sapphire windows are kept at fixed distance by three precise polystyrene (PS) spacers and sealing o-rings, determining the vertical thickness L of the contained sample fluid. The two sapphire windows are thermally controlled, with a precision of 0.5 mK, by two independent Peltier elements having a central hole of diameter φ = 12.5 mm to let the light beam to cross them. For window temperature measurement and control, two aluminium plates containing thermistors are located between the sapphires and the Peltier elements. Finally, external to the Peltier elements, there are thick aluminium plates (again with a hole for optical access) that allow passage of water coming from a thermal bath, in order to remove heat excess from the Peltiers, as also shown in Fig. 2 .
To access higher absolute solutal Rayleigh numbers, we also used in this work a thermodiffusion cell specially designed for high pressure measurements, having a thickness L=5 mm (see [14, 34] for more information). For the current measurements, this cell was used at atmospheric pressure.
B. Fluid properties
The analyzed sample is an isomassic (c o = 0.5) binary liquid mixture of tetralin and n-dodecane, whose relevant mixture properties are presented in Tab. I. All experiments were performed at atmospheric pressure by applying a stabilizing thermal gradient, with a corresponding Ra s < 0. The separation ratio of the investigated mixture as calculated from the data in Tab. I is positive: ψ = c o (1 − c o )S T β s /β T = 0.695, where β T = ρ −1 (∂ρ/∂T ) c,P is the thermal expansion coefficient. Hence, negative Ra s corresponds to heating from above and under these conditions (Ra s < 0), the system is far from the onset of convection: Ra s Ra s,c =+720 [26] . Several negative Ra s values were investigated experimentally, as further explained in Sect. IV. The rapid imposition of a temperature difference by heating the fluid mixture from above results in a linear temperature profile across the sample in a thermal time τ T = L 2 /κ, where κ is the thermal diffusivity of the fluid. Due to the much smaller value of the mass diffusion coefficient, a nearly linear concentration profile is generated by means of the Soret effect [1, 3] in a much larger solutal diffusion time τ s = L 2 /D. As further discussed below, and as a consequence of the large value of the Lewis number (Le=κ/D=156, see Tab. I) of this mixture, temperature and concentration NEFs are temporally uncorrelated and the cross term C cT (q, τ ) in Eq. (7) is equal to zero [22, 27] . Since the investigated mixture has a positive separation ratio, for negative Ra s both the temperature and the concentration profile result in a stabilizing density profile [26] and the only variations are due to intrinsic (thermal) fluctuations. Soret coefficient
Thermal expansion coefficient βT 9.23 × 10
Solutal expansion coefficient βs 0.27
C. Differential Dynamic Image Analysis
In our shadowgraphy experiments we acquired sets of 2000 images with a constant delay time of 150 ms. This 'large' acquisition time was essentially set by the frame rate of the CCD camera(s) and actually has the effect of making temperature fluctuations undetectable, because the corresponding decay time is faster in the investigated wave vector range. This means that the term C T T (q, τ ) in Eq. (7) can be set to zero in the analysis of the experimental results.
The intensity images acquired contain a mapping of the sample refractive index fluctuations over space and time averaged along the direction of the gradient. They are typically normalized by their average intensity to get rid of source fluctuations of intensity, i(r, t) = I(r, t)/ I(r, t) r . These intensity patterns are generated at the sensor plane by the heterodyne superposition of the light scattered by the sample refractive-index fluctuations and the much more intense transmitted beam ('local oscillator'). Before extracting modulations of the refractive index, we control normalized images using the procedure described in Refs. [14, 36] to avoid noise in the spectra of c-NEFs due to fluctuations of the acquisition time delay and moving dust in the optical path. In order to retrieve the fluctuating signal, differences of images at given delay times are then calculated as δI(r, t, ∆t) = I(r, t + ∆t) − I(r, t). The resulting difference images are then 2D-space-Fourier transformed in silico, to separate the contribution of light scattered at different wave vectors. The main steps of the image analysis are illustrated in Fig. 3 .
The dynamics of non-equilibrium concentration fluctuations in a binary liquid mixture can be characterized in terms of the Intermediate Scattering Function (ISF) or, equivalently, normalized time correlation function f (q, t), with f (q, 0) = 1. Here we extract the ISF by means of the Differential Dynamic Algorithm [12, 25, 29, 37, 38] , that is a robust method of getting the so-called structure function:
] the 2D-Fourier transform of a normalized image and ∆t the time delay between the pair of analyzed images, as illustrated in Fig. 3 . The structure function is related to the ISF via [12, 25, 29, 37, 38] :
where T (q) is the optical transfer function of the apparatus [31, 32] , S (q) the static structure factor of c-NEFs, A an intensity pre-factor, and B (q) a background including all the phenomena with time-correlation functions decaying faster than the CCD frame rate, such as contributions due to shot noise and temperature fluctuations. Computation of the structure function from a typical dataset of 2,000 images made of 2048x2048 pixels requires parallel processing on a graphical processing unit (GPU) [39] to keep the processing time within the order of one minute. To obtain f (q, ∆t) from the experiments, the raw structure function C(q, ∆t) calculated from the images by Eq. (8), is fit via Eq. (9) once a model for the ISF is adopted. It has been proposed [12] that, in first approximation, the ISF can be modeled by a single exponential with decay time τ (q) depending on the analyzed wave vector q. Indeed, for all the wave vectors accessible in the current experiments, we found that the ISF is well modeled by a single exponential over the resolved part of the decay. In this way, for a given q, one can fit experimental data points C(q, ∆t) like the ones shown in Fig. 3 with three adjustable parameters, namely: AT (q)S(q), τ (q) and B(q). After this preliminary evaluation, an effective ISF is calculated as
For direct comparison with theory and simulations we extract effective decay times from experimental signals as the time needed for f eff (q, ∆t) to decay to 1/e.
III. FLUCTUATING HYDRODYNAMICS
Thermal fluctuations in non-equilibrium systems can be described by fluctuating hydrodynamics (FHD) [11, 40, 61] . The full set of FHD equations for a binary fluid mixture in equilibrium were first presented by Foch [41] , while for a binary mixture subjected to a stationary temperature gradient by Law and Nieuwoudt [42] . In the most general case they are a complicated set of stochastic partial differential equations so that, for practical use, some simplifications adequate for the problem at hand are very convenient. The same series of approximations used in fluid mechanics to simplify the convection problem [22, 43] can be applied in our FHD case, namely: Boussinesq, small Reynolds and large Lewis numbers. Then, one obtains the following stochastic partial differential equations for the fluctuating velocity field v(r, t) and for mass concentration c(r, t) [44] ,
where η = ρν is the shear viscosity, p(r, t) the pressure and Π(r, t) denotes a white-noise stochastic momentum flux due to thermal fluctuations. Nonlinear advective terms in the velocity equation (10a) are neglected in a small Reynolds-number approximation. In a Boussinesq approximation, mass balance equation (10b) reduces to divergence-free velocity fluctuations. Temperature fluctuations are not considered in a large Lewis-number (very fast temperature dynamics) approximation [22, 27] . This approximation is adequate for many liquid mixtures (but not for gases) of positive separation ratio and, in the presence of gravity, for sufficiently large wave numbers qL > 5.18 [14] . Finally, we note that in (10c) we have ignored a stochastic mass diffusion flux, which is responsible for equilibrium fluctuations in the concentration. This is because the non-equilibrium fluctuations induced by the coupling to the velocity equation via the advective term v·∇c [27] are much larger than the equilibrium ones.
The stochastic forcing in Eqs. (10) is represented by the random stress Π(r, t). When averaged over fluctuations it vanishes, Π(r, t) = 0, while its two-point time correlation function among its components is given by [11, 40, 45] :
where k B is Boltzmann's constant. Although Eq. (11) is rigorously demonstrated only for (global) equilibrium systems [11, 40, 46] , in the application of FHD to non-equilibrium it is assumed that Eq. (11) continues to be valid, but only after substituting the thermophysical properties in the prefactor by their localequilibrium values [45] . In addition, as previous investigators [45, 47, 48] , we shall further assume here that the applied temperature gradient ∇T is weak and approximate T ≈ T o = 298 K in the prefactor of Eq. (11). Similarly, all other thermophysical properties in Eqs. (10)- (11) are taken at the average value in the layer for concentration and temperature, as carefully checked to be valid in different experimental conditions [49, 50] . To account for confinement effects, one has to implement realistic boundary conditions: v = 0 and ∂ y c = ∇c 0 at y = 0 and y = L, (12) where the concentration gradient induced by the Soret effect ∇c 0 = −c 0 (1 − c 0 )S T ∇T ensures that the diffusive mass flux balances the thermodiffusive flux at the impervious walls. Note that here, as well as in Eq. (6), we have used the fact that the gradient is weak and replaced c(1 − c) with c 0 (1 − c 0 ) in the expression (6) of the Soret flux. We note that the Soret effect appears in the FHD model used to interpret the current experiments only through the boundary conditions (12) . As already discussed (also in the Experimental Sect. II) the large value of the Lewis number (Le = 156 in our case) means that temperature fluctuations decay very fast, so that at the experimental time scales contribute only to the background [22] . Neglecting temperature fluctuations causes the Soret effect not to appear in Eqs. (10) .
Averaging over fluctuations the FHD equations (10) the term containing the random stress Π(r, t) vanishes and one obtains the deterministic version of the problem. It admits a quiescent solution given by: v o = 0, a stationary concentration gradient ∇c o in the direction of gravity (that we take as y, and is parallel to that of the temperature gradient), and the corresponding hydrostatic pressure profile to satisfy ∇p o = −ρβ s cg. Here, we are interested in the spatiotemporal evolution of fluctuations v and δc around such stationary non-equilibrium state. Before presenting our results, we should mention that the linear stability of the problem associated to (the deterministic version of) Eqs. (10)- (12) was studied by Ryskin et al. [26] who showed that Ra s is the only control parameter and that the quiescent solution is linearlystable for Ra s < 720.
A. Expansion in approximate hydrodynamic modes
To solve the FHD equations (10)- (12) for fluctuations around the non-equilibrium steady state with uniform ∇c o parallel to gravity (y-direction), we first simplify them keeping only terms linear in the fluctuating fields, then we apply a double curl to the velocity equation (10a) that eliminates pressure. Since the gradient is in the same direction as gravity, perpendicular velocity fluctuations are decoupled from δc, so that to solve for concentration fluctuations one is left with [11, 27] :
where v y represents the fluctuations in the fluid velocity component along the direction of the gradient. Notice in the left-hand side of the first of Eqs. (13) that we have further simplified the problem by adopting a large Schmidtnumber approximation [11, 27] . This assumption is consistent with the large Lewis-number approach adopted earlier, and it is expected to be a good approximation for most liquid mixtures. For instance, for the tetralindodecane mixture under investigation here, the Schmidt number is Sc = ν/D = 2870, see Tab. I. We shall return to the validity of this approximation in Sect. III B, in connection with the simulations. The problem of FHD is to solve Eqs. (13) so as to obtain the correlation function of concentration fluctuations (proportional to f (q, τ ) the measured ISF [11, 12] ) from the correlation function of the stochastic noise Π(r, t). 
where the divergence-free condition, Eq. (10b), has been employed. Since confinement (14) is in the direction of the gradient, the problem is most conveniently solved by applying Fourier transforms in time and in the perpendicular xz-directions to Eqs. (13) , so as to obtain:
where
z is the wave number of the fluctuations in the plane perpendicular to the gradient, andF (ω, q) represents the Fourier transform of the combination of derivatives of the random stress appearing in Eqs. (13) .
In a previous publication of purely theoretical nature [27] , it was shown that conditions (14) can be implemented by expanding the solution, δĉ(ω, q, y) of Eqs. (15) in a series of hydrodynamic modes that solve an associated eigenvalue problem while satisfying appropriate boundary conditions. The hydrodynamic modes (eigenfunctions) have single decay times τ N (q) that are obtained by numerically solving a transcendent equation. Specifically the inverse decay times Γ N = τ −1 N are the (multiple) solutions of [27] : (16) where λ i (Γ) are the three (complex) cubic roots of the polynomial:
As a consequence of the oscillatory character of the function coth of complex argument, Eqs. (16)- (17) have an infinite enumerable set of solutions Γ N (or τ N ) for each combination of values: {q, Ra s }. The focus of our previous theoretical investigations [27, 52] was on the static structure factor S(q) of c-NEFs for which, in the particular case of absence of gravity Ra s = 0, a compact analytical expression can be obtained [52] . The dynamics of c-NEFs, although implicitly included [27, 52] , was not discussed in detail for arbitrary Ra s . We proceed next with such an investigation. First of all, it has to be noted that the experimentally observed light intensity is proportional to the intensity of the fluctuations in the concentration averaged along the gradient [11, 27, 31] ,
where here x is a (2D) position vector in the plane perpendicular to the gradient. Indeed, the shadowgraph theory shows that the spatial spectrum of the timecorrelation function of light fluctuations, once corrected for the optical transfer function of the equipment, i.e., the quantity I(q, ∆t) = S(q)f (q, ∆t) in Eq. (9), is given by the correlation function [12, 25, 29, 31, 38] :
of concentration fluctuations Fourier transformed in the plane perpendicular to gravity and the gradient. Notice that, for fluctuations around the quiescent state, the problem has rotational symmetry in that plane, so that I(q, t) depends only on the magnitude of the wave vector q. For the current investigation, following the method of Ref. [27] we have found that, accounting for confinement effects, the ISF f (q, ∆t) can be theoretically expressed as a series of exponentials:
The decay times in Eq. (20) are the inverse of the eigenvalues Γ N (q) = 1/τ N (q) from solving Eqs. (16)- (17) . The amplitudes A N are analytically related to Γ N and q. The corresponding expression is too long and complicated to present it here, although we have used it in the numerical discussion that follows. In general, a discussion of the theoretical f (q, ∆t) of Eq. (20) requires a computation of the decay rates which can be performed numerically only. However, in the limit q → 0, a full analytical investigation is possible by means of power expansions in q, that identifies a clear hierarchy of well-separated Γ N [27] . In that limit, the slowest mode, i.e., the first term in Eq. (20) dominates, and f (q → 0, t) becomes single-exponential in practice. Indeed, it can be shown that the amplitude A 1 of the slowest mode admits the expansion
at small wave numbers; whereas the amplitudes of all other modes, A N (q) with N > 1, decay to zero proportionally to q 4 in the same limit. Hence, one concludes that for small q the ISF becomes a single exponential with decay time due to confinement (subscript c):
that identifies with τ 1 in that limit. Thus, one important conclusion is the prediction of a crossover from Eq. (1 (2) and (6) using the thermophysical properties of Table I at to the FHD equations that incorporates the boundary conditions (12) is meaningful (i.e., it is a decaying function of ∆t) for any Ra s < 720, including the range of positive solutal Rayleigh numbers below the convection threshold of the deterministic version of this problem [26, 27] .
To complete the theoretical investigation, we numerically evaluated the decay times τ N (q) and the corresponding amplitudes A N (q) for a range of previously unexplored large and negative values of the solutal Rayleigh number, relevant to the experiments with variable cell height. Previous numerical work [27] considered only small (in magnitude) negative solutal Rayleigh numbers. Here we investigate the Ra s values for realistic liquid mixtures that are reported in Table II , and find different, much richer, Γ N (q) and A N (q) landscapes. The results of these calculations for the three different Ra s of Table II are summarized in Fig. 4 as a function ofq. Each sub-figure corresponds to a different Ra s , as indicated. For clarity, only the decay times τ 1 (q) and τ 2 (q) of the two slowest modes, obtained from solving numerically Eqs. (16)- (17), are shown as black and red symbols respectively. Curves representing the theoretical Eqs. (1) and (22) have been also added. One observes how all modes merge in the common Eq. (1) for large q, while τ 1 is well approximated by Eq. (22) at small q.
The top panels of each sub-figure in Fig. 4 show the amplitudes A N of the three slowest modes, which are related to the τ N (q) by a complicated (but analytical) nonlinear relationship. Even though some numerical convergence problems appear when evaluating the amplitudes of the smallest eigenmodes, the overall picture is clear. For small q the amplitude A 1 dominates according to Eq. (21), although for Ra s = −10 7 the minimum q for which we were able to compute numerically is still far from the asymptotic limit. The other A N (N > 1) decay proportionally to q 4 in this same limit. At intermediate q and depending on Ra s , the amplitude of A 2 (and even of A 3 ) can be larger than A 1 . This means that the ISF is expected to show signs of multi-exponential behavior as a function of ∆t in this range of q. At large q → ∞, A 1 again becomes the larger amplitude although all modes contribute to the asymptotic ∝ q −4 dependence expected at this range. As a conclusion, the theoretical ISFs computed from the data in Fig. 4 and Eq. (20), depending on the wave number q, exhibit a clear multi-exponential behavior. To compare theoretical ISFs to experiments, we defined an effective decay time τ eff (q) that can be extracted by evaluating the time the ISF takes to decay to 1/e. These theoretical decay times are also displayed in Fig. 4 as open blue symbols, and will be used later for comparison of theory, experiments and simulations. It can be observed how effective decay times reach the theoretical limit of Eq. (22) at small wave number.
B. Numerical simulations
We also performed computer simulations of the experimental conditions using finite-volume methods for fluctuating hydrodynamics described in more detail elsewhere [53] [54] [55] ; here we summarize some key points. The numerical methods have been implemented in the IBAMR software framework [56] . The numerical codes solve the equations (10a)-(10c) expanded to leading order in the magnitude of the fluctuations δc = c − c and δv = v − v around the quiescent ( v = 0) steady state solution of the deterministic equations, as explained in detail in Ref. [55] .
Our numerical method solves the complete hydrodynamic equations (10a)-(10c) in two dimensions with the concentration gradient along the y axis; for this problem there is no difference between two and threedimensional simulations due to the symmetries of the problem. Namely, as already explained, only q 2 = q 2 x +q 2 z matters rather than q x and q y separately, and one can therefore set q z = 0 without loss of generality.
To simplify the full FHD equations and obtain a relatively simple solution, in Section III A a large Schmidtnumber (Sc = ν/D 1) approximation was adopted, and the limit of equations (10a)-(10c) as Sc → ∞ was taken. In the linearized setting this over-damped limit amounts to deleting the inertial term ρ∂ t v in the velocity equation (10a), [22, 26, 27, 55] . With this simplification, and after taking a double curl of the velocity equation, one obtains the first of equations (13), with fluid inertia at the left-hand side substituted by zero [27] . While neglecting inertial effects is a good approximation at most wavenumbers of interest, it is known that, depending on Ra s , it fails at sufficiently small wavenumbers due to the appearance of inertial propagative modes [20, 57] (closely related to gravity waves) driven by buoyancy, a phenomenon that cannot be explained within the large Sc limit.
With a simple modification of the time-integration algorithm used in the numerical method we can perform simulations with or without the ρ∂ t v term in the velocity equation (10a), allowing us to study the importance of fluid inertia [55] . In the inertia-less limit we have confirmed that numerical simulations reproduce the results of the theoretical calculations of the previous section, based on solving (12)- (13) analytically. In the simulations with inertia we have confirmed that, for the range of Ra s probed experimentally, propagative modes appear for the largest Ra s = −10 7 but at wavenumbers q 10 cm −1 not resolved in the experiments, see Fig. 2 in [55] . For the wavenumbers and Rayleigh numbers experimen- tally studied, simulations show negligible effects of inertia on the correlation functions, and the same slow decay at long times is observed for confined fluctuations with or without fluid inertia. Hence, the numerical simulations are used to complement the theory and quantify if fluid inertia is of relevance for the current experimental results.
In our simulations, the domain is periodic along the x direction. At the top and bottom boundaries, y = 0, L, a no-flux boundary condition (including both Fickian and thermodiffusion (Soret) fluxes) is imposed for the concentration, and a no-slip boundary condition is imposed for velocity, in accordance with Eq. (12) . For comparison, we have also performed simulations employing free-slip boundary conditions for the velocity; these show a qualitatively similar behaviour to the results reported here but differ quantitatively indicating the importance of the boundary conditions (confinement).
The physical parameters used in the simulations are the same as reported in Table I and the temperature difference across the sample is ∆T = 20 K, heating from the top boundary. The length of the simulation box in the periodic direction (perpendicular to the gradient) is 6.13 mm. The time step size is sufficiently small to resolve the fast viscous dynamics, ∆t = 5×10 −3 s. We skip the initial 1250 seconds (in physical time) of the run to allow the steady state to develop, and then collect data for another 6250 seconds. Different sizes of uniform grids were used for the different sample thicknesses, as was summarized in Table II. As explained in Sect. II C, the experimentally observed light intensity, once corrected for the optical transfer function of the equipment, is proportional to the intensity of the fluctuations in the concentration averaged along the gradient [11, 27, 31] . To extract from the simulations the actual ISF to be compared with the experiments, we integrate the concentration along the gravity and gradient coordinate (y-direction) in accordance with Eq. (18) to obtain δc ⊥ (x, t). Since our simulations are 2D, we apply a Fourier transform in the only spatial coordinate left x and, after that, compute the time correlation function of the resulting signal δĉ ⊥ (q, t) in accordance with Eq. (19) . After suitable normalization and background subtraction, the resulting time correlation function I(q, ∆t) is directly related to the experimental ISF, see Eq. (9). For direct comparison with the final result of the experimental analysis, we obtain the effective relaxation time τ eff from the simulation results by fitting I(q, ∆t) to a sum of two exponentials and solving I(q, τ eff ) = I(q, 0)/e.
IV. EXPERIMENTAL RESULTS AND INTERPOLATING FORMULA
With the experimental setup and the fluid mixture described in Sect. II two series of experiments were performed. In a first series, the solutal Rayleigh number was varied by changing the separation L between plates and keeping constant the temperature difference, ∆T = 20 K. This procedure allows to cover a relatively large range of Ra s . Three different spacers were used in the thermodiffusion cell corresponding to three Rayleigh numbers as specified in Table II . This first series was already reported in our recent publication [14] and here we provide further comments on those data.
In a second series of experiments, we keep constant the separation between plates in the thermodiffusion cell at L = 1 mm, but varied the applied temperature difference in the range 4 ∆T 20 K. This procedure is simpler experimentally, but only covers the narrower range −1 × 10
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Ra s −2 × 10 4 of solutal Rayleigh numbers, as indicated in Table III. For ease of comparison and interpretation, as explained in the previous sections, experimental, theoretical and simulation results for the ISF of c-NEFs were reduced to a single parameter, namely, an effective decay time τ eff . In our first publication on this topic [14] we reported the experimental τ eff corresponding to the first series of experiments, together with the corresponding effective decay times obtained from theory and simulations. A dramatic slowing-down in the dynamics of the fluctuations at q → 0 was discovered and, by a combination of theory and simulations, attributed to confinement effects.
As it is clear from the details spelled out in Sect. III and not included in our previous publication [14] , the theoretical calculation of τ eff (q) is only possible numerically, after a long and tedious algebraic process. Hence, from a practical point of view it would be very useful to have an analytical expression forτ (q) for any Ra s , able to replace Eq. (1) and incorporate the confinement as described by Eq. (22) for small wave numbers. Specifically, one may consider an interpolating formula that crosses over analytically from Eq. (22) at extremely smallq to Eq. (1) at largerq, and that allows for a swift and physically sensible analysis of experimental results. Next, we shall use the the already published results of the first series of experiments [14] to propose such an interpolating formula, while the second series of new experiments will be employed to check its validity.
Then, in Fig. 5 we report, as filled red symbols in a double-log plot, the experimental τ eff obtained from the first series of measurements for Ra s = −2 · 10 5 . For completeness, we have also added, as blue and black symbols, the results obtained from theory and simulations, as well as the theoretical predictions of Eq. (1) forq >q b and of Eq. (22) forq <q b , as dotted curves. Clearly, at small q the experimental data are not compatible with the predictions of Eq. (1) which does not take into account confinement. The deviations observed at smallq seem to converge to the theoretical Eq. (22), obtained when the confinement is accounted for. Figure 5 clearly shows that we have observed experimentally the effects of confinement on the dynamics of c-NEFs and the related slowing down for wave vectors smaller thanq <q b , as further discussed elsewhere [14] .
It is worth mentioning that, for the range ofq and the value of Ra s displayed in Fig. 5 , we found no difference in the τ eff obtained from simulations performed with or without the inertial term in the FHD equations. That is the same for the other investigated solutal Rayleigh numbers, not displayed here. This confirms that the possible presence of viscous propagative modes is not an issue in the experimentally accesible parameter range, and that small q deviations from Eq. (1) are indeed due to confinement effects. The theoretical τ eff (obtained without fluid inertia) and the simulation τ eff (obtained either with or without fluid inertia) agree well in the whole range accessible for these studies, which is a bit larger than the experimentally accessible range. We should also mention that in the experiments no hint of the presence of propagative modes was found, as oscillations in the ISF for instance. Our next goal is to propose an interpolating analytical formula for τ eff (q). We first notice that the only difference between the two theoretical equations is that theq 4 term of Eq. (1) becomes Ra s,c =720 in Eq. (22), so we substitute these terms by Ra s,c (1 +q 4 /Ra s,c ), to arrive at the empirical equation:
To evaluate how good is this simple interpolating proposal, we have also displayed in Fig Fig. 6 . Temperature difference, solutal Rayleigh number and constant α of Eq. (24) . Values of Ras were evaluated from Eqs. (2) and (6) using the thermophysical properties of Table I at Eq. (23), adding a term of orderq 2 in the numerator:
which does not modify the asymptotic behaviours at large and smallq. We find that Eq. (24) can be used in practice to fit the experimental data points with the ad hoc dimensionless constant α as an adjustable parameter depending on the Rayleigh number. This is also clearly observed in Fig. 5 , where a solid curve represents Eq. (24) for Ra s = −2 · 10 5 and a fitted α = 68. The need for this fill-in procedure can be justified by noting that the data points are actually effective decay times, obtained by taking the time needed to the correlation function to relax to its 1/e initial value, and thus do not have a clear physical interpretation, as do the decay times of the individual eigenmodes. The values of α obtained by fitting to Eq. (24) the experimental effective decay times of the first series of experiments were reported in Table II. As mentioned above, a second series of experiments was performed on the same sample of tetralin and ndodecane at averages c 0 = 0.5 and T 0 = 25 Table III . In Fig. 6 we report, as open symbols, the experimental effective decay times obtained in this second series of experiments. Temperature difference increases from the top to the bottom of the graph in steps of 4 K, as indicated. Continuous lines represent the decay times predicted by Eq. (24) using the corresponding experimental Ra s and α values obtained by fitting to the experimental data points. The α values obtained by this fitting procedure are also reported in Table III ment is obtained between the experimental results and the proposed interpolating formula. We just note that the experimental data for the lower value of the temperature gradient present a weak signal-to-noise ratio, hence they are somewhat scattered for larger wave vectors.
As already anticipated, we note that for the second set of experiments the range of investigated values of Ra s is narrower than for the first set, the reason being the stronger dependency of Ra s on L (to a power three). By 'playing' on the confinement L it is possible to 'scan' a larger range of Ra s than by merely changing the temperature difference (about 3 orders of magnitude against one order in our case). In any case, the new experimental data measured for the present work and displayed in Fig. 6 strengthen the conclusion [14] that confinement causes an important slowing down of the dynamics of c-NEFs at small wave numbers and that the solutal Rayleigh number is the control parameter of the investigated system.
V. DISCUSSION AND CONCLUDING REMARKS
We have investigated experimentally, theoretically and numerically the effective decay time of c-NEFs as a function of the wave number τ eff (q). Either in Fig. 5 or in Fig. 6 we observe a similar behavior: As discussed in detail elsewhere [14] for wave numbers smaller thanq b 5.2 confinement effects dominate the dynamics of c-NEFs and lead to a diffusive behavior (τ eff ∝q −2 ) but with a 'confined' diffusion coefficient given by Eq. (22) that can be substantially larger than the mutual diffusion coefficient D of the binary mixture in the bulk phase.
The focus of the present paper has been on intermediate wave numbers, in the rangeq b <q <q s , where effective decay times are affected by buoyancy forces. The effect of buoyancy on the dynamics depends on the solutal Rayleigh number. In the case of very small Ra s buoyancy causes an acceleration in the dynamics of cNEFs, as evidenced by the presence in τ eff (q) of a relative minimum close toq b and a relative maximum close toq s . Between these two extrema, there is a range of q in which fluctuations of larger (lateral) dimension decay faster, in accordance with Eq. (5). However, for larger Ra s , the relative extrema atq b andq s do not appear, and the associated accelerated dynamics due to buoyancy is not observable. We estimate as Ra s −10 4 the range of solutal Rayleigh numbers at which an acceleration in the dynamics associated to bouyancy is observable. Without gravity, c-NEFs exhibit the usual diffusive scaling with the standard Fickian diffusion coefficient for all wave numbers, as predicted by linearized fluctuating hydrodynamics [52] and observed in the GRADFLEX microgravity experiments [58] [59] [60] .
Finally, independently of Ra s , effective decay times follow a diffusive behavior for larger wave numbers,q > q s , with a diffusion constant equal to the bulk diffusion coefficient, in accordance with Eq. (4).
The quantitative dynamic shadowgraph observation of c-NEFs has been proposed [12] as a method for the measurement of thermophysical properties of fluids. In particular, quantifying the position of the (relative) maximum in τ eff (q) and identifying it with the solutal characteristic wave numberq s of Eq. (3), an experimental value for Ra s can be obtained. From this Ra s , unknown properties of the mixture can be measured from known values of the other properties appearing in the definition (2) of the solutal Rayleigh number. However, the conclusions of the present work show that one has to be cautious with this procedure. As already discussed, due to confinement effects on the dynamics of c-NEFs, the maximum is not observable for Ra s −10 4 . In addition, when the maximum is indeed observable, confinement causes its position not to be equal toq s . We have observed that, due to confinement, the position of the maximum is displaced to wave numbers smaller thanq s , and becomes equal toq s only in the limit Ra s → −∞. We submit that this may be one of the reasons why the solutal characteristic wave numberq s obtained from the dynamics is systematically smaller than the one obtained from statics, as has been recently reported [28] .
A contribution of this work is the proposition of the interpolating formula (24) , with a single fitting parameter α to model the whole curves τ (q), while having the two correct asymptotic limits at both q → 0 and q → ∞. We expect that Eq. (24) will help to alleviate the problems mentioned in the previous paragraph for the use of c-NEFs as a tool to measure thermophysical properties of a liquid mixture. For a sample of unknown thermal diffusion coefficient, Eq. (24) can be used with two fitting parameters, so that from a fitted Ra s the Soret effect might be quantified. Obviously, for this program to succeed more experimental and theoretical work will be needed, in particular to better understand if there is a correlation between Ra s and the 'fill-in' parameter α. Also to check whether the range of Ra s for which the interpolating formula (24) is valid can be safely extended, maybe including positive values Ra s > 0. Note at this respect that the denominator in Eq. (24) is positive for all q in the whole range Ra s < Ra s,c = 720. We plan to continue research on this topic following this line.
This paper contains a detailed explanation of the theory and simulations supporting the conclusion that the slowing-down in the dynamics of c-NEFs observed [14] at small q is a consequence of confinement and, therefore, this slowing-down appears naturally when boundary conditions are incorporated in the calculation of the time correlation functions. Moreover, we presented additional experimental evidence showing that confinement effects on the dynamics of NEFs can be more important than in the statics (intensity) of these fluctuations. Our present conclusions are highly relevant for the development of optical techniques to investigate thermal diffusion in liquid mixtures
