Social robots are increasingly applied to support children's learning, but how a robot can foster (or may hinder) learning is still not fully clear. One technique used by teachers is scaffolding, temporarily assisting learners to achieve new skills or levels of understanding they would not reach on their own. We ask if and how a social robot can be utilized to scaffold second-language learning of children at kindergarten age (4-7 years). Specifically, we explore an adapt-and-explain scaffolding strategy in which a robot acts as a peer-like tutor who dynamically adapts its behavior or the learning tasks to the cognitive and affective state of the child, and provides verbal explanations of these adaptations. An evaluation study with 40 children shows that children benefit from the learning adaptation and that the explanations have a positive effect especially for slower learners. Further, in 76% of all cases the robot managed to "re-engage" children who started to disengage from the learning interaction, helping them to achieve an overall higher learning gain. These findings demonstrate that a social robot equipped with suitable scaffolding mechanisms can increase engagement and learning, especially when being adaptive to the individual behavior and states of a child learner.
. Example of robot-supported language learning in kindergarten. A child learns vocabulary with a tablet app. The robot supports language learning by means of demonstrating an iconic gesture for the target words, here: lobster. scaffold learning, especially with regard to young children's language learning, let alone how the required abilities can be technically implemented.
Our starting point is that language learning, just as any learning in general, is highly individualized and depends on, e.g., the child's changing knowledge state, social input, prior skills, uptake abilities, attention state, or engagement [4, 34, 51] . A crucial component of successful scaffolding thus is to adapt both the learning task and the support to the individual child with her specific needs and abilities in the given situation. Previous research from other learning domains has shown that participants who received personalized lessons from a robot (based on heuristic assessment of the learner's skills) performed better than others who obtained non-personalized robot tutoring [56] . In previous work, we have shown that this also holds for word learning, when accompanied by a social robot that uses verbal and gestural behavior for commenting or giving feedback [20, 71] . We also found that adapting the difficulty and order of the learning tasks improved the children's engagement and affective learning, however not their learning gain. Further, during previous evaluations with adult learners, we noticed that users at times were confused or surprised by the system's ability to estimate their knowledge and to adapt the learning task accordingly [71] . The system's scaffolding could thus have been counter-acted by the fact that learners might not have realized or understood that the learning situation has been adapted and why, which for example may have hampered perceived learning.
In this article, we present and evaluate an approach to utilize a social robot for adaptive tutoring, such that the robot provides verbal explanation to ensure transparency and understanding during the interaction to increase children's motivation and learning gain. This adapt-and-explain approach to scaffolding is based on the robot's ability to trace the knowledge state of the child and to decide about the further course of the interaction accordingly [71] . We hypothesize that perceived and cognitive learning of the children should be fostered when the robot tutor explains its decisions with its underlying beliefs about the child's knowledge state (see Figure 2 ), which should help the children to focus on the learning content instead of dealing with cognitive load due to uncertainty about the robot's behavior or the interaction. Additionally, we address the dimension of affective learning by investigating the robot's potential to engage children by means of simulated social cues. We hypothesize that explanations by the robot should also increase children's engagement (see Figure 2 ). Specifically, we look at whether dedicated re-engagement actions of the robot can help to restore engagement once it has dropped and potentially started to impede learning [15, 52] . 
BACKGROUND AND THEORETICAL CONSIDERATIONS 2.1 Dimensions of Robot-supported Learning
Following general findings on learning, we assume that learning in robot-child tutoring involves different dimensions [43] : First, cognitive learning typically refers to the knowledge and skills to be learned [8, 48] ; second, affective learning represents aspects such as attitudes, values and motivation toward the object or content to be learned [30, 49] ; third, perceived learning relates to how much learners believe they have learned and how confident they are about their acquired knowledge [cf. 1, 18, p. 243ff ]. Furthermore, we note that engagement in the overall interaction and the task is an important prerequisite for learning in robot-child tutoring [4, 51] .
Several studies suggest that the different dimensions of learning and engagement are interrelated with each other; see Figure 2 for an overview. Consequently, most actions of a (human or robot) tutor will affect several of them: motivating the learner will lead to higher affective learning, which can increase cognitive learning. Providing good explanations during teaching can foster cognitive learning, which can lead to a more positive attitude toward the subject (affective learning) and additionally enhance the motivation to interact (engagement). This, in turn, can result in a higher learning gain and a feeling of performing well (perceived learning). Conversely, a negative attitude toward the subject of learning (affective learning) can lower engagement and thus hamper cognitive learning and then perceived learning.
As the goal of robot-supported learning is of course to maximize learning outcome, we need to optimize a robot's tutoring and scaffolding with respect to engagement as well as all dimensions of learning in the best way possible. As shown in Figure 2 , different studies have demonstrated that, e.g., the use of robot gestures [19, 20] , adaptation of the curriculum [20, 28, 71] , socially supportive behaviors [44] or affective feedback behavior [29] can facilitate learning in different ways. Here, we complement this picture by investigating the effects of two additional scaffolding behaviors: actions to re-engage children that become dis-engaged during the interaction, and verbal explanations of why pedagogical adaptations or actions were taken by the system. Before discussing hypotheses on the effects of these behaviors, we briefly explain how the required system capabilities for (1) adjusting the characteristics of the learning experience, (2) detecting and coping with (dis-)engagement, and (3) verbalizing the corresponding system knowledge are enabled.
Knowledge Tracing in Tutoring Interactions
One prerequisite for scaffolding is the ability to keep track of the learner's skill mastery, i.e., the child's learned and not-yet-learned skills. This information is indispensable to enable a personalized tutoring interaction in which the tutor needs to structure the interaction, choose the skills to be practiced, adjust the difficulty of the learning tasks appropriately, or adapt own verbal and nonverbal behavior [69] . Having access to the knowledge state of the learner allows for constructing tutoring interactions that work in the "Zone of Proximal Development" [84] , which fosters flow and motivation (affective learning) and, in turn, has been demonstrated to improve cognitive learning [15, 31] .
Previous approaches tried to trace a child's knowledge state with techniques such as Bayesian Knowledge Tracing to probabilistically model the mastery of single skills [14] , Dynamic Bayesian Networks to account for skill interdependencies [41] , or simple exponential functions to approximate skill knowledge [28] . Others in the field of Intelligent Tutoring Systems (ITSs) have employed approaches like Partial Observable Markov Decision Processes (POMDP) [67] , Inverse Reinforcement Learning [12] , or heuristic rules to model the choice of the next skill and action, while incorporating prior knowledge gathered from experts [13] . We have proposed an integrated approach that adopts Bayesian Knowledge Tracing for tracing individual skill mastery, and extends it to a model of prediction-based decision making [71] . This so-called Adaptive Bayesian Knowledge Tracing (A-BKT) allows an ITS to choose the next learning task by estimating the expected knowledge gain. The system also tries to reduce its uncertainty about the child's knowledge state, while addressing skills the child is assumed to need practice on. Evaluation studies showed that, even in a quite simple and repetitive task, adults had a significantly better learning outcome with the adaptive system [71] . For children, however, adaptive tutoring only had a positive main effect on engagement, which, however, did not mediate learning gain, probably because of too short interaction times and a lack of adaptation recognition [cf. 20]. Further, working in the "Zone of Proximal Development" means to challenge the learner with tasks they cannot complete on their own and the scaffolding might not have been sufficient [84] . Hence, one rationale for adding explanations is to provide an additional scaffold by making the underlying adaption decisions of the A-BKT model more transparent and noticeable to the child learners.
Engagement Tracking in Tutoring Interactions
Besides keeping track of the learner's knowledge state, managing the learner's engagement is crucial to provide an efficient and motivating tutoring experience. This is what experienced kindergarten teachers actually often concentrate on [72] . Empirical studies revealed that affective states like curiosity, interest, flow, joy, boredom, frustration and surprise can influence learner's problem-solving abilities, task engagement, and learning motivation [76] . Further, such states are found to influence cognitive processes like long-term memorizing, attention, understanding, remembering, reasoning, decision making and the application of knowledge in task solving [15, 52] . Numerous approaches have been developed to infer such states by means of analyzing, e.g., facial expressions [60] , voice [21] , body pressure on a seat [22] , or even ECG, EEG, EMG [79, 85] and brain imaging [36] . Also multimodal approaches have been proposed, which incorporate, e.g., voice, interaction logs, body-and head-posture [53] , or speech and text [2] . These techniques, however, are limited in their applicability to real-world interactions with children, because they are often trained on overly expressive or enacted data, require obtrusive sensor technology (e.g., wires and patches on the body), or assume a specific interaction design that, e.g., elicits speech input from the user.
In our context, engagement relates to the learner's affective and cognitive states during learning with the social robot, namely: concentration, involvement, as well as attention and interest toward both the learning material and the robot's behavior. Dis-engagement hence is defined as inattentiveness, distraction, and boredom [72] . To identify the behavioral cues most relevant to assess these states, we asked experts (kindergarteners and preschool teachers) to watch video recordings of robot-child tutoring interactions in language learning, and to elaborate on the cues based on which they assess children's dis-engagement and to name strategies that would help to restore engagement [72] . These data provided the basis for the recognition of dis-engagement (employing a human Wizard), triggering re-engaging actions, and including socially supportive behaviors (such as nodding) to prevent dis-engagement in our study (see Section 3).
Scaffolding and Transparency Through Robot's Explanation
Following Vygotsky's classical view, learning is to be seen as a social process: higher cognitive processes develop from observing others [75] , understanding their actions, and internalizing the discovered strategies [83, 84] . To facilitate this process, a teacher can provide help through cognitive modeling: thinking aloud while solving a problem paves the way for the child to retrace the steps taken and to attain better understanding of the skill to be learned. In doing so, the teacher provides a scaffold that gives a basis from which the learner can continue on their own [55] as a form of self-regulated learning (SRL) [73, 75] . Cognitive modeling can thus help learners to develop and incorporate learning strategies by themselves, which then can be applied to new scenarios in future learning tasks [74] . In a recent approach, Ramachandran et al. [68] employed a social robot to encourage children to think aloud during the learning interaction (which is used to measure SRL [88] ) and demonstrated positive effects on the learning process. This strategy also enables the teacher to provide feedback regarding learning problems. However, as children in our age group just began to show basic abilities of SRL [17] , we focus on guided learning with a robot tutor by studying whether and how a robot can create transparency and scaffold learning by explaining its assessment of the child's learning (including the child's knowledge state) and its corresponding tutoring actions. This requires a model for translating the system's beliefs and decision making into spoken language explanations. We rely on the A-BKT model [71] (see above) to select from a set of predefined utterances outputted by the robot using spoken language. These explanations or comments were designed to uncover the robot's beliefs and tutoring decisions, as described in the following section (see also Section 3 for more details).
Opening up such an internal knowledge base of a system to the user is commonly referred to as an open learner model [11] or system transparency [58, 59, 61] . Open learner models often take the form of a series of skill meters [10, 38, 39, 57] and have been shown to help students to better regulate their efforts [10] or to improve their problem selection [63] . Transparency about system states has further been demonstrated to enhance trust in the system as a whole by making its behavior more understandable [58, 59, 61] and, therefore, reducing uncertainty in the user. We thus investigate if children (aged 4-7 years) can benefit from a robot that, as an additional scaffold, uses a strategy to reveal its current beliefs about the child's knowledge state and, thereby, explains why it structures the language learning session in a particular way. We expect that this explanation will make the system's adaptations more salient, thus fostering not only engagement (see above) but also perceived learning and cognitive learning. Further, we assume that this strategy leads to a perception of the robot as a more competent and reasonably acting companion, which could have a positive effect on the acceptance of the whole learning environment.
EXPERIMENTAL STUDY
The aim of the present study is to investigate if and how a robot can be used to scaffold language learning in children. As in previous work, we employed the A-BKT system (see Reference [71] and Section 3.2.2) to continuously adapt the tutoring interactions (difficulty, order, number, or repetitions of learning tasks) to the individual progress of each child. Here, we study the effects of two additional scaffolding strategies that make use of the social robot. First, letting the robot give verbal explanations of its beliefs about the child's knowledge state and the according adaptations to the learning task to increase transparency of the learning interaction and inform the child's perceived learning (see Section 2.4). Second, letting the robot perform re-engaging actions when a child appeared dis-engaged to maintain engagement in the learning interaction and support learner's affective learning (see Section 2.3). To evaluate these scaffolding strategies, we conducted a study including children from three different German Kindergartens. The children had to work on English learning exercises in the form of a tablet-based animal-guessing game in the presence of a social robot that acted as a knowledgeable peer controlling the tablet (see Figure 1 for the overall setting).
We used a one-factorial between-subjects design where the children either interacted with a robot that explained its decisions and beliefs about the child's knowledge before the target word was announced, or not. The children were randomly assigned to one of the conditions, balanced for gender and age. In both conditions the robot performed dedicated re-engagement behaviors, whenever a human Wizard recognized cues of dis-engagement.
Based on findings from work on open learner models [11] and transparency [58, 59, 61] , we hypothesized that verbalizing the robot's belief during the tutoring interaction will make the interaction more meaningful, which will increase the children's motivation to continue interacting (H1), overall learning gain (H2), and perceived learning (H3). For the re-engagement actions, we hypothesized that children who display dis-engagement will re-focus and continue learning after a re-engaging act by the robot (H4a), especially if the initiation of such an action is additionally explained by the robot (H4b, indicated also in Figure 2 ). H1: Children who interact with a robot tutor that explains its belief about the child's knowledge are more motivated to continue learning than children who interact with a robot that does not provide such explanations. H2: Children who learn with a robot tutor that explains its belief about the child's knowledge show a stronger learning gain than children who interact with a robot that does not provide explanations. H3: Children who learn with a robot tutor that explains its belief about the child's knowledge gather a better understanding of their perceived learning than children who interact with a robot that does not provide explanations. H4a: Dis-engaged children will be re-engaged through dedicated actions executed by the robot. H4b: Dis-engaged children will be more re-engaged when the robot explains its decision to start a re-engagement attempt.
Participants
In total, n = 49 children (22 female, 27 male) between the ages of 4 and 7 years from three different kindergartens in Germany participated in the tutoring interactions. Parents were informed in advance about the purpose and procedure of the study and had to sign consent if their child was willing to participate. The children were randomly assigned to one of the two conditions, balancing age and gender within the conditions. Nine cases had to be removed due to incomplete datasets, resulting from system crashes (n = 2), early termination of the interaction due to annoyance or anxiety displayed by the children (n = 6), and one case because of impairments in language development that might have affected the overall communication with the robot (n = 1). This leads to a remaining sample of n = 40 children (20 female, 20 male), aged 4-7 (M = 5.43; SD = 0.54), whereof 22 children participated in the experimental (with-explanation) and 18 in the control group (without-explanation).
Materials
The experimental setup for the robot-child tutoring interaction included a robot (Softbank Robotics' Nao Version 5), and a Microsoft Surface tablet computer. The interaction was monitored by a technician in the same room, however, out of the child's field of view. In addition, two video cameras recorded the interaction from different angles (see Figure 3 ) for post hoc behavior analyses. 4 
Scenario and Chosen Vocabulary.
To challenge, but not overwhelm the children with the amount of input, we presented them with nine English animal names as target words. The underlying interaction was framed in a child-friendly way, being that the robot and the child are visiting a virtual circus together. A circus is commonly known and liked by children [cf. 37] and provides a reasonable frame for different animals showing up in the same place. Furthermore, we took careful decisions in the animal selection based on theoretical assumptions and lessons learned from earlier experiments. For example, we did not include the word "chicken," since we remarked earlier that it is widely known by kindergarten children. Further decisive factors were (a) dissimilarity between German-(first language: L1) and English-word (second language: L2), (b) the possibility to create a comprehensible iconic gesture linked to the animal, e.g., scratching like a monkey (see Figure 4 ) that is executable by the robot, and (c) choice of groups of animals that can be presented in similar colors.
We finally chose: parrot, lobster, and ladybug as red-colored; rabbit, snake, and seal in gray; bull, monkey, and horse for the brown-colored ones as target words for the tutoring interaction (see Figure 6 (D)). Similar to our previous study [20] , the task difficulty was varied by means of different amounts of distractors, i.e., presentation of three, six or nine different animals on the screen. Additionally, we considered the color as an influencing factor, resulting in four levels of difficulty from easy to hard: 3 animals with 3 different colors, 3 animals with the same color, 6 different animals (2 red, 2 gray, 2 brown), and 9 different animals. Colors were important for our choices as they are a salient feature of objects for children, and might thus result in children remembering the color of the animal instead of the target word [5] . This is why we included different animals with the same color.
A-BKT Model.
As mentioned before, the developed A-BKT model is based on Bayesian Knowledge Tracing (BKT) [14] . Traditionally BKT is represented by a Hidden Markov Model and consists of a binary latent variable S t i (mastered or not mastered) representing the system's belief to which extend the skill S i has been mastered by the learner. This belief state is updated based on the observation O t that corresponds to the learner's response to a learning task, e.g., correct or wrong answer to a question. The update process is further guided by the probabilities of guessing p(дuess ), i.e., answering correctly while not having mastered the skill yet, and slipping p(slip), i.e., answering wrongly although knowing the skill.
In previous work this model was extended to also include an action decision node A t , which allows to model the ITS's decision-making process based on the current beliefs about the learner's knowledge state ([71], Figure 5 ). Additionally, the latent variable S t i was modified so that it can attain six values for each skill, corresponding to six bins of the belief state (0%, 20%, 40%, 60%, 80%, 100%). These changes allow to quantify the learner's uncertainty in more detail, as well as to model/simulate the impact of tutoring actions on the future observations and the skill development.
Consequently, the A-BKT model is not only able to trace the learner's knowledge state of different skills, while for each skill an own network is used, but also to take out decisions about the following course of the tutoring interaction. Both aspects are explained in more detail in the following.
Knowledge tracing: To update the system's belief about a specific skill S i after observing an answer o t ∈ O t to a tutoring action a t ∈ A t , a simple Bayesian update rule is employed for each
Predictive decision making: The decision-making process consists of two parts. First, the next skill to address needs to be selected and, second, an appropriate tutoring action (task difficulty) to address this skill needs to be chosen. For the former, the Kullback-Leibner divergence (KLD) is used to compare each traced skill belief S t i ∈ S with the desired end belief state S opt : next_skill = argmin
Since the KLD requires at least some probability mass in each bin, S opt is defined by containing 99.999% of the probability mass in the last bin (100%), meaning, being 99.999% sure that the learner mastered skill S i to 100%. This algorithm results in selecting skills more often with which the learner struggles most, since for these skills the system's belief state will be the lowest. To prevent that a specific skill is taught over and over again, α (S t i ) is added, which ranges from 0.0 to 1.0. It is decreased by 0.3 each time a specific skill S i is addressed and increased again by 0.15 if another skill is practiced. The resulting skill selection behavior is comparable to the spaced repetition method as implemented in the Leitner system [54, p. 64ff.] .
After a skill has been selected, the system has to choose the next tutoring action to optimally address this skill. Similar to the skill selection, the action selection is also modeled as a minimization problem:
where
As can be seen, the direct inclusion of the tutoring action into the Bayesian network allows to simulate possible outcomes for all actions a l ∈ A t and, based on this, to choose the action that will be most likely profitable for the learner. To simplify this process, β (S t i , a l ) is introduced, which is based on a series of overlapping Gaussian curves distributed over the full belief space of a skill S i , while each curve represents the field of application for a specific action a l . This allows for β (S t i , a l ) to modify the KLD so that it is higher if an action is selected, which is assumed to be inappropriate for the current skill belief (e.g., high task difficulty for low skill mastery). However, if an action is assumed to perfectly fit the current skill belief for S i , then β (S t i , a l ) is 1.0 and does not affect the KLD. Overall, this definition results in a model that allows to adapt to the learner's individual learning needs by selecting an easy task if the skill mastery is believed to be low, a hard task if it is high, and medium in-between.
Improvements of the Tutoring Experience.
The underlying system used in the present study is based on our previous work with kindergarten children and teachers [20, 71] , and our experiences on how to design a beneficial learning interaction for this particular age group [7] . In particular, we devised a new feedback strategy, new robot behaviors to heighten children's engagement, and new verbal explanations of the robot's current belief about the child's knowledge state.
Feedback strategy: Based on previous observations [7, 71] , the robot gives explicit positive feedback, e.g., praising the child, when receiving linguistic input and when the right answer is selected. If a wrong answer is given, instead of uttering negative feedback, then the target word is repeated by the robot, followed by its translation in L1. Afterwards, only the wrongly chosen image and the target image are presented and the child is invited to choose once again.
Actions to prevent dis-engagement: In line with suggestions from experts on how to increase children's engagement [72] , we implemented small rewarding behaviors of the robot, such as gazing toward the child or nodding when verbal input is received. To signal positive feedback each time the child answered correctly, the robot's eyes were lighted up, blinking in rainbow colors to resemble a smiling face (as has already been used by Fridin [25] ). Other than that, iconic gestures for each animal were included to increase children's interest in the interaction (cf. Reference [20] ). However, this time, gestures were not displayed each time an animal name was mentioned by the robot, but only executed once for each animal in the introduction. Moreover, to prevent children from repeating already known words over and over again, the adaptive system is now allowed to terminate the interaction early if it assumes an average probability of 75% or higher that a child learned the target words.
Actions to restore engagement: In addition to the preventive actions-executed by the robot regardless of the child's state-we designed repair actions that could be carried out spontaneously during the interaction when drops of engagement were observed. We focused on the cues derived from expert interviews to detect dis-engagement [72] , summarized in Table 1 . As automatic detection is not feasible at the moment, we included a human Wizard of Oz [16] who kept track of the child's behavior.
The Wizard was trained beforehand to be aware of the corresponding cues. As soon as the child displayed a behavioral cue of dis-engagement, the Wizard selected a corresponding type of disengagement category (see Table 1 ): tired, heightened activity, low and high distraction. For each of these categories, a set of repair actions were assigned to be executed by the robot to re-engage the child. These actions ranged from simply breathing deliberately and stretching, when the child seemed to be tired, to standing up and moving the arms, or doing squats when the child seemed to have excess energy. All repair actions were primarily executed by the robot, however, most of them invited the child to actively participate, e.g., stand up and squat. In cases where the child appeared only slightly distracted, e.g., by gazing away or grimacing, the robot would just wave or whisper to regain attention. When the child would display strong cues of distraction, such as turning completely away or moving away from the interaction, the robot would try to motivate the child to join a dance as a last resort. These actions were designed to move the children's attention toward a different aspect, but subsequently direct it back toward the vocabulary learning task to restore the engagement. By noticing, acknowledging, and reacting to a decrease in engagement, the robot should help getting back the child's attention [72] .
Explanation Verbalization: The robot's explanations of the adaptive tutoring are based on the A-BKT model, which continuously keeps track of the child's proficiency level (per target vocabulary). These system beliefs are defined as probabilities of having learned the corresponding skill/word. They provide the basis for selecting the next learning task and determining its difficulty (distractor objects, arrangement on the tablet) as described in Section 2.2. The underlying proficiency belief is discretized into four levels, which are verbally explained by the robot as follows:
(1) very low proficiency (belief about skill: ∼0-25%), very easy task: e.g., "For practice, I'm selecting an animal which I believe you don't know yet. To keep it simple, only three different animals stand for selection." (2) low proficiency (belief about skill: ∼25-50%), easy task: e.g., "I'm selecting an animal that I believe you are not completely certain about yet. Try and find it among the three animals of the same color" (3) medium proficiency (belief about skill: ∼50-75%), medium hard task: e.g., "Next, we are repeating an animal that I am quite sure you know. To make it a little more challenging, you have to choose from six animals." (4) high proficiency (belief about skill: ∼75-100%), hard task: e.g., "I'm now selecting an animal that I am very certain you know. To strengthen your knowledge, it is hidden between eight other animals. I am curious to see whether you find it."
These sentences occur only in the with-explanation-condition and are followed by the typical "I spy with my little eye and see something that is a [target word]," uttered in both conditions. Further, the four wizarded beliefs about the learners' (dis-)engagement are verbally made explicit by the robot:
(1) tired: "I am under the impression that you are a little tired." (2) activity: "I think you cannot concentrate anymore." (3) distraction low: "I have the feeling that you are a bit distracted." (4) distraction high: "I think that you are too distracted to continue learning right now."
These phrases serve as an explanation for the respective re-engagement behavior, given only in the corresponding explanation condition, and are followed by the robot inviting the child to join in on a dedicated activity, in both conditions. ACM Transactions on Human-Robot Interaction, Vol. 9, No. 1, Article 6. Publication date: December 2019.
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The explanations are meant to reveal the system's perception of the children's performance and the resulting consequences for the difficulty and course of the learning interaction to the children themselves.
Measurements
3.3.1 Engagement. Multiple factors are considered to assess children's engagement. First, the frequency of dis-engagements: whenever a child showed signs of dis-engagement, the Wizard triggered a re-engagement behavior. It was noted how many children in total showed signs of disengagement, and how many attempts to re-engage occurred per child. Second, since the children were instructed that termination of the interaction is possible at any given time, the number of rounds they played are regarded as a further indicator of interaction engagement. Yet, since there were diverse reasons for an early termination of the game, a shorter interaction time does not necessarily account for a lack of engagement, e.g., if the system decided to end early due to a good performance of the child. Therefore, different reasons for the termination of the interaction were taken into account: (1) The child decided to quit after being asked whether she wants to continue after a re-engagement attempt, (2) the WOz triggered the fourth re-engagement behavior, which was set as a threshold, leading to a termination of the interaction, (3) the system decided that the child has learned well enough and therefore ended the interaction, (4) a maximum number of 30 rounds has been reached, and (5) the child quit by herself without being asked by the robot (after a re-engagement action).
Learning Gain.
To measure the children's learning gain, a pre-, post-, and retention-test were conducted. The pre-test was carried out as follows: first, the child was presented with a paper sheet displaying pictures of all 9 animals in random order. The child was then asked to name the respective animals in its L1, to ensure all presented animals are known beforehand. Afterwards, the experimenter verbally presented the animal names in the second language (English), requesting the child to tap the corresponding picture with their finger. In the meantime, the experimenter noted whether the child answered correctly, but did not provide feedback about the performance to the child.
Subsequent to the interaction, post-and retention-test were used to measure the knowledge gain for the target words. While the post-test was conducted right after the teaching interaction, the retention-test took place at least 1 week later, where both used the same layout and procedure. After the child had received an explanation of the task from the robot and stated to have understood the task, the robot started to present the animal names in the second language, while all animals were displayed on the tablet screen. The child was asked by the robot to feed a grape to the animal whose name was announced. For this purpose, the child had to gather a virtual grape from a basket on the bottom right of the screen and move it to the intended animal to feed it (see Figure 6 (D)). Note that during all three tests the same animal pictures were used and the children only got neutral feedback (e.g., Thanks. The next animal we feed is [target word]), so that they did not know if their answer was correct or not.
Perceived Learning.
To asses how the children estimate their knowledge state regarding the target words, we presented children again with printed pictures of the animals and asked them to sort them into four knowledge categories according to the discretized knowledge levels in the system (0-25, 25-50, 50-75, 75-100%). The categories were discernible via colored squares onto which children were asked to place the pictures, along with a verbal explanation of each category by the experimenter. The colors were: After having explained the procedure, the experimenter handed over card by card, while each card displayed a printed version of the animals included during tutoring. The child was requested to put each card to the one category that best fitted their own knowledge estimation, while being advised that they could put as many cards as they wish into one category. For further comparisons of the children's estimated knowledge to their answers in the post-test (which was either coded as right = 1, or wrong = 0), we collapsed the categories into high perceived knowledge (green and yellow) and low perceived knowledge (orange and red).
Re-engagement Success.
As a measure for re-engagement success, we considered continuation of the interaction after an attempt to re-engage a child. Since children were asked whether they want to continue learning after each re-engage attempt, we took their decision to continue as an indicator of successful re-engagement. If children quit the interaction early after several attempts of re-engagement, then we counted all attempts that resulted in continuation as successful attempts (per child), but the last attempt as unsuccessful.
Procedure
A few weeks before the study, information about the goal, setting and course of the study were handed out to the parents of the children in the respective age group. The parents were informed that for the children to be able to participate a consent form had to be filled out, and encouraged to contact the experimenters in case of any questions.
One week before the actual study took place, the experimenters visited the preschools to introduce the robot and themselves to the children in a group session. This approach was inspired by the work of Vogt et al. [80] and Fridin [24] who reported positive effects of a first meeting of the robot in a safe and known environment to overcome initial anxiety before interacting with the robot one-on-one. The introductory session was designed as a conversation between the experimenters, the robot and the children. The experimenters began presenting themselves followed by a short background story of the robot, which remained initially static. The children were then encouraged to describe the robot's body parts. Here, the similarities (arms, legs, etc.) and dissimilarities (especially face and fingers) between the robot and actual humans were highlighted. The children were then motivated to collectively wake the robot by calling its name. Afterwards, the robot started greeting the children and told a few facts about itself. The robot also suggested to dance the chicken dance to loose its tension. The sound of the chicken dance was then played and robot and children danced together to the sound. Finally the robot went back to a kneeling position to rest. The children were then free to touch the robot carefully and ask further questions until the first curiosity was satisfied and the robot said farewell.
On the actual study day, each child entered the room (either with a teacher or alone) and sat down at a small table together with an experimenter. After the child had been informed that they could stop at any time they want, the pre-test was conducted (see Figure 3(A) ). Subsequent to the pre-test, the child was guided to the main interaction spot and asked to sit down in front of the tablet and robot on the ground (see Figure 3(B) ). The experimenter then briefly explained how to use the tablet and that the child was about to learn English vocabulary while visiting a virtual circus together with the robot.
The robot then started with light conversation, asking for the child's name, age and previous knowledge of English vocabulary (see Figure 9 for details on the robot's actions). Afterwards the circus was introduced as well as all animals living in this circus, one after the other. While the German and English animal names were presented verbally by the robot, the English name and a picture of the selected animal were presented visually on the tablet (see Figure 6(A) ). This input was further enriched by iconic gestures executed by the robot as it has been shown in an earlier study that word learning is supported by accompanying gestures [20] . The child was further requested to repeat the English name of the animal to strengthen the recall.
After all animals had been introduced, the real learning game, a modified version of the children's game "I spy with my little eye..." was explained. To verify if the child understood the game principle, two test rounds were played before the 30 rounds of learning finally started. In each round the adaptive system chose the skill to teach, i.e., an English animal name, in a given task difficulty, expressed through different amounts of animals displayed on the tablet screen (see Figures 6 (B) and 6(C)). The child then had to tap the animal on the screen that depicted the animal announced by the robot (in English).
After 30 rounds, or as soon as any other reason for the termination of the interaction occurred (see termination reasons), the post-test started (see Figure 6(D) ). After all nine animals had been fed, the robot thanked the child for playing with it and said goodbye. Then the experimenter came back and gave grapes to the child and asked if they want to share them with the robot. Finally, a picture of the child and the robot was taken as a souvenir for the child, before the final interview was initiated by the experimenter, in which children were asked to estimate their perceived learning of the animals (see Figure 3 (C)).
At least one week later, the children met the robot again for the retention-test. As in the posttest, they were requested again to feed all 9 animals and afterwards the robot thanked the children for playing with it and said goodbye.
RESULTS
In total, data of n = 40 children at the age of four to seven years were analyzed for the impact of the scaffolding strategies on understanding, motivation, learning gain, and willingness to continue after dis-engagement. 5
Children's Engagement
As indicators of children's engagement, we considered (1) the frequency of behavioral cues of disengagement (e.g., yawning or gazing away; see Table 1 ) during the interaction, (2) the number of rounds children played, since they were free to terminate the interaction at any given time, and (3) the reasons for termination.
Based on our earlier experience [20, 72] , we expected children to become easily dis-engaged after a couple of rounds due to their short attention spans [50] . However, only twelve children (n = 7 in explanation condition, n = 5 in control group) displayed one or more behavioral cues of dis-engagement at all. For instance, children played with their clothes or stood up and sat down in a different posture again while not paying attention to the tablet or robot. A comparison of the occurrence of dis-engagement between the conditions revealed that the difference was not significant.
This was somehow unexpected as the tutoring interaction lasted on average more than 18 minutes in the control condition (M = 18.16; SD = 2.18) and 23 minutes in the explanation condition (M = 23.76 minutes, SD = 3.97), which is even longer than in previous studies in which children's engagement dropped significantly [20] . To determine whether the mean differences were of statistical significance, we compared the means with an independent sample t-test, after having ensured normal distribution (with Shapiro Wilk's test) and homogeneity of variances (with Levene's test) between the conditions, which both turned out to be non-significant. The analysis revealed that the interactions were in fact significantly longer in the explanation condition [t (38) = 5.36; p < .001; d Cohen = −1.70)]. However, we did not observe more dis-engagement or more early termination in this condition. The average number of rounds children played with the robot with explanation were M = 26.55, SD = 5.37, without explanation M = 27.67, SD = 3.58. In principle, this could hint at a stronger engagement in the explanation condition, in which the overall duration of interaction was much longer. This, however, is not true when looking at the numbers of terminations.
Every interaction was terminated, because (1) children decided to quit either by themselves or after being asked by the robot whether to continue after a re-engagement attempt, (2) the system decided to stop after four recognized cues of dis-engagement, (3) the system decided to terminate early due to a high belief that the child's knowledge was high enough (above 75%), or (4) the child reached a maximum of 30 rounds. As visible from Table 2 , the majority of children played all 30 rounds or finished early due to a high skill mastery belief, whereas only a few dismissed after attempts to re-engage them. A comparison of the frequency of termination reasons by means of Pearson's chi-squared test between the conditions yielded no significant differences: children continued or dismissed similarly often, regardless of the robot's explanation behavior.
In sum, H1 was not confirmed as children did not appear more engaged when the robot explained its beliefs or decision making, as visible from children's signs of dis-engagement, continuation of playing, and reasons to terminate. Finished early after re-engagement attempt (child's decision) 2 (9.1%) 2 (11.1%) 4
Finished early after 4 attempts to re-engage (system's decision) 2 (9.1%) -2 
Learning Gain and Persistence
To measure learning gain and its persistence, we administered tests of the to-be-learned words before, immediately after, and 1 to 4 weeks after the tutoring interaction (due to holidays in kindergartens). For the latter retention tests, an independent samples t-test showed no significant difference between the average delays between conditions (without-explanation: M = 11.39 days; SD = 6.61 days; with-explanation: M = 12.95 days; SD = 7.05 days). Overall, the average numbers of correct answers in the with-explanation condition was higher than without explanations, at each of the different test times (pre/post/retention; see Figure 7 (a)). Because of large variances in the absolute values already observable in the initial pre-test, we calculated the learning gain as the difference between the pre-and post-test, and the persistence of the learning gain as the difference between post-and retention-test. Results show a higher learning gain in the condition with explanations (M = 3.05; SD = 2.19) as compared to the condition without explanations (M = 2.61, SD = 2.00). In contrast, the learning gain persistence appeared slightly higher in the condition without explanations (M without = 0.00, SD without = 1.82; M with = −0.09, SD with = 1.95). To compare the mean learning gain and its persistence between the experimental conditions, we analyzed the variables with respect to their distribution and homogeneity of variance. As Shapiro-Wilk's and Levene's tests yielded no significant results, we used independent sample t-tests. However, all differences were not significant. Because of the high standard deviations, we investigated further causes that might have affected children's learning. Since the adaptive design of the interaction resulted in a variety of termination points (from after 9 to after 30 rounds), for the sake of comparability, we decided to explore the influence of explanations for learning interactions with an equal number of rounds. We considered those children that played the full 30 rounds (n = 22), neglecting those who ended the interaction early due to dis-engagement (n = 6) or the system's decision that the child's skill belief was good enough (n = 12). The sub-sample that played 30 rounds consisted of 22 children, eleven in each condition. Before comparing the groups with regard to learning gain and persistence, we checked the remaining data for normal distribution and homogeneity of variance by means of Shapiro Wilk's and Levene's test. Since the tests were not significant, the preconditions for comparing mean values using a t-test were met for the reduced sub-sample. We thus ran independent sample t-tests to compare the mean learning gain and persistence between conditions on the sub-sample, while adjusting alpha using Bonferroni correction to reduce the chance of a Type-I error.
Results showed that children who completed 30 rounds with explanations showed a significantly higher learning gain (M = 3.73, SD = 1.27) than those who received no explanation (M = 2.18, SD = 1.66; t one-tailed (20) = −2.45, p = 0.024, d Cohen = −1.04; Figures 7(b) and 8) . The observed power 6 for the one-tailed independent samples t-test was 63, 36% considering the sub-sample of n = 22 children (11 per group) that played 30 rounds, with a large effect size of 1.04 and a Bonferroni-corrected alpha of 0.024. Therefore, although the observed power for the test was moderate, the significant difference (p < 0.05) indicates that the sample size was big enough to detect a large effect. Hypothesis H2 was thus at least partly supported. However, we note that this finding is from a follow-up analysis with a reduced sub-sample and that future studies should replicate the finding with higher power to decrease the risk of a Type-II error. With regard to the learning persistence, there was no significant difference between conditions for the sub-sample (see Figure 8 ).
When reconsidering the remaining participants who quit early due to the system's decision (i.e., a high belief that the child learned enough, n = 12), we observed a high learning gain from pre-to post-test in both groups: with explanations (n = 7, M = 4.00, SD = 1.73) and without (n = 5, M = 3.80, SD = 2.78). After several weeks, in the retention test, this large learning gain diminished a bit Adapt, Explain, Engage-A Study on How Social Robots 6:19 Frequencies to which children sorted the target words into the given categories. Note that due to a break in the protocol the sorting task was only finished by 30 out of 40 children.
in the explanation group (M = −0.14, SD = 2.55) and remained on average the same in the group without explanations (M = 0.00, SD = 1.87).
Regarding those that quit early due to dis-engagement, we observed that those who learned with explanations did not remember on average more words in the immediate post-test (n = 4, learning gain: M = −0.50, SD = 1.29) but showed an improved learning gain after a couple of weeks (M = 1.25, SD = 0.96). Instead, those who learned without explanations learned two new words from pre-to post-test (n = 2, M = 2.00, SD = 0.00), while this gain decreased in the retention test (M = −1.00, SD = 0.00).
Those children that displayed signs of dis-engagement but continued the interaction until round 30 after re-engagement by the robot (n = 6), in contrast, showed a better overall learning gain with explanations (M = 4.00, SD = 1.00) and without explanations (M = 2.33, SD = 2.52) than those who quit due to dis-engagement. Regarding persistence, their learning gain slightly increased without explanations (M = 0.67, SD = 1.53), but diminished over time when explanations were provided (M = −1.00, SD = 2.65). Due to the small sub-sample sizes and uneven distributions between the conditions, we refrained from significance testing for the sub groups that finished early.
In summary, the hypothesis that children's learning gain benefits from explanations of the robot's belief and decisions (H2) was supported only for those children, who did not quit early due to dis-engagement or high knowledge, but played the full 30 rounds. In this group, a significantly bigger learning gain was visible when explanations were provided as compared to the control group, lending partial support to our hypothesis (H2).
Perceived Learning
Children's perceived learning was assessed by asking them to categorize taught target words according to no, uncertain, rather sure, or good perceived knowledge (Table 3) . Overall, children seemed quite confident and categorized most target words as "good." However, still 50 were categorized under "no knowledge" in total.
To test whether explanations had an impact on the child's estimation of their own knowledge, we first calculated agreement between the children's estimation (low knowledge = categorized as 1/red or 2/orange; high knowledge = categorized as 3/yellow or 4/green) and their word-specific results in the post-test (right/wrong answer). Agreement was given if the child estimated high knowledge and answered correctly in the post-test, or if they estimated the knowledge as low and gave a false answer.
Calculation of an overall agreement between children's estimates and the post-test results reveal on average nearly equal agreements of 64.60% (SD = 15.39%) for the with-explanation and 64.67% (SD = 20.71%) in the without-explanation condition. We also ran the same analysis only for the sub-sample that did not quit early and played 30 rounds in total. There, children in the explanation condition showed a higher certainty in estimating their perceived learning (64.33% agreement; SD = 17.49%) than children in the control group (55.75% agreement; SD = 20.76%). Shapiro Wilk's test on normal distribution as well as Levene's test for homogeneity of variances (for the whole sample, and the sub sample) yielded no significance, thus we compared the percentage of agreement between the conditions by means of independent sample t-tests, but the difference was not significant in both cases. H3 was thus not confirmed.
Re-engagement After Dis-engagement
To analyze whether a social robot could effectively get children back into a learning interaction from which they dis-engage (H4a), we analyzed children's motivation to continue interacting after having shown dis-engagement and being addressed by the robot with re-engaging behaviors. In total, twelve children out of 40 exhibited 25 cues of dis-engagement. Half of the dis-engaged children (n = 6) were successfully re-engaged by the robot to continue the interaction until the very end (30 rounds). In one case, the first attempt to re-engage the child was unsuccessful and the child quit immediately during or after the robot's attempt. In five other cases, dis-engagement re-occurred a second, third, and fourth time despite of several re-engagement attempts, which also resulted in termination of the interaction. In sum, half of the children who got dis-engaged could be motivated by the robot to continue the learning interaction. H4a is thus at least partially supported. An analysis of whether the success of re-engaging attempts is affected by additional explanation for the triggered action (H4b), reveals that 13 out of 17 (76.47%) attempts were successful in the explanation condition, with six out of eight (75%) in the control group. That is, there was no significantly higher success of re-engagement actions when accompanied by explanations.
In summary, 30% of the children received re-engaging actions from the robot, which in turn had an average success rate of 76%. In result, most of the twelve children who showed signs of dis-engagement continued to work in the learning interaction, with six of them sticking to it for the maximum number of rounds. This seems to be independent of the explanation condition.
DISCUSSION
The overall goal of the present work is to investigate how social robots can be used to scaffold second-language learning of young children aged 4-7 years. In particular, we studied the effects of three scaffolding strategies: adapting the learning task to the child's knowledge state, explaining these decisions, and using re-engagement actions if dis-engagement occurs. We devised a childfriendly learning scenario with a game presented on a tablet computer, augmented with a social robot that guides the child through the interaction as a peer-like tutor. The basis for successful scaffolding is a knowledge-tracing approach that allows for tailoring the interaction to the child's current learning state [71] . Here, we studied if we can provide an additional scaffolding for learning by adding a transparency component, similar to an open learner model [11] , that enables the robot to give reasons for the learning tasks based on its beliefs on how the child is doing. In addition, we wanted to know if the robot's ability to produce socially supportive behaviors (e.g., nodding and blinking as positive feedback) can be utilized to increase the children's engagement and, even more challenging, to restore engagement when cues of behavioral dis-engagement were visible.
The results of our study with n = 40 kindergarten children reveal that adaptive, robot-supported language tutoring is overall successful: all children strongly increased their knowledge from preto post-test. Retention-tests further demonstrated that the knowledge gain persisted for several weeks. Regarding the effects of explanations, the results are faceted in interesting ways: overall, the learning gain for the whole sample did not differ significantly between experimental conditions. A follow up analysis, however, reveals that explanations do have a strong effect on children that completed all 30 rounds: these learners achieved a significantly higher learning gain from pre-to post-test when the robot used explanations, compared to the control group. Since the finding is a result of a follow up analysis, it should be regarded with caution. Due to the reduced sample size of 11 per group in the sub-sample, the power of the test was only moderate, but we expect the effect to be even stronger with a larger sample. Moreover, our findings that the means for the whole sample (n = 40) were in the hypothesized direction, and the result for the sub-sample of n = 22 remained significant after Bonferroni correction, lend support to our hypothesis. The large effect size for the test further supports the existence of the difference caused by explanations.
Crucially, the effect does not affect all children equally. While our results demonstrate a positive effect for "slower learners" who finished all 30 rounds and took their time to get familiar with the new words, no such difference emerged for those children who completed the interaction earlier (<30 rounds), because the system decided that their skill was good enough (>75%). Since this group reached a similar learning increase as the "slower learners" with explanations, they can be regarded as "fast learners" with a fast knowledge increase after few rounds. These "fast learners" performed equally well with or without additional explanation by the robot. Likewise, the group of "low engagers" who quit early due to dis-engagement, even performed worse if the interaction was lengthened by explanations. Note that we could not provide strict inferential statistics regarding the latter groups due to small sub-sample sizes. Future work should thus explore the influence of explanations for children with high performance and dis-engagement with larger sample sizes.
One possible explanation for the positive impact on slow learners' achievements is that the verbal explanations mitigated their uncertainty about the robot's beliefs, their own performance, or the next tasks to be taken-hence, reducing cognitive load. In other words, in case of nonoptimal performance or increased uncertainty, the robot's explanations can provide a scaffold [27] by reducing felt uncertainty and thus foster learning. However, although explanations affected the learning gain of slow learners in the expected direction, we did not observe any impact on perceived learning. Fast learners, in contrast, who may have a higher task-or learning-proficiency, probably did not work in their "Zone of Proximal Development" [84] , and thus do not need additional scaffolding provided by the robot [27] . They already started with higher prior knowledge, performed better and got more positive feedback. Their correspondingly higher affective and cognitive learning may have resulted in a better perceived learning and learning progress. This increase in perceived learning might have further reduced uncertainty, leading to an even smaller effect of the explanations, and resulting in comparable learning gains with and without explanation. For low engagers, however, additional explanations seem to further distract children and, thus, negatively impact learning. Due to their low engagement, these children probably did not pay enough attention to the robot and the interaction as a whole and, thus, were not able to benefit from the provided explanations. Furthermore, the robot's longer speech acts might have distracted or bored them, which in turn might have resulted in even worse learning results compared to those interactions without explanations.
These additional analyses on sub-samples provide fruitful insights, which, however, need further validation in future studies that will be designed to compare the learning gain with larger group sizes under equal interaction times. With regard to the fast learners and low engagers, we even refrained from calculating inferential statistics due to the small sample sizes and uneven distributions between the groups. The interplay of transparency and dis-engagement should hence be explicitly addressed in future studies.
With respect to engagement, our data revealed a positive effect on the overall engagement and motivation of the kindergarten children, as evidenced by longer interaction times and fewer dis-engagement compared to previous study within the same setting [20] : the use of socially supportive behaviors and re-engaging actions to repair dis-engagement, in addition to the robot's normal behavior including iconic gestures for the introduction of new words or adapting the tutoring interaction, led to an overall more engaging and thus more concentrated and longer learning interaction. Interestingly, the robot's re-engagement actions, such as waving or asking the child to stand up and stretch the arms, showed a success rate of 76%, with 50% of the children who started to become dis-engaged continuing the interaction up to the maximum of 30 rounds after a re-engagement attempt by the robot. Furthermore, we observed that those who continued the interaction after re-engagement actions demonstrated a good learning gain, indicating that their dis-engagement was (temporarily) cured. Note that the robot directly asked the children after each re-engagement action whether they wanted to quit or continue the session, and children had to agree to continue. This indicates that the presence of a social robot can be leveraged to maintain the children's commitment to the interaction and the task.
Another reason for the children's willingness to continue could be that the particular reengagement actions mitigated their negative affective state (e.g., tiredness or boredom). Allowing for bodily action such as standing up or stretching arms could have led to more concentration, as necessary for cognitive learning, and to engagement as necessary for affective learning. In addition, the robot's reactions to dis-engagement unveil the robot's active role in keeping track of the learner. In that way, the robot demonstrates a capacity not only to keep track of the child's knowledge state but also to be attentive to their affective state. Knowing that the robot can notice distraction or inattentiveness might have additionally fostered children's effort to concentrate on the task. Yet, making this ability even more salient by use of verbal explanation did not increase this effect. However, future studies should validate the effectiveness of these re-engagement strategies by comparison with a control group that, although showing dis-engagement behavior, does not receive any such strategies.
In summary, we can conclude that social robots can indeed be used to scaffold second-language learning of young children. Specifically, adapting the course of the interaction and the robot's behavior, both to the cognitive state and the engagement state of the child, and explaining these adaptations provide effective support to children who struggle with the learning task or start to get dis-engaged. It is this zone where scaffolding is particularly important and where learning occurs. This also shows that the full potential of a robot tutoring system capable of such strategies can only be exploited when the system is able to respond to the individual differences of children. Future systems should feature a more detailed learner model to profile the children and their needs and to allow for fine-grained adaptation. Such a model should incorporate the child's knowledge state, engagement level, general attributes such as learning speed, as well as indicators of the child's responsiveness to specific strategies (e.g., entries about the success of a given strategy such as gestures or explanations). While such features have been demanded before in the realm of intelligent tutoring systems [26] , we have provided here insights into how social robots that can add a new element to the learning environment, can support the different dimensions of learning and what they need to adapt to in this. Still, some effects were just observable for small groups of children and future studies with greater power are needed to further investigate these finding. Moreover, our findings address learning in short-term interactions (such as, e.g., fast mapping processes). They should be complemented with studies on robot-assisted language learning in the proposed setup over a longer period and several tutoring sessions. Additionally, the threshold used to end the training stage early due to a good learning performance needs further fine tuning. An important feature of our system is that this threshold is completely flexible and can be freely adjusted, e.g., dependent on learner characteristics or task demands. It would thus be desirable to vary this threshold in further studies to see which value makes sure that the learner succeeds in hard tasks for every skill, which is not guaranteed with the current study design. Finally, ancillary research will need to test other scaffolding strategies (e.g., reducing supportive behavior) and investigate their influence on learning as well as side effects of strategy combinations. For example, previous findings suggest that the combination of adapting the course of the interaction with iconic gesturing by the robot resulted in a higher learning outcome compared to using each strategy alone [20] .
Combining an extended learner profile with systematic knowledge about the effects of different supportive strategies (and combinations thereof) should thus be a major goal for the future development of educational social robots that need to respond to the individual needs of each learner in an optimal manner. Fig. 9 . Overview of the experimental procedure. Red boxes represent the different stages during data collection, and white boxes represent the behaviors shown by the robot in the respective stage of the interaction.
APPENDIX A PROCEDURE OF TUTORING INTERACTION

