Abstract Intraseasonal-to-semiannual variability of sea-surface height (SSH) in the eastern, equatorial Indian Ocean (EEIO) and southern Bay of Bengal (BoB) is investigated using altimetric data, and solutions to 1 1 =2 layer (first baroclinic mode) and linear, continuously stratified (LCS; multibaroclinic-mode) models. The amplitude and dominant periods of SSH variability differ regionally. Large-amplitude variability is found along the west coast of Sumatra, in a zonal band across the BoB centered along 58N, east of Sri Lanka, and in the northwestern BoB, respectively. Along the Sumatran west coast, SSH variability peaks at 30-60, 90, and 180 days. Along 58N and east of Sri Lanka, the 30-60 day variability is dominant. Sensitivity experiments using a nonlinear version of the 1 1 =2 layer model forced by realistic winds reproduce the observed patterns of intraseasonal variability in the southern BoB. At 30-60 days, the solutions show that eddies (nonlinear Rossby waves) propagating from the east, rather than local wind forcing, account for most of the variance east of Sri Lanka; furthermore, they demonstrate that the variance is significantly enhanced by the nonlinear transfer of 90-120 day energy into the intraseasonal band of 30-60 days. The LCS solutions show that the first two baroclinic modes explain most of the SSH variance at 90-180 days. The second baroclinic mode dominates the SSH variance at 180 days, a consequence of basin resonance and strong wind forcing.
Introduction
Recently, a number of studies have begun to explore intraseasonal (periods less than 90 days) variability in the Bay of Bengal (BoB) [e.g., Vialard et al., 2009; Vinayachandran et al., 2012; Cheng et al., 2013; Girishkumar et al., 2011 Girishkumar et al., , 2013 Suresh et al., 2013] . Using altimetry data and an eddy-resolving model, Cheng et al. [2013] reported large intraseasonal variability of sea-surface height (SSH) around the perimeter of the BoB, in a zonal band across the Bay centered near 58N, and in the western BoB. Thermocline depths derived from temperature data from moored buoys in the BoB also show persistent intraseasonal variability at 30-120 days [Girishkumar et al., 2013] . A considerable part of this variability has been considered to be linked to equatorial forcing [Vialard et al., 2009; Cheng et al., 2013; Girishkumar et al., 2013; Suresh et al., 2013] .
Intraseaonal-to-semiannual signals in the equatorial ocean have been extensively studied [e.g., Han et al., 2001; Han 2005; Iskandar and McPhaden, 2011; Schott et al., 2009; Miyama et al., 2006; Webber et al., 2010; Han et al., 2011; Chen et al., 2015] . It exhibits enhanced power at 40-60, 90, and 120 days. The 40-60 day band is forced by winds associated with the Madden-Julian Oscillation (MJO) [Han et al., 2001; Oliver and Thompson, 2010] . The longer-period signals are also forced by equatorial winds, but appear to be strengthened by basin resonances: Han et al. [2011] argue that resonances involving equatorial Kelvin and Rossby waves associated with the second (first) baroclinic mode enhance the 90 day (120 day) signal. Similarly, semiannual variability also appears to be strengthened by a basin resonance involving second-baroclinicmode waves [Jensen, 1993; Han et al., 1999 Han et al., , 2011 .
The equatorial variability propagates into the BoB as coastal Kelvin waves, and the eastern-coastal signal propagates westward via Rossby waves to impact the interior of the BoB [Vialard et al., 2009; Cheng et al., 2013; Girishkumar et al., 2013; Suresh et al., 2013] . Thermocline depths in the interior BoB are significantly influenced by the propagation of both first and second-baroclinic-mode Rossby waves from the eastern The paper is organized as follows. Section 2 describes the observational and OGCM data sets as well as the two simple dynamical models used for our analyses. Section 3 reports the prominent features of intraseasonal-to-semiannual SSH variability in the BoB using satellite observations and OGCM output. Section 4 explores the dynamics of 30-60 day variability in the southern BoB using the 1 1 =2 layer model. Section 5 studies the generation mechanism of 90-180 day SSH variability using the LCS model. Finally, section 6 presents a summary of our results.
Data and Method

Sea-Level Data
In this study, the sea-level anomaly (SLA) data are obtained from Archiving, Validation, and Interpretation of Satellite Oceanographic data (AVISO, http://www.aviso.oceanobs.com/). The SLA data are a merged product from multiple satellite missions (T/P and ERS21/2, followed by Jason21, Jason22, and Envisat). To remove the aliasing of tides and barotropic variability, a tidal model GOT2000 and a barotropic hydrodynamic model MOG2D2G are used to update the altimeter data [Volkov et al., 2007; Dibarboure et al., 2008] . The product is available on a 1 =38 Mercator grid at a weekly interval and spans the period 1993-2012. The sea surface height (SSH) is the sum of SLA and mean dynamic topography, which is derived from GRACE data, altimetry measurements, and in situ observations [Rio et al., 2011] .
We also use SSH data from an eddy-resolving OGCM for the Earth Simulator (OFES) [Masumoto et al., 2004; Sasaki et al., 2004] . Based on the Modular Ocean Model (MOM3), OFES has a near-global domain extending from 758S to 758N but excluding the Arctic Ocean. It has a horizontal resolution of 0.18and 54 vertical levels.
A climatological solution (CLIM run) is obtained by integrating OFES from a state of rest with annual-mean temperature and salinity from the World Ocean Atlas 1998 [Boyer and Levitus, 1997] for 50 years with monthly climatological forcing from the National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis [Kalnay et al., 1996] . Daily output over 1990-1997 of this CLIM run is analyzed in this study. Another hindcast run (QSCAT) is also obtained, forced by daily-mean surface wind from QuikSCAT measurements [Sasaki and Nonaka, 2006; Masumoto, 2010] . We found that the higher-resolution QuikSCAT winds reproduced variability in the BoB better [Cheng et al., 2013] , and so we analyzed the QSCAT run for the period 2000-2009.
2.2. Models 2.2.1. 1 1 =2 Layer Model To investigate the role of wind forcing on SSH variability, we obtain solutions to a nonlinear, 1 1 =2 layer reduced-gravity model, which is able to simulate the first-baroclinic-mode response of the upper layer ocean quantitatively [Qiu and Chen, 2012] . Its governing equations are Þh, where g 5 9.8 m/s 2 is the gravitational constant. To isolate the impact of the nonlinear terms, we also obtain solutions to a linear version of the equations (1a),
where the background layer thickness is H 0 5150 m, a value consistent with observed thermocline depths in the EEIO (100-150 m) [Schott et al., 2009] .
Unless specified otherwise, the model domain has a realistic representation of the boundaries of the Indian Ocean within the region 408S2408N and 308E21108E. The eastern boundary is closed, so there is no Indonesian Throughflow. Solutions are found numerically on a grid with 0.258 resolution. Forcing is by daily surface wind stress derived from ERA-Interim (ERA-I) surface wind-speed data from the European Centre for Medium-Range Weather Forecasts (ECWMF) product which is available on a 0. To isolate the processes responsible for the SSH variability in the southern BoB, a hierarchy of experiments is performed with modified wind forcings, and with and without nonlinearity. The configurations of each experiment are summarized in Table 1 and will be described in the relevant sections.
LCS Model
Previous studies have indicated that the second baroclinic mode is also important in the equatorial IO [Han 2005 [Han , 2011 . To explore the impact of higher-order modes on 90-180 day variability, we also obtain solutions to an LCS model. LCS models have been applied in many studies of IO circulation and sea level [e.g., McCreary, 1980; McCreary et al., 1996; Miyama et al., 2003 Miyama et al., , 2006 Han 2005 Han , 2011 Suresh et al., 2013] . Our version is a modification of the one discussed in Miyama et al. [2006] .
The LCS equations are essentially the primitive equations of motion linearized about a background state of rest with Brunt-V€ ais€ al€ a frequency, N b z ð Þ, which is taken to be the annual-mean density field calculated from the World Ocean Database 2001 averaged between 18S and 18N and from 408E to 1008E [Miyama et al., 2006] . Vertical eddy viscosity and diffusivity coefficients have the depth-dependent form m z ð Þ5A=N With these assumptions, solutions can be written as the expansions of the vertical (baroclinic and barotropic) modes of the system, q x; y; z; t ð Þ 5 X N n51 q n x; y; t ð Þw n z ð Þ;
where q is either u, v, or p, and w n z ð Þ is the vertical structure of the n-th mode normalized so that w n 0 ð Þ51. The expansion coefficients, q n , satisfy (4b) where c n is the Kelvin-wave speed of the n-th mode, and Z n 5 Ð 0 2D Z z ð Þw n z ð Þdz and H n 5 Ð 0 2D w 2 n z ð Þdz determine how the wind stress couples to the n-th mode. The sea-level response of each mode is given by d n 5p n =g:
For the first three baroclinic modes, the characteristic speeds are c 1 5 282 cm/s, c 2 5 175 cm/s, and c 3 5 110 cm/s, respectively. The first three values of Z n are close to unity, and H 1 5 278 m, H 2 5 181 m, and H 3 5 801 m [Miyama et al., 2006] . With these values, the second baroclinic mode couples more efficiently to the wind than the first one does (Z 2 =H 2 > Z 1 =H 1 ). McCreary et al. [1993] noted the dominance of the second baroclinic mode in their solution.
As for the 1 1 =2 layer models, the domain is a realistic version of the Indian Ocean confined to 308S2258N and 358E21158E. Solutions to (4) are obtained numerically on a grid with a 0.258 resolution. Wind forcing is by ERA-I winds, and analyses are confined to the period 1993-2012.
3. Spatial and Frequency Structure 3.1. Observations Figure 1 shows the standard deviation of observed SSH variability band passed at 20-190 days. There are five distinct regions of enhanced variability. In the EEIO and southern BoB, large SSH variability is found along the west coast of Sumatra (Region A), in a zonal band across the Bay centered near 58N (Region B), and to the east of Sri Lanka (Region C). Farther to the north, it is large in the central BoB (Region D) and along the northwestern boundary (Region E). SSH variance is weak in the vicinity of Andaman and Nicobar Islands. The pattern shown in Figure 1 is similar to that of intraseasonal variability reported by Cheng et al. [2013] .
Figure 2 plots SSH spectra in each of the five regions. They all have ''significant'' peaks that extend above the 95% confidence level (dashed curves) and their strength increases with period. In Regions A and B, SSH has significant peaks at 30-60, 90, and particularly 180 days. In Region C, peaks are significant at 30-60 days and 120 days; however, the 90 day peak is markedly weak in comparison to Regions A and B. This outcome is likely due to energy transfer into the intraseasonal band (see section 4.4). Similar to Regions A and B, the 180 day peak is also prominent in Region D but not in Regions C and E. The 180 day variability in the BoB arises almost entirely from the propagation of equatorial signals into the basin [Han et al., 2011] . Figure 3 shows the spatial distribution of SSH standard deviation in different period bands. At 30-60 days (Figures 3a) , the SSH variance is high across the southern BoB near 58N, east of Sri Lanka, along the west coast of Sumatra, and along the east coast of the BoB. At these periods, the critical latitudes for the first-baroclinicmode Rossby waves (poleward of which they do not exist) are located near 58N2108N. Therefore, the strong variance along the east coast north of 108N is mainly caused by coastally trapped, Kelvin (shelf) waves, with no energy being radiated into the interior of the BoB via Rossby waves. At 90-120 days (Figures 3b and 3c), the SSH variability is high in the northwestern BoB. At 180 days ( Figure  3d ), it is high in the EEIO, especially along the southwestern coast of Sumatra. Figure 4 shows SSH standard deviation maps in different period bands from QSCAT and CLIM, respectively. The QSCAT run reproduces the SSH variability in each period band quite well (compare Figures 3 and 4) . In contrast, although SSH variability in CLIM remains high in the western BoB, it is weak in the EEIO, around the perimeter of the BoB and east of Sri Lanka (compare plots 4a24d and plots 4e24h). A comparison between QSCAT and CLIM highlights the importance of forcing by high-frequency winds in Regions A, B, C, and around the perimeter of the BoB. Interestingly, at 180 days the spatial distribution of SSH standard deviation in CLIM is significantly weaker than in QSCAT (compare Figures 4d and 4h ), a consequence of weaker wind forcing at 180 days in CLIM.
OFES Solutions
Intraseasonal SSH signals propagate eastward along the equator as equatorial Kelvin waves, and reflects from the eastern boundary as coastal Kelvin waves and, provided that their period is longer than 30 days, into a packet of Rossby waves as well [Cheng et al., 2013] . As a result, the SSH signals is intensified through the ''piling up'' or removal of water from along the western coast of Sumatra (Region A). The Rossby-wave packet extends to the ''critical latitude'' above which Rossby waves no longer exist [Moore, 1968; McCreary, 1980; Clarke and Shi, 1991] . The critical latitude for 30-60 day Rossby waves is located from 58N to 108N, which likely is the reason for the high variance in Region B (Figures 3a and 4a ).
Generation Mechanism of 30-60 Day SSH Variability
Mechanism Implied by OFES QSCAT
Eddy energy is a good indicator of the intraseasonal SSH variability. Using the QSCAT run, eddy kinetic energy (EKE) and eddy potential energy (EPE) per unit mass are calculated by Journal of Geophysical Research: Oceans
whereq x; y; z; t ð Þ 5q x; y; z; t ð Þ 2q b z ð Þ, q b z ð Þ is a background density profile given by the annual and horizontal mean within the BoB, and q h is the annual and horizontal mean potential density. Transient components of velocity and density (primed quantities) are defined as variability at periods of 30-60 days, with longer-period variations considered to be part of the basic state. Figure 5a shows that the vertically integrated EKE is weak throughout the basin, with relatively larger values in the southern BoB. In contrast, the vertically integrated EPE is strong west of northern Sumatra, east of Sri Lanka, and western BoB between 108N and 158N (Figure 5b ). The EPE pattern at 30-60 days is quite different from that at 30-120 days, the latter having a maximum in the northwestern BoB mainly caused by baroclinic instability [Cheng et al., 2013, Figure 13b] . At 30-60 days, EPE dominates the total eddy energy (TEE, sum of EKE and EPE). Along 7.58N, EKE is strong in the upper 70 m and weakens rapidly with depth ( Figure 5c ). In contrast, EPE is highest in the depth range of the thermocline (70-150 m), whereq 0 is largest, with a maximum between 828E2878E (Figure 5d ). 
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The coherent spatial patterns between the vertically integrated EPE and 30-60 day SSH variability (Figure 6 ) demonstrate that the propagating features along 7.58N are baroclinic in nature. The high EPE is located in the thermocline layer, demonstrating that EPE and SSH variations at 30-60 days are mainly associated with (6)). Since EPE is mostly determined by thermocline motions, we infer that they are associated with the first-baroclinic-mode variability. As such, they can be captured by the 1 1 =2 layer (reduced-gravity) model.
4.2.
Solutions to Linear and Nonlinear 1 1 =2 Layer Reduced-Gravity Models Exps 1 and 2, forced by ERA-I winds, reproduce the observed patterns of intraseasonal SSH variance in the southern BoB (compare Figure 3a to Figures 7a and 7b ). Similar to the observations and QSCAT run, both solutions have high variance in Regions A and B and along the east coast of the BoB. Furthermore, the nonlinear response is qualitatively better (more enhanced) than the linear one along 58N2108N, pointing toward the importance of nonlinear interactions there (see sections 4.4 and 4.5). In Region C, the SSH amplitude due to local Ekman pumping is only 20% of observed SSH variability (figure not shown), demonstrating that the local wind forcing accounts for only a small part of the SSH variability at 30-60 days. Figure 8 illustrates the time evolution of both observed and modeled 30-60 day SSH in the southern BoB. In the observations (Figures 8a-8d) , on 3 October, there is an anticyclonic (red) eddy in the box east of Sri 
Eddy Forcing in Region C
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Lanka (Region C) and a cyclonic (blue) eddy east of it. From 10 to 31 October, the anticyclonic eddy dissipates and the cyclonic eddy propagates into the box. On 14 November, the cyclonic eddy dissipates and a second anticyclonic eddy propagates into Region C from the east. These westward-propagating eddies (nonlinear Rossby waves) account for the high variance east of Sri Lanka.
Figures 8a-8d also show the reflection of equatorial Kelvin waves from the eastern boundary, a downwelling event (red) from 3 to 17 October and an upwelling event (blue) from 24 October to 14 November. Subsequently, the coastal signals propagate westward, with strongest amplitude along 58N2108N. For example, the red eddy east of Region C on 14 November arose from the coastal downwelling on 17 October. Similarly, the blue eddy east of Region C on 12 December originated from eastern-boundary upwelling on 7 November (figure not shown). Thus, there is a close connection between the nonlinear eddies that enter Region C and the equatorial wind forcing.
Figures 8e-8h plot 30-60 day SSH anomalies from Exp 2, the solution to the nonlinear model forced by ERA-I winds. East of 908E, there is a similarity to the observed anomalies in Figures 8a-8d . The alternate upwelling and downwelling equatorial Kelvin waves are reproduced. Similar eddies occur near and within Region C, with an anticyclonic (cyclonic) eddy located in Region C on 3 October and 14 November (17-31 October). The eddies are not generated randomly, but rather are linked to the Rossby waves that reflect from the eastern boundary (see next paragraph and section 4.5). Both the nonlinear and linear model can reproduce the Rossby waves radiated from the eastern boundary quite well. Because nonlinearity is strong Figures 8e-8h and 8i28l , however, shows that many smaller-scale features occur in both solutions, albeit with different amplitudes, indicating that much of the response in Figures 8i-8l is wind-driven. On the other hand, variability near Region C differs significantly between Exps 1 and 2, pointing toward the importance of nonlinear interactions there.
Nonlinear Transfers in Region C
To determine why the 30-60 day SSH variance is stronger in Region C in the nonlinear model than in the linear model, we obtained Exps 3-6, which use ERA-I winds that are high-passed (<70 days) and lowpassed (>70 days) to force the linear and nonlinear models, respectively. Figure 9 shows the resulting SSH standard deviation at 30-60 days for the two nonlinear solutions: Exp 5, forced by high-passed winds (Figure 9a) , and Exp 6 forced by low-passed winds (Figure 9b) .
Surprisingly, the nonlinear response to high-passed forcing (Figure 9a ) is essentially unchanged from that of the linear solution (Exp 3, not shown). This similarity is surprising, given the significant differences between the linear and nonlinear solutions at intraseasonal time scales (Figure 7 ): It implies that the differences must be caused by nonlinear transfer from lower frequencies into the intraseasonal band. The intraseasonal response to low-passed winds in the linear solution is zero (not shown). In contrast, the nonlinear response has significant variability in intraseasonal bands (Figure 9b ), again indicating that nonlinear transfer must be taking place. 
Dynamics of Wave-to-Eddy Transition
To explore the dynamics of energy transfer and eddy formation, we carried out several idealized experiments. Suresh et al. [2013] suggested that 80-90% of intraseasonal SSH variance in the eastern BoB is due to equatorial remote forcing. To explore this idea, we forced the 1 1 =2 layer model with a patch of equatorial, zonal wind stress s x . It is confined to the region 508E2908E, 58S258N, oscillates at a period of 90 days; its amplitude is a maximum of 0.1 dyn cm 22 in the center of the region, and In a linear version of the model (Figures 11a-11d ), a sequence of linear baroclinic Rossby waves radiate from the eastern boundary, with phase lines that tilt southwest-northeast due to their faster speed at lower latitudes. No isolated eddies are formed. In the nonlinear version, however, when Rossby waves propagate westward from the eastern boundary, they become unstable and begin to form isolated mesoscale eddies (Figure 11e-11h) . At 30-60 days, cold and warm eddies seem to be generated near 908E abruptly and are enhanced rapidly when they propagate westward (Figure 11i-11l) . Figure 12 shows power spectra of SSH anomalies averaged within the box in Figure 11 . In the linear model, the ocean has only a 90 day response to the 90 day wind forcing, while the 90 day variance are much weaker in the interior basin for the nonlinear model. Variability at 90 days transfers energy to the 20-45 day band as it propagates westward. Figure 13 illustrates the SSH anomalies for the solutions to the nonlinear layer model with a real coastline, forced by the same equatorial zonal wind stress. Basic properties of the SSH anomalies are similar to those in Figures 11g and 11k , indicating that the coastline does not significantly alter the phase and amplitude of the waves and eddies.
The above idealized experiments offer an explanation for the generation and propagation of eddies in the southern BoB: Lower-frequency Rossby waves, generated by the reflection of equatorial signals [Cheng et al., 2013; Girishkumar et al., 2013; Suresh et al., 2013] , radiate from the eastern boundary, and they become nonlinearly unstable near 908E to generate eddies; the instability transfers energy to higher-frequency variability, which enhances the 30-60 day variability east of Sri Lanka (Figures 11 and 12) . So like Regions A and B, SSH variability east of Sri Lanka (Region C) is also largely driven by equatorial processes. We note that this physical situation is similar to the one studied by Qiu et al. [2013] , except that his forcing period was the annual cycle. His solution also developed eddies due to nonlinearity, specifically to triad interactions among reflected Rossby waves. It is not clear if the same process accounts for eddy generation in our situation. Figure 11 . Ten days snapshots of sea-surface height anomalies from 7100 day to 7130 day for the solutions to (left) linear and (right) nonlinear 1 1 =2 layer model. The model basin is a box within the region 408S2408N and 308E21008E, forced by a patch of zonal wind stress s x oscillating at a period of 90 days. The wind patch is confined to the region 508E2908E, 58S258N, its peak amplitude is 0.1 dyn cm
22
, and it decreases sinusoidally to zero at the edges of the region. Right plots same as middle plots but for 30-60 day signals. [Jensen, 1993; Han 2005; Han et al., 2011] . The n52 mode is absent in the 1 1 =2 layer model, so we obtain solutions to the LCS model to investigate the 90-180 day SSH variability. Han et al. [2011] studied the basin resonances using idealized winds with uniform amplitude at all periods. In our analysis, we also force solutions with realistic wind amplitudes, in order to understand better their impact in the real ocean. Figure 14 plots the SSH standard deviations from the LCS solution forced by ERA-I winds, showing contributions for the n51 and n52 responses, as well as their sum (n5112), in the 90, 120, and 180 day bands. In the 90 and 120 day bands, the SSH variance for the n52 mode is a little weaker than that for the n51 mode, and the n5112 responses are close to the observations in the southern BoB. At 180 days, the SSH variance is dominated by the n52 mode, with a similar pattern and comparable amplitude to those observed; the amplitude of the n5112 response is somewhat stronger than observed (Figures 14i and 4f ).
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The LCS solutions indicate that at 180 days the n52 baroclinic mode contributes significantly along the west coast of Sumatra, in the southern BoB and around the perimeter of the basin. The contributions from higherorder modes (n > 2) are very small, and essentially have no significant impact on the 180 day response.
Resonance
Following Han et al. [2011] , the condition for basin resonance is T54L= mc n ð Þ;
where T is the wind forcing period, L is the width of Indian Ocean at the equator (% 6491 km), and m5 1; 2; Á Á Á is a positive integer. For the n51 mode, c 1 5 282 cm/s and (7) gives T % 107 days when m51. For Figure 12 . Power spectra of sea-surface height averaged within the box in Figure 11 from (a) linear and (b) nonlinear 1 1 =2 layer model. The 95% confidence level is shown by the dashed curve. the n52 mode, c 2 5 175 cm/s and the resonant periods are T % 172 days for m51 and T % 86 days for m52. Resonance periods in the LCS model are slightly shorter than those in Han et al. [2011] , due to the faster phase speeds c n . Figure 15a shows SSH in the eastern equatorial IO driven by a patch of zonal wind stress s x with an amplitude of 0.15 dyn cm 22 and for a range of periods. For the n51 mode, the curve shows a peak near 120 days and a trough near 180 days, whereas for the n52 mode the maximum occurs near 175 days with a secondary peak at 80-100 days. The resonant peaks are broad, so even though the resonant peaks occur at 85, 107, and 170 day periods in our solutions, we can see resonant strengthening of the 90, 120, and 180 day responses, as discussed in Han et al. [2011] . In general, SSH variance at 140-250 days for the n52 mode is stronger than that for the n51 mode, an indication that the second baroclinic mode couples more efficiently to the wind.
In the real ocean, the spatial structure and amplitude of winds vary with period. Figure 15b shows the SSH amplitudes forced by the ERA-I winds at different periods from the LCS model. The SSH peaks appear sharper than those forced by ideal winds, a consequence of the variation in wind amplitude. In the equatorial IO, the ERA-I winds have their largest amplitude near 180 days, which drives very strong SSH variance at this resonant period for the n52 mode. Even though the n51 mode is not resonant at 180 days (there is a trough in Figure 15a ), the 180 day response still shows a peak, again due to the strong 180 day forcing by the ERA-I winds. At 90-120 days, the amplitude of SSH variance for the n51 mode is comparable to that for the n52 mode. Due to the weaker resonance and wind strength, SSH variance at 80-120 days is weaker than that at 180 days. 
Summary
In this study, we discuss SSH variability in the BoB and EEIO at periods from 30-180 days, and explore the mechanisms that cause the variability in the southern BoB using 1 1 =2 layer and LCS models. There are five regions where the SSH variability attains relative maxima (Figure 1) . We investigate the mechanisms that cause the variability in the southern BoB (Regions A, B, and C). Intraseasonal SSH variability in Regions A and B appears to be largely driven by the equatorial processes: Equatorial signals first radiate into the BoB and around its perimeter via coastal Kelvin waves, and then propagate off the eastern boundary as Rossby waves [e.g., Vialard et al., 2009; Cheng et al., 2013; Suresh et al., 2013] .
At 30-60 days, high SSH variance is found in a zonal band across the Bay centered near 58N, along the west coast of Sumatra and around the perimeter of BoB and east of Sri Lanka. The nonlinear 1 1 =2 layer reduced-gravity model reproduces the SSH variability in the southern BoB quite well, especially to the east of Sri Lanka. Local forcing has little contribution to the SSH variability east of Sri Lanka, while eddies (nonlinear Rossby waves) propagating from the east play a primary role. In the nonlinear 1 1 =2 layer model, variability at 90-120 days transfers energy to that at 30-60 days, indicating the importance of nonlinear processes. In support of this conclusion, we obtained idealized solutions forced by a patch of equatorial zonal wind oscillating at 90 days: In this solution, 90 day Rossby waves generated by the reflection of equatorial signals, become nonlinearly unstable near 58N2108N, 908E, generating eddies with a higherfrequency variability.
Previous studies, based on linear theory, attribute 30-60 day variability in the equatorial Indian Ocean to MJO wind forcing only [e.g., Han et al., 2001; Han 2005; Oliver and Thompson, 2010] . Our study suggests that it can also obtain energy from lower-frequency variability through nonlinear processes: Just equatorward of the critical latitude for 30-60 day variability, longer-period, reflected Rossby waves become nonlinearly unstable, forming mesoscale eddies at some distance away from the eastern boundary. This sequence of events is similar to that found for the annual period by Qiu et al. [2013] , but we have not demonstrated that the eddy generation at 30-60 days results from the same process (triad interactions). 
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At 90-120 days, SSH variance is very strong in the northern BoB (Regions D and E), while weak in the southern BoB. In comparison to Regions A and B, the 90 day peak east of Sri Lanka is markedly weak (Figure 2) , likely due to the energy transfer into the shorter intraseasonal band (Figure 10 ). At 180 days, high variance appears in eastern BoB (Regions A and B) . Solutions to the LCS model suggest that in the southern BoB the n52 mode is dominant at 180 days, due to basin resonance and strong wind forcing.
In conclusion, we have shown that the SSH variability in southern BoB (Figure 1 ) results from the equatorial processes. Further, linear dynamics accounts for its basic features, with the exception that some energy is transferred nonlinearly into the 30-60 day band. In the northern BoB, the SSH is not as clearly linked to the equatorial processes. Further, baroclinic instability, which is absent in our 1 1 =2 layer and LCS models, is dynamically important [Cheng et al., 2013] . We plan to extend our present study to investigate the SSH variability in the northern Bay in a future study.
