The successful design of computer systems (both hardware and software) depends on a thorough understanding of their intended use. A system's designer optimizes the policies and mechanisms for the cases expected to be most common in the user's workload. In the case of multiprocessor file systems, however, designers have been forced to build file systems based only on speculation about how they would be used, extrapolating from file-system characterizations of general-purpose workloads on uniprocessot and distributed systems or scientific workloads on vector supercomputers (see sidebar on related work). To help these system designers, in
June 1993 we began the Charisma project, so named because the project sought to characterize I/0 in scientific multiprocessor applications from a variety of production parallel computing platforms and sites.
The Charisma project is unique in recording individual read and write requests4n live, multiprogrammmg, parallel workloads (rather than from selected or nonparallel applications).
In this article, we present the first results from the project: a characterization of the file-system workload on an iPSC/860 multiprocessor running production, parallel scientific appli- 
Methods
To be useful to a system designer, a workload characterization must be based on a realistic workload similar to what is expected of it in the future. This meant that we had to trace a multiprocessor file system that was in use for pr0ducti0n scientific computing. The Intel iPSC/860 at NASA Ames' Numerical Aerodynamics Simulation (NAS) facility met this criterion (see sidebar were only run on a single node.
We actually traced at least 429 of the 779 multinode jobs and at least 41 of the single-node jobs. As a tremendous number of the singlenode jobs were system programs, it is not surprising nor necessarily undesirable that so many were untraced. In particular, there was one single-node job that was run periodically and that accounted for over 800 of the single-node jobs, simply to check the status of the machine.
There was no way to distinguish between a job that was untraced from a job that simply did no CFS I/O, so the numbers of traced jobs are a lower bound.
One of our primary concerns was to minimize the degree that our measurement perturbed the workload.
We identified three ways that it might do so. ronment, it was imperative that the per-call overhead be kept to a minimum to avoid inconveniencing the users. By buffering records on the compute nodes, we were able to avoid the cost of message passing on every call to CFS. Our final concern was that we might increase contention for the I/O subsystem. We tried to minimize this by creating a large buffer for the data collector and writing the data to CFS in large sequential blocks. Although we collected about 700 Mbytes of data, our trace files accounted for less than 1% of the total traffic.
Simple benchmarking of the instrumented library revealed that the overhead our instrumentation added was virtually undetectable in many cases. The worst case we found was a 7% increase in execution time on one run of the NAS NHT-1 Application-//O Benchmark. l After the instrumented library was put into production use, anecdotal evidence suggests that there was no noticeable performance loss.
ANALYSIS
The raw trace files required some simple postprocessing before they could be easily analyzed. This postprocessing included data realignment, clock synchronization, and chronological sorting.
Since each node buffered 4 Kbytes of data before sending it to the central data collector, the raw trace file contained only a partially ordered list of event records. Ordering the records was complicated by the lad,: of synchronized clocks on the iPSC/860. Each node maintains its own clock; the clocks are synchronized at system startup but each drifts significandy and differer_dy after that. We partially compensated for the asynchrony by timestamping each block of records when it left _e node and again when it was received at the data collector. From the difference between the two we coald approximately adjust the event order to compensate for each node's clock drift relative to the collector's clock.
This technique allowed us to get a closer approximation of the event order. Nonetheless, it is still an approximarion, so much of our analysis is based on spat al, rather than temporal, information.
Results
We characterize the workload from the top down, beginning with the number of jobs in the machine and the number and use of files by all jobs. We then examine in:lividual I/O requests by looking for sequentiality, regnlarity, and sharing in the access pattern. Finally, we evaiuate the effect on caching through trace-driven simulation. Table 1 provides an overview of this workload's characteristics. Figure 1 gives an initial look into the details behind Table 1 by showing the amount of time the machine spent running a given number of jobs. For more than a quarter of the traced period, the machine was idle (that is, running zero jobs). For about 35% of the time, it was running more than one job, sometimes as many as eight. Although not all jobs use the file s3_s-tem, a file system dearly must provide high-performance access by many concurrent, presumably unrelated, jobs. While uniprocessor file systems are tuned for this situation, most research into multiprocessor file systems has ignored this issue, focusing on optimizing single-job performance.
JOBS
Of course, some of the jobs in Figure I were small, single-node jobs, and some were large parallel jobs. Figure 2 shows the distribution of compute nodes used by each job. Single-node jobs dominated the job population, although large parallel jobs dominated node usage. This dichotomy would be larger in new "self-hosting" parallel systems. The lesson here is that a successful file system must allow both small, sequential jobs and large, highly parallel jobs access to the same files under a variety of conditions and system loads.
FILES
In Table 1 , files are classified by how they were actually used rather than by the mode in which they were opened. Note that many more files were written than were read (more than three times as many We suspect that most of the files that were not accessed at all were opened by applications that terminated prematurely. Table 2 shows that most jobs opened only a few files over the course of their execution, although a few opened many (one job opened 2217 files). Some of the jobs that opened a large number of files were opening one file per node. Although not all files were open concurrently, file-system designers must optimize access to several files within the same job.
We found that only 0.61% of all opens were to "tem- Number of computenodes Figure 2 . Distribution of the number of compute nodes used by jobs in our workload (even those whose file access could not be traced). The iPSC limits the choice to powers of 2. Table 2 . Among traced jobs, the number of files opened by jobs was often small (1-4) . Although the specific position of the spikes is likely due to the effect of individual applications, we believe that the preponderance of small request sizes is the natural result of parallelization by distributing file data across many processors, and would be found in other workloads using a similar file-system interface.
SEQUEN'rIAIXFY
A common characteristic of file workloads, particularly scientific workloads, is that files are accessed sequentially. We define a sequential request to be one that is at a higher file offset than the previous request from the same compute node, and a consecutive request to be a sequential request that begins where the previous request ended. Figures 6 and 7 show the amount of sequential and consecutive access to files with more than one request in our workload. 
I/O-REQUEST INTERVALS
We define the number of bytes skipped to be the interval me. Consecutive accesses have interval size 0. The number of different interval sizes used in each file, across all nodes that access that file, is shown in Table 3 . A surprising number of files were read or written in one request per node (that is, there were no intervals). Over To get a better feel for this regularity, we also counted the number of different request sizes used in each file, as shown in Table 4 . More than 90% of the files were accessed with only one or two request sizes. Combining the regularity of request sizes with the regularity of interval sizes, many applications clearly used regular, structured access patterns.
STRIDED ACCESS
A series of requests to a file is a simp/e-strided access pattern if each request is the same size, and if the offset of the file pointer is incremented by the same amount between each request. This would correspond, for example, to the series of I/O requests generated by a node within an application reading a column of data from a matrix stored in row-major order. A portion of the file accessed with a strided pattern is a stridedsegmem.
A nested-strided access pattern is recursivelv similar to a simple-strided access pattern, in that it is composed ofstrided segments separated by regular strides in the file. Higher-level analysis revealed that well over 90% of the accesses in the traced workload were part of either a simple-or a nested-strided access pattern caused by the distribution of data across multiple compute nodes. 7 Of the files in the workload, 26% were accessed (at least in part) in a strided fashion, and nearly 1/3 of those were accessed in a nested-strided fashion. Of the remaining files, 99% either had too few accesses to exhibit any pattern, ,*'ere only accessed by a single node, or were accessed in a consecutive pattern. Thus, less than 1% of all files were accessed in an irregular, parallel access pattern.
SYNCHRONIZATION
Given the regular request sizes and interval sizes shown in Tables 3 and 4 , Intel's I/O modes would seem to be ' helpful. Our traces show, however, that over 99% of the files used mode 0; that is, less than 1% used modes 1, 2, or 3. Tables 3 and 4 give a hint as to why: although there were few different request sizes and interval sizes, there were often more than one, something not easily supported by the automatic file modes. It may also be that these modes were slower than mode 0, so that prog'rammers chose not to use them.
SHARING
A file is shared if more than one job or process opens it.
If the opens overlap in time, the file is concurrently shared. It is write-shared if one of the opens involves writing the file. In uniprocessor and distributed-system workloads, concurrent sharing is known to be rare. 4 In a parallel file system, concurrent file sharing among processes within a job is presumably the norm, while concurrent file sharing between jobs is likely to be rare. Indeed, in our traces we saw a great deal of file sharing within jobs, and no concurrent file sharing between jobs. The interesting question is b0w the individual bytes and blocks of the files were shared. Figure 8 shows the percentage of files (that were concurrently opened by multiple nodes) with varying amounts of byte and block sharing. There was more sharing for read-only files than for write-only or read-write files, which is not surprising given the complexity of coordinating write sharing. Indeed, 70%
of read-only files had 100% of their bytes shared, while 90% of write-only files had no bytes shared. While half of all read-write files (not shown in Figure 8 ) were 100%
byte-shared, 93% of them were 100% block-shared, In a distributed-memory machine, it is possible to place a buffer cache at the compute nodes, at the I/O nodes, or both. We evaluated all three with trace-driven simulation.
Compute-node caching
The amount of block sharing in write-only and readwrite files show that any attempt to maintain write buffers at the compute nodes would necessitate a cache consistency protocol, so we restricted our effort to readonly files. The results of a simple trace-driven simulation of a compute-node cache of 4-Kbyte (one block), read-only buffers with least recently used replacement are shown in Figure  9 . We consider a hit to be any request that wasfu//y satisfied from the local buffer (that Is, with no request sent to an I/O node).
Caching success, as indicated by a high hit rate, was limited to a subset of the jobs: 40% of the jobs had a
I/O-node caching
Given the apparent interprocess locality, I/O-node caching should be successful. To find out, we ran a tracedriven simulation of I/O-node caches, with 4-Kbyte buffers managed by either a least recently used or FIFO replacement policy. These I/O-node caches served all compute nodes, all files, and all jobs, according to cur best guess of the event ordering within our traces. We a2_umed the file was striped in a round-robin fashion at a one-block granularity.
No compute-node cache was used. It made little difference whether the buffers were focused on a few I/O nodes or spread over many (that is, the hit rates were similar; performance is another issue). The success of such a small cache, coupled with the apparent lack of intraprocess locality in many jobs (see Figure  9 ), reconfirms the presence of interprocess spatial locality. Number of 4K buffers in system 
