Introduction
These are the notes of my talk at the conference "Double affine Hecke algebras and algebraic geometry" (MIT, May 18, 2010) . The goal of this talk is to discuss some results and conjectures suggesting that the representation theory of symplectic reflection algebras for wreath products categorifies certain structures in the representation theory for affine Lie algebras.
These conjectures arose from the insight due to R. Bezrukavnikov and A. Okounkov on the link between quantum connections for Hilbert schemes of resolutions of Kleinian singularities and representations of symplectic reflection algebras, and took a much more definite shape after my conversations with I. Losev. At the moment, these notes are in a very preliminary form. Many proofs are just sketched or have missing details. The notes may (and probably do) contain errors, and should be viewed as no more than a basis for further thinking about these things. The plan is that these notes will be improved as I continue thinking about these questions, and as I receive feedback. So any feedback is very welcome! Acknowledgements. I would never have thought of these things without the encouragement and the vision of R. Bezrukavnikov and A. Okounkov. Also, I am very grateful to R. Bezrukavnikov and I. Losev for numerous discussions, without which I would have gotten nowhere. This work was supported by the NSF grant DMS-0854764.
Symplectic reflection algebras and Gan-Ginzburg algebras
2.1. Symplectic reflection algebras for wreath products. Let Γ ⊂ SL 2 (C) be a finite subgroup. For n ≥ 1, let Γ n be the wreath product S n Γ n . Let V = C 2 be the tautological representation of Γ, and (, ) be the symplectic form on V . Let V n = V ⊗ C n the corresponding representation of Γ n . Note that V n has a natural symplectic structure invariant under Γ n .
Let k ∈ C, and c : Γ → C be a conjugation-invariant function. Thus, c = (c 0 , ..., c r ), where c i is the value of c on the i-th conjugacy class C i of Γ (where C 0 = {1}).
For v ∈ V , let v i = (0, ..., v, ..., 0) ∈ V n (where v stands in the ith place), and similarly for γ ∈ Γ let γ i = (1, ..., γ, ..., 1) ∈ Γ n . Let s ij = (ij) ∈ S n . Remark 2.2. 1. H 0,0 (Γ n ) = CΓ n SV n .
2. If Γ = 1, H c,k (Γ n ) is the (semi)universal filtered deformation of H 0,0 (Γ n ).
3. For n = 1, the algebra H c,k (Γ n ) is independent of k; we will denote it by H c (Γ).
4. One has H c,0 (Γ n ) = CS n H c (Γ) ⊗n .
Example 2.3. Let Γ = 1, and c 0 = t. Then we get the algebra H t,k (S n ) which is the quotient of CS n T V n by the relations where {x, y} is the standard basis of V = C 2 (such that (y, x) = 1). This is the rational Cherednik algebra for S n with parameters t, k.
The Gan-Ginzburg algebras.
For any quiver Q, Gan and Ginzburg defined algebras A n,λ,k (Q), parametrized by n ∈ N, k ∈ C, and a complex function λ on the set I of vertices of Q ( [GG] ). We refer the reader to [GG] for the precise definition; let us just note that if n = 1 then this algebra does not depend on k, and is the deformed preprojective algebra Π λ (Q) defined by Crawley-Boevey and Holland ( [CBH] ), and that A n,λ,0 (Q) = CS n Π λ (Q)
⊗n . It turns out that if Q = Q Γ is the affine quiver of ADE type corresponding to Γ via McKay's correspondence, then the algebra A n,λ,k (Q) is Morita equivalent to H c,k (Γ n ) under a certain correspondence between λ and c. Namely, recall that McKay's correspondence provides a labeling of the irreducible characters χ i of Γ by vertices i ∈ I of Q.
Remark 2.5. 1. The inverse transformation to (1) is
In particular, c 0 = i χ i (1)λ(i).
2. If Γ is cyclic, the two algebras are actually isomorphic.
In these notes, we will be interested in representation theory questions for the algebra H c,k (Γ n ). These questions will always be Morita invariant, so they will be equivalent to the same questions about the Gan-Ginzburg algebra A n,λ,k (Q); i.e., it does not matter which algebra to use.
2.3. Affine Lie algebras. It turns out that λ is a more convenient parameter than c. Namely, λ may be interpreted in terms of affine Lie algebras. Before explaining this interpretation, let us review the basics on affine Lie algebras (cf. [K] ).
Let g be the finite dimensional simply laced simple Lie algebra corresponding to the affine Dynkin diagram Q Γ (agreeing that g = 0 for Γ = 1), let h be its Cartan subalgebra, let g = g[t, t −1 ] ⊕ CK be the affinization of g, and let h = h ⊕ CK be the Cartan subalgebra of the affine Lie algebra g. Define the extended affine Lie algebra g = g⊕CD, where [D, b(t)] = tb (t). Its Cartan subalgebra is h = h ⊕ CD. The space h carries a nondegenerate symmetric bilinear form obtained by extending the form on h via (D, D) = 0, (D, h) = 0, (D, K) = 1. This form defines a form on the dual space h * . Let ω i ∈ h * be the fundamental weights of g (so we have ω i (D) = 0), let α i ∈ h * be its simple positive roots, and let δ = χ i (1)α i be the basic imaginary root. Then ω i and δ form a basis of h * . Now we can interpret λ as a weight for g, i.e. λ ∈ h * . Namely,
We will be interested in the "quantum" case c 0 = 0, i.e. when the center of our algebras is trivial. Since the parameters can be simultaneously renormalized, we may assume that c 0 = 1. In terms of λ, this condition is written as (λ, δ) = 1.
Filtrations on
Now fix the parameter c, k and consider the group K 0 (H c,k (Γ n )) (formed by finite projective modules modulo stable equivalence). Since gr(H c,k (Γ n )) = H 0,0 (Γ n ) = CΓ n SV n , by a standard theorem in algebraic K-theory we have a natural isomorphism
where for a finite group G, RepG denotes the category of finite dimensional complex representations of G (this isomorphism sends τ ∈ RepΓ n to the projective
. Also, we see that H c,k (Γ n ) has finite homological dimension, which implies that every finitely generated
Now we would like to define an increasing filtration on
To do so, for any finitely generated H c,k (Γ n )-module M let Ann(M ) denote its annihilator, and consider the corresponding graded ideal gr(Ann(M )) ⊂ CΓ n SV n . Define the annihilator variety AV (M ) to be the zero set of the intersection gr(Ann(M )) ∩ SV n in V n . This is a Γ n -invariant subset, and since gr(Ann (M ) 
Γ is a Poisson ideal, it is a union of strata of the (finite) stratification of V n by stabilizers of points in Γ n . Note that all these strata are symplectic and hence even dimensional. Now for 0 ≤ i ≤ n define F i K 0 (H c,k (Γ n )) to be the span of classes [M ] of modules M such that AV (M ) has dimension at most 2i. By transport of structure using ψ, this gives us a filtration on K 0 (RepΓ n ), which we denote by F c,k
• . Example 3.1. Let n = 1. Then the only nontrivial piece of the filtation F • is F 0 , which is the span of the classes of representations with zero dimensional annihilator variety (i.e., finite dimensional representations). We may assume that Γ = 1, since otherwise there is no finite dimensional representations and the filtration F • is trivial. Let r ≥ 1 be the number of nontrivial conjugacy classes of Γ. Let λ = ω 0 . In this case, simple finite dimensional modules L i are the irreducible nontrivial Γ-modules χ i , i = 1, ..., r, with the zero action of V (see [CBH] ). Let e j be primitive idempotents of the representations χ j , P j = H c (Γ)e j be the corresponding projective modules. We have grP j = SV ⊗ χ j . Consider the Koszul resolution of the CΓ SV -module χ j with the trivial action of V :
Since V ⊗ χ j = ⊕ i−j χ i , this resolution can be written as
Lifting this resolution to the filtered situation, we get the resolution
This means that in the Grothendieck group, we have
and A = (a ij ) is the Cartan matrix of the quiver Q Γ . Thus, we see that F 0 is spanned by j∈I a ij P j for all i ∈ I, i = 0. This implies that F 1 /F 0 = Z ⊕ C Γ , where C Γ is the center of the corresponding simply connected simple Lie group G.
If Γ is a cyclic group, then we can define another filtration on K 0 (RepΓ n ), which we will denote by F • . Namely, in this case H c,k (Γ n ) is a rational Cherednik algebra, and we can define the category O c,k (Γ n ) of finitely generated modules over this algebra which are locally nilpotent under the action of the polynomial subalgebra C[y 1 , ..., y n ] ⊂ H c,k (Γ n ), where x, y is a symplectic basis of V which is also an eigenbasis for Γ. We have a natural isomorphism η :
which sends τ ∈ RepΓ n to the indecomposable projective object P c,k (τ ) covering the simple module L c,k (τ ) with lowest weight τ . Then we can define F i K 0 (O c,k (Γ n )) to be the span of the classes of modules whose support as C[x 1 , ..., x n ]-modules has dimension at most i, and define 
Hence, by BGG duality for the projective objects we have
Thus we see that if χ 1 , χ 2 , ..., χ is the standard basis of RepΓ (where χ is the trivial character), then F 0 K 0 (RepΓ) is the subgroup of rank − 1 spanned by 2χ i − χ i−1 − χ i+1 for i < (where χ 0 should be dropped).
On the other hand, as explained in Example 3.1, we have
where the indexing is understood cyclically. So F 0 K 0 (RepΓ) is the subgroup of rank − 1 spanned by 2χ i − χ i−1 − χ i+1 for i < (where χ 0 should be interpreted as χ ). We see that while the Poincaré polynomials of both filtrations are the same (and equal 1 + ( − 1)t), the filtrations are not quite the same and even are not isomorphic (although they, of course, become isomorphic after tensoring with Q). Indeed, the quotient group for the filtration F • is free (i.e., Z), while for the filtration F • it is not free (namely, it is Z ⊕ Z ).
In a similar manner one checks the coincidence of the Poincaré polynomials for any value of λ (or c) and n = 1; namely, both polynomials are equal to + m(t − 1), where m is the dimension of the span of the roots α of g such that (λ, α) is an integer. This implies that the Poincaré polynomials also coincide for H c,0 (Γ n ) for n > 1.
4. The inner product on finite dimensional modules 4.1. The inner product (, ). It is known (see e.g. [Lo] ) that H c,k (Γ n ) has finitely many irreducible finite dimensional modules. So we can define the finitely generated free abelian group K 0 (H c,k (Γ n ) − mod f ) (where the subscript f denotes finite dimensional modules). We have a natural pairing
where the dimension is taken in the supersense. Note that this makes sense since H c,k has finite homological dimension. Also, the same formula, (M, N ) = dim RHom(M, N ), defines an inner product on
Conjecture 4.1. The inner product (,) is symmetric and positive definite (in particular, nondegenerate).
Conjecture 4.1 would imply
Conjecture 4.2. The natural map
is injective (hence an isomorphism).
Example 4.3. Let n = 1. In this case, from (2) we see that (L i , L j ) = a ij , and Conjecture 4.1 follows. In a similar way, using the results of [CBH] , one can show that Conjecture 4.1 holds for any λ and n = 1. This implies that it holds for H c,0 (Γ n ) for n > 1.
Proposition 4.4. Let Γ be a cyclic group. Then for any
where the subscript O means that Ext is taking in category O.
Proof. Fix a resolution of M by finitely generated free modules over
is the cohomology of the corresponding complex
Let H be the completion of H near 0 as a C[y 1 , ..., y n ]-module,
Then the H-action on M and N extends to a continuous action of the completed algebra H.
Now, since H is a flat H-module, the sequence
is a resolution of M as an H-module. It is thus a projective resolution of M in the pro-completion of category O. Since category O has enough projectives ( [GGOR] ), this resolution is quasiisomorphic to a resolution inside category O. Thus, complex (4) computes Ext
Corollary 4.5. Conjecture 4.1 holds for the case of cyclic Γ (and arbitrary n, c, k).
Proof. Let L i , i = 1, ..., p, be the irreducible modules in O. Let P i be the projective covers of L i , and M i the standard modules. Then by the BGG reciprocity
is given by the formula C = N T N . Thus C −1 is symmetric and positive definite. On the other hand, using
So the Gram matrix of the form (, ) in the basis L i is a diagonal submatrix of the matrix C −1 . This implies Conjecture 4.1.
4.2.
The q-deformed inner product. One can also consider the qdeformation of the inner product (, ):
Conjecture 4.6. If q is not a root of unity, (, ) q is nondegenerate.
Example 4.7. Let Γ = 1, n = 1, λ = ω 0 . Then by (2), the matrix of (, ) q in the basis of simple modules is the q-deformed Cartan matrix A q : (a q ) ii = 1 + q 2 , (a q ) ij = −q if i is connected to j, and zero otherwise. It is well known from the work of Lusztig and Kostant that det(A q ) is a ratio of products of binomials of the form 1 − q l . This implies Conjecture 4.6 in this case. Similarly one handles the case of general λ and the case of H c,0 (Γ n ), n > 1. where m is an integer with |m| ≤ n − 1, α is a root of g, and N ∈ Z ≥0 . Conjecture 5.1 holds for n = 1 (by [CBH] ), and also for any n in the case of cyclic Γ. Indeed, in this case, the simplicity of H c,k is equivalent to the semisimplicity of the corresponding cyclotomic Hecke algebra (due to R. Vale; see [BC] , Theorem 6.6), which is known to be semisimple exactly away from the above hyperplanes.
5.2. The aspherical locus. It is also interesting to consider the aspherical locus. Namely, let e Γn = 1 |Γn| g∈Γn g be the averaging element for Γ n . Then the aspherical locus is the set of (λ, k) such that there exists a nonzero H c,k (Γ n )-module M with e Γn M = 0 (i.e., equivalently, the two-sided ideal generated by e |Gamman in H c,k (Γ n ) is a proper ideal). It is not hard to show that the aspherical locus is a Zariski closed subset of the space of parameters.
Conjecture 5.2. The aspherical locus is the union of the hyperplanes E m,N for 1 ≤ N ≤ m − 1 and the hyperplanes H α,m,N for |m| ≤ n − 1 and
For cyclic Γ, this conjecture is proved in [DG] . It is also easy to prove it for n = 1 (in this case it follows from [CBH] ). Also, for any Γ, n we have Theorem 5.3. The hyperplanes specified in Conjecture 5.2 are contained in the aspherical locus.
Proof. Let us start with the hyperplanes k = −N/m. By [Lo] , it suffices to show that a point on this hyperplane gives rise to an aspherical point for some parabolic subgroup W ⊂ Γ n . Take the parabolic subgroup S n ⊂ Γ n (stabilizer of a point (v, ..., v) , where 0 = v ∈ V ). It is well known that k = −N/m with N, m as in the theorem are aspherical for S n . So we are done in this case.
Consider now the hyperplanes H α,m,N . Since the aspherical locus is Zariski closed, it suffices to show that the generic point of each hyperplane is contained in the aspherical locus. By [Lo] , to this end, it suffices to show that for a generic point of each hyperplane there is a finite dimensional representation of H c,k (Γ q ) which is killed by e q for some q ≤ n. Such a representation was constructed in the paper [EM] . Namely, for a positive real affine rootα along the hyperplane
there is a representation U of H c,k (Γ q ) which, as a Γ q -module, looks like π a,b ⊗ Y ⊗q , where π a,b is the irreducible representation of S q whose Young diagram is a rectangle of width a and height b. The space
It is well known that e q U = 0 if and only if N ≤ b − 1. Also, the hyperplane equation now looks like
The number m = b − a can take values between 1 − n and n − 1, i.e. |m| ≤ n − 1. However, we have a restriction that the area of the rectangle is q:
The larger root of the equation b(b − m) = n with respect to b is 5.3. Aspherical locus and homological dimension. One of the reasons aspherical values are interesting is the following theorem, connecting them to homological dimension. The proof of this theorem was explained to me by R. Bezrukavnikov.
Let V be a finite dimensional symplectic vector space, and G ⊂ Sp(V ) a finite subgroup. Let t ∈ C, c be a conjugation-invariant Cvalued function on the set of symplectic reflections in G, and let H = H t,c (G, V ) be the symplectic reflection algebra attached to G, V, t, c ( [EG] ). Let e = e G be the symmetrizing idempotent of G, and eHe be the corresponding spherical subalgebra.
Theorem 5.4. The algebra eHe has finite homological dimension if and only if HeH = H (in which case eHe is Morita equivalent to H, so its homological dimension is dim V ).
In other words, (t, c) belongs to the aspherical locus if and only if eHe has infinite homological dimension.
The proof of Theorem 5.4 is based on the following general proposition.
Proposition 5.5. Let A be an associative algebra with an idempotent e. Assume that:
(i) A has finite (left) homological dimension; (ii) eAe is a Gorenstein algebra (i.e., its dualizing module is an invertible bimodule), and eA is a Cohen-Macaulay module over eAe of dimension 0; and (iii) the natural map φ : A → End eAe (eA) is an isomorphism. Then eAe has finite homological dimension if and only if AeA = A.
Proof. If AeA = A then the functor N → eN is an equivalence of categories A − mod → eAe − mod (i.e., A and eAe are Morita equivalent), so the homological dimension of eAe equals the homological dimension of A, i.e., is finite (so for this part of the proposition we only need condition (i)). It remains to show that if the homological dimension of eAe is finite then AeA = A. Consider the functor F : eAe − mod → A − mod defined by
We will show that conditions (i) and (ii) imply that the functor F is exact, i.e., eA is a projective eAe-module. Takin into account condition (iii), this means that eA defines a Morita equivalence between eAe and A, so AeA = A, as desired.
To show that F is exact, denote by ω eAe the dualizing module for eAe, and note that by condition (ii), Ext i eAe (eA, ω eAe ) = 0, i > 0, which implies that for any projective eAe-module P , we have Ext i eAe (eA, P ) = 0, i > 0 (as ω eAe is an invertible bimodule, and hence P is a direct summand in some multiple of ω eAe ). Now by induction in m, from the long exact sequence of cohomology it follows that if N has a projective resolution of length m, then Ext
But condition (i) implies that any eHe-module N has a finite projective resolution. Thus, the last equality holds for any eAe-module N , which implies that the functor F is exact. The proposition is proved.
Proof. (of Theorem 5.4) To deduce Theorem 5.4 from Proposition 5.5, it suffices to note that conditions (i)-(iii) of Proposition 5.5 hold for symplectic reflection algebras (see [EG] , Theorem 1.5).
Note that if t = 0 then eHe is commutative, and Theorem 5.4 reduces to the statement that Spec(eHe) is smooth if and only if HeH = H, which is proved in [EG] . Moreover, by localizing H, one obtains a stronger result (also from [EG] ), stating that the smooth and Azumaya loci for H coincide.
More generally, we have the following corollary of Proposition 5.5. Let A be an associative algebra with an idempotent e, such that eAe is a commutative finitely generated Gorenstein algebra, and eA is a finitely generated Cohen-Macaulay eAe-module. Let X = Specm(eAe), let U sm ⊂ X be the smooth locus, and let U Az ⊂ X be the Azumaya locus (namely, the set of points where eA is locally free over eAe).
Corollary 5.6. If A has finite homological dimension and the natural map φ : A → End eAe (eA) is an isomorphism, then U sm = U Az .
This corollary generalizes a result of Tikaradze [T] , who proved, in particular, that U sm = U Az for symplectic reflection algebras in positive characteristic.
6. Relation to the representation theory of affine Lie algebras 6.1. The setup. The conjectural relation of the above questions to representations of affine Lie algebras is based on the well known fact that the graded space ⊕ n≥0 K 0 (RepΓ n ) C has the same Hilbert series as F ⊗r+1 , where F = C[x 1 , x 2 , ...] is the Fock space, and r is the number of nontrivial conjugacy classes in Γ.
Consider the Lie algebra g ⊕ C. It is spanned by elements bt j , b ∈ g, j ∈ Z; a j , j ∈ Z \ 0; the scaling element D; and the central element K. The elements a i commute with bt j , and we have
where (, ) is the invariant inner product on g normalized so that (α, α) = 2 for all roots α.
Let V 0 be the basic representation of g at level 1 (i.e., with highest weight ω 0 ); then V := V 0 ⊗F is an irreducible representation of g ⊕ C, and by the Frenkel-Kac theorem (see [K] ), the space F ⊗r+1 can be viewed as the sum of the weight subspaces of weight ω 0 − nδ in this representation; more precisely, one has
where Q g is the root lattice of g, and for β ∈ Q g , F ⊗r+1 ⊗ e β is the sum of weight subspaces of weight ω 0 − β 2 2 δ + β. So for either of the two filtrations defined in the previous sections there is a vector space isomorphism
, and the problem of finding the Poincare polynomials of the filtrations can be reformulated as the problem of describing the corresponding grading on V[ω 0 − nδ]. Below, we will state a conjecture of what this grading is expected to be.
Fix (λ, k). Define the Lie subalgebra a = a(λ, k) of g ⊕ C generated by the Cartan subalgebra h and 1) a ml , l ∈ Z \ 0, if a singular hyperplane E m,N contains (λ, k); 2) e α+mδ , e −α−mδ for each singular hyperplane H α,m,N containing (λ, k).
Note that this Lie algebra inherits a polarization from g ⊕ C. Also note that it is finite dimensional if and only if k / ∈ Q. The above grading on grK 0 (RepΓ n ) C can conjecturally be described in terms of the decomposition of the representation V into a-isotypic components, in a way described below.
We will say that µ ∈ h * is a dominant integral weight for a if (µ, β) ∈ Z + for any positive root β of a. Denote the set of such weights by P a + . For µ ∈ P a + , let L µ be the corresponding irreducible integrable a-module. It is clear that
Let a ⊂ a be the subalgebra generated by the elements e α+mδ , e −α−mδ for (λ, k) ∈ H α,m,N . Note that it is a Kac-Moody algebra (finite dimensional or affine).
6.2. The main conjecture (the case of irrational k). Suppose first that k is irrational. In this case, the Lie algebra a is a finite dimensional Levi subalgebra of g. Namely, a is generated by h and e α+mαδ = e α t mα for α running through some root subsystem R of the root system R of g.
Our main conjecture in the case of irrational k is the following.
Conjecture 6.1. For either of the filtrations F • and F • , there exists an isomorphism of vector spaces (5) gr
where β ∈ Q g and β 2 /2 ≤ j, so µ 2 = β 2 − 2j is a nonpositive even integer. Thus, the right hand side of (7) vanishes 
. Thus, the right hand side of (7) vanishes if i > n. Therefore, Conjecture 6.1 is valid upon taking the direct sum over i.
In fact, the analysis of Remark 6.2 shows that in the extremal case i = 0 (i.e., µ 2 = 0), if φ : L µ → V is an a-homomorphism and v µ a highest weight vector of L µ , then φ(v µ ) is necessarily an extremal vector of V. The space of such vectors for each weight µ is 1-dimensional. Moreover, any such nonzero vector gives rise to a nonzero homomorphism φ. Indeed, for any simple root γ of a we have (µ + γ) 2 = µ 2 + 2(µ, γ) + γ 2 = 2(µ, γ) + 2 > 0, which implies that µ + γ is not a weight of V, and hence φ(v µ ) is a highest weight vector for a.
Thus, setting i = 0, we obtain from Conjecture 6.1 the following conjecture on the number of finite dimensional representations.
Conjecture 6.3. The number of isomorphism classes of finite dimensional irreducible representations of H c,k (Γ n ) is equal to
Indeed, the above discussion implies that for µ = ω 0 −
Example 6.4. Assume that a = (sl 2 ) . In this case, the point (λ, k) lies on the intersection of the hyperplanes (λ, α i ) + km i + N i = 0, i = 1, ..., , where α i are pairwise orthogonal roots of g, and m i are integers. Let α i = α i + m i δ. Now, µ − ω 0 should be a nonnegative integer linear combination of α i :
Moreover, the weight of the highest weight vector v µ of L µ under the i-th copy of sl 2 is (µ, α i ) = 2a i + m i , so we have |m i | ≤ 2a i + m i , and
Thus, Conjecture 6.3 predicts that the number of finite dimensional representations in this case equals the number of integer solutions (a 1 ..., a ) of equation (6) such that a i ≥ max(0, −m i ). If k is a formal variable and (λ, k) (where λ = λ(k)) is on the above hyperplanes (but not on any other singular hyperplanes), then this statement is in fact true, and can be deduced from the papers [M] and [G] . Let us sketch a proof.
The paper [M] (and by another method, [G] ) constructs an irreducible representation of H c,k (Γ n ) for each solution of equation (6) as above. Indeed, fix such a solution a = (a 1 , ..., a ). By changing signs, we may assume that N i > 0 or that N i = 0 and α i > 0. Let π i be the representation of the symmetric group S a i (a i +m i ) whose Young diagram is a rectangle with a i columns and a i + m i rows. Let Y i be the representations of Γ corresponding to dimension vectors α i + N i δ, and let
).
Then by [M] , [G] , U extends to an H c,k (Γ n )-module, and U a is not isomorphic to U a (even as a Γ n -module) if a = a . Moreover, we claim that
⊗n . Since the roots α i are orthogonal, the category of finite dimensional modules over the algebra CS n H c(0) (Γ) ⊗n is semisimple, so we havē U = ⊕ J j=1Ū j , whereŪ j are simple modules. By [M] , this means that each of the representationsŪ j should have a deformation U j , and
Note that if the roots α i are not orthogonal (i.e., a contains components of rank > 1) then this proof fails (and the conjecture, in general, predicts more representations than constructed in [M] , [G] ). Presumably, the missing representations are constructed by k-deforming reducible but not decomposable representations of H c,0 (Γ n ).
Example 6.5. Suppose n = 1. Let a = a ∩ g. Since the algebra H c,k (Γ 1 ) = H c (Γ) does not depend on k, it follows from the above that dim F 0 = dim F 0 is the semisimple rank of a . Let us show that this agrees with the prediction of Conjecture 6.3 (so Conjectures 6.1 and 6.3 are true in this case). Indeed, if L µ [ω 0 − δ] = 0, we have µ = ω 0 − δ + β, where β is a root of a . Also, for any positive root γ of a we must have (µ, γ) = (β, γ) ≥ 0, which implies that β is the maximal root of a . So dim L µ [ω 0 − δ] is the semisimple rank of a , as desired.
6.3. The case or rational k.
6.4. Integer k. In the case when k is rational, the situation becomes more complicated. First consider the situation when k is an integer. In this case, the situation is similar to the case of irrational k, except that the Kac-Moody Lie algebra a is affine, rather than finite dimensional. More precisely, a = g , where g ⊂ g is the semisimple subalgebra generated by the root elements corresponding to roots α with (λ, α) ∈ Z. Thus, Conjecture 6.1 predicts that
where s is the rank of g .
Theorem 6.6. Conjectures 6.1 and 6.3 hold for k = 0.
Proof. This follows from the fact that H c,0 (Γ n ) = CS n H c (Γ) ⊗n , so the understanding the filtrations F • and F • reduces to the case n = 1.
We expect that the situation is the same for any k ∈ Z, because of the existence of translation functor k → k + 1 defined in [EGGO] . This functor is an equivalence of categories outside of aspherical hyperplanes, and expected to always be a derived equivalence. 6.5. Non-integer k ∈ Q. Now consider the case of rational noninteger k, with denominator m > 1. Then we have a = h + a + H m , where H m is the Heisenberg algebra generated by a mi . In this case, the one-index filtrations and gradings we have considered above can actually be refined to two-index ones. More specifically, it is easy to see that the possible annihilator varieties are the varieties Y p,j ⊂ V n of points with some p (V -valued) coordinates equal to zero and j collections of m other coordinates equal to each other (where p, j ∈ Z + and p + jm ≤ n).
1 Clearly, Y p,j contains Y p+1,j and Y p,j+1 . So we can define F i,j K 0 (RepΓ n ) to be spanned by the classes of the modules M with AV (M ) ⊂ Y n−i−jm,j , and set
A similar definition is made for the filtration F. Namely, we define X p,j ⊂ C n to be the varieties of points with some p coordinates equal to zero and j collections of m of coordinates equal to each other, and define F i,j K 0 (RepΓ n ) to be spanned by classes of modules with support (as a C[x 1 , ..., x n ]-module) contained in X n−i−jm,j . Then we set
. Note that for either of the filtartions,
Now we will formulate a conjectural description of the space gr i,j K 0 . To this end, define the element
Obviously, ∂ m has zero weight, and its eigenvalues are in Z + on every module L µ . We denote by L µ [λ, j] the subspace of V of weight λ and eigenvalue j of ∂ m .
Conjecture 6.7. For either of the filtrations F • and F • , there exists an isomorphism of vector spaces
. Note that this subsumes Conjecture 6.1 (by putting m = ∞). For finite dimensional representations, j must be zero, so we have Conjecture 6.8. The number isomorphism classes of finite dimensional irreducible representations of H c,k (Γ n ) is equal to
Example 6.9. Let Γ = 1. In this case, a = H m , and the Fock space V = F factors as F = F m ⊗ F m , where F m is the Fock space for H m , and F m is the Fock space of the Heisenberg algebra H m generated by a s with s not divisible by m. Also we have µ = ω 0 −iδ for some q ∈ Z + . Thus Conjecture 6.7 predicts that
For the first factor to be nonzero, we need i = n−jm, so the prediction is that gr i,j vanishes unless i = n − jm, in which case it simplifies to
In particular, there is no finite dimensional representations, since one never has i, j = 0 (as i + jm = n). For filtration F, this prediction is in fact a theorem. Namely, first of all, it is clear from [BE] that p = n − i − jm must be zero, since the Weyl algebra has no finite dimensional representations. Also, one has the following much stronger result, proved recently by S. Wilcox.
Assume that k < 0 (the case k > 0 is similar). Let C j be the category of modules over the rational Cherednik algebra H 1,k (S n ) from category O which are supported on X j := X 0,j modulo those supported on X j+1 (for 0 ≤ j ≤ n/m). Let H q (N ) be the finite dimensional Hecke algebra corresponding to the symmetric group S N and parameter q.
Theorem 6.10. (S. Wilcox) The category C j is equivalent to RepS j RepH q (n − jm), where q = e 2πik . In more detail, the irreducible module L k (λ) whose lowest weight is the partition λ of n is supported on X j but not X j+1 if and only if λ = mµ + ν, where µ is a partition of j and ν is an m-regular partition (i.e. each part occurs < m times), and in RepS j RepH q (n − jm) it corresponds to π µ D ν , where π µ is the irreducible representation of S j corresponding to µ, and D ν is the irreducible Dipper-James module corresponding to ν, [DJ] .
Remark 6.11. We note that in the important special case a = g[t
−m ] ⊕ CK should be replaced by g), the decomposition of V 0 as an a -module is completely described in the classical paper [F2] . This decomposition easily yields the decomposition of V as an a-module, which appears in our conjectures.
6.6. Motivation for Conjectures 4.1 and 4.6. Now we are ready to explain the motivation behind Conjectures 4.1 and 4.6. Namely, we expect that the inner product (, ) on finite dimensional modules is obtained by restriction of the Shapovalov form on V to appropriate isotypic components. This would imply Conjecture 4.1, since V is a unitary representation, and the Shapovalov form is positive definite. We also expect that the form (, ) q is obtained by a similar restriction to isotypic components of the Shapovalov form for the quantum analog of V, (i.e. the basic representation V q of the corresponding quantum affine algebra U q ( g ⊕ C)). This would imply Conjecture 4.6, since this form degenerates only at roots of unity. 6.7. Relation to quantum connections. Consider the special case when (λ, k) is a generic point of a singular hyperplane H. In this case, it was conjectured by Bezrukavnikov and Okounkov that the spaces gr i K 0 (RepΓ n ) C should be eigenspaces of the residue C H on the hyperplane H of the quantum connection on the equivariant quantum cohomology of the Hilbert scheme of the minimal resolution of the Kleinian singularity C 2 /Γ (cf. [MO] ). This conjecture agrees with our conjectures (which, in the case of a generic point on a hyperplane, should follow by application of the methods of [Lo] ). Namely, in the case of Γ = 1 and the hyperplane H = E m,N (i.e., k = −N/m), this is explained in [BE] ; the case of general Γ is similar, see [MO] . So let us consider the remaining case H = H α,m,N . In this case, a is the sl 2 -subalgebra corresponding to the root α + mδ, and C H = C α+mδ is the Casimir of this sl 2 -subalgebra. So the conjecture of Bezrukavnikov and Okounkov says that the decomposition into gr i is the decomposition into eigenspaces of the Casimir C α+mδ . But this decomposition is clearly the same as the decomposition into isotypic components for a, which implies that the conjectures agree. More generally, suppose (λ, k) is a generic point of the intersection of several singular hyperplanes. According to the insight of Bezrukavnikov and Okounkov, local monodromy of the quantum connection near (λ, k) should preserve the space gr i (after an appropriate conjugation). One also expects that in the neighborhood of (λ, k) this connection is equivalent to its "purely singular part", i.e. the connection obtained from the full quantum connection by deleting all the regular terms of the Taylor expansion. This agrees with our conjectures, since the residues of the quantum connection on all the singular hyperplanes passing through (λ, k) lie in (a completion of) U (a) and hence preserve the decomposition of V into a-isotypic components.
6.8. Relation to the work of Gordon-Martino and Shan and to level-rank duality. Let Γ = Z ( = r + 1). We will assume for simplicity that (λ, α i ) = 0 for i = 1, ..., − 1 (we expect that the arguments below extend to the general case). 6.8.1. Irrational k. First consider the case when k is irrational. In this case, a construction due to I. Gordon and M. Martino and intependently P. Shan [Sh] gives (under some technical conditions) a (projective) action of gl ∞ of level on
Here by gl ∞ we mean the Lie algebra of infinite matrices with finitely many nonzero diagonals [K] , and the above representation is the -th power of the usual Fock module (with highest weight ω 0 ).
The action of Gordon-Martino and Shan is based on induction and restriction functors for the rational Cherednik algebra H c,k (Γ n ) constructed in [BE] ; in particular, finite dimensional representations are singular vectors (and one should expect that conversely, any singular vector is a linear combination of finite dimensional representations).
So let us find the singular vectors of this action of gl ∞ . To this end, we need to decompose F ⊗ into isotypic components for gl ∞ . For this purpose, consider the product
where for a ∈ Z the vector 1 ⊗ e a is put in degree −a 2 /2. By the boson-fermion correspondence,
where U is the vector representation of gl ∞ , and ∧ ∞ 2 +• denotes the space of semiinfinite wedges (of all degrees). Thus,
By an infinite dimensional analog of the Schur-Weyl duality between gl(U ) and gl(W ) inside ∧(U ⊗ W ) for finite dimensional spaces U and W , this implies that the centralizer of gl ∞ in this representation is the algebra generated by gl acting by degree-preserving transformations. More precisely, we have a decomposition
where ν runs over partitions with at most parts, L ν are the corresponding representations of gl , and F ν * is the irreducible representation of gl ∞ corresponding to the dual partition ν * . Thus, the space of singular vectors is given by the formula 6.8.2. Rational k. Now assume that k is a rational number with denominator m > 1. Then the construction of Gordon-Martino and Shan [Sh] yields an action of gl m of level on ⊕ n K 0 (RepΓ n ) C = F ⊗ , where F is the Fock representation of gl ∞ of highest weight ω 0 restricted to gl m ⊂ gl ∞ . Namely, the action is defined by induction and restriction functors of [BE] . Note that in [Sh] , only the action of sl m is defined, but it can be upgraded to an action of gl m , by adding restriction functors O c,k (Γ n ) → O c,k (Γ n−mj ) (restricting to the locus with j m-tuples of equal coordinates), and induction functors in the opposite direction.
As before, finite dimensional representations are singular vectors for this action, and one should expect that conversely, any singular vector is a linear combination of finite dimensional representations.
So let us find the singular vectors of this action of gl m . To this end, we need to decompose F ⊗ into isotypic components for gl m . For this purpose, as before, consider the space E. The space U considered above now equals C m [t, t −1 ], so the boson-fermion correspondence yields
Thus,
By an affine analog of the Schur-Weyl duality, this implies that the centralizer of gl m in this representation is the algebra generated by sl acting at level m. More precisely, this is an instance of the phenomenon called the level-rank duality (cf. [F1] ). Namely, let P m, +0 be the set of dominant integral weights for sl m at level which are trivial on the center of SL m . (We don't take into account the action of D here, so this is a finite set). Then level-rank duality implies that there is a natural bijection † : P m, +0 ∼ = P ,m +0 , and we have a decomposition
where gl m acts irreducibly in the product of the first and the second components, and sl acts irreducibly on the third component in each summand.
This shows that the space of singular vectors is
Now, the highest weight vector of L ν sits in degree −ν 2 /2, so we get that the number of finite dimensional irreducible representations of
where the first entry in the square brackets is weight under h, and the second one is the degree (noting that the degrees of vectors in L ν are multiples of m). This is exactly the prediction of Conjecture 6.8. 
