Balanced excitation and inhibition contributes to clamping excitability, sparse coding, and dynamic range expansion in many brain circuits. However, it is unknown if the balancing mechanism operates at the level of networks, ensembles or individual projections. We optogenetically stimulated hippocampal CA3 neurons in hundreds of different combinations, and monitored CA1 neuron responses in mouse brain slices. We observed that all input combinations from CA3, from tens of synapses to the order of single synapses, elicited excitation followed by tightly proportional inhibition. CA1 neurons summed these complementary inputs and exhibited gain control in the form of subthreshold divisive normalization (SDN).
Introduction
Excitation and Inhibition (E and I) are normally closely balanced throughout the brain (Anderson et al. 2000; Wehr & Zador 2003a) . EI balance is defined as the invariance in ratio of excitatory and inhibitory inputs to a cell (Okun and Lampl, Scholarpedia) . Clinically, imbalance of excitation and inhibition at the level of networks is linked with several pathologies, including epilepsy, autism spectrum disorders and schizophrenia (Yizhar et al. 2011) .
Computationally, individual neurons integrate incoming excitation and inhibition to perform subtraction, division, and normalization of inputs (Isaacson & Scanziani 2011; Silver 2010 ). This has functional consequences such as preventing runaway excitation, gain control (Chance et al. 2002) , maximizing sensitivity to various stimuli, and attentional modulation (Reynolds & Heeger 2009 ). Strong EI correlations have been seen in several brain regions in response to various stimuli, for instance, series of tones in auditory cortex (Wehr & Zador 2003b; Zhang et al. 2003; Zhou et al. 2014) , whisker stimulation in somatosensory cortex (Wilent & Contreras 2005) , during cortical up states in vitro (Shu et al. 2003) and in vivo (Haider et al. 2006) , during gamma oscillations in vitro and in vivo (Atallah & Scanziani 2009) , and during spontaneous activity (Okun & Lampl 2008) . However, presynaptic origins of balance are not well understood. It remains to be established if this balance results from a single presynaptic population, summation of multiple presynaptic populations, or from complex temporal dynamics of multiple presynaptic layers.
In the context of temporal dynamics and presynaptic origin, two key classifications of EI balance have been theoretically explored: 'loose' vs. 'tight' (Denève & Machens 2016 ) (in the time domain), and 'global' vs. 'detailed' (Vogels & Abbott 2009 ) (in the domain of granularity of input combinations). Neurons in loosely balanced EI networks are balanced only on slow timescales (~100 ms), leading to chaotic dynamics and unreliable spike times (van Vreeswijk & Sompolinsky 1996; Denève & Machens 2016; Shadlen & Newsome 1998) . Conversely, neurons in tightly balanced EI networks receive input balanced at fast (<10 ms) timescales, and have reproducible spike times, making them good temporal coders (Denève & Machens 2016) .
In the domain of granularity of input, there is a distinction between global and detailed balance. Global balance implies that neurons exhibit EI balance on average (for example, responses averaged over sensory inputs), whereas detailed balance implies that all subsets of input neurons elicit balanced responses (Vogels & Abbott 2009 ). Based on the latter, neurons can effectively gate several inputs by reporting I/E ratio imbalances on arbitrary subsets of inputs, constituting an instantaneous information channel (Kremkow et al. 2010; Vogels & Abbott 2009 ). When detailed balance is also temporally tight, it is referred to as precise balance (Hennequin et al. 2017) .
In this study we address two key open questions in the field. First, are synaptic inputs evoked by subsets of a single presynaptic network balanced for excitation and inhibition at the postsynaptic neuron? And second how do excitation and inhibition integrate to encode and communicate information across the synapse? We addressed these questions in vitro, to isolate the hippocampal network from background activity and to precisely control the stimulus. We stimulated channelrhodopsin-2 (ChR2) expressing CA3 neurons with tens to hundreds of optical patterns, and measured responses in CA1. We found that all randomly chosen subsets of CA3 neurons showed tightly coupled excitatory and feedforward inhibitory inputs to CA1 cell, thus, for the first time demonstrating precise balance (Hennequin et al. 2017) in the brain. We further examined the arithmetic form of the integration performed by this tightly balanced feedforward inhibitory network. We found that integration of excitation and feedforward inhibition leads to divisive normalization at subthreshold potentials. Moreover, this novel gain control operation leads to encoding of input information in both amplitude and timing of the response.
Results

Patterned optical stimuli in CA3 elicit subthreshold responses in CA1
To provide a wide range of non-overlapping stimuli, we performed patterned optical stimulation at channelrhodopsin-2 (ChR2) expressing CA3 neurons in acute hippocampal slices.
We used CA3-cre mice to achieve CA3-specific localization of ChR2 upon injection of a Lox-ChR2 virus (Fig. 1a, methods) . We used a DMD projector to generate spatiotemporal stimulus patterns in the form of a grid of several 16um x 16um squares, each approximating the size of a CA3 soma (Ishizuka et al. 1995) (Fig. 1d, Supplementary Fig. 1 ). The stimulus grid was centered at the CA3 cell body layer, and extended to the dendritic layer ( Fig. 1a) . Each stimulus pattern consisted of 1 to 9 such randomly chosen grid squares, presented at an inter-stimulus interval of 3 seconds ( Fig. 1a, 1d, Methods) . Several such stimulus patterns with a given number of input squares were randomly chosen from the grid to constitute a stimulus set. A stimulus epoch typically consisted of 3 successive repeats of a stimulus set. We first characterized how CA3 responded to the grid stimulation ( Fig. 1b,e,f,g) . We confirmed that CA3 neurons fired reliably with a <2ms jitter, calculated as the standard deviation of the time of first spike ( Fig. 1f ) (n= 9, inputs=55, median= 0.43 ms). No desensitization occurred within a stimulus epoch, with the probability of spiking within an epoch remaining constant between the 3 repeats ( Fig. 1g) (n = 7, number of stimulus epochs = 24). Thus, we could stimulate CA3 with hundreds of distinct optical stimuli in each experiment.
Next, we recorded postsynaptic potentials (PSPs) evoked at patched CA1 neurons by optically stimulating CA3 cells ( Fig. 1c,h,i,j) . A wide range of stimulus positions in CA3 excited the CA1 neurons ( Fig. 1c) . Most stimuli elicited subthreshold responses. Action potentials occurred in only 0.98% of trials in which stimuli ranged from 1 to 9 squares (18,668 trials, from 38 cells). This helped rule out any significant contribution of CA1 feedback interneurons for all our experiments. Responses to the same stimulus were consistent (84.74% responses showed less than 0.5 variance by mean (695 responses, 3 repeats each, n = 28) ( Fig. 1i) . Notably, the distribution of all 1 square responses had a mode at 0.25 mV, which is close to previous reports of a 0.2 mV somatic response of single synapses in CA1 neurons (Magee & Cook 2000) (8845 responses, n = 38) ( Fig. 1j ).
Figure 1: Patterned optical stimulation
(a) Top, schematic of the CA3-CA1 circuit with direct excitation and feed-forward inhibition from CA3 to CA1. Bottom, image of a hippocampus slice expressing ChR2-tdTomato (red) in CA3 in a Cre-dependent manner. In a typical experiment, the optical stimulation grid was centered at the CA3 cell body layer and CA1 neurons were patched.
(b) Heat map of CA3 neuron responses with 1 grid square active at a time. A CA3 neuron was patched and optically stimulated, in random temporal order, on the grid locations marked with a dark boundary.
There were 24 such 1 square stimuli in the stimulus set. This cell spiked in response to 5 of the squares (with numbers inside), which were presumably closest to the cell body. Numbers in grid squares represent the count of trials (out of a total of 4 trials) in which a spike occurred. Color in grid squares represents peak subthreshold membrane potential change from baseline, averaged over trials when a spike did not occur.
(c) Heat map of CA1 responses while CA3 neurons were being stimulated by optical grid with 1 square active at a time. Colormap represents the peak subthreshold membrane potential, averaged over 3 repeats.
(d) Schematic of patterned optical stimuli used for stimulating CA3. Examples of input combinations of Nsquare stimuli (in columns), where N could be 1, 2, 3, 5, 7 or 9 (in rows).
(e) Spikes in response to 4 repeats for the square marked with a red circle, in b. Spike times are marked with a black tick, showing variability in peak times due to optical stimulation. Blue trace at the bottom marks the stimulus duration, as measured by a photodiode.
(f) Distribution of jitter in spike timing (SD) for all squares for all CA3 cells (n=9). 
Excitation and inhibition are tightly balanced for all arbitrarily chosen inputs to a cell
To examine the relationship between excitation and inhibition, we clamped CA1 neurons close to inhibitory (-70 mV) and excitatory (0 mV) reversal potentials. Restriction of ChR2 to CA3 pyramidal cells ensured that the recorded inhibition was purely feedforward and disynaptic.
We first presented 5 different patterns of 5 squares each, at both of these potentials and recorded Excitatory and Inhibitory Post Synaptic Currents (EPSCs and IPSCs). We found strong proportionality between excitation and inhibition for every stimulus pattern ( Fig. 2a ). This suggested that even randomly chosen inputs from the CA3 may be balanced at CA1.
Repetitions of the same pattern gave consistent responses, but different patterns gave different responses ( Fig. 2a ). This indicated that the optically-driven stimuli were able to reliably activate different subsets of synaptic inputs on the target neuron. Next, we asked, in what range of input strengths does random input yield balance? We presented 5 different patterns with 1, 2, 3, 5, 7 or 9 square combinations at both potentials. Surprisingly, all stimuli elicited proportional excitatory and inhibitory response, irrespective of response amplitude (Fig. 2b, c) (n =13, mean R 2 = 0.89+/-0.06 SD). Given that the mode of single-square responses was ~0.25 mV, close to single synapse PSP estimates (Magee & Cook 2000) (Fig. 1j) , we estimate that the granularity of the balance may be of the order of a single synapse. The slope of the regression line through all stimulus-averaged responses for a cell was used to calculate the Inhibition/Excitation (I/E) ratio for the cell. This proportionality factor was typically between 2 and 5 ( Fig. 2f) . The high R 2 values for all cells show tight proportionality for all stimuli (Fig. 2g) . The proportionality and R 2 also remained roughly the same for increasing numbers of spots, again showing that they were not affected by the number of stimulus squares presented ( Fig. 2d,e ). Overall, we found a stimulus-invariant proportionality of excitation and inhibition for any randomly selected input, over a large stimulus range, suggesting that there is detailed balance (Vogels & Abbott 2009 ) in the CA3-CA1 circuit. Since balanced inhibition followed excitation at millisecond timescale, the CA3-CA1 feedforward circuit exhibited precise (both detailed and tight) balance (Hennequin et al. 2017 ). (g) Summary for all cells of R 2 values of linear regression fits through all points. Note that 12 out of 13 cells had R 2 greater than 0.8, implying strong proportionality.
Combinatorial CA3-CA1 network inputs sum sublinearly
We next asked how these proportional excitatory and inhibitory inputs summed at CA1 neurons, close to resting potential. Based on anatomical studies, CA3 projections are likely to arrive in a distributed manner over a wide region of the dendritic tree of CA1 pyramidal neuron (Ishizuka et al. 1990) (Fig. 3a) . While pairwise summation at CA1 has been shown to be largely linear in absence of inhibition (Cash & Yuste 1999) , the degree of heterogeneity of summation in response to distributed excitatory and inhibitory synaptic inputs is not well understood (Gasparini 2006) . To avoid biases that may arise from a single response measure during input integration (Poirazi et al. 2003) , we examined PSPs using four different measures ( Fig. 3c) . These were peak amplitude, area under curve (AUC), average membrane potential and area under curve till peak ( Fig. 3c) .
We looked at input integration by presenting stimulus sets of 2, 3, 5, 7, or 9 input squares to a given cell, with each stimulus set ranging from 24 to 225 combinations of inputs.
We also recorded the responses to all squares of the grid individually (1 square input). The observed response for a given square combination was plotted against the linear sum of responses of the individual squares constituting that combination ( Fig. 3b, d ). If the summation were perfectly linear, then a multi-square combination of inputs would elicit the same response as the sum of the responses to the individual squares (dotted line, Fig. 3d ). Figure 3e shows responses of a single cell stimulated with 126 distinct 5-square combinations. The 'observed' response was sublinear as compared to the 'expected' summed response, for most stimuli (Fig.   3e ). For all the four measures in 3c, CA3 inputs summed sublinearly at CA1 (Fig. 3e) . The sublinear summation suggested that inhibition divisively scales excitation, which was intuitive, given that excitation and inhibition were proportional for all stimuli. For all responses measured over all cells, 93.35% responses were individually sublinear, with distribution having mean 0.57± 0.31 (SD) (Fig. 3f) . The slope of the regression line, which indicated the extent of sublinearity, varied between cells, with mean 0.38 ± 0.22 (SD) (n = 33) ( Fig. 3g) .
Thus, we found that the CA3-CA1 network exhibits sublinear summation over a large number of inputs. (c) A PSP trace marked with the 5 measures used for further calculations. PSP peak, PSP area, area to peak, mean voltage and time to peak are indicated. The first 4 are used for the 4 plots in e. the regression line and the slope of the line is the scaling factor for the responses for that cell. For peak (mV), area (mV.ms), average (mV), and area to peak (mV.ms); slope = 0.27, 0.23, 0.23, 0.18; R 2 0.57, 0.46, 0.46, 0.26 respectively. The responses to AUC and average are similar because of the similarity in the nature of the measure.
(f) Distribution of all responses for all 5-square stimuli (mean = 0.57, SD = 0.31), from all recorded cells pooled. 93.35% responses to 5-square stimuli were sublinear (2513 PSPs, n = 33).
(g) Distribution of slopes for 5-square stimuli (mean = 0.38, SD = 0.22). Regression lines for all cells show that all cells display sublinear (<1 slope) summation (n = 33).
CA3-CA1 network performs Subthreshold Divisive Normalization (SDN)
We then tested how the sublinearity scaled with a larger range of inputs. Inhibition has previously been shown to perform arithmetic operations like subtraction, division, and normalization (Carandini & Heeger 2012) . We created a composite model to fit and test for three possibilities of E-I integration: subtractive inhibition, divisive inhibition, and divisive normalization (Eqn. 1). Here alpha (α) can be thought to be subtractive inhibition parameter, beta (β) as the divisive inhibition parameter, and gamma (γ) the normalization parameter ( Fig. 4a ).
Using the framework of Eqn. 1, we asked what computation was performed at the CA3-CA1 network. We noted that nonlinear functions can be observed better with a large range of inputs (Poirazi et al. 2003 ) and therefore increased our stimulus range ( Supplementary Fig   5,6) . We presented many combinations of 2, 3, 5, 7 or 9 square stimuli to individual neurons ( Fig. 4b) . We selected cells with at least 50 input combinations, and pooled responses from all stimuli to a cell. Then, we fit equation 1 to them (Fig. 4b) . From visual inspection, the subtractive inhibition model, = − (fixing β, γ=0) was a bad fit, since intercepts ( ) were close to 0 ( Fig. 4a) .
By fixing γ and α to 0 in Eqn. 1, we got Divisive Inhibition (DI) model:
Similarly, β was fixed to 1 and α to 0 to get Divisive Normalization (DN) model:
In this form, decrease in γ implies increase in normalization ( Fig. 4a) . We used leastsquares polynomial regression to fit DI and DN models to our data. The goodness of fit for all cells was tested by comparing BIC (Bayesian Information Criterion) ( Fig. 4c) and reduced chisquares of the models (Supplementary Fig 7, Methods) . DN (α = 0, β = 1) was better than DI (α = 0, γ = 0) model in explaining the data (BIC: Two-tailed paired t-test, P< 0.00005, reduced chi-square: Two-tailed paired t-test, P< 0.00005, n = 32 cells).
The normalizing behavior can be clearly seen in Figure 4b , where the response evoked by 5 mV expected and 15 mV expected is very similar. Thus, evoked responses do not scale linearly with increasing inputs. This is how subthreshold divisive normalization can allow a large range of inputs to be integrated before reaching spike threshold. Thus we observed Subthreshold Divisive Normalization (SDN) as an outcome of integration of precisely balance in the CA3-CA1 network. 
CA3 feedforward inhibition is necessary for subthreshold divisive normalization
We next tested our proposed inhibitory mechanism for the observed SDN by repeating the above experiment with inhibition blocked. We expected that SDN would be lost and linearity would be reinstated upon blocking inhibition.
We recorded from CA1 neurons with our array of optical stimuli (Fig. 5a) , then applied
GABAzine to the bath and repeated the stimulus array ( Fig. 5b) . We found that when inhibition was blocked, summation approached linearity (Fig. 5b, c) . We compared the scaling parameter γ of the divisive normalization model fit, for the above two conditions. The values of γ were larger with inhibition blocked, indicative of approach to linearity (Wilcoxon rank-sum test, P<0.05, n = 8) (Fig. 5c ). The cells with inhibition blocked showed residual sublinearity at high stimulus levels. Residual sublinearity in similar condition has been previously attributed to IA conductance in CA1 neurons (Cash & Yuste 1999) . Thus, we confirmed that blocking inhibition reduced sublinearity, attenuating SDN. (d) Excitation versus derived inhibition for all points for the cell shown in a (area under the curve) (Slope = 0.97, r-square = 0.93, x-intercept = 3.75e-5 mV.ms). Proportionality was seen for all responses at resting membrane potential. 'Derived inhibition' was calculated by subtracting control PSP from the excitatory (GABAzine) PSP for each stimulus combination.
(e,f) R 2 (median = 0.8) and slope values (median = 0.7) for all cells (n = 8), showing tight EI proportionality, and slightly more excitation than inhibition at resting membrane potentials.
Detailed balance is also seen at resting membrane potential
We next compared responses to identical patterns before and after GABAzine application. For a given cell, for each pattern, we subtracted the initial control response from the corresponding response in presence of GABAzine. This gave us the inhibitory component or 'derived inhibition' for each stimulus pattern (Fig. 5d, inset) . We found that all stimuli to a cell evoked proportional excitation and inhibition even when recorded at resting potential (Fig. 5d) .
Over the population, the median slope of the proportionality line was around 0.7, indicating that the EI balance was slightly tilted towards higher excitation than inhibition (Fig 5f) . Overall, we saw detailed balance in evoked excitatory and inhibitory synaptic potentials for >100 combinations per neuron.
Inhibitory onset delay links tight balance, divisive normalization, and response timing
We made a single compartment conductance model (Fig. 6b, Eqn . 5) to analyze the mechanism of SDN. We fit a function of difference of exponentials (Methods) to our voltage clamp data to extract the peak amplitudes and kinetics of excitation and inhibition currents (Methods, Fig. 6a ). We used these and other parameters from literature (Supplementary We observed that EI balance with constant EI delay is consistent with the divisive inhibition model (Fig. 6c) . Divisive normalization implies progressively smaller changes in membrane voltage amplitude with increase in excitatory input. This would require a non-linear increase in inhibition with increase in excitation. However, this is contradictory to the observation of balanced excitation and inhibition for every input. We surmised that without changing EI balance, SDN should result if the inhibitory onset delays were an inverse function of the excitation (Fig. 6e, Eqn. 4) . Hence, we simulated the model with different values of inhibitory delay ( ℎ ) as a function of the excitation.
Here is the minimum synaptic delay between excitation and inhibition, k sets the steepness of the delay change with excitation, and m determines the maximum synaptic delay.
Here we kept = 2 ms, k = 2 /nS, and m = 13 ms (Fig 6e) .In Fig. 6d , we show that SDN emerged when we incorporated delays changing as a function of the total excitatory input to the model neuron.
We then tested this model prediction. From the EPSC and IPSC fits (Methods), we extracted excitatory and inhibitory onsets, and subtracted the average inhibitory onsets from average excitatory onsets to get delays ( ℎ ) for each stimulus combination. We saw that ℎ was indeed an inverse function of total excitation (Fig. 6e, f) . Notably, the relationship of delay with conductance with data from all cells pooled, seems to be a single inverse function, and might be a network property (Figure 6g) . Similar relationships between EI latency and strength have been seen in other brain regions (Heiss et al. 2008 ).This input dependent change in inhibitory delay could be attributed to quicker firing of interneurons with larger excitatory inputs. Apart from the variability due to release probability, some variance around the mean for delay in our dataset could be attributed to the jitter in CA3 response time due to optical stimulation. Thus with this mechanism, inhibition follows excitation in an input amplitude dependent manner at the millisecond timescale. Thus, inhibition clamps down the rising EPSP, resulting in saturation of PSP amplitude when excitation is increased (Fig. 6d, 8) .
We then examined the sensitivity of SDN to proportionality, and delay between excitation and inhibition. To test if balance and predicted inhibitory delay relationship are required for SDN, we shuffled the balanced ℎ in relation with , and separately shuffled the relationship of ℎ and . In both cases, SDN was strongly attenuated, implying that both EI balance and inverse scaling of inhibitory delay were necessary for SDN ( Fig. 6j, k) .
Thus our analysis of a conductance model suggests that SDN could be a general property of balanced feedforward networks, due to two characteristic features: EI balance and inhibitory kinetics. Each of these variables may be subject to modulation or network tuning to attain different amounts of normalization (Fig. 6h ). (c) PSP peak amplitude with both excitatory and balanced inhibitory inputs is plotted against the EPSP peak amplitude with only excitatory input. Model showed divisive inhibition for I/E proportionality ranging from 0 to 5 when the inhibitory delay was kept constant. Different colours show I/E ratios (P). (j,k) Divisive normalization is sensitive to I/E ratio (j), and inhibitory delay (k). SDN is lost when the relationship between and ℎ is permuted or relationship between and is permuted.
Stimulus information is encoded both in amplitude and time
What does SDN mean for information transmission in balanced networks? While SDN allowed the cell to integrate a large range of inputs before reaching spiking threshold, it also resulted in saturation of PSP peaks at larger inputs (Fig. 4c ). This implied that information about the input was partially 'lost' from the PSP amplitude. However, we observed that due to the decreasing EI delay ( ℎ ) with increasing excitation ( ) (Fig. 6e) , PSP times to peak became shorter, preserving some information about the input in time (Fig 7a, c, Fig. 8) . In contrast, while the peak amplitudes seen with GABAzine predicted the input more reliably, peak times of EPSPs did not change much with input ( Fig. 7b,d) . Thus, PSP peak time may carry additional information about stimulus strength, when EI balance is maintained.
We quantified this using an information theoretical framework (Shannon 1948) .We took linear sum of peak PSP amplitudes due to 1 square input (Expected sum), as a proxy for the input strength. We then calculated the mutual information between Expected sum and peak PSP amplitudes due to the corresponding N-squares, and between Expected sum and PSP peak timing (Methods). Using this, we asked, how is the information about the input divided between PSP peak amplitude and timing? We found that peak timing had more information when inhibition was present than when it was blocked (GABAzine), and peak amplitude had more information when inhibition was blocked (Fig. 7f) . The total mutual information of both peak amplitude and peak timing with expected sum was slightly lesser in the presence of inhibition (Control) than in its absence (GABAzine), but this difference was statistically not significant ( Fig. 7e) (Wilcoxon Rank sum test (< 0.05), P = 0.4, n = 7).Further, we asked, how much new information is gained with the knowledge of peak timing, when the peak amplitude is already known? We found that in the presence of inhibition, peak amplitude carried only a part of the total information about the input, and further knowledge of peak time substantially increased the total information. In contrast, in the absence of inhibition, peak amplitude carried most of the information about input, and there was very little gain in information with the knowledge of peak times (Fig. 7f) (Wilcoxon Rank sum test (< 0.05), n = 7).
Overall, these results suggest that with inhibition intact, input information is shared between amplitude and time, and knowledge of peak time and amplitude together contains more information about input than either of them alone. (e) Total mutual information of peak amplitude and peak timing with expected sum is not significantly different between Control and GABAzine case (Wilcoxon Rank sum test (< 0.05), P = 0.4, n = 7).
(f) Normalized mutual information between Expected Vm and peak time, Expected Vm and peak amplitude, and conditional mutual information between Expected Vm and peak time, given the knowledge of peak amplitude. Normalized information was calculated by dividing mutual information by total information (e) for each cell. Black is control and red GABAzine (n = 7). Peak times carry more information in the presence of inhibition, and peak amplitudes carry more information in the absence of inhibition. There is higher gain in information about the input with timing if the inhibition is kept intact 
Discussion
We have described biophysical features of a gain and timing control mechanism operating at individual neurons in precisely balanced feedforward circuits. We optically stimulated CA3 with a large number of stimulus combinations, and observed precise balance between excitation and inhibition at individual CA1 neurons for every input combination.
Stronger stimuli from CA3 led to proportional increase in excitatory and inhibitory amplitudes at CA1, and a decrease in the delay with which inhibition arrived. Consequently, larger inputs led to progressively smaller changes in membrane potential, which we term subthreshold divisive normalization (SDN). SDN thus expands the dynamic range of individual neurons. This reduction in inhibitory delay with stronger inputs contributes to a division of input strength coding between PSP amplitude and PSP timing, and could be an important way of modulating CA1 spike-timing.
Precise balance in the hippocampus
We found that most arbitrary subsets of synaptic inputs from CA3 to a given CA1 neuron were balanced (Fig. 2, 5d ) and inhibition followed excitation at millisecond timescales (Fig 6f) .
Using optogenetic, as opposed to electrical stimulation, we ensured that only CA3 pyramidal neurons were excited, and contributed to feedforward inhibition. Our findings demonstrate that EI balance is maintained by arbitrary combinations of neurons in the presynaptic network, despite the reduced nature of the slice preparation, with no intrinsic network dynamics. This reveals exceptional structure in the connectivity of the network. How this balance is attained remains to be shown, with the exception of the auditory cortex, where detailed balance has been shown to emerge using an inhibitory plasticity rule (Vogels et al. 2011; D'amour & Froemke 2015) . Given that balance needs to be actively maintained (Xue et al. 2014; D'amour & Froemke 2015) , we suspect that similar plasticity rules (Hennequin et al. 2017 ) might also exist in the hippocampus. Moreover, the change in inhibitory delay with increasing excitatory input may have interesting consequences for the inhibitory plasticity rule suggested theoretically (Vogels et al. 2011) .
Subthreshold divisive normalization: a novel gain control mechanism
We propose a new form of gain control, which operates at the subthreshold level.
Subthreshold divisive normalization (SDN) is a mechanism by which balanced neuronal networks control the gain of summation of synaptic input at single neuron level. SDN allows for the expansion of the dynamic range of inputs that a neuron can accommodate before reaching spike threshold. This is particularly useful for temporally coding, sparse spiking neurons like CA1 (Ahmed & Mehta 2009 ). Our study was uniquely able to observe SDN because of the large range of inputs possible in our experiments. A narrow range of inputs, similar to what has been used earlier for pairwise summation experiments, is not well suited to characterizing summation nonlinearities, and this limitation has been pointed out by computational analyses (Poirazi et al. 2003 ).
So far, divisive normalization (DN) has only been observed for firing rates of neurons (Carandini & Heeger 2012) . Moreover, while most experimental observations have been explained by the phenomenological divisive normalization equation, the mechanistic basis for normalization has been unclear. Our observations, made in the subthreshold regime, provide a clear biophysical model of how balanced excitatory and inhibitory synaptic inputs interact to produce divisive normalization. A major implication of SDN is that the gain of every input is normalized independently at synaptic (millisecond) timescales. As opposed to this, timescales of gain change in DN are averaged over longer periods, over which rates change.
Gain in firing rate based divisive normalization can be modulated by an independent 'modulator channel' (Sherman & Guillery 1998 ) such as sensory background or background synaptic input (Carandini & Heeger 2012) . In SDN, normalization would be entirely local to the affected synapses. Theoretically, altering the parameter γ changes the summation gain (Eqn. 1,   Fig. 4a ). γ can be controlled by the following two biophysical quantities: I/E ratio (Fig. 6d,h shows how the I/E ratio affects SDN); and the recruitment kinetics of the interneurons (k) (Eqn. Fig 6h) . I/E proportionality can be changed by neuromodulation (Froemke 2015; Froemke et al. 2007) , by short term plasticity mechanisms (Klyachko et al. 2006; Bartley & Dobrunz 2015; Tsodyks & Markram 1997) or by disinhibition (Basu et al. 2016) . Interneuron recruitment based changes have also been shown to exist in thalamocortical neurons (Gabernet et al. 2005) . Thus, processes which independently change these quantities could in principle affect the dynamics of single neuron gain (Fig 6h) .
2,
A previous model of hippocampal gain control (Pouille et al. 2009 ) has suggested that CA1 input gain, unchanged at individual neurons, is controlled at the population level, by heterogeneous excitation and homogeneous inhibition. It implied that different cells differently reach spiking threshold because of different amounts of incoming EPSCs, even though the IPSCs were common between different cells. However, our results show that gain change occurs and can be modulated even at individual neurons in the subthreshold domain. Signals which modulate I/E proportionality and/or interneuron kinetics could modulate the gain of individual neurons, and also consequently the entire population. This two-step gain control implied that the dynamic range of the population may be higher than previously estimated.
The ability to alter the gain of individual neurons can be particularly relevant in case of place cell formation. CA1 cells can be categorized into silent and place cells, on the basis of reliable activity at specific spatial locations (Thompson & Best 1989) . Previous work has shown higher subthreshold depolarization for place cells in novel environments than for silent cells (Epsztein et al. 2011; Cohen et al. 2017) . Changing I/E ratio of a neuron could modulate its subthreshold depolarization, and could be a putative mechanism to convert silent to place cells.
Temporal coding and SDN
In several EI networks in the brain, inhibition is known to suppress excitation after a short time delay, leaving a "window of opportunity" for spiking to occur (Pouille & Scanziani 2001; Higley & Contreras 2006; Wehr & Zador 2003b) . We have shown that balanced inhibitory input arrives with a delay modulated by the excitatory input. This helps encode the input information in both amplitude and timing of the PSP, thus partially decoupling spiking probability from spike timing. In other words, large inputs can be represented with fewer spikes, while conserving input information in spike timing, when naively it would seem that increasing the number of spikes might be the way to represent increasing input. Similar dual encoding has been observed in literature (Panzeri et al. 2001) . Specifically, in CA1 cells, theta phase precession is a phenomenon wherein precise timing of the first spike within a theta cycle refines spatial information of place field greater than the firing rate alone (Jensen & Lisman 2000) .
Notably, since SDN changes the "window of opportunity" in an excitation dependent manner, the neuron can transition from temporal integration mode at small input amplitudes to coincidence detection at large input amplitudes (Gabernet et al. 2005; Higley & Contreras 2006; Wehr & Zador 2003b) . This dynamic regulation of the time window could also be relevant for temporal gating of input signals (Kremkow et al. 2010; Bruno 2011) . Mechanisms that alter I/E ratio or interneuron kinetics could in turn modulate the amplitude and timing gates independently. This temporal gating, combined with the amplitude gating by detailed balance (Vogels & Abbott 2009 ) could be a powerful mechanism for gating signals (Kremkow et al. 2010) in the hippocampus.
Gain modulation by SDN has two main requirementsprecise balance and delay relationship (Fig. 6e) .
Given that feedforward precise balance may exist in the cortex, and delay change is simply a property of a feedforward networks, SDN might be a general mechanism of subthreshold gain control in cortical circuits. In conclusion, precise feedforward balance is an elegant circuit property that can control gain, timing and gating at individual neurons in neural circuits. Laboratories. The animals were housed in a temperature controlled environment with a 14-h light: 10h dark cycle, with ad libitum food and water. 
Methods
Animals
Virus injections
Data Acquisition
Recordings were acquired on a HEKA EPC10 double plus amplifier (HEKA Electronik, Germany) and filtered 2.9 kHz and digitized at 20 kHz. All analysis was done using custom written software in Python 2.7.12 and MatlabR2012b. 
Optical stimulation setup
Patterned optical stimulation
Processing 2 was used for generating optical patterns. All stimuli were 16 micron squares sub sampled from a grid. 16 micron was chosen since it is close to the size of a CA3 soma. The light intensity and square size were standardized to elicit typically 1 spike per cell per stimulus. The number of spikes varied to some extent based on the expression of ChR2, which varied from cell to cell. A single trial consisted of a 10-15ms stimulus and inter-trial interval of3 sec. The switching of spots from one trial to next prevented desensitization of ChR2 over successive trials (Fig. 1g) .
For a patched CA1 cell, the number of connected CA3 neurons stimulated per spot is estimated to be in the range of 1 to a maximum of 50 for responses ranging from 0 to 2mV.
These calculations were done assuming a contribution of 0.2mV per synapse (Magee & Cook 2000) and release probability of ~0.2 (Murthy et al. 1997 ). This number includes responses from passing axons, which could also get stimulated in our preparation.
We did not observe any significant cross stimulation of CA1 cells. CA1 cells were patched and the objective was shifted to the CA3 region of the slice, where the optical patterns were then projected. CA1s showed no response to optical stimulation because of (i) restriction of ChR2 to CA3 cells, (ii) physical shifting of the objective away from CA1 also made sure that any leaky expression, if present, did not elicit responses.
We used the following stimulus grids: 24 square circular sparse grid (Figure 1 ) (16 cells), 112 point dense circular grid (4 cells), 13x13 dense grid (9 cells), 15x15 dense grid (10 cells).
All squares from a grid were presented individually (in random order) and in a stimulus setrandomly chosen combinations of 2, 3, 5, 7, or 9, with 2 or 3 repeats of each combination. The order of presentation of a given N square combination was randomized from cell to cell.
Data Analysis:
Data analysis was done using Python, numpy, scipy, matplotlib and other free libraries.
All analysis code is available as a free library at (https://github.com/sahilm89/linearity).
Pre-processing
PSPs and PSCs were filtered using a low pass Bessel filter at 2 kHz, and baseline normalized using 100 ms before the optical stimulation time as the baseline period. Period of interest was marked as 100 ms from the beginning of optical stimulation, as it was the typical timescales of PSPs. Timing of optical stimulation was determined using timestamp from a photodiode responding to the light from the projector. Trials were flagged if the PSP in the interest period were indistinguishable from baseline period due to high noise, using a 2 sample KS test (p-value < 0.05). Similarly, action potentials in the interest period were flagged and not analyzed, unless specifically mentioned.
Feature extraction
A total of 4 measures were used for analyzing PSPs and PSCs (Fig. 3c) . These were mean, area under the curve, average and area to peak. This was done to be able to catch differences in integration at different timescales, as suggested by Poirazi et al., (Poirazi et al. 2003 Fig 7) and Bayesian Information Criterion (Fig 4c) were used to evaluate the goodness of fits of these models to experimental data.
Single compartment model
A single compartment conductance based model was created in Python using sympy and numpy. The model consisted of leak, excitatory and inhibitory synaptic conductances (Eqn .5, Fig 6b. ) to model the subthreshold responses by the CA1 neurons.
The parameters used for the model were taken directly from data, or literature ( Supplementary Table1) . The synaptic conductances ( ), and ℎ ( ) were modeled as difference of exponentials (Eqn. 6 and 7): 
For the divisive normalization case, the inhibitory delays ( ℎ ) were modeled to be an inverse function of ( ) (Eqn. 4) . In other cases, they were assumed to be constant and values were taken from Supplementary Table 1 .
Fitting data
Voltage clamp data was fit to a difference of exponential functions (Eqn.8, Supplementary Fig 9) by a non-linear least squares minimization algorithm using lmfit, a freely available curve fitting library for Python. Using this, we obtained amplitudes ( ), time course ( , ) and onset delay from stimulus ( ) for both excitatory and inhibitory currents.
We then calculated inhibitory onset delay ( ℎ ) by subtracting onset delayof excitatory from inhibitory traces. 
Mutual Information calculation
Mutual information was calculated by the histogram method. The calculated linear sum from one square PSP peak amplitude responses, measured N-square peak amplitudes and time were binned with equal number of bins. The bins were calculated using Sturges' Rule. Bin frequencies were divided by the total number of responses to get the probability of occurrence ( ) of each bin. Mutual Information was then calculated for all pairs of combinations between linear sum, peak amplitude and time using Eqn. 9 and 10.
( , ) = ( ) + ( ) − ( , )
Where Shannon's entropy ( ) for a variable , is given as:
Further, conditional mutual Information was calculated to measure gain in information about input (linear sum) by knowledge of peak timing when peak amplitude is already known. It was calculated using Equation 11.
( ; | ) = ( , ) + ( , ) − ( , , ) − ( )
Normalized mutual information was calculated by dividing mutual information between pairs of variables by the total information between all three variables (Equation 12).
( ; , ) = ( ) + ( , ) − ( , , )
