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We empirically investigate the impact of Information Technology (IT) investment in 
supplier industries to downstream industries’ value added, namely the effects of IT 
spillover. There are two effects of IT spillover, which are direct effect and indirect effect. 
We model the IT spillover through aggregating suppliers’ IT capital stock weighted by 
the inter-transaction volume. Using data of 74 U.S. manufacturing industries in four-digit 
NAICS code level, we find the general positive direct effect of IT hardware spillover and 
negative direct effect of IT software spillover. In addition, both direct and indirect effects 
of IT spillover vary among different manufacturing industries in our dataset. We also find 
that IT-intensive industries benefit from IT spillover more than do non-IT-intensive 
industries due to their different absorptive capability. Lastly, we find that external 
environmental factors, such as economic crisis or Internet bubble burst, reduce IT 










Chapter 1   Introduction 
The impact of Information Technology (IT) on business performance and economic 
growth has been studied intensively in the past 30 years. IT capital has become an 
indispensable input in production (Bardhan, Whitaker, & Mithas, 2006; Weill, 1992) and  
substitutes other inputs in production (Dewan & Min, 1997; Hitt & Snir, 1999). Many 
researchers (Brynjolfsson & Hitt, 1996; Dewan & Kraemer, 2000; Hitt, Wu, & Zhou, 
2002; Stiroh, 2001) have found positive influence of IT on output growth at various 
levels - firm, industry and country levels. In fact, IT not only benefits investing parties. It 
also has spillover effects on non-investing parties, such as upstream or downstream 
industries (Bresnahan, 1986; Bresnahan & Trajtenberg, 1995; B. R. Nault, 2010). IT 
spillover occurs when the benefits of IT investments are not fully appropriated by the 
investors and are spread to other non-investing parties (Han, Chang, & Hahn, 2011). 
 
There are two main sources of IT spillover. First, IT spillover occurs from inter-
organizational transactions of goods or services. IT investment in supplier industries can 
improve the quality of their output in the form of new or improved products 
(Brynjolfsson & Hitt, 2000). These IT enabled products are then purchased by 
downstream industries as intermediate inputs in the production. However, due to intense 
competition, suppliers have to lower the price of their products to a level, which 
understates the value of the products (Cheng & Nault, 2007). Therefore, IT spillover 
occurs as part of the benefits of IT investment in supplier industries spread to 
downstream industries. As a result, the productivity of downstream industries increases 
due to the high quality of IT enabled intermediate inputs.  For example, the remarkable 
advances in chip technology from semiconductor industry leads to productivity gains in 




Second, IT spillover occurs from transformation of IT enabled innovations, such as 
business processes or work practices (Brynjolfsson & Hitt, 2000). In this way, those IT 
enabled products, services, or innovations are seen as knowledge capital (Dedrick, 
Gurbaxani, & Kraemer, 2003), which can be used or adopted by other industries through 
business interactions (Caselli & II, 2001). For example, inter-organizational systems have 
been implemented by many industries to improve their supply chain management and 
reduce “bullwhip effect”1
 
. These information systems help investors to reduce inventory 
turnover and overall transaction cost (Lee, So, & Tang, 2000). More importantly, 
business partners of the investing parties could observe and learn the successful IT 
implementation experience or new organizational practices through business interactions. 
In that way, non-investing firms can also enjoy the benefits of IT spillover. 
In the past several years, there have been a few studies empirically investigating IT 
spillover. For example, Cheng & Nault (2007) studied supplier-driven IT spillover in 
manufacturing industries. They found that IT investment in supplier industries had a great 
impact on downstream industries’ output growth. van Leeuwen & van der Wiel (2003) 
also found that IT spillover significantly affected productivity growth in Netherlands 
services industries. Han et al. (2011) implied that IT intensity and competitiveness of 
downstream industries both influence the effect of IT spillover. All these studies provide 
us empirical evidences of the existence of IT spillover. 
 
However, there are still some issues about IT spillover to be exploited. In this study, we 
will investigate: 
                                                          
1 Bullwhip effect refers to the phenomenon where orders to the supplier tend to have larger 
variance than sales to the buyer (i.e., demand distortion), and the distortion propagates upstream in 




1) Both IT hardware and software spillovers. Humphrey (1993) suggest that IT software 
investment has accounted for a large part in total IT capital investment. For example, 
according to the study of Colecchia & Schreyer (2002), software contributed 25-40 
percentages of overall ICT investment growth in late 1990s across OECD countries. 
Sharpe (2005) also found that the annual growth rate of software component of ICT 
investment was 11.59 percentages in U.S for 1987 to 2004. IT software not only 
benefits the investing parties by complementing IT hardware. It also has a great 
impact on downstream industries’ business process. For example, Çetinkaya & Lee 
(2000) suggest that vendor-managed inventory (VMI) systems could shift the 
replenishment decision to upstream suppliers, which results in reduction of inventory 
management cost for downstream industries. Therefore, in this study, we specifically 
examine the magnitude of spillover effect driven by IT software investment. 
 
2) The indirect effect (i.e., augmentation effect) of IT spillover. As suggested by B. 
Nault & Mittal (2006), IT capital is both different from, and similar to, other factor 
inputs in the way that IT not only enables production but also interacts with other 
factor inputs. It means IT capital can influence output growth through changing the 
efficiency of other inputs of the production. Similarly, indirect effect of IT spillover 
is the impact of IT spillover on output in terms of changing the efficiency of other 
inputs, such as labor or other capitals. Brynjolfsson (1994) found that the primary 
reason for IT investment was to improve customers’ service. It implies that IT 
investment improves customer service, which in turn may enhance business 
efficiency for downstream industries. Therefore, we would like to examine whether 




We would also study several other issues about IT spillover, such as the variation of IT 
spillover effects among different industries and how they change over time. In general, 
we have three research questions in this thesis: 
 
1) How much do downstream industries benefit from upstream industries’ IT 
investment in terms of both direct and indirect effects?  
 
2) How do the effects of IT spillover differ among different manufacturing industries?   
 
3) How do the effects of IT spillover change over time? 
 
Using data of 74 four-digit NAICS code U.S manufacturing industries obtained from 
Bureau of Labor Statistics (BLS), we investigate the IT spillover effects in manufacturing 
sector. One contribution of this thesis is that this study measures the magnitude of both 
direct and indirect effects of IT spillover. It provides us a good understanding of how IT 
spillover enhances downstream industries production or output. In addition, this study 
also examines how IT spillover driven by IT software investment differs from that driven 
by IT hardware investment. We suggest that they differ from each other in the way of 
affecting downstream industries’ output. Therefore, this study complements the previous 
literatures by providing a comprehensive view of how the effects of IT spillover. As far 
as we know, this is the first study to investigate the above mentioned issues: IT software 
spillover and indirect effect of IT spillover.  
 
The rest of this thesis is organized as follows. Chapter 2 is the literature review of 
previous studies of IT productivity, IT operational influence, spillover effects, and the 
role of IT intensity. Chapter 3 develops the econometric models for the direct and indirect 
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effects of IT spillover. Chapter 4 discusses data source, statistical summary of the data, 
and econometric adjustments for estimations. Chapter 5 presents the results of data 























Chapter 2   Literature Review 
There are two main approaches to measure the value of IT. One is production-economics-
oriented approach; and the other is process-oriented approach (Barua & Mukhopadhyay, 
2000). The production-economics-oriented approach adopts production functions and 
growth accounting framework to study the output contribution of IT. This approach can 
be used to measure the marginal productivity of each input, such as IT capital, non-IT 
capital, and labor. A disadvantage of this approach, however, is its difficulty in detecting 
how IT improves output growth (Barua, Kriebel, & Mukhopadhyay, 1995). Process-
oriented approach focuses on discovering the ‘black box’ of IT business value. It mainly 
investigates the operational influence of IT. For example, Barua et al. (1995) identify the 
“intermediate” level performance measures, such as capacity utilization, inventory 
turnover, and relative prices. These measures indicate the operational influence of IT in 
companies. 
 
In this section, we review the previous literature of 1) IT productivity influence, which is 
based on production theory to study the impact of IT on output or productivity; 2) IT 
operational influence, which discusses the business value of IT capital in terms of its 
impact on other inputs; 3) Spillover effects, mainly discussing the two channels through 
which spillover occurs and significance of IT spillover effects; and 4) IT intensity, 
referring to its moderating role on IT spillover. 
 
2.1   IT Productivity Influence 
The relationship between IT capital and productivity or output has been studied 
intensively in the past 30 years. At first, researchers did not find any significant output 
contributions of IT capital. Robert Solow, the Nobel Laureate economist, emphasized that 
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“we see computer everywhere except in the productivity statistics” (Solow, 1987). 
Loveman (1994) suggested that output contribution of IT is insignificant after analyzing 
60 business units. Dué (1993) also implied that IT investment did not have significant 
impact on productivity improvement. There are many reasons for such pessimistic results. 
In general, Brynjolfsson (1993) indicates that shortfall of IT productivity can be 
explained by deficiencies in the measurement, lags due to learning and adjustment, 
redistribution and dissipation of profits, and mismanagement of information and 
technology.  
 
Since late 1990s, some studies (Dewan & Kraemer, 2000; Lichtenberg, 1996; Stiroh, 
2001) have consistently shown that IT investment has a great impact on labor 
productivity and output growth. Some of them (Baily & Lawrence, 2001; Gordon, 2000) 
suggested that fast U.S. economy growth in late 1990s was driven by increasing amounts 
of IT investment, due to the tremendous decline in price of information technology 
equipment (Jorgenson, 2001). Other studies (Dewan & Min, 1997; Hitt & Snir, 1999) 
suggest that IT not only substitutes other inputs, but also complements other inputs or 
organizational practices. After all, a consensus has been built that IT capital is positively 
related to output or productivity growth. Generally, the research on IT productivity 
influence has focused on firm level, industry level and country level.  
 
At the firm level, many studies found substantial output contributions of IT capital or IT 
labor. Lichtenberg (1996) suggested that IS inputs (i.e., IS capital and IS labor) led to 
substantial excess returns compared to non-IS inputs. Specifically, six non-IS employees 
could be replaced by one IS employee without affecting output. In addition, information 
systems could raise average skill level of the labor force, especially in service sector. 
Brynjolfsson & Hitt (1996) studied the productivity impact of IS spending through 
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investigating 367 large firms for 1987 to 1991. They found significant net contributions 
of computer capital and IS labor to firms’ output. They suggested that the marginal 
product of computer capital was larger in manufacturing sector than that in service sector, 
due to different efficiency of computer usage between two sectors. Dewan & Min (1997) 
studied the substitution of IT for other factors (i.e., labor force and non-IT capital) using 
CES-translog production function. They indicated that there were significant excess 
returns on IT investment relative to labor. In addition, IT capital was a net substitute for 
ordinary capitals and labor in all sectors of the economy.  
 
At the industry level, studies mainly investigate impact of IT on output growth, average 
labor productivity (ALP) (i.e., output per worker) and multifactor productivity (MFP)2
 
. 
Gordon (2000) found that IT innovations and widespread usage of Internet in the late 
1990s led to fast productivity growth in the durable manufacturing industries. However, 
the remaining part of the economy endured decelerated MFP. Oliner & Sichel (2000) 
found that IT accounted for two-thirds of the speed-up in labor productivity growth since 
1995. In addition, the benefits of IT investment were widespread. Baily & Lawrence 
(2001) suggested that the productivity acceleration during the period from 1995 to 2000 
was mainly driven by services industries that used IT heavily (e.g., wholesale and retail 
trade, finance and business services). Such productivity growth was structural rather than 
cyclical. Stiroh (2001) pointed out that post-1995 U.S. productivity revival was 
prevailing in a majority of industries, and IT-producing and IT-using industries were the 
main force to drive such productivity revival. 
                                                          
2 MFP is a measure of the overall effectiveness with which the economy uses capital and labor to 
produce output) (Abel, Bernanke, & Croushore, 2008) 
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At the country level, some studies (Dewan & Kraemer, 2000; Gust & Marquez, 2004) 
investigated the factors causing different IT impacts on productivity growth across 
countries. Dewan & Kraemer (2000) studied 36 different countries for 1985 to 1993. 
They found a significant impact of IT on annual GDP growth for developed countries. 
However, IT did not contribute to the GDP growth for developing countries. They 
suggested that this was because of the lack of IT-enhancing complementary factors (e.g., 
infrastructure, human capital, and “informatization” of business models) in developing 
economies. They propose that ordinary capital stocks should be invested before advanced 
capital investment like information technology. Gust & Marquez (2004) studied the 
relationship between regulatory practices and IT impact on economy growth across 13 
industrial countries for 1992 to 1999. They concluded that the difference of productivity 
growth (i.e., high growth in U.S, Canada and low growth in most of the European 
countries) was attributed to different labor market regulatory practices. The tight and 
burdensome regulatory practices implemented by most European countries curbed the 
adoption of information technologies, which in turn led to lower levels of productivity. 
 
In summary, IT productivity influence has been confirmed by many previous studies in 
different study levels. IT not only generates excess returns for investing parties in terms 
of output and productivity growth, but also becomes a good substitute for other factor 
inputs, such as labor and non-IT capitals. 
 
2.2   IT Operational Influence 
IT capital has a large influence on business operations in many fields. In general, the 
roles of IT could be summarized to be automate, informate, and transform (Dehning, 
Richardson, & Zmud, 2003) 1) The automate role of IT represents that IT is an efficient 
factor input itself. In other words, IT enables automation of many business processes, so 
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that it enhances the overall efficiency. 2) The informate role of IT represents that IT 
could empower employees, managers, and customers. That is the capability of IT to 
coordinate among different stakeholders. 3) The transform role of IT represents that IT 
could transform the business process and relationships with its business partners. 
Therefore, IT has different roles on business operations.  
 
One significant aspect of IT operational influence is its impact on the efficiency of 
internal production process through augmenting other factor inputs. B. Nault & Mittal 
(2006) suggest that IT capital is both different from, and similar to, other factor inputs 
because of the way IT enables production and interacts with other inputs. Thus, IT has 
both direct effect and indirect effect. Specifically, the indirect effect (or augmentation 
effect) is the impact of IT on other non-IT inputs, like labor or other capitals. For 
example, Autor, Levy, & Murnane (2003) imply that computer could transform labor 
force from routine manual tasks to non-routine cognitive tasks, resulting in high work 
efficiency. Farrell (2003) suggests that IT could enhance labor efficiency and asset 
utilization. In addition, indirect effect of IT capital is embedded in TFP, because TFP 
measures the overall effectiveness with which the economy uses capital and labor to 
produce output. 
 
First of all, IT could enhance labor efficiency. For example, Decision Support System 
(DSS) is widely used in business process to assist managers to identify important 
decision variables (Van Bruggen, Smidts, & Wierenga, 1998), investigate more 
alternatives and make more effective decisions (Sharda, Barr, & MCDonnell, 1988). DSS 
could also help dispatchers to effectively handle routing and scheduling process through 
structured and detailed analysis (Gayialis & Tatsiopoulos, 2004). Fudge & Lodish (1977) 
found that salesmen with the help of an automatic call planning (ACP) systems achieved 
11 
 
greater sales than those without access to such systems. Pan, Pan, & Leidner (2012) 
suggest that IT enabled information networks could assist people to respond to crisis 
effectively and immediately. Therefore, IT has a great impact on labor through 
augmenting the work efficiency in business operations across different fields. 
 
Secondly, IT also has an augmentation effect on non-IT capitals (Mefford, 1986). For 
instance, Enterprise Resource Planning (ERP) system and Material Requirement Planning 
(MRP) system can improve the utilization of plant and machinery through streamlining 
the business process. Electronic data interchange (EDI) could reengineer the overall 
procurement process, by which large costs on order and bills of materials could be saved. 
Banker, Kauffman, & Morey (1990) found that the stores with a novel point of sale 
system in place generated less material waste than those without the system. McAfee 
(2002) also suggested that ERP system could decrease late order shipment and lead time. 
Therefore, IT implementation could enhance asset utilization and increase efficiency of 
other non-IT capitals as well. 
 
In summary, the indirect effect of IT capital implies how IT alters the efficiency of other 
factor inputs. It is measured by the increase of TFP in the production analysis. 
 
2.3   Spillover Effects 
Spillover is the phenomenon when investors cannot capture all the benefits of their 
investment and part of the benefits dissipate to other non-investing parties. Studies of 
spillover effects (Griliches, 1992, 1998a, 1998b) were initially conducted in the context 
of research and development (R&D) in 1990s, namely R&D spillover. These studies 
identify two main channels through which spillovers occur. Therefore, they provide good 




2.3.1   Two Main Channels of Spillover 
Studies (Griliches, 1992, 1998b) on R&D spillover suggest that there are two main 
channels through which spillover occurs. The first channel is related to “imperfect 
appropriation of rents from R&D”. R&D investments usually improve quality of products 
or services. However, Griliches (1998a), F. Scherer (1984), and F. M. Scherer (1982) 
indicate that only perfectly discriminating monopolists with a stable market position can 
capture all the benefits of quality improvement enabled by their R&D investment. That is, 
due to vigorous competitions, the investing parties have to set the product price to a level, 
which would understate the real value of the products. As a result, part of the benefits of 
R&D investment spread to downstream industries or consumers. For example, Jacobs, 
Nahuis, & Tang (2002) found significant impact of R&D by other domestic sectors and 
foreign sectors on productivity growth through purchase of intermediate inputs in 
Netherlands. 
 
The second channel is through pure knowledge spillover. In this view, products or 
services facilitated by R&D activities can be seen as the aggregate of intangible 
knowledge. In other words, cumulative R&D experience results in increasing stock of 
knowledge (Coe & Helpman, 1995). Such knowledge could be easily transferred to other 
firms in the way of business interactions or transfer of personnel (Griliches, 1992, 1998b). 
As a result, non-investing companies could apply the R&D enabled knowledge in their 
production processes. For example, Coe & Helpman (1995) suggest that the exchange of 





2.3.2   Information Technology Spillover 
For the same token, IT spillover would occur through the same channels. A few studies 
have empirically investigated output contributions of IT spillover. At industry level, 
Cheng & Nault (2007) studied 85 manufacturing industries at the three-digit SIC code 
level. They suggest that supplier-driven IT spillover 3
 
 has a significant influence on 
downstream industries’ output growth. Han et al. (2011) further studied the moderating 
effect of several characteristics of downstream industry to the influence of IT spillover. 
They suggest those industries which are more IT intensive and more competitive benefit 
more from IT spillover. At country level, Park, Shin, & Sanders (2007) find that imported 
IT has a significant impact on national productivity growth. Gholami, Guo, Higon, & Lee 
(2009) imply that recipient countries with high Internet penetration rate benefit more 
from international ICT spillovers. In summary, IT spillover has been studied by some 
researchers in the past in terms of its output or productivity contributions, and its 
contributions to the national economic performance. 
However, all these studies only examined the direct effect of IT spillover on output or 
productivity. We argue that, like IT capital (B. Nault & Mittal, 2006) and R&D spillover 
(Coe & Helpman, 1995), IT spillover could have indirect effect as well. Accordingly, the 
impact of IT spillover on downstream industries’ output should be considered in two 
different ways. Firstly, IT spillover directly enhances downstream industries’ output, 
emanating from imports of IT enabled intermediate inputs. Cheng & Nault (2007) 
suggest that flexible manufacturing technologies could improve the variety and quality of 
output, which in turn caters for the customers’ specific needs. As a result, customers or 
                                                          
3  In their study, they only consider IT hardware (i.e., computers and related equipment, office 
equipment, communication, instruments, photocopy and related equipment) as IT capital. 
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downstream industries would have cost savings and output growth. In other words, the 
growth of customer industries’ output is driven by high quality of intermediate inputs. 
 
Secondly, the indirect benefits of IT spillover imply how IT spillover improves the 
efficiency of other production inputs for downstream industries. It mainly results from 
supplier-driven inter-organizational systems (IOSs) 4
 
, which streamline the business 
process along the value chain. For example, Electronic Data Interchange (EDI) or 
Electronic-Commerce could facilitate the creation, storage, transformation and 
transmission of information among business partners (Johnston & Vitale, 1988). As a 
result, the business partners can obtain real-time production information; enhance the 
efficiency of business interactions; and saves costs on inter-organizational transactions. 
Vendor-managed inventory (VMI) systems lead to reduction of inventory management 
costs for downstream industries through shifting the replenishment decision to upstream 
industries (Çetinkaya & Lee, 2000). The indirect benefits of IT spillover could also occur 
from imitating IT enabled new technologies, production processes, or business practices. 
In a nutshell, indirect effect of IT spillover reflects the impact of IT spillover on 
downstream industries’ overall production efficiency. 
Until now, we have discussed IT productivity influence, namely the direct effect of IT 
capital, and IT operational influence in terms of its impact on other non-IT capitals, 
namely the indirect effect of IT capital. We also review two main channels through which 
IT spillover occurs and some empirical studies of IT spillover in industry and country 
levels. Furthermore, we suggest that IT spillover could have both direct and indirect 
effects on downstream industries’ output. 
                                                          
4 IOS is defined as “an automated information system shared by two or more companies”(Cash Jr 




2.4   Role of IT Intensity 
IT intensity has been studied for its impact on economic performance in many previous 
studies (Han, Kauffman, & Nault, 2010; B. Nault & Mittal, 2006). IT intensity is a 
measurement of a firm’s IT deepening in the production process and is measured by the 
ratio of IT capital to the firm’s size (Han et al., 2010). IT-intensive industries usually 
have larger output growth than do non-IT-intensive industries (Dumagan & Gill, 2002). 
Stiroh (2001) suggested that U.S. productivity revival was entirely attributed to IT-
producing and IT-using industries in 1990s. In addition, IT intensity also implies the 
capability of downstream industries to understand, absorb, and utilize IT resources from 
upstream industries (Han et al., 2011). Han et al. (2010) found that high IT intensity 
industries achieved higher returns from IT outsourcing compared to low IT intensity 
industries. Therefore, we argue that IT intensity also determines the capability of an 
industry to absorb IT spillover. 
 
Two concepts would help to justify how IT intensity of an industry determines its 
capability to absorb IT spillover. The first concept is IT capability, which is defined by 
Bharadwaj, Sambamurthy, & Zmud (1999) as the capability of a firm to leverage IT 
knowledge to differentiate from competition. The second concept is absorptive capability, 
which measures the capability of a firm to recognize and assimilate the external 
information or resources (Cohen & Levinthal, 1990). Bharadwaj (2000) suggest that IT 
investment would enhance IT knowledge for a firm. The prior IT knowledge of a firm 
indicates its capability of absorbing external IT information or resources by utilizing its 
own IT knowledge (Cohen & Levinthal, 1990). Therefore, IT intensity plays an important 




In summary, IT intensity, which indicates the degree of IT capability and absorptive 
capability of a firm, could possibly influence appropriation of IT spillover. That is, IT-
intensive industries are more likely to benefit from IT spillover that non-IT-intensive 
would be. 
 
2.5   Summary of Literature Review 
In this chapter, we review the literature of IT productivity influence, IT operational 
influence, the phenomenon of spillovers, and the moderating effect of IT intensity.  
 
1) Studies on IT productivity measure the output contributions of IT capital in firm, 
industry, and country levels. These studies empirically examined the magnitude of 
the impact of IT capital on output growth. More importantly, following these studies, 
we model the relationships between output and different factor inputs, including 
labor, non-IT capital, IT capital and IT spillover.  
 
2) Studies on IT operational influence discuss the operational value of IT capital for 
investing parties. We specifically focus on how IT improves the efficiency of other 
factor inputs (i.e., indirect effect of IT capital). These studies provide us a good 
understanding of how IT optimizes the production process and makes labor and other 
capitals more effective. 
 
3) Studies on R&D spillover have identified two main channels through which R&D 
spillover occurs. In fact, IT spillover could occur through the same channels. In 
addition, there exists convincing empirical evidence (Cheng & Nault, 2007; Han et 
al., 2011) that IT spillover significantly improves downstream industries’ output or 
productivity. However, the studies on IT spillover are still limited and there are many 
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issues unsolved. For example, how does IT spillover change over time? How does IT 
spillover differ among different industries? How does IT spillover affect the 
efficiency of other inputs? What’s the difference of spillover effects driven by IT 
hardware investment and IT software investment? Therefore, this study tends to 
further examine IT spillover by investigating some of these issues. 
 
4) Studies on IT intensity suggest that IT intensity is an indicator of the capability of a 
firm to appropriate the benefits of IT investment. We argue that IT intensity could 
moderate the effects of IT spillover as well. Specifically, industries with high IT 
intensity are more likely to benefit from IT spillover than are industries with low IT 
intensity. 
 
In this thesis, we investigate both direct and indirect effects of IT spillover. Direct effect 
of IT spillover is the impact of IT spillover on downstream industries’ productivity or 
output via altering the factor input mix without changing the efficiency of other inputs. 
Indirect effect of IT spillover is the impact of IT spillover on downstream industries’ 
productivity or output via augmenting other inputs. In addition, we also measure the 
different influences of IT spillover among different industries and determine if IT 









Chapter 3   Modeling the Supplier-Driven IT Spillover 
The econometric model is derived from simple Cobb-Douglas production function. 
Cobb-Douglas production function has been widely adopted to model the relationship 
between IT and productivity (Dewan & Min, 1997). In addition, Brynjolfsson & Hitt 
(1996) implied that Cobb-Douglas is consistent with some technical constraints, such as 
quasi-concavity, monotonicity and flexibility to allow continuous adjustment between 
inputs. The simple Cobb-Douglas production function is shown as follows: 
 
𝑉𝐴𝑖𝑡 = 𝐴𝐾𝑖𝑡𝛼𝐿𝑖𝑡𝛽 𝐻𝑖𝑡𝜃𝑆𝑖𝑡𝛾                                                                                                                         (1) 
 
where 𝑉𝐴 is the quantity of value added (i.e., representing the output of an industry in a 
year), which is sales minus materials; 𝐾, 𝐿,𝐻  and 𝑆  represent the quantity of non-IT 
capital, labor, IT hardware capital, and IT software capital. 𝑖 depicts individual industry 
and 𝑡 depicts year (𝑡=1993,1994,...,2009). 𝐴 is total factor productivity (TFP), indicating 
the efficiency in the use of productive inputs (i.e., 𝐾, 𝐿,𝐻 and 𝑆)  jointly (Wong & Gan, 
1994). Because the simple Cobb-Douglas production function is not linear in its 
parameters, we apply natural log on equation (1) and add an error term 𝜀. Therefore, the 
Cobb-Douglas production function in log form (2) can be estimated by linear regression. 
 
𝑣𝑎𝑖𝑡 = 𝑎 + 𝛼𝑘𝑖𝑡 + 𝛽𝑙𝑖𝑡 + 𝜃ℎ𝑖𝑡 + 𝛾𝑠𝑖𝑡 + 𝜀𝑖𝑡                                                                                     (2) 
 





3.1   Direct Effects of IT Spillover 
IT spillover from upstream industries can be modeled by accounting for the errors in the 
measurement of intermediate input price deflator (i.e., price index) (Cheng & Nault, 2007; 
Griliches, 1998a). This approach was firstly developed by Griliches (1998a) to model 
R&D spillover. Basically, IT investment enhances the quality of products, which are 
purchased as intermediate inputs for downstream industries’ production. If such IT 
enabled quality improvements are not taken into account when calculating price deflators 
for those intermediate products, then the price deflators will be overestimated. As a result, 
the intermediate input will be over deflated so that output of upstream industries is 
underestimated. For downstream industries, because of the high quality of intermediate 
inputs, their output improves greatly and is consequently overestimated. Therefore, IT 
spillovers occur through the transactions of IT enabled intermediate products from 
upstream to downstream industries and could be quantified as the errors in the 
measurement of price deflators. More details about mathematical derivation of IT 
spillovers could be found in Griliches (1998b) and Cheng & Nault (2007).  
 
In our model, we examine both IT hardware and IT software spillovers separately. Based 
on Bartelsman, Caballero, & Lyons (1994), Coe & Helpman (1995), and Han et al. 
(2011), we use the intermediate input weighted share of suppliers’ IT capital stock to 
measure IT spillovers in industry 𝑖, which is shown as follows: 
 
𝑠𝑝𝑖 = ∑ 𝑉𝑗𝑖𝑡∑ 𝑉𝑗𝑖𝑡𝑗≠𝑖 (ℎ𝑗𝑡)𝑗≠𝑖 + ∑ 𝑉𝑗𝑖𝑡∑ 𝑉𝑗𝑖𝑡𝑗≠𝑖 (𝑠𝑗𝑡)𝑗≠𝑖                                                                                    (3) 
 
where 𝑠𝑝 is the overall IT spillover, composed of hardware spillover ∑ 𝑉𝑗𝑖𝑡
∑ 𝑉𝑗𝑖𝑡𝑗≠𝑖
(ℎ𝑗𝑡)𝑗≠𝑖  
and software spillover ∑ 𝑉𝑗𝑖𝑡
∑ 𝑉𝑗𝑖𝑡𝑗≠𝑖
(𝑠𝑗𝑡)𝑗≠𝑖 . 𝑉𝑗𝑖𝑡  indicates the current dollar value of 
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intermediate input purchased by industry 𝑖  from industry 𝑗  in year 𝑡 . Therefore, the 
magnitude of IT spillover from industry 𝑗 to industry 𝑖 is positively correlated with the 
intermediate input purchased by industry 𝑖  from industry 𝑗  and the IT investment in 
industry 𝑗. For example, if industry 𝑗 is the only supplier of industry 𝑖, industry 𝑖 will 
obtain IT spillover only from industry 𝑗. By incorporating spillover effect into our simple 
Cobb-Douglas production function, we get: 
 
𝑣𝑎𝑖𝑡 = 𝑎 + 𝛼𝑘𝑖𝑡 + 𝛽𝑙𝑖𝑡 + 𝜃ℎ𝑖𝑡 + 𝛾𝑠𝑖𝑡 + 𝜑∑ 𝑉𝑗𝑖𝑡∑ 𝑉𝑗𝑖𝑡𝑗≠𝑖 (ℎ𝑗𝑡)𝑗≠𝑖 + 𝜏 ∑ 𝑉𝑗𝑖𝑡∑ 𝑉𝑗𝑖𝑡𝑗≠𝑖 (𝑠𝑗𝑡)𝑗≠𝑖 + 𝜀𝑖𝑡             (4) 
                                                                                                           
where 𝜑  and 𝜏  are coefficients for IT hardware spillover and IT software spillover. 
Because these coefficients reflect how changing investment in IT capital affects value 
added, so they are also interpreted as direct effect of IT spillover on value added. 
 
3.2   Indirect Effects of IT Spillover 
As discussed in the previous section, indirect effect of IT spillover measures how IT 
spillover enhances the overall efficiency of inputs, namely effectively augmenting factor 
inputs. Consistent with Mefford (1986) and B. Nault & Mittal (2006) we define  𝑋𝑆𝑃 as 
augmented quantities of each input (i.e., capital inputs or labor input augmented by IT 
spillover) in a general form as follows 
 
𝑋𝑆𝑃 = 𝑋𝑓𝑋(𝑆𝑃)                       (5) 
  
𝑆𝑃  depicts the overall IT spillover (combining both IT hardware and IT software 
spillovers). 𝑓𝑋(𝑆𝑃) is the augmentation function representing the augmentation of each 
input, X, from IT spillover. For example, 𝐾𝑆𝑃 is the augmented quantity of non-IT capital 
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𝐾. If there is no IT-spillover, there is no augmentation effect (i.e., 𝑓𝑥(0) = 1), so that 𝑋𝑆𝑃 
equals to 𝑋. In addition, augmentation effect increases with IT spillover, which means 
𝑓𝑋
′ > 0 . Therefore, using the general form of augmentation in (5), we can get the 
augmented Cobb-Douglas production function: 
 
𝑉𝐴𝐴 = 𝑆𝐾𝑆𝑃𝛼� 𝐿𝑆𝑃𝛽� 𝐻𝑆𝑃𝜃� 𝑆𝑆𝑃𝛾� 𝑆𝑃𝜋�                   (6) 
 
where 𝛼� , 𝛽� , 𝜃� , 𝛾� , and 𝜋�  are the value added elasticity for non-IT capital, labor, IT 
hardware capital, IT software capital, and direct effect of IT spillover. The subscript  𝐴 
on value added denotes the augmented Cobb-Douglas production function. The 
parameters with wavelet above are to differentiate them from parameters in simple Cobb-
Douglas production function. 𝑆 is TFP and reflects factor neutral technological progress 
excluding the augmentation effects of IT-spillover.  
 
In order to estimate indirect effects of IT spillover, we further specify the form of the 
augmentation function 𝑓𝑋(𝑆𝑃). Following Heathfield & Wibe (1987) and B. Nault & 
Mittal (2006), we use exponential form of augmentation in our production function. 
Mathematically, with exponential form of augmentation, we can estimate direct and 
indirect effects of IT spillover with separate parameters. In addition, the simple Cobb-
Douglas is nested in the augmented Cobb-Douglas production function. More details of 
the reasons for choosing exponential form could be found in B. Nault & Mittal (2006). 
The function form is as follows: 
 




where the parameter 𝜔𝑖 differs among each input. For example, the augmented quantity 
of non-IT capital would be: 
 
𝐾𝑆𝑃 = 𝐾𝑒𝜔𝐾𝑆𝑃     
 
After incorporating the specific augmented quantity for each input into (6), we get:  
 
𝑉𝐴𝐴 = 𝑆[𝐾𝑒𝜔𝐾𝑆𝑃]𝛼�[𝐿𝑒𝜔𝐿𝑆𝑃]𝛽� [𝐻𝑒𝜔𝐻𝑆𝑃]𝜃�[𝑆𝑒𝜔𝑆𝑆𝑃]𝛾�𝑆𝑃𝜋� = 𝑆𝐾𝛼�𝐿𝛽�𝐻𝜃�𝑆𝛾�𝑆𝑃𝜋�𝑒𝜔𝑆𝑃                       (8) 
 
where the indirect effect (i.e., augmentation effect) of IT spillover is represented by a 
weighted average of the direct value added elasticity of all inputs factors, 𝜔 = 𝛼�𝜔𝐾 +
𝛽�𝜔𝐿 + 𝜃�𝜔𝐻 + 𝛾�𝜔𝑆. Therefore, the increases of IT spillover from upstream industries will 
lead to more effective capital input and labor input, through the multiplicative 
exponential term. Then, we transform the equation (8) into log form for estimation and 
add subscripts and error term, we get: 
 
𝑣𝑎𝑖𝑡 = 𝑠 + 𝛼�𝑘𝑖𝑡 + 𝛽�𝑙𝑖𝑡 + 𝜃�ℎ𝑖𝑡 + 𝛾�𝑠𝑖𝑡 + 𝜑� ∑ 𝑉𝑗𝑖𝑡∑ 𝑉𝑗𝑖𝑡𝑗≠𝑖 (ℎ𝑗𝑡)𝑗≠𝑖 + ?̃? ∑ 𝑉𝑗𝑖𝑡∑ 𝑉𝑗𝑖𝑡𝑗≠𝑖 (𝑠𝑗𝑡)𝑗≠𝑖 + 𝜔𝑆𝑃 + 𝜀𝑖𝑡  (9) 
 
𝜔𝑆𝑃 represents the indirect effect of IT spillover. All the other terms are the same as 
those in equation (4), except the coefficient symbols and total factor productivity. 
Therefore, the magnitude of IT spillover increases when the supplier industries increase 
their IT investments. As a result, value added of downstream industries improves due to 
direct effect of IT spillover, captured by 𝜑� ∑ 𝑉𝑗𝑖𝑡
∑ 𝑉𝑗𝑖𝑡𝑗≠𝑖
(ℎ𝑗𝑡)𝑗≠𝑖 + ?̃? ∑ 𝑉𝑗𝑖𝑡∑ 𝑉𝑗𝑖𝑡𝑗≠𝑖 (𝑠𝑗𝑡)𝑗≠𝑖 . Also, 




Chapter 4   Methodology 
In this section, we describe our dataset, including data source and preprocessing of the 
original data. We also present summary statistics of some variables in our regression 
models. Then, we discuss the methodology, namely the econometric adjustments for the 
estimation procedure. 
 
4.1   Data Description 
The data is composed of two parts: the time series data of a set of inputs and value added 
(i.e., the variables of VA, K, L, H and, S) for four-digit NAICS manufacturing industries 
from 1987 to 2009, and the input-output tables from 1993 to 2010. Both of them are 
obtained from Bureau of Labor Statistics (BLS)5
 
. Matching them together, we get the 
data ranging from 1993 to 2009. 
As MFP dataset6
 
 does not contain value added series, we obtain the data of value added 
indirectly from input-output tables. The 196 row of each input-output “Use Table” is 
value added series in nominal value for 195 different industries, including both 
manufacturing and non-manufacturing industries. We requested output price deflator 
from BLS and calculate the value added series in millions of 2002 dollars, VA, through 
dividing nominal value by price deflator. The data of labor input in millions of hours, L, 
could be obtained from BLS website. 
We also requested the detailed capital asset stock from BLS, which includes the constant 
dollar investment and productive stocks (in millions of 1997 dollars) of 31 different asset 
                                                          
5 The url of Bureau of Labor Statistics is: http://www.bls.gov/ 
6 Multifactor Productivity (MFP) relates output to a combined set of inputs. It is a dataset in 
productivity category from BLS website. 
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types for each four-digit NAICS manufacturing industry. From these detailed capital 
asset stock series, we can get IT capital stock by accumulating computer and peripheral 
equipment, office and accounting equipment, software, communication equipment, etc. 
Table 1 lists both the official descriptions of IT capitals and the data we received. It can 
be seen that the data we received (i.e., the third column) includes all the capital stocks 
described in each of IT capital categories (i.e., the second column). In order to rebase the 
capital stock to 2002 dollar value, we requested industry-specific implicit price deflators 
for all capital assets from BLS. We aggregated the productive stock of the seven assets 
under “Computer”, “Communications” and “Other information processing equipment” 
categories to represent IT hardware capital (H), and the asset of software to represent IT 
software capital (S). In order to get the non-IT capital stock, K, we aggregate capital 
stock of components of equipment and structure and subtract the IT hardware and 
software capitals from them. 
 
Table 1: Description of IT Capital 
Category IT Capitals Data Received 
Computer 
Mainframe computers; personal 
computers (PCs); direct access storage 
devices; printers; terminals; tape drives; 
storage devices; and integrated systems 
Computers and peripheral equipment 
Software Software, pre-packaged; software, custom; and software, own-account Software 





Office and accounting machinery; 
instruments – photocopying and related 
equipment; medical equipment and 
related equipment; electromedical 
instruments; and nonmedical 
instruments 
Office and accounting equipment; 
instruments – photocopying and related 
equipment; medical instruments and 
related equipment; electromedical 
equipment; nonmedical instruments and 
related equipment 
Note: The detailed IT capitals in column 2 are officially included in each IT category. 
 
In order to measure IT spillover effects, we make use of input-output “Use Tables”. The 
input-output tables contain inter-industry inputs or sales among 195 different industries 
(i.e., 77 manufacturing industries and 118 nonmanufacturing industries). Because some 
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of the rows/columns are aggregation of more than one four-digit NAICS code level 
manufacturing industry, the number of manufacturing industry is less than that in dataset 
we requested from BLS. In order to match the two data sets, we eliminated all the 
nonmanufacturing industries from the input-output tables and aggregated part of the time 
series data of other variables according to the input-output tables. Hence, we have 77 
manufacturing industries after the preprocessing. Besides, we excluded Tobacco 
manufacturing, Aerospace product and parts manufacturing, and Ship and boat building 
because they do not supply intermediate inputs to other manufacturing industries. Hence, 
finally we have a balanced panel of 74 different industries crossing 17 years for analysis. 
 
Detailed information of 74 manufacturing industries could be found in Table A1 in 
appendix. Table A1 include BLS industry number, industries’ NAICS code, industry title, 
manufacturing inter-industry purchasing ratio and IT intensity indicator. Proportion of 
manufacturing inter-industry purchasing is the ratio of inter-industry purchasing from 
other manufacturing industries to inter-industry purchasing from all other nongovernment 
industries (i.e., manufacturing and nonmanufacturing). From Table A1, we can observe 
that 62 (83.8%) industries bought over half of their intermediate inputs from other 
manufacturing industries in at least one of our sample year. Hence, it is convincing that 
transactions among manufacturing industries take a great portion in the economy. IT 
intensity indicator differentiates IT-intensive from non-IT-intensive industries. More 
details about definition and measurement of IT intensity will be discussed later. 
 
Table 2 shows the summary statistics of 1,258 observations (74 different manufacturing 
industries across 17 years from 1993 to 2009). It includes mean, standard deviation, 
minimum and maximum value of each variable. The mean of value added, non-IT capital, 
and IT capital are 19,966.4M, 28,117.12M, and 2,707.81M in 2002 dollars, respectively. 
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The ratio of IT capital stock, IT hardware stock and IT software stock to value added are 
approximately 13.56%, 7.69%, and 5.87%. In addition, the mean of supplier driven IT 
index, hardware index and software index are 7.919, 7.404 and 6.953. 
 
Table 2: Summary Statistics of Variables 
Variable Mean Std. Dev. Min Max Obs 
Value added 
(in millions of 2002 dollars) 19966.40 28925.53 1064.09 438139.3 1258 
Non-IT capital stock 
(in millions of 2002 dollars) 28117.12 27782.34 2695.54 163694.9 1258 
Labor 
(in millions of hours) 444.06 366.19 47.13 1936.37 1258 
IT capital stock 
(in millions of 2002 dollars) 2707.81 3636.65 55.09 26096.39 1258 
IT hardware 
(in millions of 2002 dollars) 1535.55 1987.61 42.32 12681.59 1258 
IT software 
(in millions of 2002 dollars) 1172.26 1735.2 12.78 14184.18 1258 
Supplier-driven IT index 
(index) 7.919 0.623 6.225 9.732 1258 
Supplier-driven IT hardware index 
(index) 7.405 0.573 5.998 9.035 1258 
Supplier-driven IT software index 
(index) 6.953 0.747 4.593 9.032 1258 
Note: 1258 observations represent the data for 74 manufacturing industries across 17 years from 
1993 to 2009. 
 
4.2   Econometric Adjustments 
First of all, we estimate the coefficients of each input factors of simple Cobb-Douglas 
production function in equation (2) in order to make a comparison with previous studies. 
Then, we evaluate IT spillovers by estimating Cobb-Douglas production function with 
only direct effect of IT spillover in equation (4), and Cobb-Douglas production function 
with both direct and indirect effects of IT spillover in equation (9) using the pooled data 
set. After that, we will break down our data set and make a detailed study of IT spillover 
in terms of different industries’ characteristics and time period effect. 
 
Because our data is a panel data, there are three potential econometric problems, which 
are autocorrelation, heteroskedasticity and cross-sectional dependence. Autocorrelation 
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usually occurs in economy level time series data because of relatively smooth business 
cycles. In another word, one year’s output is often affected by the previous status. We 
performed Wooldridge test for autocorrelation in the panel data (Wooldridge, 2002). We 
found that first-order autocorrelation (AR1) is present in our data set for the simple Cobb-
Douglas specification (F-statistics=190.305), and the augmented model (F-
statistics=152.971) at all reasonable levels of significance. It suggests it is inappropriate 
to use pooled OLS regression to estimate the parameters (Greene & Zhang, 2003). 
Furthermore, the AR1 process is likely to be different across industries, leading to panel-
specific AR1. We performed the likelihood ratio test to check whether the AR1 
coefficients are common across the panels. The test results reject the null hypothesis of 
common AR1 in both simple Cobb-Douglas specification ( 𝜒2 =762.25) and the 
augmented model (𝜒2=842.36). Hence, we adjust for panel-specific AR1 processes 
instead of a common AR1 process in our estimations. 
 
The second issue in panel data analysis is the variance of the error term between panels 
(i.e., industries) (i.e., heteroskedasticity), which is caused by the heterogeneity among 
different industries, like difference in size, difference in production process or technology, 
and also different response to business cycles. We performed a modified Wald test 
(Greene & Zhang, 2003). The result shows that heteroskedasticity exists in simple Cobb-
Douglas specification ( 𝜒2 =37259.36), and the model with effect of IT spillover 
(𝜒2=26668.62). 
 
The third issue is cross-sectional dependence, wherein error terms across industries in the 
same period are correlated. Cross-sectional dependence is more of an issue in macro 
panels than in micro panels. It often happens when all the industries are simultaneously 
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affected by a common exogenous shock (e.g., economic crisis). We cannot adjust for 
cross-sectional dependence because it requires the number of time periods to be greater 
than the number of panels (Wooldridge, 2002). 
 
Therefore, like Han et al. (2011), we use the feasible generalized least squares (FGLS) 
procedure implemented as XTGLS command in STATA with the adjustment for panel-
specific AR1 and correlated heteroskedasticity error structure to estimate our models 
(Parks, 1967; Wooldridge, 2002). Industry specific AR1 allows for a separate 
autocorrelation function for each industry and heteroskedasticity adjustment allow for 
















Chapter 5   Empirical Results 
In this section, we discuss the estimating results of our models. Firstly, we present the 
regression results of simple Cobb-Douglas production function in order to provide a basic 
understanding of the impact of each factor input on value added. Secondly, we show the 
general direct and indirect effects of IT spillover on value added. Thirdly, we discuss the 
effect of IT spillover in three sub-groups of manufacturing industries. Fourthly, we 
compare the effects of IT spillover in two different time periods. Lastly, we further 
investigate the influence of IT intensity on IT spillover. 
 
5.1   Simple Cobb-Douglas Production Function 
The estimating results of simple Cobb-Douglas production function are shown in Table 3. 
Also contained in Table 3 are results of several previous studies. All of the coefficient 
estimates in our study are statistically significant at the 1% level. The value added 
elasticity for Non-IT capital is 0.156, which is close to the results of Brynjolfsson & Hitt 
(2003) using IDG data set and Dewan & Kraemer (2000). It implies that 1% increase in 
Non-IT capital stock is associated with 0.156% increase in value added. The value added 
elasticity for labor input is 0.512, which is close to the result of Lichtenberg (1996). It 
indicates that 1% increase in labor input lead to 0.512% increase in value added. 
 
The value added coefficients for IT hardware and IT software are 0.133 and 0.194 
respectively. We can find that these coefficient estimates are larger than those in the 
previous studies. It is possibly because IT hardware and software have been becoming 
more and more mature over time in terms of convenience, customization, functionality 
and safety. Therefore, the impact of IT on value added is supposed to increase. In 
addition, Miyazaki, Idota, & Miyoshi (2011) suggest that ICT effect on productivity 
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increases along each successive stage of ICT application development. In the company-
wide system application stage, companies show 1.07 fold higher of added-value than 
those in section-wide system application stage. Since nowadays IT is usually 
implemented in company-wide level rather than section-wide level several years ago, IT 
ought to play a more important role in manufacturing process than they did in the past. 
 
Table 3: Estimating Results of Simple Cobb-Douglas Production Function 



















2 Cheng and Nault (2007) 
Three-digit 
SIC industry 0.059** 0.257** 0.076** - 
3 Mittal and Nault (2009) 
Two-digit SIC 
industry 0.250** 0.700** 0.120** 
4 Lichtenberg (1996) Computerworld Firm 0.333*** 0.507*** 0.100*** 
5 Lichtenberg (1996) Infoweek Firm 0.390*** 0.489*** 0.122** 
6 Brynjolfsson and Hitt (1996) Firm 0.0608** 0.883** 0.0169** - 
7 Brynjolfsson and Hitt (2003) CII Firm 0.1963* 0.7189* 0.0483* - 
8 Brynjolfsson and Hitt (2003) IDG Firm 0.1764* 0.7791* 0.0272** - 
9 
Dewan and Kraemer 
(2000) 
Developed countries 
Country 0.176** 0.955** 0.051** 
Note: All the estimation results from previous studies are statistically significant at 1% level.  
t statistics in parentheses: * p<0.05; ** p<0.01; *** p<0.001. 
 
As mentioned above, IT hardware accounts for 7.69% of value added. It suggests that the 
marginal product (MP) of IT hardware is 1.73 million (i.e., 0.133/0.0769)7
                                                          
7 The MP of IT capital stock is simply the output elasticity multiplied by the ratio of output to IT 
capital stock input: 
. It means that 
value added will increase by 1.73 million for one more million investment on IT 
hardware. By the same token, value added will increase by 3.3 million (i.e., 0.194/0.0587) 




for every million investment on IT software. We can find that IT software has a greater 
impact on value added growth than does IT hardware. In fact, some previous studies 
(Altinkemer, Ozcelik, & Ozdemir, 2011; Hitt et al., 2002) have already suggested 
significant complementary effect of IT software in business process. For example, ERP 
system can integrate and automate different business processes, such as manufacturing 
and operations, accounting and finance, supply chain management, and human resource. 
Hitt et al. (2002) found that Enterprise Resource Planning (ERP) adaptors usually had an 
average of 2.7% and 1.7% higher value added and output compared to non-ERP adaptors. 
Altinkemer et al. (2011) also found that IT-induced business process reengineering 
significantly improved productivity by 0.6%. In summary, our estimating results of 
simple Cobb-Douglas production function reflect the face validity of our data set and 
econometric adjustment. 
 
5.2   Supplier-driven IT Spillover 
The estimating results of Cobb-Douglas production function with the effects of IT 
spillover are shown in Table 4. The second column is the results of model with only 
direct effect of IT spillover (model-d) and the third column is the results of model with 
both direct and indirect effects of IT spillover (model-b). We also do the robustness 
check by replacing dependent variable of value added with output. The output time series 
are contained in MFP dataset from BLS website. The robustness check result is shown in 
appendix B. 
 
It can be seen that direct effect of IT hardware spillover is significantly positive in model-
d (i.e., column 2). It is consistent with the findings of previous studies (Cheng & Nault, 
2007; Han et al., 2011). It suggests that IT hardware investment in supplier industries 
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does have a positive impact on value added in downstream industries. The coefficient 
estimate is 0.286, larger than those in the previous studies (e.g., 0.076 in Cheng and Nault 
(2007) and 0.14 in Han et al. (2011)). It is probably because of the improving absorptive 
capability of downstream industries. With the rapid IT innovation, the demand for IT 
skilled labor increase accordingly (Bresnahan, Brynjolfsson, & Hitt, 1999). Berman, 
Bound, & Griliches (1994) found that investment in computer led to increased use of 
skilled workers within most of the manufacturing industries. Engelbrecht & Hans-Jürgen 
(1997) and Wang (2007) suggest that an increase in high profile human capital could lead 
to more technology spillovers. In other words, high skilled labor is helpful to absorb new 
technology or innovation. Therefore, the increasing direct effect of IT hardware spillover 
in our study is attributed to continuous IT labor investment in the past few years.  
 
In contrast, the software spillover has a negative impact on value added of downstream 
industries. We think it may be because of the mismatch between supplier-driven 
information systems and downstream industries’ business process, which could 
jeopardize the core operations of downstream partners (Hong & Kim, 2002). Nowadays 
most of the IT systems are IOSs (e.g., EDI, E-commerce). The purpose is to vertically 
integrate supply chain partners in order to streamline the whole business process. 
However, in order to gain more benefits from such value chain integration, IOSs initiator 
often push their business partners to implement IOSs in a sophisticated way (Riggins & 
Mukhopadhyay, 1994). It involves adjustment of business process (Pereira, 1999), 
disruptive organizational changes (Hammer & Stanton, 1999; Volkoff, 1999), and 
unpredictably complex social interaction of IT systems with business process. As a result, 
it may cause operational risks to downstream partners. Therefore, IT software spillover 




The indirect effect of IT spillover is not statistically significant in our study. It is possibly 
due to heterogeneity among different industries in manufacturing sector. In other words, 
as different manufacturing industries have different business processes, labor force, 
hardware infrastructures, etc., they may benefit from indirect effect of IT spillover in 
different ways. In order to verify such assumption, we break down our dataset into three 
mutually exclusive subsample groups and analyze the effect of IT spillover. The results 
are shown in Table 4 and will be discussed in the next part. 
 
Table 4: Estimating Results of IT Spillover Effects 












































































Obs 1258 1258 221 340 697 
Note: SP-DH is direct effect of IT hardware spillover; SP-DS is direct effect of IT software 
spillover; SP-I is indirect effect of IT spillover; Obs is shorthand of observation. 
t statistics in parentheses: * p<0.05; ** p<0.01; *** p<0.001 
 
As shown in Table 2, the mean of supplier-driven IT hardware and software indices are 
7.40 and 6.95. The coefficient estimate suggests that 1% increase of supplier-driven IT 
hardware index leads to 0.286% increase of value added for downstream industries. In 
addition, the supplier-driven IT hardware index will increase by 1% if all the supplier 
industries increase their IT hardware capital by 1.005% (e0.01=1.01005). It is the same 
for supplier-driven IT software index. Converting to annual dollar amount, if all supplier 
industries of industry 𝑖  increase their IT hardware capital stock by 15.43 million 
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($1535.548M*1.005%) in 2002 dollars, the value added of industry 𝑖 will increase by 
57.1 million (i.e., $19966.4M*0.286%). For the same token, if all supplier industries of 
industry 𝑖 increase their IT software capital stock by 11.78 million ($1172.258M*1.005%) 
in 2002 dollars, the value added of industry 𝑖  may decrease by 32.34 million (i.e., 
$19966.4M*0.162%). 
 
5.3   Supplier-driven IT Spillover in Different Subsamples 
Some studies (Baily & Lawrence, 2001; Gordon, 2000) suggest that IT capital has 
different impact on output growth in different sectors or industries. We argue that IT 
spillover would have divergent impacts on value added growth in different manufacturing 
industries as well. In order to see whether the effect of IT spillover varies among 
industries, we divide our dataset into three subsample groups according to their NAICS 
code. These three groups are 31 subsample, 32 subsample and 33 subsample8
 
.  
The 31 subsample comprises of industries of food, beverage and apparels; the 32 
subsample comprises of industries of woods, paper, chemical and related products, and 
construction materials; the 33 subsample comprises of industries of metal products, 
machines, IT equipments, and transportation equipments. More information could be 
found in Table A1. Figure 1 shows the average value added and IT intensity of the three 
subsamples. We can see that the 32 subsample has the largest average value added, 
followed by 33 and 31 subsamples. In addition, the 32 subsample is also the most IT-
intensive, followed by 33 and 31. It corroborates our previous finding that IT capital is 
positively correlated to value added. 
                                                          
8 In NAICS code, 31-33 (two-digit code level) represent manufacturing sector. There are many 
detailed sub-industries represented by three-digit or four-digit code under the major categories of 
31, 32, and 33. We believe that the industries in each of 31, 32, or 33 must share some common 
features with each other. These features may explain the different IT spillover effects in each 




The estimating results are shown from column 4 to 6 in Table 4. The value added 
elasticity for direct effect of IT hardware spillover is 0.304 for 33 subsample, which is the 
largest among three subsamples. It indicates that IT hardware spillover has the greatest 
impact on value added growth of industries of metal products, machines, computer and 
electronic products, and transportation products. In fact, most of these industries are 
highly dependent on IT infrastructure in their manufacturing process. In addition, most of 
their business partners are from 33 subsample as well. For example, computer and 
communication industry relies heavily on semiconductor industry. Machines and 
transportation industries are customers of fabricated metal or IT industries. Fabricated 
metal industry is the customer of primary metal manufacturing industry. Therefore, high 
IT dependence, great volume of inte-rindustry transactions, and high quality of IT 
enabled intermediate products make 33 subsample benefit greatly from direct effect of IT 
hardware spillover.  
 
IT software spillover only significantly affect value added of industries in 31 subsample, 
which is mainly composed of food & beverage industry (i.e., F&B). It is attributed to the 
unique features of F&B industry, such as high perishability, considerable supply variation, 
high requirement of food quality and food safety. Therefore, efficient dilivery of goods 
and services is critical in F&B industry. In order to do that, effective information sharing 
and logistics managment is important. Hill & Scudder (2002) find that the main reason 
for food companies to adopt electronic data interchange (i.e., EDI) is to improve 
transaction activities with consumers (i.e., downstream industries). Mangina & Vlachos 
(2005) also suggest that multi-agent systems can optimise performance of a beverage 
logistics network significantly. Therefore, IT systems play an important role for 31 
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subsample to improve its operational efficiency. This is the reason that supplier-driven IT 




Value Added IT Intensity 
Figure1: Average level of Value Added and IT Intensity 
Note: The exact values of average value added for 3100, 3200, and 3300 subsamples are 13713M, 
27237M, and 18403M; and the exact values of average IT intensity for 3100, 3200, and 3300 
subsamples are 0.092, 0.173, and 0.133.  
 
The indirect effect of IT spillover varies among three subsamples. It verifies our 
assumption that indirect effect of IT spillover may have different impacts for different 
industries. The result shows that the indirect effect of IT spillover is only significantly 
positive for 32 subsample. It means IT spillover improves efficiency of other factor 
inputs, like labor, IT capital, and Non-IT capital for downstream industries of woods, 
paper, chemical and related products, and construction materials. It is basically because 
of the high IT intensity of these industries. Industries with high IT investment usually 
have stronger IT capabilities to absorb the external IT resources, resulting in improved 
efficiency of other inputs. 
 
5.4   Supplier-driven IT Spillover in Two Time Periods 
Figure 2 shows (a) IT capital stock trend, (b) IT hardware capital stock trend, (c) IT 
software capital stock trend and (d) IT intensity trend respectively. We can see that there 
was a slowdown and even a slight decrease of total IT capital stock after 2001. IT 
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hardware capital stock fluctuated around 2001. IT software capital stock decreased 
sharply since 2001. Correspondingly, IT intensity dropped tremendously after 2001. Such 
changes are attributed to economic crisis and burst of Internet bubble happened around 
2001. In order to examine whether the variations of IT capital stock affect IT spillover, 
we split our dataset into two periods: 1993-2000 and 2001-2009. For simplicity, we only 
test the impact on overall direct and indirect effects of IT spillover (not specifying direct 
effect of IT hardware and IT software components like previous estimation). In order to 
check whether the results are sensitive to where we make the split, we conduct the 
regression with the new time split of 1993-2001 and 2002-2009. All the estimating results 
are shown in Table 5. We can see that the estimating results of two different time splits 




(a) IT Capital Stock Trend  (b) IT Hardware Capital Stock Trend 
                 
(c) IT Software Capital Stock Trend (d) IT Intensity Trend 




The impact of IT hardware on value added in the second period (i.e., 2001-2009) is 
greater than that in the first period (i.e., 1993-2000). It is due to continuous investment on 
IT hardware over the whole period. However, the impact of IT software on value added 
decreases sharply from the first period to the second period. It provides the evidence that 
decrease in IT software capital caused by economic crisis or Internet bubble burst did 
have a negative influence on value added for manufacturing industries.  
 
We can see that the direct effect of IT spillover decreases substantially, resulting in a 
negative effect in the second period. It indicates that downstream industries would be 
negatively affected by IT spillover in terms of valued added growth. It suggests that the 
economic crisis or Internet bubble burst caused downstream industries enjoy less benefits 
from IT spillover. Therefore, the slowdown of overall IT investment and IT software 
investment, not only influences focal industry’s value added, but also affects the impact 
of IT spillover to downstream industries.  
 
In contrast, the indirect effect of IT spillover increases in the second period. It implies 
that supplier-driven IT spillover enhances the overall efficiency of inputs for downstream 
industries. It is herhaps due to the increasing demand for IS labor in most of the 
companies over time. (Hilton, 2001) suggest that although the dot-com bubble burst led 
to low confidence in IT industries, demand for skilled IT professionals continues to grow 
in many different sectors. (Panko, 2008) also found that IT employment fell surprisingly 
little and soon surpassed the bubble’s peak IT employment. Such IS labor investment is 
supposed to be driven by continuous growth of E-Commerce and related IT services. 





Table 5: Estimating Results of IT Spillover in Two Different Time Periods 
 Time split 1 Time split 2 




















































Obs 592 666 666 592 
Note: SP-D is direct effect of IT spillover. 
t statistics in parentheses: * p<0.05; ** p<0.01; *** p<0.001 
 
5.5   Supplier-driven IT Spillover: IT-Intensive vs. Non-IT-Intensive 
Many previous studies (Han et al., 2011; B. Nault & Mittal, 2006; Stiroh, 2001) found 
that different industries benefit from IT capital differently. IT-intensive industries usually 
have larger output growth than non-IT-intensive industries. This relationship could be 
roughly observed in Figure 1. In order to examine whether IT intensity influences the 
effect of IT spillover, we test IT spillover effects in both IT-intensive industries and non-
IT-intensive industries separately. Also, we only examine the overall direct and indirect 
effects of IT spillover. 
 
For measuring IT intensity, Dewan & Min (1997) use the factor share of IT capital 
among the inputs to production and set the median value as the threshold to separate IT-
intensive from Non-IT-intensive. In this study, we adopt B. Nault & Mittal (2006) 
approach to measure IT-intensity.  The idea is to use the ratio of IT capital stock to value 
added as a measure of IT intensity. Then, we rank all the industries in ascending order in 




Figure 3 shows the plot of IT-intensity of 74 manufacturing industries in our samples. For 
simplicity, we replace NAICS code of each industry with numbers from 1 to 74 to 
represent them. Each point stands for the value of IT-intensity of each industry. We can 
see significant increase of IT intensity trend after 0.15, which is the breaking point. 
Hence, we use it as the threshold to dichotomize industries into IT-intensive samples and 
Non-IT-intensive samples. There are 18 industries (i.e., NAICS code: 3221, 3241, 3251, 
3252, 3253, 3254, 3259, 3313, 3314, 3332, 3333, 3341, 3342, 3343, 3344, 3345, 3346, 
and 3363) being classified into IT-intensive group. Hence, we create two mutually 
exclusive data sets-one for IT-intensive group and the other for non-IT-intensive group. 
 
 
Figure3: IT Intensity of 74 Manufacturing Industries 
Note: the NAICS code for each industry is replaced by the number of 1 to 74. 
 
The estimating results for two subsamples are shown in Table 6. The second and third 
columns are results for IT-intensive industries and the last two columns are results for 
Non-IT-intensive industries. We can find that the coefficient for IT capital shows that 
internal investment on IT has a significant impact on non-IT-intensive industries instead 
of IT-intensive industries. It is due to the shortage of IT infrastructures in most non-IT-
intensive industries. According to the diminishing marginal profit assumption in 
production theory, industries with less IT infrastructures will have more marginal profit 
brought forth by IT investment than those with high IT usage. Therefore, internal IT 
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investment has a great impact on value added in non-IT-intensive industries. For IT 
spillover effects, IT-intensive industries benefit from direct effect of IT spillover more 
than do non-IT-intensive industries. It is consistent with our assumption that industries 
with high IT intensity have stronger IT capability to absorb IT spillover. Therefore, we 
conclude that IT-intensive industries benefits from direct effect of IT spillover more than 
non-IT-intensive industries. 
 
Table 6: Estimating Results for IT-intensive and Non-IT-intensive Industries 









































SP-I - -4.62e-06 (-0.25) - 
-1.66e-05 
(-1.07) 
Obs 306 306 952 952 
Note: IT Capital represents the overall IT capital, including IT hardware and IT software. 











Chapter 6   Conclusion 
In this section, we summarize our findings about the effects of IT spillover, namely its 
general effects, its effects on different groups of manufacturing industries and its effects 
in different periods. Then, we discuss the theoretical and practical contributions of this 
study. Finally, we mention the limitations of this study and suggest several issues of IT 
spillover which can be studied in the future. 
 
6.1   Findings 
In this thesis, we focus on three specific issues of IT spillover, namely the general direct 
and indirect effects of IT spillover, various IT spillover effects in different manufacturing 
industries, and different IT spillover effects in different time periods. Our findings 
suggest that: 
 
1) Generally IT hardware spillover improves downstream industries’ value added. In 
addition, such effect is larger in our study compared to those in previous studies 
(Cheng & Nault, 2007; Han et al., 2011). It is due to improving IT capability of 
downstream industries. IT software spillover, however, has a negative impact on 
value added for downstream industries. We argue that it is perhaps due to mismatch 
between supplier-driven IT systems (e.g., IOS) and internal business process of 
downstream industries. Additionally, supplier-driven IT systems may also cause 
some operational risks as implementations of such systems usually require 
adjustment of business process for the downstream industries. Finally, the indirect 
effect of IT spillover is not statistically significant for the whole manufacturing sector. 




2) Industries in 33 subsample have the largest coefficient estimate for direct effect of IT 
hardware spillover. It means industries of metal products, machines, computer and 
electronic products, and transportation products benefit from IT hardware spillover 
most in terms of value added growth. IT software spillover only significantly 
improves value added for F&B industries. It is because supplier-driven information 
systems can enhance information sharing and inter-organizational transactions for 
F&B industry. Furthermore, the coefficient estimate for indirect effect of IT spillover 
is only significantly positive for 32 subsample. It suggests that IT spillover could 
enhance the efficiency of labor or other capitals for industries of woods, paper, 
chemical and related products, and construction materials. In addition, we also 
examine the moderating role of IT intensity. Our finding suggests that IT intensity 
determines the capability of an industry to absorb benefits of IT spillover. 
Specifically, IT-intensive industries benefit more from direct effect of IT spillover 
compared to non-IT-intensive industries. It implies that the IT capital deepening 
affects the direct effect of IT spillover. 
 
3) Direct effects of both IT hardware and software spillovers decreased since 2001. It is 
because of great variation of IT capital stock, which is caused by economic 
depression and Internet bubble burst around 2001. By contrast, the indirect effect of 
IT spillover increases over time. This is due to increasing demand for IS labor in 
many manufacturing industries. According to Melville, Kraemer, & Gurbaxani 
(2004), the value of IT is dependent on external factors, like competitive and macro 
environment. In this study, we provide evidence that the effects of IT spillover are 




6.2   Contributions to the Literature 
Theoretically, this study makes contributions to the growing body of IT spillover 
literature in terms of the following aspects:   
 
1) This is the first study empirically investigating both direct and indirect effects of IT 
spillover. As far as we know, all the previous studies on IT spillover only discussed 
its direct effect, namely the impact of IT spillover on output growth in terms of 
changing factor input mix without changing the efficiency of other inputs. Therefore, 
this study provides a further understanding of how IT spillover augments other inputs 
of production. It is important for strategic decision making because the existence of 
indirect effect of IT spillover suggests that IT spillover should also be recognized for 
its effect of augmenting other inputs, such as labor and non-IT capital. 
 
2) This study examines the direct effect of IT hardware and IT software spillovers 
separately and find that they have different impacts on downstream industries’ value 
added. It is because of their different features and functions in the production or 
business process. Compared to IT hardware spillover, IT software spillover would 
have more influence on downstream industries business process. As a result, it may 
lead to some negative impacts if the supplier-driven information system does not fit 
downstream industries’ business practices well. 
 
3) We also study the impact of exogenous influence, like economic crisis and dotcom 
bubble burst, on IT spillover. It indicates that IT spillover does not remain constant 
over time and could be affected by outside influences. Thus, it provides us a deeper 
understanding of IT spillover in a macroeconomic perspective, which may be of 




Practically, this study provides a good reference about IT investment strategy to policy 
makers and IT managers in terms of the following aspects:  
 
1) There exists a countervailing effect of IT investment. IT investment enables investing 
parties to streamline their business process, save operational expense, and make 
companies more agile to the hypercompetitive business environment. Unfortunately, 
the investing parties are unable to capture all the benefits of IT investment in a 
competitive business environment. That is, part of the benefits of IT investment 
spreads to downstream industries. Therefore, it raises a critical issue for investing 
parties to decide the magnitude of IT investment. Specifically, IT should be invested 
in a way that could minimize IT spillover and maximize internal benefits (Cheng & 
Nault, 2007; Han et al., 2011). 
 
2) This study suggests that supplier-driven IT spillover is not always beneficial to 
downstream industries. Sometimes, supplier-driven information systems may require 
downstream industries to adjust their business process accordingly. In the short term, 
it could cause some operational risks for downstream industries, if the downstream 
industries do not have enough IT knowledge to respond to such IT spillover. 
Therefore, it is essential for non-IT-intensive industries to invest IT complementary 
infrastructures early (e.g., training skilled workers, upgrading internal IT systems, 
business process reengineering). Only with enough IT knowledge or high IT 
capability, they are able to reap the benefits of IT spillovers. 
 
3) In this study, we suggest that IT spillover effect varies among different 
manufacturing industries. This is due to heterogeneous characteristics of different 
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industries. Such finding is perhaps of special interest to policy makers for their 
decision on IT investment because the different benefits from IT spillover indicate 
the structural difference of the response of industries to IT spillover. Therefore, a 
wise decision is to allocate IT resources in a way that can maximize the benefits of IT 
spillover for different industries. 
 
6.3   Limitations and Future Study 
There are several limitations of this study: 
 
1) This study only investigates the effects of IT spillover in manufacturing sector, which 
does not represent the whole economy. As a result, the conclusion of this study is not 
applicable to other sectors, such as service sector or agriculture sector. It limits the 
generalizability of our results. Some studies (Dewan & Min, 1997; Triplett & 
Bosworth, 2006) suggest that different sectors benefit from IT investment differently. 
It is possible that IT spillover varies among different sectors.  
 
2) As suggested by Tambe & Hitt (2007), when using “production function approach” 
to measure IT spillover, the estimated social returns to IT investment could be 
significantly upward biased if there are measurement errors in a firm’s own IT inputs. 
Unfortunately, the issue is usually not very controllable. Besides, as we study IT 
spillover effects in industry level, such measurement error may be mitigated when 
using aggregate time series data.  
 
3) For the fact that this is the first study using the dataset under new industry classifying 
system, namely NAICS, our estimating results may not quite comparable to the 
results from previous studies, which used dataset under SIC. As a result, the 
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difference of estimating results between our study and previous studies may be 
partially caused by the different classifying standards of these two systems.  
 
In fact, the studies on IT spillover are still limited and there are many other issues about 
IT spillover which can be studied in the future: 
 
1) This study only discusses IT spillover occurring through inter-organizational 
transactions of products and services between business partners along the supply 
chain. In fact, downstream industries could also benefit from IT spillover through 
many other channels, such as codified knowledge sharing through EDI, transfer of IT 
technology through Internet, and IS labor transfer among different industries. Such IT 
spillovers are usually more implicit and undetectable. Future studies could make 
further investigations into these approaches to provide a comprehensive 
understanding of IT spillover.  
 
2) Industries differ from each other in terms of their production process, IT 
infrastructure, labor quality, etc. These features may influence the IT spillover effects 
as well. However, the data about these factors is usually not accessible in industry 
level. In order to investigate into the possible effect of these factors on IT spillover, 
future studies may need to conduct the research in firm level.  
 
3) Based on this study, we find that IT spillover may cause operational risks for non-IT 
intensive downstream industries in the initial stage. Therefore, it is also meaningful 
to study how to effectively utilize the implicit knowledge embedded in the IT 
spillover. This will provide more practical suggestions for firm or industry that wish 
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Appendix A   Detailed Information of Sample Industries 









industry Purchasing, % 
IT 
Intensive 
16 3111 Animal food manufacturing 43.0-49.2 No 
17 3112 Grain and oilseed milling 18.8-22.5 No 
18 3113 Sugar and confectionery  product manufacturing 49.1-53.1 No 
19 3114 Fruit and vegetable preserving  and specialty food manufacturing 43.6-51.0 No 
20 3115 Dairy product manufacturing 28.7-35.7 No 
21 3116 Animal slaughtering  and processing 20.0-26.5 No 
22 3117 Seafood product preparation  and packaging 8.5-13.8 No 
23 3118 Bakeries and tortilla manufacturing 41.6-51.0 No 
24 3119 Other food manufacturing 38.0-42.7 No 
25 3121 Beverage manufacturing 64.3-71.3 No 
27 313; 314 Textile mills and  textile product mills 64.5-72.3 No 
28 315 Apparel manufacturing 50.0-64.8 No 
29 316 Leather and allied  product manufacturing 65.0-72.5 No 
30 3211 Sawmills and wood preservation 14.1-22.7 No 
31 3212 Veneer, plywood, and engineered wood product manufacturing 42.3-53.5 No 
32 3219 Other wood product manufacturing 54.3-74.2 No 
33 3221 Pulp, paper, and paperboard mills 42.4-50.9 Yes 
34 3222 Converted paper  product manufacturing 66.7-74.2 No 
35 323 Printing and related  support activities 45.6-67.6 No 
36 324 Petroleum and coal  products manufacturing 2.4-11.9 Yes 
37 3251 Basic chemical manufacturing 52.3-62.8 Yes 
38 3252 
Resin, synthetic rubber, and 








40 3254 Pharmaceutical and  medicine manufacturing 42.9-55.4 Yes 
41 3255 Paint, coating, and  adhesive manufacturing 61.7-67.0 No 
42 3256 Soap, cleaning compound, and toilet preparation manufacturing 55.0-64.2 No 
58 
 
43 3259 Other chemical product and preparation manufacturing 58.2-67.2 Yes 
44 3261 Plastics product manufacturing 65.5-71.9 No 
45 3262 Rubber product manufacturing 58.9-63.4 No 
46 3271 Clay product and  refractory manufacturing 43.7-54.6 No 
47 3272 Glass and glass  product manufacturing 45.5-57.5 No 
48 3273 Cement and concrete  product manufacturing 34.0-44.8 No 
49 3274; 3279 
Lime, gypsum and  
other nonmetallic mineral  
product manufacturing 
31.7-45.4 No 
50 3311 Iron and steel mills and  ferroalloy manufacturing 33.3-40.7 No 
51 3312 Steel product manufacturing  from purchased steel 64.0-77.2 No 
52 3313 Alumina and aluminum  production and processing 58.0-68.1 Yes 
53 3314 
Nonferrous metal (except 
aluminum) production  
and processing 
52.7-68.3 Yes 
54 3315 Foundries 43.0-55.5 No 
55 3321 Forging and stamping 58.0-71.6 No 
56 3322 Cutlery and handtool manufacturing 54.7-60.6 No 
57 3323 Architectural and  structural metals manufacturing 56.9-70.6 No 
58 3324 Boiler, tank, and  shipping container manufacturing 68.7-77.8 No 
59 3325 Hardware manufacturing 60.9-71.2 No 
60 3326 Spring and  wire product manufacturing 57.9-66.7 No 
61 3327 
Machine shops; turned product; 
and screw, nut,  
and bolt manufacturing 
51.0-57.3 No 
62 3328 Coating, engraving,  heat treating, and allied activities 53.5-59.6 No 
63 3329 Other fabricated metal  product manufacturing 60.8-66.5 No 
64 3331 Agriculture, construction, and mining machinery manufacturing 69.4-72.5 No 
65 3332 Industrial machinery manufacturing 59.3-66.9 Yes 
66 3333 Commercial and service industry machinery manufacturing 60.2-69.1 Yes 
67 3334 
Ventilation, heating, air-




68 3335 Metalworking machinery manufacturing 52.2-57.8 No 
69 3336 




70 3339 Other general purpose  machinery manufacturing 63.0-66.6 No 
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71 3341 Computer and peripheral equipment manufacturing 56.9-62.2 Yes 
72 3342 Communications  equipment manufacturing 58.6-58.3 Yes 
73 3343 Audio and video  equipment manufacturing 63.3-68.8 Yes 
74 3344 Semiconductor and other electronic component manufacturing 51.5-54.7 Yes 
75 3345 
Navigational, measuring, 
electromedical, and control 
instruments manufacturing 
43.8-52.6 Yes 
76 3346 Manufacturing and reproducing magnetic and optical media 45.0-57.3 Yes 
77 3351 Electric lighting  equipment manufacturing 58.3-66.7 No 
78 3352 Household appliance manufacturing 71.6-75.4 No 
79 3353 Electrical equipment manufacturing 63.9-69.3 No 
80 3359 Other electrical equipment and component manufacturing 61.8-72.2 No 
81 3361 Motor vehicle manufacturing 83.0-85.6 No 
82 3362 Motor vehicle body  and trailer manufacturing 69.4-77.9 No 
83 3363 Motor vehicle parts manufacturing 70.3-75.7 Yes 
85 3365 Railroad rolling  stock manufacturing 67.0-73.2 No 
87 3369 Other transportation  equipment manufacturing 62.1-71.7 No 
88 3371 
Household and institutional 
furniture and kitchen cabinet 
manufacturing 
55.0-68.5 No 
89 3372 Office furniture  (including fixtures) manufacturing 57.7-65.9 No 
90 3379 Other furniture related  product manufacturing 60.1-72.1 No 
91 3391 Medical equipment and  supplies manufacturing 48.6-58.3 No 
92 3399 other miscellaneous manufacturing 58.1-63.4 No 









Appendix B   Robustness Check 
The robustness check results with output as dependent variable are shown in column 4 
and 5. Column 2 and 3 show our original estimating results with value added as 
dependent variable. We can find that the output elasticity for direct effect of IT hardware 
spillover is 0.267 (model with direct effect) and 0.281 (model with both effects). The 
output elasticity for direct effect of IT software spillover is -0.124 (model with direct 
effect) and -0.138 (model with both effects). In addition, indirect effect of IT spillover is 
still insignificant and its coefficient is -1.0e-05. Overall, the coefficient estimates of the 
effects of IT spillover in the robustness check are consistent with the results from the 
original estimation. It suggests that our estimation is valid. 
 
Table B1: Estimating Results of IT Spillover Effects (Robustness Check) 

















































SP-I - 9.14e-06 (0.93) - 
-1.0e-05 
(-1.32) 
Observations 1258 1258 1258 1258 
Note: t statistics in parentheses: * p<0.05; ** p<0.01; *** p<0.001 
 
