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Abstract
A striking result of Acharya et al. [ADOS17] showed that to estimate symmetric properties
of discrete distributions, plugging in the distribution that maximizes the likelihood of observed
multiset of frequencies, also known as the profile maximum likelihood (PML) distribution, is
competitive compared with any estimators regardless of the symmetric property. Specifically,
given n observations from the discrete distribution, if some estimator incurs an error ε with
probability at most δ, then plugging in the PML distribution incurs an error 2ε with prob-
ability at most δ · exp(3√n). In this paper, we strengthen the above result and show that
using a careful chaining argument, the error probability can be reduced to δ1−c ·exp(c′n1/3+c)
for arbitrarily small constants c > 0 and some constant c′ > 0. The improved competitive
analysis leads to the optimality of the PML plug-in approach for estimating various symmetric
properties within higher accuracy ε≫ n−1/3. In particular, we show that the PML distribu-
tion is an optimal estimator of the sorted distribution: it is ε-close in sorted ℓ1 distance to the
true distribution with support size k for any n = Ω(k/(ε2 log k)) and ε ≫ n−1/3, which are
the information-theoretically optimal sample complexity and the largest error regime where
the classical empirical distribution is sub-optimal, respectively.
In order to strengthen the analysis of the PML, a key ingredient is to employ novel “conti-
nuity” properties of the PML distributions and construct a chain of suitable quantized PMLs,
or “coverings”. We also construct a novel approximation-based estimator for the sorted dis-
tribution with a near-optimal concentration property without any sample splitting, where as
a byproduct we obtain better trade-offs between the polynomial approximation error and the
maximum magnitude of coefficients in the Poisson approximation of 1-Lipschitz functions.
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1 Introduction
Symmetric property estimation is a fundamental problem in computer science and statistics
with applications in neuroscience [RWdRvSB99], physics [VBB+12], ecology [Cha84,CL92,BF93,
CCG+12], and beyond [PW96,PGM+01]. Over the past decade the optimal sample complexity
for estimating various symmetric properties has been studied and resolved, including entropy
[Pan03,Pan04,VV11a,JVHW15,WY16], support size [VV13,WY19], support coverage [OSW16,
ZVV+16], distance to uniformity [VV11b, JHW18], sorted ℓ1 distance [VV11b,HJW18], Re´nyi
entropy [AOST14,AOST17], and many others. A natural question is to come up with a universal
estimator, an estimator that is sample competitive with respect to all symmetric properties.
Acharya et al. [ADOS17] showed that computing the profile maximum likelihood (PML), i.e.
the distribution that maximizes the likelihood of observed multiset of frequencies, and returning
the property value of this distribution attains optimal rates of sample complexity for estimating
various symmetric properties. Formally, Acharya et al. showed that given n i.i.d. samples from
an unknown distribution p, if there exists an estimator for estimating a symmetric property f
achieving error ε with success probability 1− δ, then this PML-based plug-in approach achieves
error 2ε with probability 1−δe3
√
n. This result further implied an unified approach for estimating
symmetric properties such as support size, support coverage, entropy, and distance to uniformity
when the estimation error ε ≫ n−1/4. As the error probability δ for estimating these properties
behaves as a Gaussian tail exp(−Ω(nε2)). The authors in [ADOS17] further argued that a β-
approximate PML1 for β > exp(−n1−c) and any constant c > 0 suffices to get a unified approach
that is sample optimal for ε≫ n−min(1/4,c/2).
Acharya et al. [ADOS17] posed two important open questions. In the first question they
asked for a polynomial time algorithm to compute an exp(−n1−c)-approximate PML distribution
for some constant c > 0. This open question was resolved recently in [CSS19a], where the
authors present the first polynomial time algorithm to compute an exp(−n2/3 log n)-approximate
PML distribution; the approximation factor was later improved to exp(−√n log n) by [ACSS20].
In their second open question, Acharya et al. suggested that the requirement ε ≫ n−1/4, or
the amplified failure probability δe3
√
n, may just be an artifact of the analysis and asked for a
better analysis of PML. Moreover in most of the previous works, the PML distribution is mainly
studied in the context of symmetric property estimation and its fundamental understanding as a
probability distribution remains largely unknown.
In this work we address the second open question. We show that the previous penalty term
exp(3
√
n), which upper bounds the cardinality of all possible PML distributions, is too pessimistic
and does not account for the internal relationships between different PML distributions. Instead,
we propose a novel continuity property of the PML distribution and show that pooling together
similar PML distributions helps significantly reduce the effective cardinality term. Specifically,
by a careful chaining argument, the error probability of the PML-based plug-in approach can be
reduced from δ exp(3
√
n) to δ1−c exp(c′n1/3+c) for arbitrarily small constant c > 0 with a large
constant c′ > 02. Consequently, for all the aforementioned symmetric properties, the PML-based
plug-in approach attains the optimal sample complexity for any estimation error ε≫ n−1/3.
The improvement from n−1/4 to n−1/3, albeit seemingly tiny, in fact has striking consequences.
1A β-approximate PML is the distribution that achieves a multiplicative β-approximation to the PML objective.
2As δ is typically at most exp(−nt) for some absolute constant t > 0, the exponent of the quantity δ1−c has the
same order of magnitude as that of δ, so we do not lose much from δ to δ1−c.
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First, it helps us establish a complete analogy between the PML distribution and the classical
maximum likelihood (ML) distribution (i.e. the empirical distribution), where just like the ML
distribution is an optimal estimator of the hidden distribution, the PML distribution is an optimal
estimator of the sorted hidden distribution. Specifically, based on n i.i.d. observations from the
distribution p with support size k, the ML distribution p̂ML satisfies
P
(
‖p̂ML − p‖1 ≥ c
√
k
n
+ ε
)
≤ exp(−c′nε2)
for some constants c, c′ > 0 and any ε > 0, which is rate-optimal in estimating the distribution p
under the ℓ1 (or equivalently, the total variation) distance [HJW15,KOPS15]. Similarly, we show
that the PML distribution p̂PML satisfies
P
(
‖p̂PML − p‖1,sorted ≥ c
√
k
n log n
+ ε
)
≤ exp(−c′n1−δε2) (1)
for ε ≫ n−1/3 and any small constant δ > 0, which is also known to be rate-optimal among
all possible estimators in estimating the distribution p under the sorted ℓ1 distance based on
n samples [HJW18]. We remark that here the additional assumption ε ≫ n−1/3 is necessary
as well: it is known in [HJW18] that the ML distribution becomes optimal in estimating the
sorted distribution when ε ≤ n−1/3, and a phase transition on the minimax rate occurs at
ε ≍ n−1/3. Hence, the condition ε ≫ n−1/3 is the information-theoretically optimal range one
may possibly hope for an improvement over the ML distribution. The above comparison shows
that estimating the unsorted distribution is fundamentally different from the sorted distribution,
and the PML distribution is the optimal estimator for the latter task. We note that a similar
but incomplete analogy was also shown in previous work [HO19a,HO20] when ε≫ n−1/8, which
applied the competitive result of [ADOS17] and an indirect argument factoring through the
optimal estimation of general 1-Lipschitz functionals. In contrast, our work improves upon the
fundamental PML analysis in [ADOS17] and directly proposes a new estimator for the sorted
distribution with low sensitivity. We provide more comparisons in the related work.
Second, we establish an analogy between the PML-based plug-in approach and the local
moment matching (LMM) approach proposed in [HJW18], both of which are unified approaches
in the sense that they simply plug in some distribution independent of the specific symmetric
property in hand; the former approach simply plugs the PML distribution into the target property,
and the latter plugs in the LMM distribution. Albeit constructed based on different principles,
both approaches are minimax rate-optimal in estimating the sorted distribution, and they both
attain the optimal sample complexity for various symmetric properties above the common error
threshold ε ≫ n−1/3. We conjecture that this common threshold may be the price one need to
pay for any unified methodology of symmetric property estimation without knowing the specific
property beforehand, which will also imply that the exponent of the amplified error probability
δ1−c exp(c′n1/3+c) of PML cannot be improved to O(n1/3−c) in general and thus the tightness of
our general PML analysis.
To apply the competitive result, a key intermediate step in establishing the optimality of the
PML distribution in estimating the sorted distribution is to find an estimator which along with
other properties also satisfies an exponentially small failure probability as in (1). However, the
only known minimax rate-optimal estimator for the sorted distribution, i.e. the LMM estimator
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in [HJW18], has an inverse polynomial failure probability like O(n−5) which is not sufficient
for our purposes, as the sample splitting technique and solving a linear program in each local
interval makes it unstable to perturbations. In our work, we propose a novel estimator of the
sorted distribution that has optimal sample complexity and is the first estimator with sorted
ℓ1 loss enjoying near-optimal concentration properties (therefore an exponentially small failure
probability). The crux of our estimator construction is to abandon sample splitting, a technique to
acquire independence commonly used in almost all past works in estimating symmetric properties,
and to construct a global and explicit linear program, both in order to increase the stability of the
resulting estimator to slight perturbations. In particular, the removal of sample splitting enables
us to obtain better trade-offs between the polynomial approximation error and the maximum
magnitude of coefficients in the Poisson approximation of 1-Lipschitz functions, a side result in
approximation theory which also improves the key technical lemma in [VKVK19,VKK19].
In summary, the main contributions of this paper are as follows:
1. We provide a first improvement of the fundamental competitive analysis of PML in [ADOS17],
where we reduce the amplification factor on the error probability from exp(O(
√
n)) to
exp(O(n1/3+c)) for any constant c > 0. Consequently, we establish the high accuracy opti-
mality of the PML plug-in approach for estimating various symmetric properties within any
accuracy parameter ε ≫ n−1/3. Our new competitive analysis relies on a novel continuity
property of the PML distributions as well as a careful and involved chaining argument,
both of which could be of independent technical interest.
2. We provide a novel estimator for the sorted discrete distribution with rate-optimal sample
complexity and near-optimal Gaussian tails. Improving on the local moment matching idea
in [HJW18], the construction of our estimator crucially relies on a new surrogate loss and
a notion of smoothed local moments to remove the usual sample splitting technique and
increase the stability. This idea also leads to a better trade-off between the polynomial ap-
proximation error and the maximum magnitude of coefficients in the Poisson approximation
of 1-Lipschitz functions, a side result in approximation theory.
3. Combining the above two results, we show that the PML distribution is optimal in estimat-
ing the sorted distribution for the largest accuracy range ε≫ n−1/3, and therefore establish
a complete analogy between the PML and the classical ML distributions.
1.1 Our Techniques
Refined PML Analysis. Let Φn be the set of all possible profiles generated by n observations,
and for each profile φ ∈ Φn, let pφ be the PML distribution associated with the profile φ. The
target is to show that, for a random profile φ generated from the data distribution p, the associated
PML distribution pφ will be close to p in some proper distance. A big challenge in the analysis of
PML is that the PML distribution pφ is the solution to a complicated and non-convex optimization
program, so very few things can be said about pφ except for its defining property P(pφ, φ) ≥ P(p, φ)
for all possible distributions p, where P(p, φ) denotes the probability of observing the profile φ if
the true data distribution is p. To overcome this difficulty, [ADOS17] makes a key observation
which we interpret in a slightly different way below: for each data distribution p, there is an
associated subset of “good profiles” G ⊆ Φn such that P(p,G) ,
∑
φ∈G P(p, φ) ≥ 1 − δ, and pφ
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is 2ε-close to p whenever P(pφ, G) > δ (cf. Lemma 4). Consequently, the probability that the
random PML distribution pφ with φ ∼ p is at least 2ε-far from p is at most∑
φ∈Φn
P(p, φ)1(P(pφ, G) ≤ δ) ≤
∑
φ∈G
P(p, φ)1(P(pφ, G) ≤ δ) + δ, (2)
as P(p,Φn\G) ≤ δ. Therefore, to upper bound the above probability, it remains to show that for
each profile φ ∈ G, the PML distribution pφ puts a large probability mass on G. To this end,
[ADOS17] uses the defining property of PML, i.e. P(pφ, G) ≥ P(pφ, φ) ≥ P(p, φ). Consequently,
the above error probability (2) is further upper bounded by∑
φ∈G
P(p, φ)1(P(p, φ) ≤ δ) + δ ≤ (|G|+ 1)δ ≤ (|Φn|+ 1)δ,
where the cardinality of Φn satisfies |Φn| ≤ exp(3
√
n) (cf. Lemma 1), giving the claimed result
in [ADOS17] (plus an additive small δ).
How should we improve the analysis above? We remark that a possibly loose step is the
na¨ıve inequality P(pφ, G) ≥ P(pφ, φ), which is tight only if the PML distribution pφ puts most
of its mass on the single profile {φ}, or equivalently, P(pφ, φ′) is very small for all other profiles
φ′ 6= φ. In contrast, if we could show that P(pφ, φ) ≈ P(pφ′ , φ) for any φ′ 6= φ, i.e. other PML
distributions pφ′ also have a large probability on φ comparable to that of the maximizer pφ, then
P(pφ′ , G) ≤ δ would imply that
δ ≥ P(pφ′ , G) =
∑
φ∈G
P(pφ′ , φ) ≈
∑
φ∈G
P(pφ, φ) ≥
∑
φ∈G
P(p, φ).
Consequently, the error probability in (2) would be as small as O(δ)! However, there are two key
challenges in the above ideal arguments. First, it is unlikely to conclude that P(pφ, φ) ≈ P(pφ′ , φ)
for all pairs of profiles φ 6= φ′, especially when these profiles are “far apart”. Second, and more
importantly, how can we prove that P(pφ, φ) ≈ P(pφ′ , φ) even for a given pair (φ, φ′) if the only
property we know about PML distributions is the defining property P(pφ, φ) ≥ P(p, φ) for all
p? Note that if we only knew the defining property of pφ, it would be definitely possible that
different pφ’s are mutually singular and the argument in [ADOS17] is tight.
To overcome the above difficulties, our key argument is to utilize a novel “continuity” property
of PML distributions. Specifically, to address the first challenge, we show that P(pφ, φ) ≈ P(pφ′ , φ)
holds locally when the profiles φ and φ′ belong to the same local ball; in other words, the PML
distribution pφ changes in a continuous way from one profile φ to another. For the second
challenge, i.e. how to show the above relationship even locally, we observe the fact that profiles
are deterministic functions of histograms, and utilize the data processing inequality to show a
covering property of all distributions of the form P(p, ·) on profiles. Mathematically, we show
that there exists three functions r(n), s(n), t(n) such that there is a class N of distributions such
that |N | ≤ r(n), and any distribution p gives rise to a distribution q ∈ N such that for any
S ⊆ Φn, the following approximation properties hold:
P(p, S) ≥ P(q, S)1/(1−s(n)) · exp(−t(n)), (3)
P(q, S) ≥ P(p, S)1/(1−s(n)) · exp(−t(n)). (4)
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Ideally, we want r(n) and t(n) to be small positive integers, and s(n) ∈ (0, 1) to be a small number
close to zero; however, there exist tradeoffs among these terms, and we defer the precise statements
to Lemma 2. The above result implies that the class N of distributions immediately results in
a covering of all PML distributions: if pφ and pφ′ correspond to the same element of N (i.e. in
the same cover), then repeated applications of (3) and (4) show that for any S ⊆ Φn, the two
probabilities P(pφ, S) and P(pφ′ , S) are close in a proper multiplicative sense. In other words, each
cover consists of multiple similar PML distributions, a manifestation of the continuity property
of PML distributions. Therefore, the above continuity property simultaneously addresses both
challenges, providing the precise definitions of locality and the approximation P(pφ, φ) ≈ P(pφ′ , φ).
Now the help from the above continuity property to an upper bound of the error probability
in (2) is a careful modification of the analysis in the previous ideal scenario. Specifically, for each
covering of profiles Gq ⊆ G corresponding to the element q ∈ N , some repeated applications
of (3) and (4) indicate that the error probability summing over all local profiles φ ∈ Gq is at
most δ1−o(1) exp(O(s(n)|Φn| + t(n))); the details are deferred to Section 4.1. As |N | ≤ r(n),
the total error probability in (2) is at most δ1−o(1)r(n) exp(O(s(n)|Φn| + t(n))), where the best
exponent after trading off r(n), s(n), t(n) is O(n3/8 log n), already a notable improvement over
the exponent O(
√
n) in [ADOS17]. For the further improvement from O(n3/8 log n) to O(n1/3+c)
for any constant c > 0, instead of working on a single layer of coverings N , we construct a careful
chain of coverings N1 ⊇ N2 ⊇ · · · (as well as different functions ri(n), si(n), ti(n) at the i-th layer)
and make use of different continuity properties at each layer. We defer the details to Section 4.2.
Sorted Distribution Estimation. The key difficulty in constructing an estimator of the sorted
distribution satisfying (1), in addition to its minimax rate-optimality, is to make the estimator
stable to slight perturbations in observed samples. This task is relatively simple when the target
property is a scalar, where a typical estimator, as a function of the i.i.d. observations (X1, · · · ,Xn)
or equivalently the histograms (h1, · · · , hk), is a sum of base estimators taking the form fi(hi), i ∈
[k] with thus easily analyzable perturbations. Nearly all past works [ADOS17, HO19a,HO19b,
HO20] fall into the above category to establish sub-Gaussian tails for proper univariate functions
fi. However, for sorted distribution estimation, the target property is a high-dimensional vector,
and all past known estimators such as the ones in [VV13,HJW18] are highly complex and cannot
be written in the above simple form. For example, the complete minimax rate-optimal estimator
in [HJW18] involves a sample splitting technique to assign each domain element to one of many
local intervals, whereas in each local interval a linear program is solved to form the final estimator.
Hence, there are two reasons for the instability of the resulting estimator. First, solving a linear
program can be treated as an inverse problem, which might be ill-conditioned without any closed-
form solution, so it is challenging to translate the closeness in the LP parameters to the closeness
of solutions. Second, the sample splitting technique makes it easy to have some domain element
assigned to another local interval after perturbation, which in turn results in a substantial change
on the final estimator. We remark that nearly all past works on property estimation (not limited
to establishing sub-Gaussian tails) relied on sample splitting to acquire independence; we refer
to the related work section for details.
To overcome the difficulty in analyzing the inverse problem, in this paper we propose a new
objective function which serves as a surrogate loss for the sorted ℓ1 distance. Consequently, the
minimization of this surrogate loss will also imply the closeness in the target sorted ℓ1 distance.
Specifically, we compute some statistic T = T (X1, · · · ,Xn) ∈ Rm from the samples, and define
the estimator p̂ to be the minimizer of some loss L : M× Rm → R+, i.e. p̂ = argminp L(p, T ).
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The function L is chosen to be a surrogate loss in the sense that, for any discrete distributions
p, q and any (random) statistic T , it holds deterministically that
‖p − q‖1,sorted ≤ L(p, T ) + L(q, T ) + fixed error terms. (5)
In view of (5) and the definition that L(p̂, T ) ≤ L(p, T ) for the true data distribution p, we have
‖p− p̂‖1,sorted ≤ 2L(p, T )+fixed error terms. Consequently, we mitigate the drawback caused by
the inverse problem and shift from handling potentially very complicated p̂ to handling a simpler
quantity L(p, T ) where p is the true data distribution. To convince the readers that L is indeed a
simpler quantity, we remark that our surrogate loss takes the form L(p, T ) =
∑m
j=1wj |fj(p)−Tj |,
which is simply a weighted sum of the estimation errors of the statistic Tj in estimating a properly
chosen property fj(p) of the data distribution p. Consequently, it should be expected to become
much easier to control the expectation and the perturbation property of L(p, T ).
The sample splitting comes into play in the functions fj(p). In fact, the local moment match-
ing idea in [HJW18] suggests that ideally we should choose fj(p) to take the form
∑k
i=1 p
d
i1(pi ∈
I), which is some moment of the probability vector p = (p1, · · · , pk) restricted to a given local
interval I ⊆ [0, 1]. However, this quantity cannot be reliably estimated by any statistic Tj based
on samples, as 1(pi ∈ I) is hard to locate when pi is close to the boundary of I. To mitigate this
drawback, in the past sample splitting is used: split each empirical frequency p̂i into independent
copies p̂i,1, p̂i,2, then the modified quantity
∑k
i=1 p
d
i1(p̂i,1 ∈ I) admits an unbiased estimator based
on p̂i,2’s. Although this new quantity works for obtaining a minimax rate-optimal estimator, it
still introduces instability when p̂i,1 changes from one local interval to another. In this paper, we
introduce the concept of smoothed local moments, where the property fj(p) is now chosen to be∑k
i=1 p
d
i ·P(Poi(npi/2) ∈ nI/2) and the Poisson probability can be viewed as a soft version of the
hard decision 1(pi ∈ I). This new quantity satisfies both advantages: first, it admits an unbiased
estimator and can be estimated reliably; second, the unbiased estimator for this quantity changes
smoothly in perturbations. This idea removes the sample splitting in general property estimation
problems for the first time, and is the key to the desired high probability results.
Implications on Approximation Theory. The above idea to remove sample splitting is useful
not only in obtaining high probability results in estimation theory, but also in providing a general
tool to piece together different approaches in different local intervals smoothly. We illustrate this
point using an example in approximation theory. Let f be any 1-Lipschitz function on [0, 1] with
f(0) = 0, then what is the best trade-off between the Bernstein polynomial approximation error
maxx∈[0,1] |f(x)−
∑n
i=0 aiBn,i(x)|, where Bn,i(x) =
(n
i
)
xi(1−x)n−i is the Bernstein basis, and the
maximum coefficient maxi |ai|? This question, although purely approximation theoretic, plays a
central role in analyzing the population maximum likelihood estimator under the empirical Bayes
framework [VKVK19,VKK19], where it was shown that one may achieve an approximation error
O(1/
√
n log n) while maxi |ai| = O(n1.5+ε). However, we show that it is in fact possible to achieve
maxi |ai| = O(1) with the same approximation error, which in turn enlarges the applicable range
of the results in [VKVK19,VKK19]. The crucial idea in establishing this new result is to perform
polynomial approximation locally, and then utilize our previous smoothing idea to piece together
different local polynomials.
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1.2 Related Work
Following the principle of maximum likelihood proposed by Ronald Fisher and its success in the
classical Ha´jek–Le Cam asymptotic theory [VdV00, Chapter 9], [OSVZ04] suggested the concept
of the profile maximum likelihood with the symbol labels discarded, and [OSVZ11] summarized
some basic properties of the PML. Since then, a series of work were devoted to the computational
side of the PML, where approaches such as the Bethe/Sinkhorn approximation [Von12,Von14], the
EM algorithm [OSS+04], algebraic approaches [ADM+10] and a dynamic programming approach
[PJW19] were proposed to compute an approximate PML. Very recently, [CSS19a] proposed the
first polynomial-time algorithm that provably computes an exp(−n2/3 log n)-approximate PML
distribution. This result was later improved in [ACSS20], where the authors present a polynomial
time algorithm to compute an exp(−√n log n)-approximate PML distribution.
Recently, [ADOS17] studied the statistical side of the PML, where they showed that PML
based plug-in approach is competitive to the optimal estimator in symmetric functional estima-
tion, with error probability δ amplified to δ exp(3
√
n). Consequently, to analyze the performance
of PML one may simply turn to another problem, i.e. analyze the performance of the optimal es-
timator, then invoke the above competitive result. This line of thought was adopted in [HO19a],
which studied the optimal estimation of various symmetric properties. There were also other
attempts to improve the PML analysis. For example, the work [CSS19b,HO19a] independently
proposed modifications of PML called pseudo/truncated PML with better statistical properties
for a subset of symmetric properties, while did not touch the vanilla PML analysis in general. Us-
ing a property specific approach, the authors in [CSS19b] showed that the PML based estimator
is minimax optimal in estimating the support size for all regimes of error parameter ε, where the
support of PML can be computed explicitly and the analysis does not extend to any other proper-
ties. Under the empirical Bayes setting, the notion of the population MLE in [VKVK19,VKK19]
is similar in spirit to the PML, while their population likelihood admits a much simpler additive
form and is therefore easier to deal with. Finally, the most recent work [HO20] showed that
the exponent 3
√
n for the vanilla PML in [ADOS17] could be improved to a distribution-specific
quantity called profile entropy, but this quantity is still Ω(
√
n) for the worst-case distribution. In
contrast, we give a generic improvement to O(n1/3+c) even for worst-case distributions. There-
fore, our work is the first improvement over [ADOS17] on general statistical properties (or the
competitive analysis) of the vanilla PML without any modifications.
We also review the literature on symmetric property estimation, or the functional estimation
in general, which has been extensively studied in the past decade. Specifically, the minimax-
optimal estimation procedures have been found for many non-smooth 1D properties, including
the entropy [Pan03,Pan04,VV11a, JVHW15,WY16], L1 norm of the mean [CL11], support size
[VV13,WY19], support coverage [OSW16,ZVV+16], distance to uniformity [VV11b,JHW18], and
general 1-Lipschitz functions [HO19a,HO19b]. Similar procedures can also be generalized to 2D
functionals [HJW16,BZLV18,JHW18] and nonparametric problems [LNS99,HJM17,HJWW17].
We refer to the survey paper [Ver19] for an overview of the results. However, two technical tricks
were consistently used in these works. First, most constructed estimators were only proved to
work in Poissonized models (where there is independence across different domain elements), with
the only exception [HJWW17] which applied a careful Efron–Stein–Steele inequality to the i.i.d.
sampling model. Second, all above works relied on the sample splitting to carry out the two-stage
estimation procedure summarized in [JVHW15] independently. These issues prevent people from
constructing minimax optimal estimators in the original sampling model with good concentration
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properties, e.g. in the example of sorted distribution estimation.
The general problem of sorted distribution estimation, or the estimation of the parameter
multiset, was studied in [VV13,HJW18] for discrete distributions and [RW19] for the Gaussian
location model. The minimax optimal procedures in the above works are mainly based on method
of moments dating back to [Pea94], which was also used in [HP15,WY18] for learning Gaussian
mixtures and [KV17,TKV17] for learning a population of parameters. However, the above perfor-
mance guarantees only hold in expectation, and it is highly challenging to construct an estimator
with an exponential concentration property due to the complicated and potential unstable nature
of the method of moments. As for the property of PML in estimating sorted distributions, the
pioneering work [OSVZ05] established the consistency of PML, and [OSVZ11] showed a conver-
gence rate under a different distance. Recent works [HO19a,HO20] also showed the closeness of
the PML distribution to the sorted distribution for estimation error ε ≥ n−0.1 or later ε≫ n−1/8,
which are still far from the optimal threshold ε≫ n−1/3 established in [HJW18]. Moreover, their
arguments are indirect which factor through the estimation of general 1-Lipschitz functionals,
which seem insufficient to achieve the expected threshold ε≫ n−1/4 even if one applies the pre-
viously known competitive result of [ADOS17]. In contrast, we improve the essential competitive
analysis and provide an explicit estimator for the sorted distribution to feed into the competitive
analysis, which in combination helps to attain the optimal threshold ε ≫ n−1/3. Therefore, we
provide a complete answer on the estimation performance of the PML of the sorted distribution
in the sense that the PML is minimax rate-optimal in the largest possible error regime ε≫ n−1/3,
and there exists an explicit estimator which estimates the sorted distribution in an optimal way
and with exponentially high probability.
1.3 Organization
The rest of the paper is organized as follows. Section 2 lists useful notations and preliminaries for
this paper, and Section 3 summarizes the main results. Section 4 presents the proof of Theorem
1, where we propose a notion of continuity on the PML distributions and apply a novel chaining
argument. Section 5 presents the detailed construction of the optimal estimator for the sorted
distribution and the roadmap of the proof of Theorem 2. In particular, in Section 5.3 we obtain
an improved trade-off between the polynomial approximation error and the maximum magnitude
of coefficients in the Poisson approximation of 1-Lipschitz functions, which may be of independent
interest in approximation theory. Remaining proofs are relegated to the appendices.
2 Preliminaries
2.1 Notations
Throughout the paper we adopt the following notations. Let N be the set of all positive integers,
and for n ∈ N, let [n] , {1, 2, . . . , n}. For reals a, b ∈ R, let [a, b] and (a, b) denote the closed and
open intervals from a to b, respectively. For a finite set A, let |A| be the cardinality of A. Let
M denote a generic subset of all discrete distributions supported on N, where the specific choice
of M depends on the context3, and for k ∈ N, let Mk be the set of all discrete distributions
3TypicallyM is chosen to be the set of all discrete distributions supported on some finite domain [k] (e.g. in the
estimation of entropy, distance to uniformity, and sorted distribution), but there are a few exceptions. For example,
in the support size estimationM is the set of all discrete distributions supported on N with all non-zero probability
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supported on [k]. Let Poi(λ) be the Poisson distribution with rate parameter λ ≥ 0, and B(n, p)
be the Binomial distribution with number of trials n and success probability p ∈ [0, 1]. We adopt
the following asymptotic notations. For non-negative sequences {an} and {bn}, we write an . bn
(or an = O(bn)) to denote that lim supn→∞ an/bn < ∞, and an & bn (or an = Ω(bn)) to denote
bn . an, and an ≍ bn (or an = Θ(bn)) to denote both an . bn and bn . an. Moreover, let O˜(·),
Ω˜(·) and Θ˜(·) denote the respective meanings within multiplicative poly-logarithmic factors in
n. We also write an ≪ bn to denote that lim supn→∞ nεan/bn = 0 for some small ε > 0, and
an ≫ bn to denote bn ≪ an.
2.2 Preliminaries
Throughout the paper we will consider the following i.i.d. sampling model: let p ∈ M be an
unknown discrete distribution, and the learner observes a sequence xn = (x1, . . . , xn) of length n
drawn i.i.d. from the hidden distribution p. Specifically, the statistical model is given by
P (p, xn) =
∏
i∈[n]
p(xi),
where p(x) denotes the probability mass of the domain element x ∈ N. Based on the observation
sequence xn, we next review the definitions of histograms4 and profiles.
Definition 1 (Histogram). Given a sequence xn ∈ [k]n of length n, the histogram of xn is defined
as a vector h = (h1, . . . , hk) with hj being the number of occurrences of symbol j ∈ [k], i.e.,
hj =
∑
i∈[n]
1(xi = j).
Definition 2 (Profile). Given a sequence xn ∈ [k]n of length n with a histogram h = (h1, · · · , hk),
the profile Φ(xn) of xn is defined as the vector φ = (φ1, · · · , φn) with φi being the number of
symbols occurring i times, i.e.,
φi =
∑
j∈[k]
1(hj = i).
Note that we exclude φ0 from the profile as we do not observe the unseen symbols and the domain
size k is unknown. Let Φn denote the set of all profiles generated by observations of length n.
The following lemma bounds the cardinality of distinct profiles.
Lemma 1 ([HR18]). For any n ∈ N, we have |Φn| ≤ exp(3
√
n).
For a profile φ ∈ Φn and a distribution p ∈ M, let
P (p, φ) =
∑
xn∈Nn:Φ(xn)=φ
P (p, xn)
masses at least 1/k, and in the support coverage estimation M can be the entire set of discrete distributions on N.
4Histograms are also known as types in the information theory literature.
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be the probability of observing a sample xn with profile φ under p. Further, for any subset
S ⊆ Φn, we use the P (p, S) to denote the following:
P (p, S) =
∑
φ∈S
P (p, φ) .
The profile of a sequence is a sufficient statistic for any symmetric property estimation and
it further motivates the following definition of profile maximum likelihood.
Definition 3 (PML). Given a profile φ ∈ Φn, the profile maximum likelihood (PML) distribution
is defined as
pPML = argmax
p∈M
P (p, φ) ,
where M is the feasible set of all probability distributions when solving the PML distribution.
Further for any β ∈ (0, 1], the distribution pPML,β ∈ M is a β-approximate PML distribution if
it satisfies
P
(
pPML,β, φ
)
≥ β ·max
p∈M
P (p, φ) .
We call function d : M×M → R+ a pseudo-metric if it is non-negative, symmetric and
satisfies the triangle inequality. The pseudo-metric d(p, q) may be measured directly based on
norms of distributions (such as the ℓ1 and ℓ2 norms of p−q), or via properties of distributions, e.g.
d(p, q) = |f(p)−f(q)| is the distance between p and q based on a general property f :M→ R. In
the above property estimation example, we may also interpret d(p, q) as the estimation error of
f(p) when one uses a plug-in estimator f(q) based on the distribution q. Let A be a general action
space containing all possible outputs of estimators. We call a loss function L : A ×M → R+
to be compatible with d if and only if for any p, q ∈ M and action a ∈ A, the following triangle
inequality holds:
d(p, q) ≤ L(a, p) + L(a, q). (6)
In the above property estimation example, the action space isA = R since each action corresponds
to an estimate of f(p). Hence, a natural compatible loss function is L(a, p) = |a− f(p)|, i.e. the
difference between the estimate a and the true property value f(p).
The main pseudo-metric d considered in this work is the sorted ℓ1 distance between discrete
distributions. Specifically, For discrete distributions p, q ∈ Mk, the sorted ℓ1 distance between p
and q is defined as
‖p− q‖<1 ,
k∑
i=1
|p(i) − q(i)|, (7)
where p(1) ≤ p(2) ≤ · · · ≤ p(k) and q(1) ≤ q(2) ≤ · · · ≤ q(k) are the sorted versions of distributions
p and q, respectively. By a simple rearrangement inequality, the sorted ℓ1 distance is also the
minimum ℓ1 distance between the unlabeled distributions p and q under all possible labelings (or
permutations). There is also an equivalent formulation of the sorted ℓ1 distance in terms of the
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Wasserstein distance: for p = (p1, · · · , pk) ∈ Mk, let the probability measure associated with p
be
µp ,
1
k
k∑
i=1
δpi , (8)
where δx denotes the Dirac point mass at x. Then [HJW18, Lemma 7] shows that
‖p − q‖<1 = k ·W1(µp, µq), (9)
where W1(·, ·) is the Wasserstein-1 distance associated with the usual metric d(x, y) = |x− y| on
R defined as
W1(P,Q) , inf
X∼P,Y∼Q
E|X − Y |,
and the infimum is taken over all possible couplings of (P,Q). Hence, let the action space A
be the set of all possible probability measures, then the loss L(µ, p) = kW1(µ, µp) is compatible
with the sorted ℓ1 metric. Note that we slightly enlarged the action space and do not restrict µ
to take the form of µq for some q ∈ Mk.
Finally, we introduce a definition of (α, β)-closeness between discrete distributions which will
be useful in stating the main results.
Definition 4 ((α, β)-closeness). For any α, β ∈ (0, 1) and a discrete distribution p = (p1, · · · , pk),
we call that another distribution p′ = (p′1, · · · , p′k) is (α, β)-close to p iff the following three
conditions hold:
• pi = 0 =⇒ p′i = 0 • pi ≤ α =⇒ p′i ≤ α • pi > α =⇒
pi
1 + β
≤ p′i ≤ pi.
3 Main Results
In this section we state the main results of our paper. Our first result presents a generic compet-
itive nature of the PML distribution compared with any other estimator depending only on the
profile, with an improved competitive ratio on the probability of error.
Theorem 1. Let d :M×M→ R+ be a pseudo-metric and L be a loss function compatible with
d. Suppose there exists an estimator T̂ depending only on the profile of n i.i.d. observations from
p that satisfies
P(L(T̂ , p) ≥ ε) ≤ δ, ∀p ∈ M. (10)
Then for any constants A > 0, c > 0, there exists an absolute constant c′ = c′(A, c) > 0 such that
the PML distribution pPML restricted to M satisfies
P(d(pPML, p) ≥ 2ε+ ε′) ≤ δ1−c · exp(c′n1/3+c), ∀p ∈M,
where ε′ = sup
{
d(p, p′) : p, p′ ∈ M, p′ is (n−A, 3n−A/2)-close to p}.
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Informally, Theorem 1 shows that the PML distribution is competitive in the sense that, if
there exists an estimator T̂ depending only on the profile which is ε-close to the true distribution
under a general loss with probability at least 1− δ, then the PML distribution is also (2+ o(1))ε-
close to the true distribution with probability at least 1−δ1−c exp(c′n1/3+c). Hence, for estimators
with error probability δ larger than exp(−n1/3−δ′) for any δ′ > 0, the PML distribution has the
same error exponent as those estimators.
To the authors’ knowledge, Theorem 1 is the first improvement on the error probability of
the vanilla PML distribution over the only known result in [ADOS17] that uses a simple union
bound approach. Compared with [ADOS17], Theorem 1 provides a refined error probability of
the PML estimator where the multiplicative factor reduces from exp(3
√
n) to exp(c′n1/3+c) for
constant c→ 0. The dependence on δ becomes slightly worse (as it changes from δ to δ1−c), but
it does not change the asymptotic order of the exponent as δ needs to be exponentially small for
a non-trivial final probability of Theorem 1. The additional term ε′ is mostly technical, and for
typical metric d this quantity satisfies ε′ ≤ n−C for an arbitrarily large exponent C > 0 after
choosing the parameter A > 0 large enough (see the examples in Corollary 1). Since for most
statistical estimation problems the error ε of interest is at least the parametric rate Ω(n−1/2),
the additional term ε′ will be much smaller than ε. Finally, by looking at the proof of Theorem
1, similar results also hold for approximate PML distributions: for any β-approximate PML with
β ∈ (0, 1), under condition (10) it holds that
P(d(pPML,β, p) ≥ 2ε+ ε′) ≤ δ
1−c
β
· exp(c′n1/3+c), ∀p ∈Mk.
Therefore, any exp(−O(n1/3))-approximate PML distribution gives the same rate as Theorem 1.
Choosing d(p, q) = |f(p) − f(q)| for general symmetric properties f , a direct consequence of
Theorem 1 is on the estimation performance of the PML plug-in approach in symmetric property
estimation. Specifically, the following corollary shows that, for various symmetric property esti-
mation problems, the PML plug-in estimator achieves the optimal sample complexity in a wider
error regime than those established in previous works.
Corollary 1. Let n be the optimal sample complexity for estimating entropy, support size, support
coverage, or the distance to uniformity within accuracy ε. If ε ≫ n−1/3, then the PML plug-in
estimator attains the rate-optimal sample complexity for estimating these properties to accuracy
(2 + o(1))ε.
Similar improvements over the results of [HO19a] in its applications can also be shown directly,
which are omitted for brevity as different applications involve different assumptions.
Our second result is specialized to some intrinsic properties of the PML distribution without
introducing any external properties. Specifically, we show that the PML distribution is an optimal
estimator of the true distribution under the sorted ℓ1 distance. To apply the result of Theorem
1, we first need the following intermediate result on the estimation of sorted distribution.
Theorem 2. For any k ≥ 1, p ∈ Mk and δ > 0, there exist constants c, c′ > 0 and an estimator
µ̂ depending only on the profile of n i.i.d observations from p such that, if ε ≥ nδ−1/3, then
P
(
k ·W1(µ̂, µp) ≥ c
√
k
n log n
+ ε
)
≤ exp(−c′n1−δε2) .
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The following corollary on the sample complexity is immediate from Theorem 2.
Corollary 2. For any k ≥ 1 and δ > 0, there exist constants c, c′ > 0 and an estimator µ̂
depending only on the profile of n ≥ k/(ε2 log k) i.i.d observations from p such that, if ε ≥ nδ−1/3
and p ∈Mk, then
P (k ·W1(µ̂, µp) ≥ cε) ≤ exp(−c′n1−δε2) .
We remark that by feeding Theorem 2 into the previously known competitive analysis in
[ADOS17], we immediately achieve the optimality of the PML distribution in estimating the
sorted distribution for accuracy parameters ε≫ n−1/4, already a notable improvement over the
work [HO19a,HO20] which required ε≫ n−1/8.
Let us compare Theorem 2 with the performance of the empirical distribution p̂: the expected
ℓ1 distance result in [HJW15,KOPS15] together with the McDiarmid’s inequality gives
P
(
‖p̂− p‖<1 ≥ c
√
k
n
+ ε
)
≤ exp(−c′nε2)
for any ε > 0. Hence, the result in Theorem 2 gives a logarithmic improvement over the empirical
estimator on the expected sorted ℓ1 loss, also with a near-optimal exponential concentration.
Moreover, it was proved in [HJW18] that the minimax risk is Θ(
√
k/(n log n))+Θ˜(
√
k/n∧n−1/3),
and therefore the optimal sample complexity of the sorted distribution estimation within error ε
is Θ(k/(ε2 log k)) if ε ≫ n−1/3, and is Θ(k/ε2) otherwise. In other words, the error assumption
ε≫ n−1/3 exactly corresponds to the interesting regime where logarithmic improvements over the
empirical estimator are possible, and the estimator in Theorem 2 achieves the optimal minimax
rate in this regime.
The previous work [HJW18] obtained a similar result to Theorem 2 and matching minimax
lower bounds, but a failure probability only polynomial in n, i.e. O(n−5), was proved. Moreover,
the estimator in [HJW18] requires sample splitting and solves multiple feasibility programs, which
is difficult to prove a super-polynomial failure probability and also computationally expensive to
solve. In this paper, we construct the estimator µ̂ by solving a single linear program without any
sample splitting, with a super-polynomially small failure probability from which the applications
of Theorem 1 benefit. These new insights also generalize to the estimation of general symmetric
properties, and even lead to an improved result in approximation theory. We refer to Section 5.3
for more details.
We are now ready to prove that the PML distribution is close to the sorted hidden distribution.
Recall the choice of the pseudo-metric d(p, q) = ‖p−q‖<1 and compatible loss L(µ, p) = kW1(µ, µp)
in the previous section. The next result is a direct consequence of Theorems 1 and 2.
Theorem 3. For any k ≥ 1, p ∈ Mk and δ > 0, there exist constants c, c′ > 0 such that given n
i.i.d observations from distribution p, if ε ≥ nδ−1/3, then
P
(
‖pPML − p‖<1 ≥ c
√
k
n log n
+ ε
)
≤ exp(−c′n1−δε2) .
Since ε ≥ nδ−1/3, the failure probability exp(−c′n1−δε2) of the optimal estimator µ̂ in Theorem
2 is small enough to offset the amplification factor exp(c′n1/3+c) for the PML distribution in
Theorem 1. The following corollary on the sample complexity of PML distribution in estimating
sorted ℓ1 distance is immediate from Theorem 3.
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Corollary 3. For any k ≥ 1, p ∈ Mk and δ > 0, there exist constants c, c′ > 0 such that given
n ≥ k/(ε2 log k) i.i.d observations from distribution p, if ε ≥ nδ−1/3, then
P
(‖pPML − p‖<1 ≥ cε) ≤ exp(−c′n1−δε2) .
Corollary 3 shows that, over the entire interesting error regime ε≫ n−1/3 where the classical
empirical distribution is sub-optimal, the PML distribution attains the optimal sample complex-
ity n = Ω(k/(ε2 log k)). In other words, either the empirical distribution or the PML distribution
is minimax rate-optimal in estimating sorted discrete distributions under all parameter configu-
rations.
4 Refined Analysis of PML
This section is devoted to the proof of Theorem 1. Recall that the error probability δ exp(3
√
n)
in [ADOS17] follows from a union bound over all the possible profiles and the cardinality bound
in Lemma 1. To improve over this bound, we provide some useful form of “continuity” properties
of the PML distribution and show that each PML distribution can be approximated by a smaller
set of distributions. Hence, using the “covering” of the smaller set of distributions, a union bound
over the covering leads to an improved error probability. Finally, using a chaining argument (or a
hierarchy of coverings) as in the literature on uniform concentration inequalities [Dud67,Tal06],
we obtain the desired upper bound as in Theorem 1.
Toward this direction, we now provide the key continuity lemma for the space of PML estima-
tors. This continuity lemma shows that the set of all PML distributions pφ with respect to φ ∈ Φn
can be approximated (or covered) by a smaller set of distributions up to certain approximation
factors that are formally stated next.
Lemma 2 (Continuity lemma). Let A ≥ 2, c0 ∈ (0, 1), r, s be arbitrary constants with 0 < s < r ≤
1/2, and M0 ⊆M be the set of probability distributions with minimum non-zero probability mass
at least 1/(2nA). Then there exists a constant c = c(A, c0, r, s) > 0 and a subset of probability
distributions N ⊆M0 such that
1. |N | ≤ exp(cnr log n);
2. for any p ∈ M0, there exists some q ∈ N such that for all S ⊆ Φn, it holds that
P (p, S) ≥ P (q, S)1/(1−c0n−s) exp (−cn1−2r+s) , (11)
P (q, S) ≥ P (p, S)1/(1−c0n−s) exp (−cn1−2r+s) . (12)
There are two tuning parameters r and s in Lemma 2, where the choice of r provides a trade-
off between the cardinality of N and the multiplicative factors in (11), (12), while s corresponds
to the trade-off between the exponent of the target probability and the multiplicative factors.
Upon choosing an appropriate set of distributions N , Lemma 2 could be established by a brute-
force computation on the likelihood ratio. However, here we adopt a cleaner proof which relies on
a Poissonization and the computation of the χm-divergence for some large parameter m, where
χm(P‖Q) = EQ[(dP/dQ)m] is a generalization of the χ2-divergence (up to an additive constant
1). The details are postponed to the appendix, and the usage of the χm-divergence is motivated
by an analogous covering result under the KL divergence in [ADO12].
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We are ready to bound the failure probability of the PML based estimator and the following
lemma will be useful to handle some technical details.
Lemma 3 (A slight variant of Lemma 4.1 in [CSS19a]). Fix a constant A ≥ 2. For any probability
distribution p ∈ M and any given profile φ ∈ Φn, there exists another probability distribution
p′ ∈ M with minimum non-zero probability mass at least 1/(2nA) such that p′ is (n−A, 3n−A/2)-
close to p (cf. Definition 4), and
P
(
p′, φ
) ≥ e−6 · P (p, φ) .
The organization of this section is as follows. In Section 4.1, we provide a warmup example
using a one-stage covering, which reflects our main ideas and leads to a slightly weaker result
compared to Theorem 1. Then a general chaining argument is provided in Section 4.2.
4.1 Warmup: One-stage Covering
Here we show how the application of Lemma 2 gives a failure probability of δ1−c exp(c′n3/8 log n)
for the PML based plug-in estimator. This result reflects the main idea of our proof and already
improves over the failure probability of δ exp(3
√
n) in [ADOS17]. Later in the next subsection,
we show that the exponent approaches to n1/3 (therefore Theorem 1) by repeating this procedure
several times.
Fix any probability distribution p ∈ M. Define the set of “good” profiles with respect to
distribution p as follows
G = {φ ∈ Φn : L(T̂ (φ), p) ≤ ε} ,
these are thee profiles on which the estimator T̂ incurs a small loss under p. The following lemma
shows that the estimator T̂ also incurs a small loss on all the distributions q that put a large
probability mass on G. Therefore the value of d(q, p) is small as well.
Lemma 4. Under the assumption of Theorem 1, if P (q,G) > δ for some q ∈ M, then d(q, p) ≤
2ε.
Proof. The proof of this result follows from the application of condition (10) and a triangle
inequality. We use the technique of proof by contradiction and assume by contradiction that
d(q, p) > 2ε.
Recall from the definition of G that L(T̂ (φ′), p) ≤ ε for all φ′ ∈ G. By the compatibility
assumption (6) of L we have d(p, q) ≤ L(T̂ (φ′), p) +L(T̂ (φ′), q) and therefore L(T̂ (φ′), q) > ε for
all φ′ ∈ G. In other words,
P
(
q, {φ′ ∈ Φn : L(T̂ (φ′), q) > ε}
)
≥ P (q,G) > δ,
a contradiction to the assumption of Theorem 1 and we conclude the proof.
For each φ ∈ Φn, let pφ be the PML distribution and p′φ be the approximate PML distribution
returned by Lemma 3. By Lemma 4, the following upper bound for the failure probability of
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PML estimator holds:
P
(
p, {φ ∈ Φn : d(pφ, p) > 2ε+ ε′}
) ≤ P (p, {φ ∈ Φn : d(p′φ, p) > 2ε})
≤ P (p,Φn\G) + P
(
p, {φ ∈ G : d(p′φ, p) > 2ε}
)
≤ δ +
∑
φ∈G
P (p, φ) · 1(P (p′φ, G) ≤ δ), (13)
where the first inequality follows from the triangle inequality and the closeness condition given by
Lemma 3. In the third inequality we use the following assumption of Theorem 1, P (p,Φn\G) ≤ δ.
Before proceeding to our proof, we first review the proof from [ADOS17] that upper bounds
the probability in (13). For any φ ∈ G by the definition of distributions pφ and p′φ we have,
P
(
p′φ, G
) ≥ P (p′φ, φ) ≥ e−6P (pφ, φ) ≥ e−6P (p, φ) .
Therefore,∑
φ∈G
P (p, φ) · 1(P (p′φ, G) ≤ δ) ≤∑
φ∈G
P (p, φ) · 1(P (p, φ) ≤ e6δ) ≤ e6δ · |G| ≤ e6δ · exp(3√n),
where in the last step we have used Lemma 1.
We improve the above analysis and, in particular, the potentially loose inequality P(p′φ, G) ≥
P(p′φ, φ). We use our continuity lemma (Lemma 2) to make this improvement. In our analysis
we work with approximate PML distributions p′φ returned by Lemma 3 and further perform a
quantization (or discretization) of p′φ for each φ ∈ G.
For all φ, p′φ ∈ M0 and we apply Lemma 2 to construct a distribution qφ ∈ N such that
the inequalities in Lemma 2 hold. We specify the value for parameters (r, s) later. The set N
only consists of N , |N | ≤ exp(cnr log n) distributions and we write N = {q1, · · · , qN}, where qi
denotes the i’th distribution in the set N . Define,
Gi = {φ ∈ G : qφ = qi}, ∀i ∈ [N ]. (14)
Using this definition, we upper bound the probability in (13) as follows,
P
(
p, {φ ∈ Φn : d(pφ, p) > 2ε+ ε′}
) ≤ δ + N∑
i=1
P (p,Gi) · 1(∃φ ∈ Gi : P
(
p′φ, Gi
) ≤ δ). (15)
We now show that if P(p′φ, Gi) is small for some φ ∈ Gi, then P (p,Gi) must be small as well and
we use the quantized distribution qi to relate the probability values. Consider any φ0 ∈ Gi, let
pφ0 be the PML distribution and p
′
φ0
be the approximate PML distribution returned by Lemma
3. Apply Lemma 2 to p′φ0 , let qφ0 ∈ N be the quantized distribution. As φ0 ∈ Gi, we have
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qφ0 = qi and the following chain of inequalities holds:
P
(
p′φ0 , Gi
) (a)≥ P (qi, Gi)1/(1−c0n−s) exp (−cn1−2r+s)
=
( ∑
φ∈Gi
P (qi, φ)
)1/(1−c0n−s)
exp
(−cn1−2r+s)
(b)
≥
( ∑
φ∈Gi
P
(
p′φ, φ
)1/(1−c0n−s) exp (−cn1−2r+s) )1/(1−c0n−s) exp (−cn1−2r+s)
(c)
≥
( ∑
φ∈Gi
[e−6P (pφ, φ)]1/(1−c0n
−s)
)1/(1−c0n−s)
exp
(
− cn1−2r+s − cn
1−2r+s
1− c0n−s
)
(d)
≥
( ∑
φ∈Gi
P (p, φ)1/(1−c0n
−s)
)1/(1−c0n−s)
exp
(
− cn1−2r+s − cn
1−2r+s
1− c0n−s −
6
1− c0n−s
)
(e)
≥
(
P (p,Gi)
1/(1−c0n−s) |Gi|−c0/(ns−c0)
)1/(1−c0n−s)
exp(−c1n1−2r+s),
where (a) follows from (11) in Lemma 2, (b) follows from (12) in Lemma 2, (c) is due to the
approximate PML property from Lemma 3, (d) is due to the definition of the PML distribution.
In the final inequality (e), we used Jensen’s inequality (for the first term) applied to the convex
function t 7→ t1/(1−c0n−s) for t ≥ 0, and c1 > 0 is some absolute constant depending on (c, c0).
Using the cardinality bound |Gi| ≤ exp(3
√
n) (Lemma 1) and rearranging terms we get that
for all φ0 ∈ Gi there exists a absolute constant c2 such that the following inequality holds,
P (p,Gi) ≤ P
(
p′φ0 , Gi
)(1−c0n−s)2 · exp(c2 (n1−2r+s + n1/2−s)) ,
where in the above inequality we also used 1/(1− c0n−s) ∈ O(1). The above inequality holds for
all φ0 ∈ Gi and if there exists a profile φ ∈ Gi such that P(p′φ, Gi) ≤ δ, then
P (p,Gi) ≤ δ(1−c0n−s)2 · exp
(
c2
(
n1−2r+s + n1/2−s
))
. (16)
Consequently substituting (16) into (15) and using the cardinality bound N ≤ exp(cnr log n), we
conclude that
P
(
p, {φ ∈ Φn : d(pφ, p) > 2ε+ ε′}
) ≤ δ +N · δ(1−c0n−s)2 · exp(c2 (n1−2r+s + n1/2−s))
≤ δ + δ(1−c0n−s)2 · exp
(
c3
(
nr log n+ n1−2r+s + n1/2−s
))
,
where c3 > 0 is some absolute constant. Further choosing r = 3/8, s = 1/8 to balance the terms
on the above exponent, and the constant c0 > 0 to be small enough, we conclude that
P
(
p, {φ ∈ Φn : d(pφ, p) > 2ε+ ε′}
) ≤ δ + δ1−c exp(c3n3/8 log n)
for any prescribed parameter c > 0. In other words, using a one-stage covering argument the
failure probability of PML estimator improves in the exponent from O(
√
n) to O(n3/8 log n).
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GG1,2
G2,2
G2,1
G1,1 G3,1
G4,1
G5,1
G6,1
G7,1
φ
Figure 1: A pictorial illustration of the chain of coverings when M = 2. Profiles are repre-
sented by dots, and there are two levels of coverings of good profiles G represented by solid and
dashed curves, respectively, where high-level coverings {G1,2, G2,2} are coarser than low-level ones
{G1,1, · · · , G7,1}. Each profile φ ∈ G has a label in each covering, e.g. φ ∈ G5,1 ⊆ G2,2.
4.2 A General Chaining Argument: Proof of Theorem 1
Here we provide the proof of Theorem 1 by applying the covering arguments in the previous
section several times. Specifically, for each profile φ ∈ Φn we successively quantize the PML
distribution pφ into M levels, where M is the smallest integer solution to the inequality
1
12(3 · 2M−1 − 1) < c, (17)
where c > 0 is the constant in the statement of Theorem 1.
The complete details of the proof are as follows. As in the previous section, define the set
of “good” profiles G and let pφ and p
′
φ be the PML and approximate PML distributions. The
upper bound (13) on the failure probability of the PML estimator again holds and we restate it
here for convenience:
P
(
p, {φ ∈ Φn : d(pφ, p) > 2ε+ ε′}
) ≤ δ +∑
φ∈G
P (p, φ) · 1(P (p′φ, G) ≤ δ) . (18)
We invoke Lemma 2 M times and pick M subsets of distributions N1, · · · ,NM , with Nm ,
|Nm| ≤ exp(cmnrm log n). Further inequalities (11) and (12) hold with parameters (rm, sm). The
specific choices of (rm, sm) are as follows: for m ∈ [M ],
rm =
1
3
(
1 +
1
2m+1
)
− 1
6(3 · 2M−1 − 1)
(
1− 1
2m
)
, (19)
sm =
1
3 · 2m −
1
12(3 · 2M−1 − 1)
(
3− 1
2m−2
)
. (20)
After some algebra, we have 5/12 > r1 > r2 > · · · > rM > 1/3, and 1/6 > s1 > s2 > · · · > sM >
0. The above expressions (19) and (20) are chosen to satisfy the following linear equations,
1− 2rm + sm = t, ∀m ∈ [M ],
rm−1 − sm = t, ∀m ∈ [M + 1],
(21)
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with the convention r0 = 1/2, sM+1 = 0, and t = 1/3 + 1/[12(3 · 2M−1 − 1)] < 1/3 + c thanks to
the choice of M in (17).
Based on the subsets of distributions N1, · · · ,NM , we quantize each approximate PML dis-
tribution p′φ as follows. Let qφ,0 , p
′
φ, and for any m ∈ [M ], let qφ,m ∈ Nm be the quantization
of qφ,m−1 to the subset Nm. For any m ∈ [M ], the distributions (qφ,m−1, qφ,m) satisfy the in-
equalities (11), (12) with parameters (rm, sm), that is for all S ⊆ Φn the following inequality
holds:
P (qφ,m−1, S) ≥ P (qφ,m, S)1/(1−c0n
−sm ) exp
(−cmn1−2rm+sm) , (22)
P (qφ,m, S) ≥ P (qφ,m−1, S)1/(1−c0n
−sm ) exp
(−cmn1−2rm+sm) . (23)
where c0 > 0 and cm > 0 for each m ∈ [M ] are absolute constants. In the above process p′φ ∈M0
and the output distribution of Lemma 2 always belongs toM0, therefore it is feasible to reapply
Lemma 2 to all the quantized distributions. Therefore for each φ ∈ G, we have the following
chain of quantized distributions p′φ = qφ,0 → qφ,1 → qφ,2 → · · · → qφ,M and for each m ∈ [0,M ]
it induces the following covering of G. For each m ∈ [0,M ], let Nm = {q1,m, · · · , qNm,m} and we
use qi,m to denote its i’th element. Define
Gi,m = {φ ∈ G : qφ,m = qi,m}, ∀i ∈ [Nm]. (24)
Clearly, the sets {Gi,m}i∈[Nm] form a partition of G. At different levels, the above partitions form
a chain in the sense that Gm,i is a disjoint union of the sets Gm−1,j , where j ∈ [Nm−1] are such
that qj,m−1 ∈ Nm−1 quantizes to qi,m ∈ Nm. In other words, there is a hierarchy of partitions
where high-level partitions are coarser than low-level ones. A pictorial illustration of the above
chain of partitions (or coverings) for M = 2 is illustrated in Figure 1.
Now using the same argument as (15) but applied to set NM , we get
P
(
p, {φ ∈ Φn : d(pφ, p) > 2ε+ ε′}
) ≤ δ + NM∑
i=1
P (p,Gi,M ) · 1(∃φ ∈ Gi,M : P
(
p′φ, Gi,M
) ≤ δ). (25)
For each i ∈ [NM ], consider any profile φ ∈ Gi,M . Let im(φ) ∈ [Nm] be the index of the
set in the m-th level partition to which the profile φ belongs, i.e. φ ∈ Gim(φ),m and iM (φ) = i.
Applying the inequality (22) (i.e. Lemma 2) repeatedly to the chain of quantized distributions
p′φ → qi1(φ),1 → qi2(φ),2 leads to,
P
(
p′φ, Gi,M
) ≥ P (qi1(φ),1, Gi,M)1/(1−c0n−s1 ) exp (−c1n1−2r1+s1)
≥ P (qi2(φ),2, Gi,M)1/[(1−c0n−s1 )(1−c0n−s2 )] exp(−c1n1−2r1+s1 − c2n1−2r2+s21− c0n−s1
)
.
Further continuing to apply inequality (22) to the remaining chain of quantized distributions
qi2(φ),2 → qi3(φ),3 → · · · → qi,M we get,
P
(
p′φ, Gi,M
) ≥ P (qi,M , Gi,M )∏Mm=1(1−c0n−sm)−1 exp(− M∑
m=1
cmn
1−2rm+sm∏
m′<m(1− c0n−sm′ )
)
.
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Therefore for each i ∈ [NM ], if there exists a profile φ ∈ Gi,M such that P(p′φ, Gi,M ) ≤ δ, then
δ ≥ P (qi,M , Gi,M )
∏M
m=1(1−c0n−sm )−1 exp
(
−
M∑
m=1
cmn
1−2rm+sm∏
m′<m(1− c0n−sm′ )
)
.
By choosing a constant c0 > 0 small enough such that
∏M
m=1(1−c0n−sm) ≥ 1−c/2 and rearranging
terms, the above inequality leads to
P (qi,M , Gi,M ) ≤ δ1−c/2 exp
(
C
M∑
m=1
n1−2rm+sm
)
. (26)
We interpret (26) as the “going-down” process, where we translate the small probability event
P(p′φ, Gi,M ) under the approximate PML distribution into a small probability event P (qi,M , Gi,M )
under a quantized distribution that belongs to a much smaller set.
We now describe the “going-up” process, where the target is to show that a small probabil-
ity event P (qi,M , Gi,M ) under the quantized distribution also implies a small probability event
P (p,Gi,M ) under the true distribution p. To this end, we use the other inequality (23) (i.e.
Lemma 2) for each m ∈ [M ] and i ∈ [NM ] to get,∑
j∈[Nm]:Gj,m⊆Gi,M
P (qj,m, Gj,m) =
∑
j∈[Nm]:Gj,m⊆Gi,M
∑
j′∈[Nm−1]:Gj′,m−1⊆Gj,m
P
(
qj,m, Gj′,m−1
)
(a)
≥
∑
j∈[Nm]:Gj,m⊆Gi,M
∑
j′∈[Nm−1]:Gj′,m−1⊆Gj,m
P
(
qj′,m−1, Gj′,m−1
) 1
1−c0n
−sm exp
(−cmn1−2rm+sm)
(b)
≥
( ∑
j∈[Nm]:Gj,m⊆Gi,M
∑
j′∈[Nm−1]:Gj′,m−1⊆Gj,m
P
(
qj′,m−1, Gj′,m−1
) ) 1
1−c0n
−sm exp
(−cmn1−2rm+sm)
(Nm−1)c0/(n
sm−c0)
(c)
≥ ( ∑
j′∈[Nm−1]:Gj′,m−1⊆Gi,M
P
(
qj′,m−1, Gj′,m−1
) ) 1
1−c0n
−sm exp
(
−cmn1−2rm+sm − cm−1n
rm−1 log n
c−10 nsm − 1
)
(27)
where (a) is due to inequality (23) (i.e. Lemma 2), (b) follows from the convexity of t 7→
t1/(1−c0n
−sm ) for t ≥ 0 and the fact that the number of summands is at most Nm−1, and (c) follows
from the rearrangement of the sum and the cardinality bound Nm−1 ≤ exp(cm−1nrm−1 log n) in
Lemma 2. Note that when m = 1, in the above inequality we have qφ,0 = p
′
φ, Gφ,0 = {φ}, and
N0 = |G| with r0 = 1/2 (which follows from Lemma 1). Hence, applying (27) repeatedly with
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m =M,M − 1, · · · , 1, for the above choice of c0 it holds that
P (qi,M , Gi,M )
≥
( ∑
φ∈Gi,M
P
(
p′φ, φ
) )∏Mm=1 1(1−c0n−sm ) exp(−C M∑
m=1
(
n1−2rm+sm + nrm−1−sm log n
))
(a)
≥
( ∑
φ∈Gi,M
P
(
p′φ, φ
) )1/(1−c/2)
exp
(
−C
M∑
m=1
(
n1−2rm+sm + nrm−1−sm log n
))
(b)
≥
( ∑
φ∈Gi,M
e−6P (pφ, φ)
)1/(1−c/2)
exp
(
−C
M∑
m=1
(
n1−2rm+sm + nrm−1−sm log n
))
(c)
≥
( ∑
φ∈Gi,M
e−6P (p, φ)
)1/(1−c/2)
exp
(
−C
M∑
m=1
(
n1−2rm+sm + nrm−1−sm log n
))
= (e−6P (p,Gi,M ))1/(1−c/2) exp
(
−C
M∑
m=1
(
n1−2rm+sm + nrm−1−sm log n
))
, (28)
where (a) follows because
∏M
m=1(1− c0n−sm) ≥ 1− c/2 by the choice of c0, (b) follows from the
definition of the approximate PML in Lemma 3, and (c) follows from the definition of PML that
P (pφ, φ) ≥ P (p, φ).
Combining (26) and (28), we conclude that whenever there exists a profile φ ∈ Gi,M such
that P(p′φ, Gi,M ) ≤ δ, then the following inequality holds:
P (p,Gi,M ) ≤ δ1−c · exp
(
C
M∑
m=1
(
n1−2rm+sm + nrm−1−sm log n
))
.
Therefore substituting the above inequality in (25) we get the following upper bound on the
failure probability of PML estimator,
P
(
p, {φ ∈ Φn : d(pφ, p) > 2ε+ ε′}
)
≤ δ + δ1−c · exp
(
CnrM log n+ C
M∑
m=1
(
n1−2rm+sm + nrm−1−sm log n
))
. (29)
Finally, as the equation (21) is satisfied by the parameters {(rm, sm)}m∈[M ] with t < 1/3+ c, the
inequality (29) gives the claimed result of Theorem 1.
5 Estimator Construction of Sorted Distribution
In this section, we construct the desired estimator for distribution estimation under Wasserstein
distance (Theorem 2). This section is organized as follows: an explicit estimator is constructed
in Section 5.1, and Section 5.2 provides a high-level road map of the analysis of the previous
estimator and proves Theorem 2, assuming several technical lemmas whose proofs are relegated to
the appendix. Further discussions are placed in Section 5.3, and in particular as a by-product, we
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show a better tradeoff between the polynomial approximation error and the maximum magnitudes
of polynomial coefficients for the Poisson approximation of general 1-Lipschitz functions, which
is a pure approximation-theoretic problem and might be of independent interest.
5.1 Estimator Construction
Our estimator generalizes the idea of the local moment matching estimator in [HJW18]. Specifi-
cally, to obtain a small Wasserstein distance W1(µ̂, µp), we partition the support [0, 1] of µp into
several local intervals, and require that the restriction of measure µ̂ on each local interval have
matched low-order moments (up to order Θ(log n)) as those of µp. In [HJW18], sample splitting
is necessary to locate each symbol in the correct local interval, while incorrect identification may
occur with probability inverse polynomial in n. Also, one need to solve a feasibility program
in each local interval, where each program may fail to have a feasible solution with probability
inverse polynomial in n. Hence, although the estimator in [HJW18] is minimax rate-optimal in
expectation, it is unstable in the sense that the failure probability cannot be super-polynomially
small. To address this issue, we stabilize the estimator by removing the sample splitting and con-
sidering a single linear program taking all local intervals into account simultaneously. Specifically,
our estimator is constructed as follows:
1. Split [0, 1] into local intervals: let c1 > 0 be a large tuning constant to be specified later,
and assume that M , n/(c1 log n) is an integer. For m ∈ [M ], let Im be the local interval
Im =
(
c1 log n
n
· (m− 1)2, c1 log n
n
·m2
]
. (30)
We also define the following slightly enlarged intervals of Im:
I˜m =
[
c1 log n
n
·
(
m− 5
4
)2
+
,
c1 log n
n
·
(
m+
1
4
)2]
, (31)
with (x)+ , max{x, 0}. Let x1 = 0, and xm be the mid-point of the interval Im for m ≥ 2.
Let ℓ˜m be the length of the interval I˜m.
2. Estimators for smoothed moments: for each d ∈ N and m ∈ [M ], define a function gd,xm :
R+ → R with g0,xm(x) ≡ 1, and
gd,xm(x) ,
d∑
d′=0
(
d
d′
)
(−xm)d−d′
d′−1∏
d′′=0
(
x− 2d
′′
n
)
. (32)
We also define the following modified version that cuts off the function g near the boundary
of the m-th local interval: let xm,L = c1(m − 3/2)2+ log n/n, xm,R = c1(m + 1/2)2 log n/n,
and
g˜d,xm(x) =

gd,xm(xm,L) if x ≤ xm,L,
gd,xm(x) if xm,L < x < xm,R,
gd,xm(xm,R) if x ≥ xm,R.
(33)
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Now for each d ∈ N and m ∈ [M ], we define our estimator of the smoothed d-th moments
in the m-th local interval as
M̂m,d ,
k∑
j=1
∑
s∈nIm/2
P
(
B
(
hj ,
1
2
)
= s
)
· g˜d,xm
(
hj − s
n/2
)
, (34)
where hj =
∑n
i=1 1(Xi = j) denotes the total number of occurrences (i.e. histogram) of the
symbol j in the observations (cf. Definition 1), and aI , {ax : x ∈ I}.
3. The final linear program: let c2 > 0 be a small tuning constant to be specified later, and
assume that D , c2 log n is an integer. Define the initial estimator µ̂0 to be any solution
of the following linear program:
minimize L(µ̂0, M̂) ,
M∑
m=1
ℓ˜m
(
D∑
d=1
ℓ˜−dm
∣∣∣∣k · ∫
I˜m
(x− xm)dµ̂m(dx)− M̂m,d
∣∣∣∣
+
∣∣∣∣∣∣
∑
m′≥m
(
k · µ̂m′(I˜m′)− M̂m′,0
)∣∣∣∣∣∣

subject to µ̂0 =
M∑
m=1
µ̂m, supp(µ̂m) ⊆ I˜m, µ̂0(R) ≤ 1,
∫
[0,1]
xµ̂0(dx) ≤ k−1.
(35)
The final estimator µ̂ is constructed to be µ̂ = µ̂0 + (1− µ̂0(R))δ0, with δ0 being the Dirac
measure on the single point 0.
A few remarks of the above construction are in order:
• The high-level idea: we provide some intuition on why the estimator µ̂ in (35) satisfies the
desired concentration inequality in Theorem 2. In fact, applying the dual representation of
the Wasserstein-1 distance (cf. Lemma 9), invoking Jackson-type theorems in approxima-
tion theory (cf. Lemma 10), and using the polynomial coefficient bounds (cf. Lemma 11)
will yield to the following deterministic inequality:
k ·W1(µ̂, µp) ≤ C
(√
k
n log n
+ nO(c2)L(µ̂, µp)
)
,
where C > 0 is some absolute constant, and with a slight abuse of notation, we write
L(µ̂, µp) for the quantity L(µ̂,M) in (35) with true momentsMm,d = k·
∫
I˜m
(x−xm)dµm(dx),
with a suitable decomposition µp =
∑M
m=1 µm. In other words, our choice of L in (35) serves
as a suitable upper bound to the target Wasserstein distance.
To proceed, we make a crucial observation that (a slight variant of) µp is always a feasible
solution of (35), and therefore the definition of the minimizer µ̂0 gives
L(µ̂, µp) = L(µ̂0, µp) ≤ L(µ̂0, M̂ ) + L(µp, M̂) ≤ 2L(µp, M̂),
where the final quantity L(µp, M̂ ) quantifies the estimation performance of the local moment
estimators M̂m,d for the true local moments. The proof of Theorem 2 will be completed by
showing that E[L(µp, M̂ )] = O˜(n
−1/3), and changing a single observation will only result in
an O˜(n−1) change on L(µp, M̂).
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• The choice of the local intervals: the local intervals Im (and the enlarged variants I˜m) are
chosen so that symbols with probability in Im and in [0, 1]\I˜m essentially do not affect each
other in the sense of Lemma 8. These choices coincide with “confidence set” in [HJW16],
and the exact ones appear in [HJW18,HO19b,HO20].
• The function gd,xm(x) and Poissonization: the function gd,xm(x) in (32) is chosen so that if
h ∼ Poi(np/2), we have [Wit87, Example 2.8]
E
[
gd,xm
(
h
n/2
)]
= (p− xm)d.
Note that here we assume that each histogram hj follows a Poisson distribution instead of
Binomial in the i.i.d. sampling model. In fact, we will analyze the performance of µ̂ in the
Poissonized model: the sample size is an independent Poisson random variable N ∼ Poi(n)
instead of n, so that the counts (h1, · · · , hk) are mutually independent. However, we remark
that the same result also holds for the estimator in (35) without any modification under the
original i.i.d. sampling model, by using the reduction technique at the end of this section.
• The modification g˜d,xm(x): we cut off the function gd,xm(x) outside the interval [xm,L, xm,R]
to ensure a uniform small difference |g˜d,xm(x)− g˜d,xm(y)| for |x− y| ≤ 2/n, which helps to
establish the desired concentration result. The choice of the interval [xm,L, xm,R] is slightly
larger than I˜m, for the function gd,xm will be essentially defined on I˜m.
• Sample splitting and smoothed moments M̂m,d: ideally we would like to estimate the local
moments
∑k
j=1 p
d
j · 1(pj ∈ Im) for each m ∈ [M ] and d ∈ N. However, the above quantity
does not admit an unbiased estimator, and is information-theoretically hard to estimate
for pj close to the boundary of Im. In previous works of functional estimation, the idea of
sample splitting was used to overcome the above difficulty: split the empirical probability p̂j
into two independent halves p̂j,1 and p̂j,2, then the modified moments
∑k
j=1 p
d
j ·1(p̂j,1 ∈ Im)
have a simple unbiased estimator based on p̂j,2. However, as we argued at the beginning
of this section, sample splitting will make the overall estimator unstable. To overcome this
difficulty, we consider the following smoothed moments
Mm,d =
k∑
j=1
(pj − xm)d · P
(
Poi
(npj
2
)
∈ n
2
Im
)
, (36)
which by the construction of the local intervals (cf. Lemma 8) is approximately the sum of
the d-th moments on I˜m, while with a soft transition at the boundary. The main advantage
of the smoothed moments Mm,d is that it admits the following unbiased estimator:
E
 k∑
j=1
∑
s∈nIm/2
P
(
B
(
hj ,
1
2
)
= s
)
· gd,xm
(
hj − s
n/2
) =Mm,d.
The above estimator motivates the current form of the smoothed moment estimators M̂m,d
in (34), and makes use of an implicit sample splitting E[1(p̂j,1 ∈ Im)gd,xm(p̂j,2) | hj ].
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• The final linear program in (35): as has been discussed in the high-level idea, the specific
form of the linear program in (35) is guided by two principles. First, the objective function
L upper bounds the target Wasserstein distance, thus the minimization of L also essentially
minimizes the Wasserstein distance. Second, the true associated measure µp is always a
feasible solution to (35), and therefore the triangle inequality can be applied to upper bound
the distance between the estimator µ̂ and the truth µp. Regarding the specific form of the
objective L, we aim to find a probability measure µ̂m to match the smoothed local moment
estimators M̂m,d up to order D in each local interval, with appropriate weights for each
local interval and each degree. We also treat the case d = 0 differently, for
∑
m′≥mMm′,0
is the right quantity to look at on bounding the Wasserstein distance, and we will show
that the estimation error of the above sum is roughly the same as that of the single term
Mm,0. For the constraints, the inequality µ̂0(R) ≤ 1 ensures that µ̂0 can be modified to a
probability measure by adding mass on zeros, and the mean constraint
∫ 1
0 xµ̂0(dx) ≤ 1/k
is mostly for technical purposes.
• Computational complexity: the main computation lies in the computation of M̂m,d’s and
solving the linear program (35). Based on (32)–(34), the evaluation of each function gd,xm
takes O˜(1) time, and thus the computation complexity of each M̂m,d is at most O˜(k ·nℓ˜m).
Therefore the overall time complexity for the computation of moment estimators is O˜(nk).
As for the linear program (35), by a quantization of the support of µ̂0 it can also be solved
in polynomial time. Finally, we remark that for the result in Theorem 1 to hold, we do not
need our estimator µ̂ to be efficiently computable.
The performance of the estimator µ̂ is summarized in the following theorem.
Theorem 4. Let c1 > 0 be a large enough constant given in Lemma 5 and 8, c2 ≤ c0δ for some
small constant c0 > 0 depending only on c1, and c2 log n ≥ 1. Then under the Poissonized model,
the above estimator µ̂ satisfies
P
(
k ·W1(µ̂, µp) ≥ c
√
k
n log n
+ ε
)
≤ exp(−c′n1−δε2)
for all p ∈ Mk and ε ≥ nδ−1/3, where c, c′ > 0 are absolute constants.
The proof of Theorem 4 will be placed in the next subsection. We show that although Theorem
4 assumes a Poissonized model, it also implies the claimed result in Theorem 2 under the original
sampling model. The proof is via the following simple reduction: let N ∼ Poi(n) be the random
sample size used in the Poissonized model, and E be the above failure event. Then
P(E | N = n) = P(E,N = n)
P(N = n)
≤ P(E)
P(N = n)
≤ √n · exp(−c′n1−δε2),
where P(E | N = n) is exactly the failure probability under the i.i.d. sampling model with fixed
sample size n, and we have used that P(Poi(n) = n) ≥ 1/√n. Since the √n factor does not offset
the super-polynomially small deviation probability, the claimed concentration result in Theorem
2 holds.
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5.2 Estimator Analysis
This section is devoted to the proof of Theorem 4. We first upper bound the Wasserstein distance
W1(µ̂, µp) in terms of the random quantity L(µ, M̂ ), where µ ≈ µp is a carefully chosen feasible
solution of the linear program (35), and L is the objective function in (35). Subsequently, we upper
bound the expectation E[L(µ, M̂)] and the deivation probability P(L(µ, M̂) ≥ E[L(µ, M̂)] + ε),
respectively.
5.2.1 A deterministic upper bound of Wasserstein distance
We first construct a candidate feasible solution µ of (35). For m ∈ [M ], let
µm ,
1
k
∑
j:pj∈I˜m
δpj · P
(
Poi
(npj
2
)
∈ n
2
Im
)
(37)
be the target measure on the m-th local interval, and µ =
∑M
m=1 µm. Clearly supp(µm) ⊆ I˜m,
and
µp − µ = 1
k
k∑
j=1
δpj ·
M∑
m=1
P
(
Poi
(npj
2
)
∈ n
2
Im
)
1(pj /∈ I˜m).
Hence, µp− µ ≥ 0 is a non-negative measure, and Lemma 8 shows that (µp −µ)(R) ≤ n−4. As a
result, we have
µ(R) ≤ µp(R) = 1,
∫
[0,1]
xµ(dx) ≤
∫
[0,1]
xµp(dx) =
1
k
k∑
j=1
pj =
1
k
,
and therefore µ is a feasible solution of (35).
Since µ̂(R) = µp(R) = 1, we may set f(0) = 0 in the dual representation of the Wasserstein-1
distance (cf. Lemma 9). Therefore,
W1(µ̂, µp) = sup
‖f‖Lip≤1,f(0)=0
∫ 1
0
f(x) (µ̂(dx) − µp(dx))
≤ sup
‖f‖Lip≤1,f(0)=0
M∑
m=1
∫ 1
0
f(x) (µ̂m(dx)− µm(dx)) + (µp − µ)(R)
≤ sup
‖f‖Lip≤1,f(0)=0
M∑
m=1
[∫
I˜m
(
f(x)−
D∑
d=0
am,d(x− xm)d
)
(µ̂m(dx)− µm(dx))
D∑
d=0
am,d
(∫
I˜m
(x− xm)dµ̂m(dx) −
∫
I˜m
(x− xm)dµm(dx)
)]
+ n−4, (38)
where am,d can be any real coefficients. We set these coefficients so that the degree-D polynomial
Pm(x) =
∑D
d=0 am,d(x− xm)d satisfies the inequality (51) on the interval I˜m in Lemma 10. Then
according to the pointwise inequality (51), for m = 1 we have∣∣∣∣∣f(x)−
D∑
d=0
a1,d(x− x1)d
∣∣∣∣∣ ≤ C
√
c1
c2
·
√
x
n log n
, ∀x ∈ I˜1.
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For m ≥ 2, the norm bound (52) leads to∣∣∣∣∣f(x)−
D∑
d=0
am,d(x− xm)d
∣∣∣∣∣ ≤ Cc2 · ℓ˜mlog n ≤ 4C
√
c1
c2
·
√
x
n log n
, ∀x ∈ I˜m,
where the last inequality follows from ℓ˜m ≤ 4
√
c1x log n/n for all x ∈ I˜m with m ≥ 2. Combining
the above cases, we conclude that for any m ∈ [M ] and x ∈ I˜m,∣∣∣∣∣f(x)−
D∑
d=0
am,d(x− xm)d
∣∣∣∣∣ ≤ 4C
√
c1
c2
·
√
x
n log n
. (39)
By choosing x = xm in (39), we conclude that the same result (possibly with coefficients doubled)
still holds if we set am,0 = f(xm) for each m ∈ [M ].5
Next we derive upper bounds on the magnitude of the coefficients am,d. Note that (39) implies
that for any m ∈ [M ] and x ∈ I˜m,∣∣∣∣∣f(xm)−
D∑
d=0
am,d(x− xm)d
∣∣∣∣∣ ≤ |f(x)− f(xm)|+
∣∣∣∣∣f(x)−
D∑
d=0
am,d(x− xm)d
∣∣∣∣∣
≤ ℓ˜m + 4C
c2
· ℓ˜m =
(
1 +
4C
c2
)
ℓ˜m.
Therefore, Lemma 11 applied to the shifted interval I˜m − xm gives that for d ≥ 1,
|am,d| ≤
(
1 +
4C
c2
)
ℓ˜1−dm ·
{
29D/2+1 if m = 1
(1 +
√
2)D if m ≥ 2
≤ 2
(
1 +
4C
c2
)
ℓ˜1−dm · n9c2/2. (40)
Moreover, for d = 0, the 1-Lipschitz assumption of f gives
|am,0 − am−1,0| = |f(xm)− f(xm−1)| ≤ |xm − xm−1| ≤ ℓ˜m, ∀m ∈ [M ]. (41)
Combining (38)–(41) and using the Abel transformation
M∑
m=1
amzm =
M∑
m=1
(am − am−1)
∑
m′≥m
zm′
with a0 , 0, we conclude that
W1(µ̂, µp) ≤ C ′
M∑
m=1
[∫
I˜m
√
x
n log n
(µ̂m(dx) + µm(dx))
+ n9c2/2
D∑
d=1
ℓ˜1−dm
∣∣∣∣∫
I˜m
(x− xm)dµ̂m(dx) −
∫
I˜m
(x− xm)dµm(dx)
∣∣∣∣
+ℓ˜m
∣∣∣∣∣∣
∑
m′≥m
µ̂m′(I˜m′)−
∑
m′≥m
µm′(I˜m′)
∣∣∣∣∣∣
+ n−4
≤ C ′
∫ 1
0
√
x
n log n
(µ̂(dx) + µ(dx)) + C ′n9c2/2k−1(L(µ̂0, M̂) + L(µ, M̂)) + n−4,
5The first interval requires some special attention since x ∈ I˜1 can be as small as zero. However, since x1 = 0, the
pointwise inequality (51) already implies that a1,0 = 0, and setting a1,0 = f(x1) makes the coefficient unchanged.
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where the last step follows from the definition of L in (35) and the triangle inequality. Since µ is
a feasible solution of (35), we have L(µ̂0, M̂ ) ≤ L(µ, M̂ ). Moreover, the feasibility condition of µ
implies µ(R) ≤ 1 and ∫ 10 xµ(dx) ≤ k−1, therefore the Cauchy–Schwartz inequality gives∫ 1
0
√
xµ(dx) ≤
√
µ(R) ·
∫ 1
0
xµ(dx) ≤ 1√
k
.
The same result also holds for µ̂0.
A combination of the above inequalities gives the deterministic upper bound of the Wasserstein-
1 distance:
k ·W1(µ̂, µp) ≤ 2C ′
(√
k
n log n
+ n9c2/2 · L(µ, M̂ )
)
+
k
n4
, (42)
where the constant C ′ > 0 depends only on (c1, c2).
5.2.2 Bounding the expectation of L(µ, M̂)
This section is devoted to the upper bound of the expected loss E[L(µ, M̂)], where it suffices to
show that the smoothed moment estimators M̂m,d in (34) are close to the true smoothed moments
Mm,d in (36). This is the main subject of the following lemma.
Lemma 5. Consider the estimator M̂m,d in (34) and the measure µm in (37). For c1 > 0 large
enough, there exist constants C,C ′ > 0 depending only on c1 such that for 1 ≤ d ≤ D,
E
∣∣∣∣k · ∫
I˜m
(x− xm)dµm(dx)− M̂m,d
∣∣∣∣ ≤ CnC′c2 ℓ˜dm(√km + kn5
)
,
and for d = 0,
E
∣∣∣∣∣∣
∑
m′≥m
(
k · µm′(I˜m′)− M̂m′,0
)∣∣∣∣∣∣ ≤ C
(√
km log n+ log n+
k
n5
)
,
where km is the “effective support size” of the restriction of p on Im:
km ,
k∑
j=1
P
(
Poi
(npj
2
)
∈ n
2
Im
)
. (43)
As a direct consequence of Lemma 5, the expected loss is upper bounded by
E[L(µ, M̂)] ≤ CnC′c2
M∑
m=1
ℓ˜m · (D + 1)
(√
km log n+ log n+
k
n5
)
≤ C(c2 log n+ 1)nC′c2 log n ·
M∑
m=1
ℓ˜m
(√
km + 1 +
k
n5
)
.
To upper bound the above quantity, we shall need the following lemma.
30
Lemma 6. There exists an absolute constant C > 0 depending only on c1 such that
M∑
m=1
ℓ˜m
√
km ≤ C
((
log n
n
) 1
3
+
√
k
n5
)
. (44)
By Lemma 6 and the inequality
∑M
m=1 ℓ˜m ≤ 2, we arrive at the final upper bound:
E[L(µ, M̂ )] = O
(
n−1/3+O(c2) log n+
√
k
n5
+
k
n5
)
. (45)
5.2.3 Bounding the deviation probability of L(µ, M̂ )
In this section we apply the McDiarmid’s inequality (cf. Lemma 14) for the deviation probability
of L(µ, M̂), where a key step is to show that each moment estimator M̂m,d does not change much
by altering one observation.
Lemma 7. For m ∈ [M ], 0 ≤ d ≤ D, let ∆m,d(h) be the difference between the estimators M̂m,d
given the histograms h = (h1, · · · , hk) and h′ = (h1, · · · , hj−1, hj + 1, hj+1, · · · , hk), respectively.
Let M⊆ [M ] be the set of indices of “active” local intervals, i.e.
M = {m ∈ [M ] : nxm,L ≤ hj ≤ nxm,R}.
Then there exists an absolute constant C > 0 depending on (c1, c2) such that for 1 ≤ d ≤ D,
|∆m,d| ≤ C ·
{
logn
n · (xm,R − xm,L)d−1 if m ∈ M,
n−5 · (xm,R − xm,L)d if m /∈ M.
Also, for d = 0, it holds that∣∣∣∣∣∣
∑
m′≥m
∆m,0
∣∣∣∣∣∣ ≤ C ·
{
log n/(n(xm,R − xm,L)) if m ∈ M,
n−5 if m /∈ M.
Based on Lemma 7, we are ready to upper bound the difference in L(µ, M̂ ) when we change the
histogram from h to h′ as in Lemma 7. Note that |M| ≤ 2 always holds, and ℓ˜m ≤ xm,R−xm,L ≤
2ℓ˜m, we conclude that
|L(µ, M̂ (h))− L(µ, M̂ (h′))| ≤
M∑
m=1
ℓ˜m
 D∑
d=1
ℓ˜−dm |∆m,d|+
∣∣∣∣∣∣
∑
m′≥m
∆m,0
∣∣∣∣∣∣

≤ C
∑
m∈M
D∑
d=0
2d · log n
n
+C
∑
m/∈M
D∑
d=0
2d · ℓ˜m
n5
≤ C
(
2D+2 log n
n
+
2D+2
n5
)
= O(nc2−1 log n).
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Hence, treating L(µ, M̂ ) as a deterministic function of the observations X1, · · · ,XN under the
Poissonized model, it is clear that this function is invariant with the permutation of the obser-
vations (for M̂ only depends on the histrogram or even the profile), and the bounded difference
condition of Lemma 14 is satisfied with c = O(nc2−1 log n). Consequently, the McDiarmid’s
inequality under Poisson sampling (cf. Lemma 14) leads to
P
(
L(µ, M̂) ≥ E[L(µ, M̂)] + ε
)
≤ 4 exp
(
− cnε
2
(nc2 log n)2
)
(46)
for some absolute constant c > 0.
Finally, a combination of (42), (45) and (46) with a small enough c2 > 0 completes the proof
of Theorem 4 (since k ·W1(µ̂, µp) ≤ 2 trivially holds, it may be assumed that k = O(n log n) in
the statement of Theorem 4).
5.3 Implications on Poisson Approximation
The estimator construction in Section 5.1 also sheds light on other functional estimation problems
and approximation theory. In the previous works on functional estimation, usually the parameter
space is split into several regions where different estimation procedures are performed. However,
since one does not have the perfect knowledge of the unknown parameter, sample splitting is
typically employed to separate the tasks of region classification and statistical estimation. For
example, under the discrete distribution models, the following type of estimator is common:
T (p̂) = T1(p̂1)1(p̂2 ∈ R1) + T2(p̂1)1(p̂2 ∈ R2), (47)
where p̂1, p̂2 are the splitted observations of the empirical probability p̂, and T1, T2 are the esti-
mators in the regions R1 and R2, respectively. However, the estimator (47) may be unstable to
small changes of input and incur a large variance without proper truncation. Our estimator con-
struction in Section 5.1 provides a simple fix to this problem, where we may reduce the variance
by using the following modified estimator
T ′(p̂) = E [T1(p̂1)1(p̂2 ∈ R1) + T2(p̂1)1(p̂2 ∈ R2) | p̂]
=
∑
j∈R1
P
(
B
(
np̂,
1
2
)
= j
)
T1
(
np̂− j
n/2
)
+
∑
j∈R2
P
(
B
(
np̂,
1
2
)
= j
)
T2
(
np̂− j
n/2
)
. (48)
Note that the deviation probability results (cf. Lemma 7) highly rely on the modified form (48).
A striking result is that (48) also helps in approximation theory, a seemingly unrelated field
to statistical estimation. A crux of the analysis of the population maximum likelihood estimator
in [VKVK19,VKK19] is the following approximation-theoretic result: for any 1-Lipschitz function
f on [0, 1] with f(0) = 0, there exists a degree-n Bernstein polynomial
pn(x) =
n∑
k=0
an,k ·
(
n
k
)
xk(1− x)n−k
with a good approximation property ‖f − pn‖∞ = O(1/
√
n log n) as well as a small magnitude of
coefficients maxk |an,k| = O(n1.5+ε) for some small ε > 0. In their applications, small coefficients
are desirable to obtain a small variance for the maximum likelihood estimator, and their proof
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of the above fact relies on some complicated degree raising process of Bernstein polynomials and
their relationships to the Chebyshev polynomials. In contrast, we will explicitly relate the above
problem to the statistical estimation, and employ the idea of (48) to improve the above coefficient
bound from O(n1.5+ε) to O(1).
The next theorem presents a better coefficient bound for the Poisson approximation polyno-
mials, which are slight variants of the Bernstein polynomials. Adapting the proof slightly, the
same result will also hold for Bernstein polynomials.
Theorem 5. Let f be any 1-Lipschitz function on R with f(0) = 0. Then for any ε, δ > 0, there
exists a constant C > 0 depending only on (ε, δ) such that for any n ∈ N, there is a sequence of
coefficients (bj)
∞
j=0 with∣∣∣∣∣∣f(x)−
∞∑
j=0
bjP(Poi(nx) = j)
∣∣∣∣∣∣ ≤ C
√
x
n log n
, ∀x ∈ [0, 1], (49)
where bj = 0 for j > (1 + δ)n, and∣∣∣∣bj − f ( jn
)∣∣∣∣ ≤ C(1 + j1/2)n1−ε , ∀j ≤ (1 + δ)n. (50)
The following corollary is immediate by choosing any ε ∈ (0, 1/2).
Corollary 4. For any δ > 0, there exists an absolute constant C depending only on δ such that
for any 1-Lipschitz function f on R with f(0) = 0, there exists a sequence of coefficients (bj)
∞
j=0
such that bj = 0 for j > (1+ δ)n, maxj |bj | ≤ C and maxx∈[0,1] |f(x)−
∑∞
j=0 bjP(Poi(nx) = j)| ≤
C/
√
n log n.
Note that a natural choice for the coefficient is bj = f(j/n), where one uses E[f(X/n)] with
X ∼ Poi(nx) to approximate the 1-Lipschitz function f(x). For this choice, we have the pointwise
bound
|E[f(X/n)]− f(x)| ≤ E|f(X/n)− f(x)| ≤ E|X/n− x| ≤
√
E(X/n− x)2 =
√
x
n
.
Hence, Theorem 5 shows that we may improve the above pointwise bound uniformly by a loga-
rithmic factor, while do not change the coefficients bj by too much.
The recipe of the proof of Theorem 5 is as follows. First, we partition the entire interval [0, 1]
into local intervals as before, and for each local interval I, we construct local Poisson polynomials
with the desired approximation property and coefficients essentially supported on I. Then we
employ the idea of (48) to piece together the previous local polynomials into a global Poisson
polynomial with the desired properties. The detailed proof is deferred to the appendix.
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A Auxiliary Lemmas
Lemma 8 (Local intervals, Lemma 17 of [HJW18]). Let Im and I˜m be defined in (30) and (31),
respectively, with m ∈ [M ]. Then for c1 > 0 large enough, the following inequality holds for each
p ∈ [0, 1], and h ∼ Poi(np) or h ∼ B(n, p):
P(h /∈ nI˜m | p ∈ Im) ≤ n−5,
P(h ∈ nIm | p /∈ I˜m) ≤ n−5.
Lemma 9 (Dual representation of Wasserstein distance [KR58]). For two Borel probability mea-
sures P,Q on a separable metric space (S, d), the following duality result holds:
W1(P,Q) = sup
f :‖f‖Lip≤1
EP [f(X)]− EQ[f(X)],
where X is a random variable taking value in S with distribution P or Q, and the Lipschitz norm
is defined as ‖f‖Lip = supx 6=y∈S |f(x)− f(y)|/d(x, y).
Lemma 10 (Jackson’s theorem [DeV76]). Let D > 0 be any integer, and [a, b] ⊆ R be any
bounded interval. For any 1-Lipschitz function f on [a, b], there exists a universal constant C
independent of D, f such that there exists a polynomial P (·) of degree at most D such that
|f(x)− P (x)| ≤ C
√
(b− a)(x− a)
D
, ∀x ∈ [a, b]. (51)
In particular, the following norm bound holds:
sup
x∈[a,b]
|f(x)− P (x)| ≤ C(b− a)
D
. (52)
Lemma 11 (Coefficient bound, Lemma 28 of [HJW16]). Let pn(x) =
∑n
ν=0 aνx
ν be a polynomial
of degree at most n such that |pn(x)| ≤ A for x ∈ [a, b]. Then
1. If a+ b 6= 0, then
|aν | ≤ 27n/2A
∣∣∣∣a+ b2
∣∣∣∣−ν (∣∣∣∣b+ ab− a
∣∣∣∣n + 1) , ν = 0, · · · , n.
2. If a+ b = 0, then
|aν | ≤ Ab−ν(
√
2 + 1)n, ν = 0, · · · , n.
Lemma 12 (Poisson tail inequality, Theorem 5.4 of [MU05]). For X ∼ Poi(λ) or X ∼ B(n, λ/n)
and any δ > 0, we have
P(X ≥ (1 + δ)λ) ≤
(
eδ
(1 + δ)1+δ
)λ
≤ exp
(
−(δ
2 ∧ δ)λ
3
)
,
P(X ≤ (1− δ)λ) ≤
(
e−δ
(1− δ)1−δ
)λ
≤ exp
(
−δ
2λ
2
)
.
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Lemma 13 (Bennett’s inequality [Ben62]). Let X1, . . . ,Xn ∈ [a, b] be independent random vari-
ables with
σ2 ,
n∑
i=1
Var(Xi).
Then we have
P
(∣∣∣∣∣
n∑
i=1
Xi −
n∑
i=1
E[Xi]
∣∣∣∣∣ ≥ ε
)
≤ 2 exp
(
− ε
2
2(σ2 + (b− a)ε/3)
)
.
Lemma 14 (McDiarmid’s inequality under Poisson sampling, Lemma 12 of [HO19b]). Let
N ∼ Poi(n), and X1,X2, · · · be independent random variables taking value in X independent
of N . Assume that the following bounded difference condition holds for a sequence of real-valued
functions fn : X n → R:
sup
n
sup
i∈[n]
sup
x1,x2,··· ,xn,x′i∈X
|fn(x1, · · · , xn)− fn+1(x1, · · · , xi−1, xi, x′i, xi+1, · · · , xn)| ≤ c.
Then for any ε > 0,
P (fN (X1, · · · ,XN ) ≥ E[fN (X1, · · · ,XN )] + ε) ≤ 4 exp
(
− nε
2
32(n2c2 + 1)
)
.
Lemma 15 (Some properties of Charlier polynomials, Proof of Lemma 13 of [HO19b], and
Lemma 30 of [HJW18]). Let the function gd,x(·) be defined in (32), with d ∈ N, x ∈ [0, 1]. Then
for any z ∈ [0, 1] and d ≥ 1, the following identity holds:
gd,x
(
z +
2
n
)
− gd,x(z) = 2d
n
gd−1,x(z).
Moreover, if nz/2 ∈ N and max{|z − x|, 8d/n,√8zd/n} ≤ ∆, then
|gd,x(z)| ≤ (2∆)d.
Lemma 16 (Difference of Binomial CDF, Corollary 4 of [JH20]). For n ∈ N, let Fn be the CDF
of a normalized Binomial random variable X/n with X ∼ B(n, 1/2), i.e. Fn(t) = P(X/n ≤ t).
Then there exists an absolute constant C > 0 such that for any t ∈ [0, 1] and n ≥ 1,
|Fn+1(t)− Fn(t)| ≤ C√
n
.
B Proof of Main Lemmas
B.1 Proof of Corollary 1
If ε′ = 0, then following the same lines as [ADOS17] shows that the PML plug-in estimator attains
the rate-optimal sample complexity for estimating these properties to accuracy 2ε. Hence, here
it suffices to prove that the additional error ε′ satisfies ε′ = O(n−1/3) = o(ε) for a large enough
A > 0 in all these examples.
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1. Entropy: to obtain a meaningful estimation performance for entropy, we need k = O(n log n)
[VV11a,JVHW15,WY16]. Therefore, for each q ∈ Mk which is (n−A, 3n−A/2)-close to the
distribution p, we have
d(p, q) ≤
k∑
i=1
|pi log pi − qi log qi|
≤
∑
i:pi≤n−A
(|pi log pi|+ |qi log qi|) +
∑
i:pi>n−A
|pi log pi − qi log qi|.
For any pi > n
−A, we have
pi
1 + 3n−A/2
log
1
pi
≤ qi log 1
qi
≤ pi log 1 + 3n
−A/2
pi
.
Therefore,
d(p, q) ≤ 2k · A log n
nA
+
∑
i:pi>n−A
(
3n−A/2
1 + 3n−A/2
· pi log 1
pi
+ pi log(1 + 3n
−A/2)
)
= O
(
k
nA
+
log k
nA/2
)
,
and choosing any A ≥ 2 gives that ε′ = O(n−1/3).
2. Support size: it is assumed in [WY19] that pi ≥ 1/k for all i and k = O(n log n). Therefore,
after choosing A ≥ 2, any distribution q which is (n−A, 3n−A/2)-close to the distribution p
satisfying the above assumption must have the same support as p. Consequently, d(p, q) = 0,
and ε′ = 0 for the support size estimation.
3. Support coverage: by [OSW16], for the support coverage estimation it amounts to consider
the functional Sm(p) =
∑k
i=1(1 − (1 − pi)m) with m = O(n log n). For any distribution q
which is (n−A, 3n−A/2)-close to the distribution p, we have
d(p, q) = |Sm(p)− Sm(q)| =
∣∣∣∣∣
k∑
i=1
(1−mpi − (1− pi)m)−
k∑
i=1
(1−mqi − (1− qi)m)
∣∣∣∣∣
≤
∑
i:pi≤n−A
(|1−mpi − (1− pi)m|+ |1−mqi − (1− qi)m|)
+
∑
i:pi>n−A
|m(pi − qi) + (1− pi)m − (1− qi)m|
(a)
≤
∑
i:pi≤n−A
m2(p2i + q
2
i ) +
∑
i:pi>n−A
2m · |pi − qi|
≤ m
2
nA
k∑
i=1
(pi + qi) +
k∑
i=1
2m · pi
1 + 3n−A/2
= O
(
m2
nA
+
m
nA/2
)
,
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where (a) follows from the mean value theorem applied to the function p 7→ mp+(1− p)m.
Hence, choosing A ≥ 3 gives ε′ = O(n−1/3).
4. Distance to uniformity: by [VV11b,JHW18], we may assume that k = O(n log n). Then it
is easy to see that for close pairs (p, q), we have
d(p, q) =
∣∣∣∣∣
k∑
i=1
∣∣∣∣pi − 1k
∣∣∣∣− k∑
i=1
∣∣∣∣qi − 1k
∣∣∣∣
∣∣∣∣∣ ≤
k∑
i=1
|pi − qi| = O
(
k
nA
+
1
nA/2
)
.
Hence, choosing any A ≥ 2 suffices to give ε′ = O(n−1/3).
B.2 Proof of Lemma 2
Define a grid C = {c0, c1, · · · , cM} on [0, 1] as follows: let c0 = 0, and for i = 1, · · · ,M , let
ci =
1
2nA
(
1 +
1
nr
)i−1
,
where M = Θ(nr log n) is the solution to cM ≤ 1 < cM+1. Define Q to be the set of all discrete
measures q supported on N with all masses belonging to the grid C and total mass q(N) at most
one. Clearly, the number of symbols with probability mass ci under any q ∈ Q is at most 2nA
for each i = 1, · · · ,M . Hence, modulo the equivalence relation that q ∼ q′ if q coincides with q′
after some permutation of the domain elements and adding/removing domain elements with zero
probability, we have
|Q| ≤ (2nA)M = exp (Θ(nr log n)) .
Now let N be the set of all normalized probability measures q/q(N) with q ∈ Q, clearly |N | ≤
|Q| = exp(Θ(nr log n)). Moreover, since q(N) ≤ 1 and q only takes value in C, each probability
measure in N also has a minimum non-zero probability mass at least 1/(2nA), which implies
N ⊆M0 as claimed.
Next we prove that the above set N also satisfies the second condition of Lemma 2. We first
introduce the following χm-divergence for m ≥ 2:
χm(P‖Q) = EQ
[(
dP
dQ
)m]
.
It is easy to verify the product rule χm(P1 ⊗ P2‖Q1 ⊗Q2) = χm(P1‖Q1) · χm(P2‖Q2). The data
processing inequality for χm also holds because of the convexity of function t 7→ tm on R+. The
following inequality will be very useful: for P = Poi(λ1), Q = Poi(λ2) with |λ1/λ2−1| ≤ δ < 1/m,
it holds that
χm(P‖Q) =
∞∑
t=0
e(m−1)λ2−mλ1 · 1
t!
(
λm1
λm−12
)t
= exp
(
λ2
((
λ1
λ2
)m
−m
(
λ1
λ2
− 1
)
− 1
))
≤ exp
(
λ2
(
em(λ1/λ2−1) −m
(
λ1
λ2
− 1
)
− 1
))
≤ exp(λ2m2δ2), (53)
where the last step follows from ex ≤ 1 + x+ x2 for x ≤ 1.
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Now we consider the following Poissonized model: for each non-negative measure q supported
on N (not necessarily a probability measure), let the distribution qh of histograms under q be
the product distribution
∏
j∈N Poi(nqj). An equivalent definition of qh is the distribution of
histograms when one draws N i.i.d. samples from the normalized probability distribution q/q(N),
with an independent Poisson distributed sample size N ∼ Poi(nq(N)). We will write qh to be the
distribution over the space of profiles ∪∞t=1Φt induced by qh.
We claim that for each distribution p ∈ M0, there exists some q ∈ Q such that both quantities
χm(ph‖qh) and χm(qh‖ph) are small. Specifically, we define q = (q1, q2, · · · ) such that
qj = max{ci ∈ C : ci ≤ pj}. (54)
Since p ∈ M0, we have q ∈ Q. Moreover, max{|pj/qj − 1|, |qj/pj − 1|} ≤ n−r for each j ∈ N.
Since the profile is a deterministic function of the histogram, by the data processing inequality
of the χm-divergence, as long as m ≤ nr we have6
χm(ph‖qh) ≤ χm(ph‖qh) ≤
∏
j∈N
exp
(
nqjm
2n−2r
) ≤ exp (n1−2rm2) , (55)
where the second inequality follows from the product rule of the χm-divergence and (53), and the
last inequality follows from
∑
j∈N qj ≤
∑
j∈N pj = 1. Analogously, we also have χ
m(qh‖ph) ≤
exp
(
n1−2rm2
)
.
Next we translate the χm-divergence bound in (55) into the probability bounds. Specifically,
for any S ⊆ Φn ⊆ ∪∞t=1Φt, the data processing inequality (or simply Ho¨lder’s inequality) gives
χm(ph‖qh) ≥ ph(S)
m
qh(S)m−1
. (56)
Furthermore, the profile probability under the Poissonized model and the original sampling model
can be related as follows: for S ⊆ Φn and any non-negative discrete measure q,
qh(S) = P
(
q
q(N)
, S
)
· P(Poi(nq(N)) = n). (57)
Since 1 ≥ q(N) ≥ (1− n−r)p(N) = 1− n−r by (54), we have
P(Poi(nq(N)) = n) ≥ P(Poi(n(1− n−r)) = n) = P(Poi(n) = n) · en1−r(1− n−r)n
≥ P(Poi(n) = n) · (1− n−2r)n ≥ exp(−crn1−2r),
for some constant cr > 0. Combining with the inequalities (55), (56) and (57), we conclude that
P (p, S) ≤ P
(
q
q(N)
, S
)1− 1
m
exp
(
n1−2rm+
m− 1
m
crn
1−2r
)
= P
(
q
q(N)
, S
)1− 1
m
exp
(
O(n1−2rm)
)
.
Choosing m = c0n
s < nr completes the proof of (12) of Lemma 2. Interchanging the roles of p
and q we may also arrive at the other inequality (11).
6Note that the profile distribution ph is invariant with permutations of p and adding/removing zero-probability
symbols in p, the quotient with the equivalence relation used in the upper bound of |Q| may be taken.
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B.3 Proof of Lemma 5
Throughout the proof, we will use C,C ′, · · · to denote large positive constants depending only on
c1 which may vary from line to line, and c, c
′, · · · to denote the respective small positive constants.
First we consider the case d ≥ 1. Using the triangle inequality, we have∣∣∣∣k · ∫
I˜m
(x− xm)dµm(dx)− M̂m,d
∣∣∣∣ ≤ ∣∣∣∣k · ∫
I˜m
(x− xm)dµm(dx)−Mm,d
∣∣∣∣
+
∣∣∣E[M̂m,d]−Mm,d∣∣∣+ |M̂m,d − E[M̂m,d]|, (58)
where Mm,d is the local smoothed moment defined in (36). We upper bound the expectation of
each term in (58) separately.
For the first term (which is deterministic), simple algebra gives∣∣∣∣k · ∫
I˜m
(x− xm)dµm(dx)−Mm,d
∣∣∣∣ ≤ k∑
j=1
|pj − xm|d · P
(
Poi
(npj
2
)
∈ n
2
Im
)
1(pj /∈ I˜m).
By the Poisson tail inequality (cf. Lemma 12), for pj /∈ I˜m we have
P
(
Poi
(npj
2
)
∈ n
2
Im
)
≤ exp
(
−cn ·min
{ |xm − pj |2
pj
, |xm − pj|
})
for some absolute constant c > 0 independent of (m,n, c1, c2). For pj /∈ I˜m and constant c1 > 0
large enough, simple algebra shows that for 1 ≤ d ≤ D, it holds that
|pj − xm|d · exp
(
−cn ·min
{ |xm − pj |2
pj
, |xm − pj|
})
≤ Cℓ˜dm · n−5,
for some constant C > 0 depending only on c1. Hence, the first term of (58) is upper bounded as∣∣∣∣k · ∫
I˜m
(x− xm)dµm(dx)−Mm,d
∣∣∣∣ ≤ Cn5 · ℓ˜dm. (59)
As for the second term, first note that
E
 k∑
j=1
∑
s∈nIm/2
P
(
B
(
hj ,
1
2
)
= s
)
· gd,xm
(
hj − s
n/2
)
=
∞∑
t=0
k∑
j=1
∑
s∈nIm/2
1
2t
(
t
s
)
gd,xm
(
t− s
n/2
)
· e−npj (npj)
t
t!
=
∞∑
u=0
k∑
j=1
∑
s∈nIm/2
1
2u+s
(
u+ s
s
)
gd,xm
(
u
n/2
)
· e−npj (npj)
u+s
(u+ s)!
=
k∑
j=1
 ∑
s∈nIm/2
e−npj/2
(npj/2)
s
s!
( ∞∑
u=0
e−npj/2
(npj/2)
u
u!
gd,xm
(
u
n/2
))
=
k∑
j=1
P
(
Poi
(npj
2
)
∈ n
2
Im
)
· (pj − xm)d =Mm,d,
44
where we have used that E[gd,xm(X)] = (p−xm)d whenever nX/2 ∼ Poi(np/2). Now by definition
of the modification g˜d,xm in (33), we have
|E[M̂m,d]−Mm,d|
≤ E
 k∑
j=1
∑
s∈nIm/2
P
(
B
(
hj ,
1
2
)
= s
)
· 1
(
hj − s /∈ n
2
[xm,L, xm,R]
)
·
(∣∣∣∣gd,xm (hj − sn/2
)∣∣∣∣+ |gd,xm(xm,L)|+ |gd,xm(xm,R)|)]
= E
 k∑
j=1
1 (p̂j,1 ∈ Im, p̂j,2 /∈ [xm,L, xm,R]) (|gd,xm (p̂j,2)|+ |gd,xm(xm,L)|+ |gd,xm(xm,R)|)
 , (60)
where p̂j,1, p̂j,2 are independent random variables with np̂j,1/2, np̂j,2/2 ∼ Poi(npj/2), and the last
identity follows from the subsampling property of Poisson random variables. To upper bound
(60), note that the condition of Lemma 15 is satisfied with ∆ ≍ max{ℓ˜m, |p̂j,2−xm|}, and therefore
|gd,xm (p̂j,2)|+ |gd,xm(xm,L)|+ |gd,xm(xm,R)| ≤ CnC
′·c2 |p̂j,2 − xm|d
for some absolute constants C,C ′ > 0 depending only on c1 whenever p̂j,2 /∈ [xm,L, xm,R]. More-
over, if pj ∈ I˜m, then the Poisson tail bound (cf. Lemma 12) gives that
P(p̂j,1 ∈ Im, p̂j,2 = q) ≤ P(p̂j,2 = q) ≤ exp
(
−cn ·min
{ |xm − q|2
max{xm, q} , |xm − q|
})
for any q /∈ [xm,L, xm,R]. If pj /∈ I˜m, then
P(p̂j,1 ∈ Im, p̂j,2 = q) = P(p̂j,1 ∈ Im) · P(p̂j,2 = q)
≤ exp
(
−cn
(
min
{ |pj − xm|2
pj
, |pj − xm|
}
+min
{ |pj − q|2
pj
, |pj − q|
}))
≤ exp
(
−c′n ·min
{ |xm − q|2
max{xm, q} , |xm − q|
})
.
In other words, the above inequality with a small enough constant c′ holds regardless of the true
probability mass pj. Since for c1 > 0 large enough, for all q /∈ [xm,L, xm,R] it holds that
|q − xm|d · exp
(
−c′n ·min
{ |xm − q|2
max{xm, q} , |xm − q|
})
≤ Cℓ˜dm · n−5,
expanding the expectation in (60) gives the following upper bound on the second term of (58):
|E[M̂m,d]−Mm,d| ≤ Ck
n4−C′c2
· ℓ˜dm. (61)
For the final term E|M̂m,d − E[M̂m,d]|, we will apply the Bennett inequality (cf. Lemma 13)
to the sum of independent random variables Zj , where
Zj ,
∑
s∈nIm/2
P
(
B
(
hj ,
1
2
)
= s
)
· g˜d,xm
(
hj − s
n/2
)
.
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By Lemma 15 and the definition of g˜d,xm , we have ‖g˜d,xm‖∞ ≤ CnC
′c2 ℓ˜dm. As a result,
|Zj| ≤ CnC′c2 ℓ˜dm, E[Z2j ] ≤ (CnC
′c2 ℓ˜dm)
2 · P
(
Poi
(npj
2
)
∈ n
2
Im
)
.
Hence, by Bennett inequality, with probability at least 1− n−5 we have∣∣∣∣∣∣
k∑
j=1
(Zj − E[Zj ])
∣∣∣∣∣∣ = O
nC′c2 ℓ˜dm
√√√√ k∑
j=1
P
(
Poi
(npj
2
)
∈ n
2
Im
)
· log n+ log n
 .
Consequently, using |∑kj=1Zj | ≤ k‖g˜d,xm‖∞ almost surely, we conclude that
E|M̂m,d − E[M̂m,d]| ≤ CnC′′c2 ℓ˜dm
√√√√ k∑
j=1
P
(
Poi
(npj
2
)
∈ n
2
Im
)
+
k
n5
 . (62)
Hence, a combination of (58), (59), (61) and (62) gives the claimed result for d ≥ 1.
Next we consider the case where d = 0. By the triangle inequality again, we have∣∣∣∣∣∣
∑
m′≥m
(
k · µm′(I˜m′)− M̂m′,0
)∣∣∣∣∣∣ ≤
k∑
j=1
∑
m′≥m
P
(
Poi
(npj
2
)
∈ n
2
Im′
)
· 1(pj /∈ I˜m′)
+
∣∣∣∣∣∣
k∑
j=1
P
Poi (npj
2
)
∈ n
2
⋃
m′≥m
Im′
− P
B(hj , 1
2
)
∈ n
2
⋃
m′≥m
Im′
∣∣∣∣∣∣ . (63)
By Lemma 8, the first term of (63) is at most k/n4. Regarding the second term, the subsampling
property of Poisson random variables shows that each summand has a zero mean. Moreover, the
random variable
Yj = P
B(hj , 1
2
)
∈ n
2
⋃
m′≥m
Im′

is upper bounded by 1. As for the variance of Yj , we distinguish into three cases:
• If pj is greater than the right endpoint of I˜m, Lemma 8 shows that
P
Poi (npj
2
)
∈ n
2
⋃
m′≥m
Im′
 ≥ 1− n−5.
Therefore,
Var(Yj) ≤ E[(1− Yj)2] ≤ E[(1− Yj)] = 1− P
Poi (npj
2
)
∈ n
2
⋃
m′≥m
Im′
 ≤ n−5.
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• Similarly, if pj is smaller than the left endpoint of I˜m, Lemma 8 shows that
Var(Yj) ≤ E[Y 2j ] ≤ E[Yj ] = P
Poi (npj
2
)
∈ n
2
⋃
m′≥m
Im′
 ≤ n−5.
• Finally, if pj ∈ I˜m, then Lemma 8 gives
P
Poi (npj
2
)
∈ n
2
⋃
m′≥m+1
Im′
 ≤ n−5.
Therefore,
Var(Yj) ≤ E[Y 2j ] ≤ E[Yj] ≤ P
(
Poi
(npj
2
)
∈ n
2
Im
)
+ n−5.
Combining all cases, it always holds that
Var(Yj) ≤ P
(
Poi
(npj
2
)
∈ n
2
Im
)
+ n−5.
Hence, by the Bennett inequality (cf. Lemma 13), with probability at least 1− n−5,∣∣∣∣∣∣
k∑
j=1
(Yj − E[Yj])
∣∣∣∣∣∣ = O
√√√√ k∑
j=1
(
P
(
Poi
(npj
2
)
∈ n
2
Im
)
+ n−5
)
· log n+ log n
 .
Therefore, the second term of (63) has expectation at most
E
∣∣∣∣∣∣
k∑
j=1
(Yj − E[Yj])
∣∣∣∣∣∣ ≤ C
√√√√log n · k∑
j=1
P
(
Poi
(npj
2
)
∈ n
2
Im
)
+ log n+
k
n5
 ,
as claimed.
B.4 Proof of Lemma 6
Let k′m =
∑k
j=1 1(pj ∈ I˜m), then Lemma 8 gives km ≤ k′m + k/n5. Let M = {m ∈ [M ] : k′m 6=
0} ⊆ [M ]. Since each probability mass pj lies in at most two different I˜m’s, we conclude that
2 = 2
k∑
j=1
pj ≥
∑
m∈M
k∑
j=1
pj · 1(pj ∈ I˜m) ≥
∑
m∈M
c1 log n
n
(
m− 5
4
)2
+
≥ c1 log n
6n
(|M| − 2)3, (64)
and consequently
|M| ≤
(
12n
c1 log n
) 1
3
+ 2.
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Hence,
M∑
m=1
ℓ˜m
√
km ≤
M∑
m=1
ℓ˜m
(√
k′m +
√
k
n5
)
≤
M∑
m=1
2c1m log n
n
(√
k′m +
√
k
n5
)
≤ 2c1 log n
n
√
|M| ·
∑
m∈M
m2 + 2
√
k
n5
(a)
= O
 log n
n
·
√(
n
log n
)1
3
· n
log n
+
√
k
n5

= O
((
log n
n
) 1
3
+
√
k
n5
)
,
where step (a) follows from an intermediate step of (64).
B.5 Proof of Lemma 7
Throughout the proof, we will frequently use the fact (which follows from Lemma 15) that
‖g˜d,xm‖∞ ≤ (xm,R − xm,L)d, ∀0 ≤ d ≤ D,m ∈ [M ]. (65)
We first consider the case where d ≥ 1. It is clear that
|∆m,d| =
∣∣∣∣∣∣
∑
s∈nIm/2
[
P
(
B
(
hj ,
1
2
)
= s
)
g˜d,xm
(
hj − s
n/2
)
− P
(
B
(
hj + 1,
1
2
)
= s
)
g˜d,xm
(
hj + 1− s
n/2
)]∣∣∣∣∣∣
≤
∑
s∈nIm/2
P
(
B
(
hj ,
1
2
)
= s
)
·
∣∣∣∣g˜d,xm (hj − sn/2
)
− g˜d,xm
(
hj + 1− s
n/2
)∣∣∣∣︸ ︷︷ ︸
=:D1
+
∑
s∈nIm/2
∣∣∣∣P(B(hj , 12
)
∈ n
2
Im
)
− P
(
B
(
hj + 1,
1
2
)
∈ n
2
Im
)∣∣∣∣ · ∣∣∣∣g˜d,xm (hj + 1− sn/2
)∣∣∣∣︸ ︷︷ ︸
=:D2
.
We distinguish into two cases m ∈M and m /∈ M, respectively.
• Case I: m ∈ M. By the definition of g˜d,xm and Lemma 15, we have∣∣∣∣g˜d,xm (hj − sn/2
)
− g˜d,xm
(
hj + 1− s
n/2
)∣∣∣∣ ≤ 2dn
∣∣∣∣g˜d−1,xm (hj − sn/2
)∣∣∣∣ ≤ 2dn (xm,R − xm,L)d−1,
where the last inequality follows from (65). Hence,
D1 ≤ 2d
n
(xm,R − xm,L)d−1 ≤ 2D
n
(xm,R − xm,L)d−1.
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As for D2, Lemma 16 gives that∣∣∣∣P(B(hj, 12
)
∈ n
2
Im
)
− P
(
B
(
hj + 1,
1
2
)
∈ n
2
Im
)∣∣∣∣ ≤ 2C√hj .
Since m ∈ M, for m ≥ 2 we have hj ≥ nxm,L ≥ n2(xm,R − xm,L)2/(144c1 log n). Moreover,
for m = 1 the above probability difference is trivially upper bounded by 1. Combining
these two cases, we always have∣∣∣∣P(B(hj , 12
)
∈ n
2
Im
)
− P
(
B
(
hj + 1,
1
2
)
∈ n
2
Im
)∣∣∣∣ = O( log nn(xm,R − xm,L)
)
.
With the help of (65) again, we conclude that
|∆m,d| ≤ D1 +D2 = O
(
log n
n
· (xm,R − xm,L)d−1
)
.
• Case II: m /∈ M. By (65), it is clear that
|∆m,d| ≤ (xm,R − xm,L)d ·
(
P
(
B
(
hj,
1
2
)
∈ n
2
Im
)
+ P
(
B
(
hj + 1,
1
2
)
∈ n
2
Im
))
.
Thanks to the assumption hj /∈ n[xm,L, xm,R], the Binomial tail inequality (cf. Lemma 12)
yields that for c1 > 0 large enough, we have
P
(
B
(
hj ,
1
2
)
∈ n
2
Im
)
+ P
(
B
(
hj + 1,
1
2
)
∈ n
2
Im
)
≤ 2
n5
.
Hence, for m /∈ M we have
|∆m,d| = O
(
(xm,R − xm,L)d
n5
)
.
Next we deal with the case d = 0, and it is clear that∣∣∣∣∣∣
∑
m′≥m
∆m,0
∣∣∣∣∣∣ =
∣∣∣∣∣∣P
B(hj , 1
2
)
∈ n
2
⋃
m′≥m
Im′
− P
B(hj + 1, 1
2
)
∈ n
2
⋃
m′≥m
Im′
∣∣∣∣∣∣
=
∣∣∣∣P(B(hj , 12
)
≥ c1(m− 1)
2 log n
2
)
− P
(
B
(
hj + 1,
1
2
)
≥ c1(m− 1)
2 log n
2
)∣∣∣∣ .
If m ∈ M, we use Lemma 16 again to conclude that∣∣∣∣P(B(hj , 12
)
≥ c1(m− 1)
2 log n
2
)
− P
(
B
(
hj + 1,
1
2
)
≥ c1(m− 1)
2 log n
2
)∣∣∣∣ ≤ C√hj ,
which by the same analysis above yields to an upper bound of O(log n/(n(xm,R−xm,L))). For the
other case m /∈ M, the Binomial tail inequality (cf. Lemma 12) again shows that for c1 > 0 large
enough, in the respective scenarios hj > nxm,R and hj < nxm,L, the above Binomial probabilities
are both ≥ 1− n−5 or ≤ n−5, respectively. Hence, for m /∈ M we have∣∣∣∣∣∣
∑
m′≥m
∆m,0
∣∣∣∣∣∣ = O(n−5),
as desired.
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B.6 Proof of Theorem 5
We shall construct the following local intervals: for m = 1, 2, · · · ,M =√n/(c1 log n), define
Im =
[
c1 log n
n
· (m− 1)2, c1 log n
n
·m2
]
,
I ′m =
[
c1 log n
n
·
(
m− 4
3
)2
+
,
c1 log n
n
·
(
m+
1
3
)2]
,
I ′′m =
[
c1 log n
n
· (m− 2)2+ ,
c1 log n
n
· (m+ 1)2
]
,
where c1 > 0 is some large constant to be specified later, and without loss of generality we assume
that M is an integer. We shall also define
xm =
c1 log n
n
·
(
m− 1
2
)2
to be the center of the m-th local interval. Note that Im ⊆ I ′m ⊆ I ′′m, and by Lemma 8 we have
P(Poi(nx) /∈ nI ′m | x ∈ Im) ≤ n−5,
P(Poi(nx) /∈ nI ′′m | x ∈ I ′m) ≤ n−5,
P(Poi(nx) /∈ nIm | x ∈ Im − I ′m−1 − I ′m+1) ≤ n−5.
(66)
B.6.1 Construction of Local Poisson Polynomials
We first construct a local Poisson polynomial on each local interval I ′m.
Lemma 17. Let f be any 1-Lipschitz function, ε > 0, and c1 > 0 be large enough. Then there
exists a constant C > 0 such that for each m ∈ [M ], there is a sequence of coefficients (bj)∞j=0
with ∣∣∣∣∣∣f(x)−
∞∑
j=0
bjP(Poi(nx) = j)
∣∣∣∣∣∣ ≤ C
√
x
n log n
, ∀x ∈ I ′m, (67)
where bj = 0 for j /∈ nI ′′m, and∣∣∣∣bj − f ( jn
)∣∣∣∣ ≤ C(1 + j1/2)n1−ε , ∀j ∈ nI ′′m. (68)
It is clear that Lemma 17 is an analog of Theorem 5 on local intervals I ′m, where we additionally
require that bj = 0 for all j /∈ nI ′′m to essentially shut down the influence on other local intervals,
which will be crucial for the next step. The high-level idea of the proof of Lemma 17 is as
follows: we apply the best polynomial approximation with degree O(log n) on the local interval
I ′m, and then convert the monomial basis into the Poisson polynomial basis. To fulfill the support
condition of (bj) as well as the inequality (68), we shall need a careful truncation argument to
only keep the coefficients in the local interval I ′′m.
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Proof of Lemma 17. Let D = ⌈c2 log n⌉ where c2 > 0 is a small constant depending only on ε.
Throughout the proof we will use C1, C2, · · · to denote positive numerical constants independent
of (n, ε, c1).
By Lemma 10, there exists a degree-D polynomial such that∣∣∣∣∣f(x)−
D∑
d=0
ad(x− xm)d
∣∣∣∣∣ ≤ C1
√
x
n log n
holds for all x ∈ I ′m, with
|ad| ≤
(
C2 · c1m log n
n
)1−d
, d = 1, 2, · · · ,D.
As for d = 0, choosing x = xm in the above inequality gives a0 = f(xm) +O(m/n).
Next we write the above polynomial as a linear combination of Poisson polynomials. Since
[Wit87, Example 2.8]
∞∑
j=0
j!
(j − d)!nd · P(Poi(nx) = j) = x
d,
we have
D∑
d=0
ad(x− xm)d =
D∑
d=0
ak
d∑
d′=0
(
d
d′
)
(−xm)d−d′xd′
=
D∑
d=0
ad
d∑
d′=0
(
d
d′
)
(−xm)d−d′
∞∑
j=0
j!
(j − d′)!nd′ · P(Poi(nx) = j)
=
∞∑
j=0
(
D∑
d=0
ad
d∑
d′=0
(
d
d′
)
(−xm)d−d′ j!
(j − d′)!nd′
)
︸ ︷︷ ︸
,b⋆j
P(Poi(nx) = j).
In other words, the inequality (67) holds for the coefficients (b⋆j )
∞
j=0. Now we define (bj)
∞
j=0 to be
the truncated version of (b⋆j )
∞
j=0:
bj = b
⋆
j · 1(j ∈ nI ′′m).
Clearly bj = 0 for all j /∈ nI ′′m. By Lemma 15, for d = 1, 2, · · · ,D,∣∣∣∣∣
d∑
d′=0
(
d
d′
)
(−xm)d−d′ j!
(j − d′)!nd′
∣∣∣∣∣ ≤

(
C3 · c1m lognn
)d
if j ∈ nI ′′m,
(C4 · |j/n − xm|)d otherwise.
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Hence, for j ∈ nI ′′m, we have
|bj − a0| = |b⋆j − a0| ≤
D∑
d=1
|ad| ·
∣∣∣∣∣
d∑
d′=0
(
d
d′
)
(−xm)d−d′ j!
(j − d′)!nd′
∣∣∣∣∣
≤
D∑
d=1
(
C2 · c1m log n
n
)1−d
·
(
C3 · c1m log n
n
)d
≤ DC2
(
1 + (C3/C2)
D
) · c1m log n
n
= O
(
1 + j1/2
n1−ε
)
where the last step follows from the choice of D = c2 log n with a sufficiently small c2 > 0 and
the assumption j ∈ nI ′′m. Moreover, for any j ∈ nI ′′m,
a0 = f(xm) +O
(m
n
)
= f
(
j
n
)
+
∣∣∣∣xm − jn
∣∣∣∣+O (mn )
= f
(
j
n
)
+O
(
m log n
n
)
= f
(
j
n
)
+O
(
(1 + j1/2) log n
n
)
,
and therefore a triangle inequality gives the inequality (68).
As for the other inequality (67), by triangle inequality it suffices to prove that∑
j /∈nI′′m
|b⋆j | · P(Poi(nx) = j) = O(n−4), ∀x ∈ I ′m. (69)
To prove (69), first note that for j /∈ nI ′′m, we have
|b⋆j | ≤ |a0|+
D∑
d=1
(
C2 · c1m log n
n
)1−d(
C4 ·
∣∣∣∣ jn − xm
∣∣∣∣)d
= O
(
1 +
(
C5 · |j − nxm|
c1m log n
)D)
= O
(
1 +
(
C6 · |j − nxm|√
c1nxm log n
)D)
.
Furthermore, by the Chernoff bound (cf. Lemma 12), for all x ∈ I ′m and j /∈ nI ′′m we have
P(Poi(nx) = j) ≤ exp
(
−C7
(
(j − nx)2
nx
∧ |j − nx|
))
≤ exp
(
−C8 · c1 log n · |j − nxm|√
c1nxm log n
)
.
Moreover, the assumption j /∈ nI ′′m implies that |j−nxm|/
√
c1nxm log n ≥ C9 > 0. Consequently,
whenever p ∈ I ′m and j /∈ nI ′′m, we have
|b⋆j |·P(Poi(np) = j) = O
(
n−5 + exp
(
c2 log n · log
(
C6 · |j − nxm|√
c1nxm log n
)
− C8c1 log n · |j − nxm|√
c1nxm log n
))
,
where the first O(n−5) term follows from (66). Since the positive constants C6 and C8 do not
depend on the parameter c1, by choosing c1 > 0 large enough we arrive at an exponent ≤ −5 log n,
and therefore |b⋆j | · P(Poi(np) = j) = O(n−5). Now the inequality (69) simply follows from the
summation over O(n) indices.
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B.6.2 Piecing together Local Polynomials
Motivated by (48), we assume that
∑∞
j=0 b
(m)
j P(Poi(nx/2) = j) is the Poisson polynomial given
by Lemma 17 on the m-th local interval I ′m, with n replaced by n/2. Now consider the following
Poisson polynomial:
F (x) ,
∞∑
j=0
bjP(Poi(nx) = j),
with
bj ,
1
2j
M∑
m=1
∑
k∈nIm/2
(
j
k
)
b
(m)
j−k. (70)
We claim that the above polynomial with coefficients in (70) satisfies Theorem 5. We first verify
the inequality (49). Using a change of variable l = j − k, we have
F (x) =
∞∑
j=0
1
2j
M∑
m=1
∑
k∈nIm/2
(
j
k
)
b
(m)
j−k · P(Poi(nx) = j)
=
M∑
m=1
∞∑
l=0
b
(m)
l
∑
k∈nIm/2
1
2k+l
(
k + l
k
)
· P(Poi(nx) = k + l)
=
M∑
m=1
∞∑
l=0
b
(m)
l
∑
k∈nIm/2
1
2k+l
· e−nx (nx)
k+l
k!l!
=
M∑
m=1
∞∑
l=0
b
(m)
l P(Poi(nx/2) = l)
∑
k∈nIm/2
1
2k
· e−nx/2 (nx)
k
k!
=
M∑
m=1
P(Poi(nx/2) ∈ nIm/2)
∞∑
l=0
b
(m)
l P(Poi(nx/2) = l).
Since Im constitutes a partition of [0, 1], for x ∈ [0, 1] there exists m⋆ ∈ [M ] such that p ∈ Im⋆ .
We distinguish into three cases:
1. Case I: x ∈ Im⋆ − I ′m⋆−1 − I ′m⋆+1. By (66), we have P(Poi(nx/2) /∈ nIm⋆/2) ≤ n−5, and
therefore P(Poi(nx/2) ∈ nIm/2) ≤ n−5 for any m 6= m⋆. Hence,
|f(x)− F (x)| ≤
∣∣∣∣∣f(x)−
∞∑
l=0
b
(m⋆)
l P(Poi(nx/2) = l)
∣∣∣∣∣
+ P(Poi(nx/2) /∈ nIm⋆/2) ·
∣∣∣∣∣
∞∑
l=0
b
(m⋆)
l P(Poi(nx/2) = l)
∣∣∣∣∣
+
∑
m6=m⋆
P(Poi(nx/2) ∈ nIm/2)
∣∣∣∣∣
∞∑
l=0
b
(m)
l P(Poi(nx/2) = l)
∣∣∣∣∣
≤ C
√
x
n log n
+ n−5
M∑
m=1
C
n1/2−ε
,
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where we have used (68) in the last inequality. As a result, the desired approximation error
in (49) holds if x ≥ 1/n. For x < 1/n, the failure probability may be strengthened from
O(n−5) to O(n−4x), still giving the desired bound.
2. Case II: x ∈ Im⋆ ∩ I ′m⋆+1. In this case, (66) gives P(Poi(nx/2) ∈ nIm/2) ≤ n−5 for any
m /∈ {m⋆,m⋆ + 1}. Consequently,
|f(x)− F (x)| ≤ P(Poi(nx/2) ∈ nIm⋆/2)
∣∣∣∣∣f(x)−
∞∑
l=0
b
(m⋆)
l P(Poi(nx/2) = l)
∣∣∣∣∣
+ P(Poi(nx/2) ∈ nIm⋆+1/2)
∣∣∣∣∣f(x)−
∞∑
l=0
b
(m⋆+1)
l P(Poi(nx/2) = l)
∣∣∣∣∣
+
∑
m6=m⋆,m⋆+1
P(Poi(nx/2) ∈ nIm/2)
∣∣∣∣∣
∞∑
l=0
b
(m)
l P(Poi(nx/2) = l)
∣∣∣∣∣ ,
and using Lemma 17 and the same concentration bounds gives (49).
3. Case III: x ∈ Im⋆ ∩ I ′m⋆−1. This case is entirely symmetric to Case II.
Combining the above three cases, we arrive at the inequality (49).
Next we verify the coefficient bound (50). By Lemma 17, it is clear from the definition that
bj = 0 whenever j /∈ ∪Mm=1nI ′′m. Fix any j ≥ 0 such that bj 6= 0, assume that j ∈ nI ′′m⋆ (if
there are multiple choices of m⋆, pick an arbitrary one). We claim that any other m ∈ [M ] such
that |m−m⋆| ≥ 5 do not contribute to bj in the summation (70). In fact, if there is a non-zero
coefficient b
(m)
j−k in (70), we must have
j ∈ nI ′′m⋆ = c1 log n ·
[
(m⋆ − 2)2+ , (m⋆ + 1)2
]
,
k ∈ nIm/2 = c1 log n
2
·
[
(m− 1)2 ,m2
]
,
j − k ∈ nI ′′m/2 =
c1 log n
2
·
[
(m− 2)2+ , (m+ 1)2
]
.
Summing up, we must have
(m⋆ − 2)2+ ≤
(m− 1)2 + (m− 2)2+
2
,
(m⋆ + 1)2 ≥ m
2 + (m+ 1)2
2
,
at least one of which will fail whenever |m−m⋆| ≥ 5. Hence,
|bj | ≤ 1
2j
M∑
m=1
∑
k∈nIm/2
(
j
k
)
|b(m)j−k| ≤ max
m:|m−m⋆|≤4
max
l≥0
|b(m)l | ≤
C0(1 +m
⋆)
n1−ε
≤ C(1 + j
1/2)
n1−ε
,
establishing (50).
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