Abstract
Introduction
There are many instances when timc scries measurements are used to derive an empirical motlcl of a dynamical system. State space reconstruction from time series has applications in many scientific and engineering disciplines including structural engineering, biology, chemistry, climatology, control theory, and physics. Prediction of future time series values using time series modeling techniques was attempted as early as 1927 by Yule, who applied linear prediction methods to the sunspot values [l] . In 1970 Box and Jenkins published a classic text on linear time series analysis [2] .
More recently time series analysis work has followed two distinct trends. The first trend concentrates on maximizing the efficiency of linear time series prediction by forming a linear "state" model from the time series data and by effectively dealing with the noise which inevitably contaminates measured data. Hotelling [3] initiated this work by developing state models based on linear transformations of measured data. More recently Larimore [4] [5] . These methods seek to estimate state variables from optimal transformations of measured data. Both methods emphasize application to linear systems.
A second trend in the analysis of time series data deals with nonlinear systems. ,4nalysts often deal with data from systems where nonlinjear behavior is dominant. Such systems cannot be effectively modeled using linear techniques.
Nonlinear time series models were developed by a number of investigators, including Priestly [6] , Tong [7] , Packard [8], Farmer [9] , Casdagli [lo] , and Larimore [ll] . Nonlinear modeling emphasizes prediction of future time series values (as in financial or climatic predictions), estimation of state rank, elucidation of attractor geometry, and computation of Lyapunov exponents. Nonlinear modeling techniques are usually applied to systems with chaotic or strong nonlinear behavior. Nonlinear modeling is a broad field. When the time evolution is assumed to be nonlinear, the class of potential modeling functions is large. Some nonlinear modeling techniques assume an a priori functional form such as exponential [7] or polynomial [12] . With a defined functional form least square techniques are used to obtain optimal coefficient values in a manner similar to that used for linear models.
Local modeling uses ia different approach. In local nonlinear modeling, the functional form is allowed to adapt to the data in each region of the model space. The local functional form may be linear 191, polynomial [13] , or may use radial basis functions or neural networks. This paper deals with a particular form of local nonlinear time series modeling in which the local model form is linear, and the parameters of the linear model adapt to the data in each region of the model space. Canonical variate analysis techniques are used to optimize the linear model in each local region.
In time series modeling the measured time series is assumed to derive from the action of a smooth dynamical system whose states evolve as: (2) 
s (t+z)=A{s (t))
where the bold notation indicates the potentially multivariate nature of the evolution and A0 refers to a vector function of s(t). The time series y(t) is related to the state evolution via a vector measurement function CO.
Y (t>=C(s (t)) (3)
In general the states s(t), the state evolution function A and the measurement function C are unknown, and must be inferred from the time series measurements y(t).
Equations 1-3 define a two step process in the construction of models from measured data. First the states s(t) are estimated from the time series values y(t), a procedure called state space reconstruction. From these estimated states, the state transition function A and the measurement function C are derived.
We review the principles of state space reconstruction and discuss estimation of A and C in Section 2. Section 3 formulates the model used in the local canonical variate analysis and considers issues involved in nonlinear estimation . A detailed description of the local Canonical Variate Analysis algorithm is included in Section 3 and the references therein. Several interesting applications of nonlinear estimation are described in Section 4. Section 4.1 deals with a single-degree-of-freedom Duffing-like Oscillator. Section 4.2 illustrates the difficulties involved in reconstruction of an unmeasured degree of freedom in a four degree of freedom nonlinear oscillator. Section 4.3 illustrates the analysis of data from a chaotic mechanical oscillator. Section 5 summarizes the advantages and limitations of local canonical variate analysis. Improvements in neighborhood selection algorithms, noise elimination techniques, and parameter estimation are suggested as further research topics.
State Space Reconstruction.
We assume that the measured data y(t) , derived from the action of the dynamical system, consists of samples separated by a sampling interval 2, and that this sampling interval is chosen to include frequencies of interest in the analysis*.
Reconstruction of a state model from a time series relies on the fact that the past values of a time series contain information about unobserved state values at the present time. In a similar manner, evolution of a time series contains information about the state evolution function A(s(t)). A proof of this equivalence was demonstrated by Takens [14] . Takens showed that, for a state space s(t) of dimension d and a scaler time series y(t), that 2d+l values of the time series provide, in principle, all of the information necessary to reconstruct the system state space at time t. Taken's theorem relies on the fact that 2d+l nonlinear equations are sufficient to determine the values of d unknown variables. Taken's "reconstructed" state space is the s(t) used in this paper.
We emphasize the modeling of driven systems, in which the system response depends explicitly on delayed values of both the measured response and an input time series. Driven systems are described by the state formulation of equation 4 [15, 16] . Casdagli [17] showed that, given 2d+l lagged values of both the measured response y and the input u, a state model of the nonlinear system can be constructed. This is the "driven system" equivalent of Takens' theorem. In either case we assume that the system states meet the control theory definition of "observability". This criteria simply means that changes in the system states which wish to model must be reflected in the measured time series. Figure 1 illustrates the general state reconstruction problem. The true state values s(t) and the state evolution function A(s(t)) are unknown. Measured values of the input and response time series are known. To reconstruct the dynamics of the system, an "embedding" space is constructed fiom delayed time series values of the measured responses and inputs. State space reconstruction is a challenging problem and numerous procedures have been proposed, including local linear models [9] , local principal component analysis [18] , and nonlinear Canonical Variate Analysis [ll]. Our local Canonical Variate Analysis model is related to these, and especially relies on ithe work of Farmer [9] . Casdagli [lo] , and Larimore [41. 13asic assumptions underlying the local CVA modeling prmedure include:
1. An emphasis on accurate prediction of future values of the (potentially multivariate ) time series. Time series values are encoded as future and past "waveforms" whose evolution defines the system dynamics. 2.0rderly selection of the most important future and past waveforms using a generalized Singular Value Decomposition. The Generalized Singular value decomposition computes the function JO in Figure 1 .
Systematic analysis of the state transition function A.
For the local linear model eigenvalues and mode shape computations may yield useful information. For a nonlinear system these features change as a function of time and state.
Local Canonical Variate Analysis
Local Canonical Variate Analysis results from a combination of two concepts, the Canonical Variate Analysis algorithm [41 and the local modeling approach for systems whose properties change as a function of state [9] . In canonical variate analysis past waveforms are selected for their utility in predicting future waveforms. This contrasts to approaches like ARMA models which emphasize prediction of individual future time series values.
We define the past p(t) and future f(t) of a multivariate time series as : The time indices OJ, ...,j select response and input values from the space of past and future vectors. In global modeling, all waveforms are used as past and future vectors, so the time index ranges from 1 (I= max of li and lo) lags past the beginning of the measured response at time 0 to 1 lags before the end of the measured response at some time tj=T. The 1 lag buffer at the beginning and end of the time series allows definition of the past and future waveforms near the time boundaries.
Local modeling, in contrast to global modeling, uses a specially selected set of waveforms. In local modeling, the current past waveform (at time tr) is considered a reference waveform. All other past waveforms are related to this reference through the distance measure defined in equation 7.
[
A waveform at a time index n is a distance d(r,n) from the reference waveform at time index r. Each past waveform has a distance from the reference waveform. In local modeling, m waveforms that have the smallest distance from the reference waveform are used to formulate the matrices P and F of past and future vectors. Intuitively this means that wave shapes which are similar to the reference waveform are used to formulate the local linear model. This approach has a lot in common with the traditional idea of linearization about an operating point in which the constant and linear terms of a Taylor series expansion are used for local functional approximation. Figure 2 illustrates the local modeling concept from another viewpoint. In this figure a global nonlinear model would fit the entire surface relating the two dimensional past {u(t),y(t-T)) to the one dimensional future y(t). In the absence of knowledge regarding the form of the shaded global surface, local modeling uses a plane to approximate the relationshb in the unshaded elliDtical region. In each region enough neighbors are chosen to define the local plane. This is accomplished by computing the number of parameters required for the local model and using at least twice that number of neighbors. The optimal number of neighbors can be computed more effectively using cross validation techniques. Directly fitting the future f(t) as a function of the past p(t) leads to the formulation of the equation: The reIationships defined by equations 9-11 may appear somewhat arbitrary and compIex. It is important to realize that these equations are derived as a logical consequence of minimizing the error in prediction of future waveforms from past waveforms (Equations 8 and 9a ) and that the formulation in terms of a Generalized Singular Value decomposition allows judicious selection of the system rank based on the number of significant singular values in E. We refer the reader to [14] for further details.
Equation 10 relates the estimated states to the measured past waveforms. These estimated states are substituted into the state and measurement evolution equations (4) to obtain equations ( 11)-
~( t + s~~~( t ) ) t B^( u ( t )~~( t )
T(t)=?(Z(t))+$u(t))+G e(t)+h( t)
Using the estimated states, the known measurements, and the known inputs , equations (12) are solved for the matrices A, B,C, and D. hi equations (12) e(t) and h(t) are noise terms. The functions represented by the outer parenthesis like A(s(t)) arc: approximated by hyperplanes in the local region of the measurement space. The matrices representing the hyperplanes change as the local region changes if the system is nonlinear. The eigenvalues of the state transition Matrix A define the resonant frequencies (local for a nonlinear system). The Matrix C transforms estimated states to estimated measurements, adjusting for the different dimensions of the state and measurement spaces. Multiplication of the states by C transforms the state space, whose dimension is determined by the number of states in the system, to the measurement space, whose dimensions are detlermined by the number of measurements and the number of lags. The number of states is a fundamentall physical characteristic of the system. The number of measurements and lags are somewhat arbitrary and are a function of the particular experiment. The A,B,C, and D matrices define the local behavior of the dynamic system about the "operating point" specified by the reference past at time tr.
Estimated future responses y(t) are computed from equations (12) . Longer term predictions of the responses, called iterated predictions, are computed by repeated application of equations (9b) through (12) at successive times. It is important to realize that, for a nonlinear system, the computations embodied in equations (9b)- ( 12) are repeated at each time increment, using past and future neighborhoods associated with the current past and future waveforms. This is computationally intensive, but allows the linear model to change at each time step and to adaptively model very nonlinear behavior. At each time step the form of the estimated state transition matrix A is reviewed, the states s(t) are computed, and the local eigenvalues (frequencies) and eigenvectors (mode shapes) are calculated. If chaotic behavior is suspected the largest Lyapunov exponent is estimated from the long term behavior of the eigenvalues of A [19] .
We have applied local linear Canonical Variate Analysis to measured data from numerous systems. Some, like a Duffing oscillator, were synthesized to test the method. Others, like a climatic time series, were analyzed to obtain insight into unknown dynamics. Hardening oscillators, bilinear oscillators, and a beam vibrating chaotically between two potential wells have been analyzed, as has a global climate time series [16] . To illustrate the results of nonlinear state space modeling, we study data from three examples of nonlinear systems.
Applications
Our applications emphasize an interest in mechanical vibrations. The application of local modeling to other fields is covered in the references.
Three examples are illustrated in this section. In the fxst example a nonlinear Duffing-like oscillator, driven by a realization of band limited random noise, is simulated using an analog computer. The states and eigenvalues are computed and iterated prediction accuracy demonstrated for this nonlinear, non-chaotic, singledegreeof-fm system. In the second example a nonlinear four-degreeof-freedom system is simulated and a "hidden" state detected. In the third example a chaotic two-well-potential chaotic system is analyzed. All three of these systems evidence significant nonlinear dynamics.
Consider the nonlinear oscillator in Figure 3 . In this two mass, one spring system the stiffness k varies as a function of the relative displacement between the two masses mo and mi. The system is similar a Duffing Oscillator but the stiffness increases as the absolute value of a quadratic, rather than as a cubic function of the relative displacement. The quadratic formulation is convenient for implementation on the analog computer simulating the system. the quadratic terms are dominant and the resonant frequency increases dramatically with increasing test level. In this experiment the mean square value of the random input is adjusted to provide approximately equal mean square levels for the linear and quadratic stiffness terms. For positive excursions of x 1-xo the quadratic and absolute value terms add. For negative excursions they subtract. Since f b a we expect increasing stiffness in either direction, but less stifmess increase occurs in the direction of negative xi-xo. The system is driven by the bandlimited random signal xO"(t). The response acceleration x i " and the drive acceleration xo" are digitized at 150 samples/second. Embedding is accomplished using the measured accelerations and the estimated velocities and displacements obtained from integration of the accelerations. A local CVA model is used to compute the states, estimate the response time series, and estimate the eigenvalues. Equations 9-12 are applied repeatedly in this local CVA algorithm. Figure 4 illustrates the measured and predicted responses.
Predictions are based on data outside of the sample range used for the model. The complete 1.3 second response waveform is estimated using the known input and the initial condition at t=O seconds. This is a much more demanding task than estimating a series of one step predictions. The estimated response at the end of the 1.3 second interval is based on more than 150 iterations of equations 9-12 with each iteration yielding an estimated response which is used as the input for the following prediction. Hardening Oscillator Figure 5 The system resonant frequency varies from approximately 10.0 Hz. at low relative d.isplacements to nearly 25 Hz. at large relative displacements.
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Application to a Four-Degree-ofFreedom Bilinear Oscillator.
Consider the multi-degree-of-freedom system illustrated in Figure 6 . This system is inore realistic than is the singledegree-of-freedom system illustrated in Section 4.1 since several degrees-of-freedom are present. In practical applications many degrees-of-freedom are active and the measured signals are often contaminated by noise. ), is used to excite the system. Dynamic responses are generated using the MatlabTM code Simulinkm.
2,
Local canonical variate analysis is used to model the system. Four thousand sampled response acceleration values from masses 1 and 4 are used to formulate the model. These training values are integrated to obtain velocities and displacements at both locations. Four lagged values of the accelerations, velocities, and displacements are used to build the model. Responses of masses 2 and 3 are not measured. This scenario is very typical in experimental work. Measurements of every independent variable in a complex system are usually impractical. A set of accessible and hopefully significant variables are measured. From the measured variables we infer the values of the unmeasured quantities.
Three aspects of the Local CVA model are evaluated: prediction error, rank, and observed changes in dynamics due to changes in k34. The iterated model prediction for the accelertion of Mass 1 , based on the initial condition at t=O seconds, for a region of the response time series not used in the model formulation, is compared to the actual measured response of Mass 1 in Figure 7 . The estimated state rank is eight. The highest local frequency is plotted as a function of time in Figure 8 . The estimated frequency ranges from 1. 
Application to a Mechanical Two
Well Potential System.
The systems described in Sections 4.1 and 4.2 are significantly nonlinear. When excited by a single excitation frequency, either system would typically respond at several response frequencies. In contrast, the system described in this section, the chaos beam, has a continuous spectral response when sinusoidally excited. The chaos beam [ZO] assembly is illustrated in Figure  9 . A small DC motor twirls an eccentric weight. This imparts an approximately sinusoidal force to the horizontal strut. The vertical vane oscillates in response to the base excitation provided by the horizontal strut. At low excitation levels, the vertical vane vibrates about an equilibrium position centered on one of the two magnets. At increasing excitation levels the peak excursions of the beam tip increase until the beam begins to erratically transit between equilibria centered on either the left or the right hand magnet. This motion is chaotic over a moderate range of excitation amplitudes.
A typical base strain time history is illustrated in Figure 10 . Note the presence of a rapid oscillation, whose period is about 20 cycles/second, superimposed on an irregular lower frequency. The higher frequency is the first mode of the vertical steel vane. The lower frequency is caused by the transition between the potential wells of the two magnets.
Motor and Eccentric
Weight \ Local CVA is used to analyze the response strain . Three active states define the state space. An iterated prediction of the response is superimposed on the measured response in Figure 10 . Estimation of the largest Lyapunov exponent is accomplished by accumulation of the maximum eigenvalue magnitudes in the state transition matrix A [19] . The infinitesimal error growth is illustrated in Figure 11 . Errors grow steadily, at an average rate of e 1 in 0.5 seconds. Long term prediction is impossible for this chaotic system.
Conclusion
The examples in As currently formulateti the local linear model estimates a time-dependent set of eigenvalues. More useful measures are the functional relationships linking measurements, states, and eigenvalues. These relationships can be obtained by linking the series of local linear models from the local linear CVA. Nt:ural networks are one means of accomplishing this task, Interpretation of the functional relationships is difficult since the relationships typically exist in spaces of dimension greater than three. More work on model construction, optimization, and visualization is clearly needed.
Characterization of nlonlineax systems from measured response data is a difficult and challenging problem. In general, as the dimension of the system increases, exponentially increasing numbers of data points are required for accurate characterization. We have shown two approaches which mitigate this problem for systems of moderate dimension. Local Canonical Variate Analysis makes the most of the available data by emphasizing directions in the measurebment space critical for predictions of system response. In principle, the states of a dynamic system can be constructed from delayed values of the time series from a singlle measurement. In practice, measurements at a number of points in a multidimensional system drastically reduce estimation error. Local Canonical Variate Analysis provides a means of effectively combining measurements at a number of locations into a single model.
Many interesting topics of research remain. Neighborhood selection can be improved through use of nonlinear coordinate transformations. The effects of noise on estimation errors requires further investigation. Finally, the problem of constructing a viable global model from the piecewise linear system derived from Local Analysis methods needs further attention.
