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Segmenting  the  lesion  areas  from  ultrasound  (US)  images  is an important  step in the  intra-operative
planning  of  high-intensity  focused  ultrasound  (HIFU).  However,  accurate  segmentation  remains  a chal-
lenge  due  to  intensity  inhomogeneity,  blurry  boundaries  in  HIFU  US  images  and  the  deformation  of
uterine  ﬁbroids  caused  by patient’s  breathing  or external  force.  This  paper  presents  a novel  dynamic
statistical  shape  model  (SSM)-based  segmentation  method  to accurately  and  efﬁciently  segment  the tar-
get region  in HIFU  US  images  of uterine  ﬁbroids.  For  accurately  learning  the  prior  shape  information  of
lesion  boundary  ﬂuctuations  in  the  training  set,  the  dynamic  properties  of stochastic  differential  equation
and  Fokker–Planck  equation  are  incorporated  into  SSM  (referred  to as  SF-SSM).  Then, a  new  observation
model  of  lesion  areas  (named  to RPFM)  in HIFU  US  images  is  developed  to  describe  the  features  of  the
lesion  areas  and  provide  a likelihood  probability  to the prior  shape  given  by  SF-SSM.  SF-SSM  and  RPFM
are  integrated  into  active  contour  model  to improve  the accuracy  and  robustness  of segmentation  in
HIFU  US  images.  We  compare  the  proposed  method  with  four well-known  US  segmentation  methods  to
demonstrate  its  superiority.  The  experimental  results  in  clinical  HIFU  US  images  validate  the  high  accu-
racy and  robustness  of our approach,  even  when  the  quality  of  the images  is unsatisfactory,  indicating
its  potential  for  practical  application  in  HIFU  therapy.
©  2015  The  Authors.  Published  by Elsevier  Ltd. This  is an open  access  article  under  the  CC BY  license. Introduction
Uterine ﬁbroids are commonly occurring benign tumors that
an trouble females. The incidence of uterine ﬁbroids in women
ver the age of 30 years is 20–25% [1]. Ultrasound (US) imaging has
ecoming the main imaging modality for uterine ﬁbroids diagnosis
nd treatment, due to its inexpensive diagnostic value compared
ith computed tomography (CT) or magnetic resonance imaging
MRI) and able to follow anatomical deformations in real-time.
In recent years, HIFU therapy is a new computer aided-therapy
hat has been successfully applied to the treatment of uterine
broids [2,3]. The major advantage of HIFU is its non-invasive. As
hown in Fig. 1, surgeons need only operate the HIFU probe to
ransmit HIFU focusing on the lesion areas and provided a slice
y slice view of the uterine ﬁbroids according to the US imag-
ng. The accuracy of the lesion areas segmentation from the US
mages directly affects the HIFU therapy’s ﬁnal result. However,
he US images uterine ﬁbroids segmentation is not always efﬁcient
∗ Corresponding author. Tel.: +86 27 68775697.
E-mail address: fzhe@whu.edu.cn (F. He).
ttp://dx.doi.org/10.1016/j.compmedimag.2015.07.004
895-6111/© 2015 The Authors. Published by Elsevier Ltd. This is an open access article u(http://creativecommons.org/licenses/by/4.0/).
and accurate due to the images’ low SNR (signal to noise ratio),
fuzzy boundaries and inhomogeneity gray distribution. More seri-
ous noise and blurry boundaries have been observed in images used
in HIFU therapy because of water interference in the treatment
process (see Fig. 2). Beyond that, the other potential challenge is
that the patient’s breathing or unexpected body movement easily
causes the deformation of uterine ﬁbroids during the US imaging
process, which gives rise to the deformable shapes of lesion areas
in HIFU US images. These factors have prevented the conventional
segmentation methods from yielding desired results for uterine
ﬁbroids in HIFU US images. Until now, manual segmentation by
radiologists is still frequently used in HIFU therapy, even though it
is a tedious and time-consuming. For these reasons, development
of a highly effective and precise US images segmentation method
for HIFU therapy is urgently needed.
During these decades, a series of segmentation method for ROI
from US images have been proposed [4,5]. Among the reported
methods, active contour model-based methods have demonstrated
the most promising segmentation results. Active contour models
can be classiﬁed into two categories: parametric active contour
models (e.g., [6–9]) and geometric active contour models (e.g.,
[10–13]). Parametric active contour models adopt the image’s
nder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. Schematic of HIFU therapy.
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cFig. 2. HIFU ultrasound images of uterine ﬁbroids with: (a
radient information as “external force” and the curvature of
ontour as “internal force” to push the initial contour toward
he region of interest (ROI), and achieve a good segmentation.
owever, this kind of model has two major limitations. First, the
esults are sensitive to the noise in the images and the location of
nitial contours. Second, the ROI can be hardly segmented when its
hape in images is complex and deformable. Due to more serious
oise and blurry boundaries in HIFU US images, the problem of
dge leakage is easily produced when this model is applied to
IFU US images. Geometric active contour model, which was
rstly proposed by [10], uses a 3-D continuous surface function to
epresent a 2-D contour’s curve. The evolution of the curve can be
etermined by a zero level set of the high dimensional function
nd driven by the forces formed using statistical information about
he foreground and background regions. The most advantage of
his model is that the curve is evolved by numerical calculation
nd need not parameterize the curve to track complex topology.
n [14], the proposed C–V model can effectively segment US with
oise and weak edges as a consequence of not using the image’s
radient information. However, incorrect results are produced on
IFU images with inhomogeneity intensity, because the C–V model
ssumes that regions of intensity in the image are homogeneously
istributed and utilized global statistical information [14,15].
To overcome the shortcoming of US image, the texture priors of
he ROI have been researched to guide the evolution of active con-
our to the object’s boundary by clustering, sparse coding [16–20].
ther researchers utilize the prior shape of ROI to avoid the active
ontour evolves to the false areas [21–25]. Among these models, edge, (b) inhomogenous areas, and (c) deformable areas.
ASM (active shape model), which was systematically presented by
[23], has been widely applied in medical image segmentation. This
model has three parts: (1) building a SSM (statistical shape model)
to generate a prior shape of object from training set; (2) construc-
ting an observation model of the ROI from the image to provide
the conﬁdence to the prior shape and (3) balancing the energies
of the prior shape and observation model to drive the active con-
tour to the ROI. In its SSM part, [26] popularizes the PDM (point
distribution model), which represents an object boundary by inter-
actively deﬁning an ordered list of N position vectors P = {xi, yi}, i = 0,
. . .,  N − 1 that correspond to the same position among all training
shapes. Then, PCA (principal component analysis) [27] is used to
reduce the dimensionality and shape modeling. This model rep-
resents the average location of points and the main deformation
of the shapes in the training set. However, there are still draw-
backs in ASM: (1) aligning mark points among training shapes is
a time-consuming and inaccurate; (2) PCA is only useful in the
case where all the shapes change lie in or at least approximately
near the linear subspace; If this assumption does not exist, some
importance deformable information of contour could be lost, which
may  inﬂuence the accuracy of the prior shape estimation consid-
erable; (3) the prior shape needs be manually located nearby the
object region, which may  cause the incorrect instable segmenta-
tion results. Therefore, new prior statistical shape was proposed
in the segmentation algorithm without requiring explicit corre-
spondence points [28]. However, this model uses an implicit shape
representation rather than parametric shape boundaries to remove
the need for explicit correspondence point. Training shapes are
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till implicitly aligned, and the model maintains the assumption
f correspondence. To overcome the limitation of PCA, manifold
earning based methods [29,30] attempt to train the prior shape of
he ROI in the nonlinear subspace. The similarity of the ROI in the
mage sequence is modeled as prior knowledge to constrain the
volution of the contour [31–34]. The sparse representation and
ictionary learning are applied in the ASM framework to detect ROI
n echocardiographic sequences [35,36]. Recently, the dynamics-
ased models (e.g., Newton’s second law, Gaussian process, ﬂuid
ynamics) are introduced to segment and track the boundaries of
he ROI [37–40].
As mentioned above, we ﬁnd that a good prior knowledge of
he ROI is a powerful tool for improving the segmentation results
n US images. In this paper, we propose a novel dynamics-based
SM to estimate the prior shape to achieve more accurate seg-
enting uterine ﬁbroids in HIFU US images. In order to avoid the
ligning operation in the training set, a new parametric shape
epresentation model (radius time series) is designed. Then, the
ynamic properties of stochastic difference equation (SDE) and
okker–Planck equation (FPE) are ﬁrstly employed to construct the
SM (referred as to SF-SSM) which produces the prior shape and
rior probability of ROI. Furthermore, an observation model, named
adial proﬁle feature model (RPFM), is developed to provide the
onﬁdence areas of the ROI to the prior shape in the procedure of
eﬁning segmentation results.
The remainder of this paper is organized as follows. In Section
, the proposed radius time series and the derivation of SF-SSM
re described in detail. A detailed description about RPFM is given
n Section 3. The SF-SSM based segmentation method is explained
n Section 4. In Section 5, numerous experiments and comparisons
re shown, and several performances of the compared methods are
lso analyzed and discussed. Finally, in Section 6, we summarize
ur work and give some directions for future research.
. A novel dynamics-based SSM
.1. Radius time series
In [41], a closed shape is represented by a series of succes-
ive radii. For building the statistical shape model (SSM) of uterine
broids, a radius time series is proposed to be a parametric model to
epresent the shape of lesion areas in the US image. The parametric
odel is formalized as Eq. (1). Fig. 3a shows an example of uterine
broids US images, where the red solid line is drawn by the interac-
ive tool to represent the contour of the lesion areas. A radius time
eries is constructed on the basis of the contour (see Fig. 3b), where
he yellow point denotes the pixel coordinate of central point xc
nside the ROI, the blue solid lines are a series of successive radii R
y measuring the Euclidean distance from the xc to the boundary of
ontour, the angle t between the radii is speciﬁed as a constant, and
he “Markers” represent the points M which are on the boundary by
ntersected the radii. This model represents any two-dimensional
losed shape with a discrete time series. This discrete time series
odels the discrete time evolution of a state variation, but the state
ariable is radius r, and the time variable is replaced by t (see Fig. 3c).
he most advantage is that this model allows us to express multiple
losed shapes in polar coordinate space without the need to align
hese shapes in the sample set.
 = {R, M, t, xc} = {{r0, . . .,  rN−1}, {m0, . . .,  mN−1}, t, {xc, yc}}. (1)
.2. SF-SSMTo train the shape information of lesion boundary ﬂuctuations,
F-SSM is constructed through incorporating the dynamics prop-
rties of SDE and FPE into statistical learning from the ﬁeld ofg and Graphics 46 (2015) 302–314
nonlinear time series analysis, which is used to produce the shape
priors and prior probability of the ROI. As described in Section 2.1,
a radius time series can be seen as a nonlinear discrete stochastic
series which is used as the generative model of the prior shapes.
In [42], one-dimensional stochastic variable nonlinear discrete
stochastic series is usually represented by a stochastic different
equation (SDE). A radius time series can be generated by Eq. (2),
r(t + t) = r(t) + A(r(t), a) · dt + B(r(t), b) · dWt · dt, (2)
where r(t) is a state variable at time t, A(r(t), a) and B(r(t), b) are the
deterministic and stochastic terms respectively, a and b represent
those coefﬁcients, and Wt is an uncorrelated, time dependent noise
with an expected value of zero. The state of r(t) is dependent on the
state of r(t − t)  and the forms of A(r(t), a) and B(r(t), b). According
to the character of nonlinear dynamics, the state variation of r(t)
meets Markov property, i.e.,
Pr(r(t)) = f (Pr(r(t − t))), (3)
where Pr(·) is the probability of state variable r(t), f denotes a prob-
ability transition equation of state variable.
FPE, was ﬁrstly proposed by two  researchers (Fokker and
Planck), is a famous equation in statistical mechanics, the function
of which is to describe the time evolution of the probability den-
sity function of the velocity of a particle under the inﬂuence of drag
forces and random forces. In this paper, FPE is utilized to deduce
the form of f, since its function meets our assumption about the
variation of ROI. The formula of FPE is shown as follows,
∂
∂t
f (x, t) = − ∂
∂x
[D1(x, t)f (x, t)] + ∂
2
∂x2
[D2(x, t)f (x, t)], (4)
where f(x, t) is a probability density function, D(1) and D(2) are called
the drift and the diffusion coefﬁcients respectively. We substitute
Eq. (3) into Eq. (4), the probability of state variable r(t) is given by
Eq. (5).
∂
∂t
Pr(r(t)|r(t − t))
=
[
− ∂
∂r
D(1)(r(t)) + ∂
2
∂r2
D(2)(r(t))
]
Pr(r(t)|r(t − t)). (5)
The forms of D1(r(t)) and D2(r(t)) are decided by the value of state
variable r(t) in the state space while time variable t is under the
stable condition. With the discrete data in the sample space, we use
Eq. (6) to approximately estimate the forms of D1(r(t)) and D2(r(t)).
D(n)(r(t)) = lim
t→0
1
t
([r(t + t)  − r(t)]n|r(t) = t). (6)
The A(x, t) and B(x, t) can be deduced by Eq. (7), the details of
derivation are described in Refs. [43,44].
A(r(t)) = D
(1)(r)
t
,
B(r(t)) = D
(2)(r)√
t
.
(7)
According to Eq. (6), the forms of Dn(r(t)) can be approximately
ﬁtted, and then the deterministic and stochastic terms of Eq. (2)
are given by Eq. (7).
In [45], the discrete observation data from training data are uti-
lized to estimate the forms and parameters of candidate functions.
Inspired by this method, we design a radius transition histogram to
train the observation data (see Fig. 4a). This radius transition his-
togram is not only employed to approximately estimate the drift
and diffusion functions and the radius transition probability, but
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Fig. 3. Schematic of radius time series. (a) Example of US image, where the red solid line represents the boundary of ROI. (b) The prototype of a radius time series. (c) A
discrete time series represents the time evolution of state variable r. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web
version  of the article.)
Fig. 4. Illustration of use of radius transition histogram in SF-SSM. (a) The radius transition histogram trained by Algorithm 1, the red bars are the state variables r and its
h sents t
r a bin, 
d d, the
a
d
A
f
b

Peight measures the ratio of radius r transition in the state space, the x-axis repre
adius  ri in one of the bins, the green bars are the frequency of state variables r in 
ensity estimation. (For interpretation of the references to color in this ﬁgure legen
lso provide the radius transition probability at each time t. The
etails of training steps are described in Algorithm 1.
lgorithm 1. Training radius transition histogram
Input:
Training set R  = {R1, . . ., Rj, . . ., RM }, rj(t) ∈ Rj ,
rj(t) > 0, 0 ≤ t ≤ 2
Output
Radius transition histogram
1:  Transform the training set R  into the state
space R = {rmin , . . .,  rmax}.
2: Set the radius increment r and divide the
state space R into N bins by N =  rmax−rmin
r−1 .
3:  Compute the center values ri ∈ {r1, . . .,  rN} for
every bins.
4:  Set up N sets xi , i ∈ {1, . . .,  N}, which
correspond to N bins.
5: for Rj , j = 1 : M do
6:  for bins, i = 1 : N do
7: ﬁnd rj(t) ∈ [ri − r/2, ri + r/2],
t  ∈ [0 : t  : 2]
8: if t + t  < 2 then
9:  put rj(t + t) into set xi
10: else
11: put rj(t + t) into set x1
12: end if
13: end for
14: end for
As shown in Fig. 4b, we ﬁnd that the observed data in each bins
ollow a normal distribution, which denotes the transition proba-
ility of state variable r(t) (see Eq. (8)). The mean i and variance
i are given by kernel density estimation.r
(
r(t + t)|r(t) ∈ ri ±
r
2
)
= N(i, i). (8)he central values ri of each bin. (b) The estimation of the transition probability of
the brown dotted line represents the computerized normal distribution by kernel
 reader is referred to the web  version of the article.)
Eq. (8) can be used to approximately represent the prior probability
of each radius r(t + t) as follows:
Pr(r(t + t)|r(t) = ri) = N(i, i). (9)
To estimate the forms of the drift and diffusion functions, Eq. (6) is
represented as the discrete form (see Eq. (10)),{
D(1)(ri(t)) = (i − ri)t
D(2)(ri(t)) = i
√
t, ri ∈ {rmin, . . .,  rmax}.
(10)
Then, the candidate functions A(r(), a) and B(r(), b) are com-
puted by Eq. (7), the parameters of which can be estimated by using
Levenberg Marquardt routine with the lowest 2. The prior shape
is generated, when the deterministic and stochastic terms of Eq. (2)
are determined. The probability of the prior shape is also provided
by computing a joint probability distribution as follows,
ESF-SSM =
N−1∏
i=1
Pr(r(t + t)|r(t) = ri), (11)
which is used to derive a probability for a test image from the log
of Eq. (11),
ESF-SSM =
1
N
×
([
N−1∑
i=0
log Pr(r(t + t)|r(t) = ri)
])
. (12)
3. Radial proﬁle feature model
In active contour based methods, the observation model of the
target region is critical for the segmentation performances. In order
to overcome the complex image texture around the contour parts
in HIFU US images, the most noticeable feature of the lesion areas
which is the dark-to-bright transition from the inside to the outside
306 B. Ni et al. / Computerized Medical Imaging and Graphics 46 (2015) 302–314
Fig. 5. Schematic of training radial proﬁle feature model. (a) Construct n radius time series from training set. (b) The diagram of locating and numbers of the sample points.
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Tc)  Radial proﬁle feature vectors represent the local image appearance of radius r. 
rue  boundary.
f lesion areas in US images is utilized to develop a new distinctive
bservation model of the lesion areas for HIFU US segmentation.
o describe the local image appearance of the radius r in the radius
ime series, we select the proper number and locations of sam-
le points along the radial direction for each mark point and use
 one-dimension normalized radial second order derivative pro-
le to form a radial proﬁle feature vector of each mark point. In
ddition, the characteristic that the gray distribution around lesion
reas in US images follows Rayleigh distribution, which was  proven
n [46,47], is incorporated into the radial proﬁle feature vectors to
rain the radial proﬁle feature model (RPFM) which provides a like-
ihood probability that the radii and the true boundary intersect.
ig. 5 shows the schematic of how to construct RPFM, its detailed
mplementations are described as follows:
tep 1 For each image in the training set, construct the radius
time series of the ROI by a pixel-selected tool.
tep 2 For each mark point mi on the radius r(ti), sample 	
points using a ﬁxed spacing ı evenly from both sides
along the radial direction (see Fig. 5b). The location of jth
point isj
i
= mi + j ·
ı
cos(t)
. (13)
he values of 	 and ı will be discussed in Section 5.1.ustration of RPFM that gives a likelihood probability that radius r(t) intersects the
Step 3 Let gi = (|g1i |, . . .,  |g
j
i
|, . . .,  |g	
i
|) denote the radial proﬁle
feature vector of r(ti), where |gji | is the gradient magni-
tude of sample point mj
i
.The normalized value of |gj
i
| is
given by
|gj
i
| = |2 · V(m
j
i
) − V(mj+1
i
) − V(mj−1
i
)|
|V(mj
i
)|
, (14)
where V(·) denotes the pixel value of mj
i
.
Step 4 With the values of {g1, . . .,  gi, . . .,  gn}, RPFM can be trained
through estimating the coefﬁcients of the Rayleigh distri-
bution, which provides a likelihood probability that the
radius r(ti) and the true boundary intersect (see Eq. (15)).
Pr(gi|r(ti)) =
r(ti)
2
exp−
(r(ti)−a)2
2 . (15)
According to Eq. (15), the likelihood probability of the entire
contour can be computed by the following equation:ERPFM =
N−1∏
i=0
Pr(gi|r(ti)). (16)
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. Segmentation method
As shown in Fig. 6, the workﬂow of our method is summarized
s three parts: (1) train SF-SSM to generate the prior shape and
robability of uterine ﬁbroids; (2) build RPFM to provide a like-
ihood probability of the target areas; (3) after RPFM is trained,
t is incorporated into the prior shape by computing the maxi-
um  a posteriori probability to segment the uterine ﬁbroids in
IFU US image. The pseudo codes of our method are represented in
lgorithm 2, the details of implementation are described as follows:
. For each US image, the radius time series is constructed from
the sample set I = [I1, . . .,  Ij, . . .,  Is]). In the procedure of con-
structing radius time series, the central point xc is deﬁned which
has maximum distance to any contour pixel inside the ROI, and
then successively computed the Euclidean distance between xjc
and mj
i
as radius rj
i
. To normalize the variables rj
i
, each radius
rj
i
is represented as difference from a mean radial ri, where
ri = (1/s)
∑s
j=1r
j
i
. In order to eliminate the estimation error of
ig. 7. Demonstration of the selection of 	 and ı in our experiments. (a) The values of M
mpirically, when the values of MAD  and DSC are gradually stable. (b) The number of ite
he  iterations are stable.sed segmentation method.
xc as far as possible, we deﬁne xc = (1/s)
∑s
j=1(m
j
x − xjcx) and
yc = (1/s)
∑s
j=1(m
j
y − xjcy) as the offset of the central point (see
Eq. (17)),
{
x′c = xc + xc
y′c = yc + yc.
(17)
On the base of the radius time series, SF-SSM is constructed by
Algorithm 1, which generate the prior shape and probability on
the test image by Eqs. (2) and (12) respectively.
2. As described in Section 3, RPFM is built from the sample set,
which provide a likelihood probability of ROI by Eq. (16).
3. According to Bayesian theory, the maximum a posteriori proba-
bility of each radius ri is computed by Eq. (18),
E(ri) = Pr(ri|r = ri−1) × Pr(gi|ri). (18)
AD  and DSC can be observed in the case of using different 	. The value of 	 is set
rations is compared at different values of ı and 	. The value of ı is selected, when
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The segmentation result is produced in case that the active
contour is reﬁned by Eq. (19) until the posteriori probability less
than a threshold,
E(Q) ∝ ESF-SSM × ERPFM. (19)
lgorithm 2. SF-SSM based segmentation method
Input:
A uterine ﬁbroids HIFU US image and set a maximum
iteration threshold T.
Output:
Uterine ﬁbroids segment.
1: Deﬁne the central point xc in the lesion area and eliminate
the errors of the xc by Eq. (17);
2:  Initialize the prior shape QSF-SSM and prior probability
ESF-SSM of the ROI by SF-SSM;
Optimization:
3: while E(Q) ≤ T do
4:  for t = 0 :2 do
5: for k = 1 :2	 + 1 do
6: Computer E(rkt ) = Pr(rkt ) × Pr(gkt |rkt ) by Eq. (18);
7:  end for
8: Find k = argmax
k
E(rkt );
9: rt ← rt + k · ı;
10: mt ← mkt ;
11: end for
12: Computer E(Q) by Eq. (19);
13: end while
14: Interpolate {mt|0 ≤ t ≤ 2} and generate a closed
segmentation region.
. Results and discussion
.1. Materials, evaluation and parameter settings
In this section, all experiments were implemented using the
atlab 2013a on an Intel Dual-Core 2.7 GHz with 8 GB of RAM. The
50 clinical uterine ﬁbroids US images were obtained from the HIFU
enter of The Second Afﬁliated Hospital of Chongqing Medical Uni-
ersity to validate the performance of the proposed method. One
undred of the uterine ﬁbroids US images were used as a training
et and the remaining US images were used as a test set. For ease of
tatistical analysis, each US image was adjusted to 524 × 413 with a
ig. 8. Illustration of the ﬁtting of the candidate functions, using the experimental data fr
(r(t),  b) is ﬁtted with the { i}.g and Graphics 46 (2015) 302–314
resolution of 0.15 mm × 0.15 mm.  The manual segmentation results
obtained by the experienced radiologists were considered as the
ground truth for the validation.
The segmentation accuracy of our method was  evaluated by the
region-based error measures. Two  overlapping area error metrics
[48]: the true position (TP), the false position (FP) were adopted
and they are deﬁned as
TP = |
m ∩ 
a||
m|
, (20)
FP = |
m ∪ 
a − 
m||
m|
. (21)
Here 
m and 
a represent the pixel sets inside the manual and
computerized segmentation respectively. Higher TP values indi-
cate that more target regions are covered and lower FP values mean
that the computerized segmentation better ﬁts to the manual seg-
mentation. We  further employed boundary-based error measures
to compare the difference between manual and computerized seg-
mentation. Denoting two contours as sets of ordered points, A = {a1,
. . .,  am} and B = {b1, . . .,  bn}, the minimum Euclidean distance (MED)
from a point ai in A to B is computed as
MED(ai, B) = min
j∈{1,...,n}
dis(ai, bj). (22)
Then the average minimum Euclidean distance (AMED) [49] and
the Hausdorff distance (HD) [50] are deﬁned as
AMED(A, B) = 1
2m
m∑
i=1
MED(ai, B) +
1
2n
n∑
j=1
MED(bj, A) (23)
and
HD(A, B) = max
{
max
i∈{1,...,m}
MED(ai, B), max
j∈{1,...,n}
MED(bj, A)
}
. (24)
Accordingly, AMED measures the average distance while HD  meas-
ures the maximum distance between the two  contours.
In Algorithm 1, the t and r  are two  important parameters.
The parameter t (in Eq. (2)) determines the smoothness of the
contour. The important information of shapes may  be lost if t is
large, but if t is overly small, the redundant information would be
recorded, which affects the efﬁciency of Algorithm 1. The parameter
r determines the deformable range of the radius transition. The
om Algorithm 1. (a) The form of A(r(t), a) is ﬁtted with the {i ,  i}. (b) The form of
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Table 1
The numbers of test samples in the different groups.
T
QB. Ni et al. / Computerized Medical I
ore deformable information of shapes can be reﬂected in the prior
hapes when proper r  is used. Use of smaller r  causes extreme
bserved data in the state space and over-ﬁtting of the candidate
unctions A(r(t), a) and B(r(t), b). With the clinical specialists’ expe-
ience in the HIFU therapy, we chose t = /9 and r  = 10 mm in our
xperiments. In Algorithm 2, the parameters 	 and ı determine
he numbers of iterations and the search scope of the prior shapes
espectively. The two parameters affect the accuracy and the num-
er of iterations, we chose TP and AMED to analyze the parameters
etting. Through experimental analyzing and balancing the inﬂu-
nce of 	 and ı on the efﬁciency and accuracy of the segmentation
esults, the 	 and ı were set to 40 and 0.4 mm respectively in our
xperiments (see Fig. 7).
able 2
uantitative evaluation of SF-SSM and PDM in the high, medium and low quality groups.
Model Level TP (mm) 
Mean ± SD 
PDM
H 80.45 ± 6.21 
M  78.62 ± 4.85 
L  80.72 ± 2.59 
SF-SSM
H  81.42 ± 3.21 
M  80.94 ± 2.55
L  82.93 ± 4.04 
Fig. 9. Bar plots of TP, FP, AMED and HD measurements of PDMLevel High Medium Low
Number of test samples 16 21 13
5.2. Fitting of A(r(t), a) and B(r(t), b)
From the sets xi in Algorithm 1, the values of {i − ri} and {i}
in Eq. (10) are computed, and then the forms of A(r(t), a) and B(r(t),
b) can be estimated (see Eq. (25)). Fig. 8 presents the ﬁtting results
of {i − i} and {i} by using the Levenberg Marquardt routine
with the lowest 2. In order to avoid over-ﬁtting to the drift and
FP (%) AMED (mm) HD (mm)
Mean ± SD Mean ± SD Mean ± SD
17.91 ± 5.93 8.12 ± 3.98 9.65 ± 4.12
18.74 ± 2.17 6.48 ± 4.05 6.47 ± 4.89
13.22 ± 2.82 4.31 ± 3.75 7.21 ± 3.24
10.91 ± 3.93 7.51 ± 4.98 6.44 ± 4.12
9.82 ± 4.83 4.23 ± 2.24 5.48 ± 3.65
11.15 ± 3.12 3.78 ± 3.12 4.22 ± 3.67
 and SF-SSM in the high, medium and low quality groups.
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hape  priors given by PDM, yellow points represent landmarks. (c) The red contour
he  radii and the landmarks respectively. (For interpretation of the references to co
iffusion functions, we omit the observations at the extremes of
he state space, as these data are under-represented in the training
ata.
A(r(t), a) = a0r exp
[
(r − a1)2
a2
]
− a3
B(r(t), b) = b0(r − b1)3 + b2.
(25)
.3. The performance of SF-SSM
To demonstrate the advantage of SF-SSM, we compared the prior
hapes given by SF-SSM to the shapes estimated by the classical
DM using the above measure metrics respectively. In our experi-
ents, the test images were classiﬁed into three categories (high,
edium and low quality) by the experts according to the SNR,
hape deformations, boundary blur and inhomogeneous areas. The
umber of test images in each group is shown in Table 1. The high
uality images exhibit sharp edges in the entire contour and regu-
ar contours, whereas the medium quality images display blurred
oundaries and low SNR in the images. In the low quality group, the
ntensity distribution of lesion areas is extremely inhomogeneous
nd the shapes were highly deformable. The number of marked
oints in PDM was set as same as that in the radius time series.
uantitative evaluation of the performance between SF-SSM and
DM is displayed in Table 2. Fig. 9 shows the bar plots of the four
easured values in the three groups respectively. It shows that the
P values of SF-SSM are slightly higher than that of PDM in the high The green contours represent the ground truth. (b) The red contours represent the
esent the prior shapes given by SF-SSM, the blue lines and yellow points represent
this ﬁgure legend, the reader is referred to the web version of the article.)
quality images, but SF-SSM performs better than PDM in the other
measurements, which demonstrates that the prior shapes given by
SF-SSM were closer to the ROI than the PDM’s prior shapes. Fig. 10
illustrates that the prior shapes given by SF-SSM are able to adapt
to the deformation of the ROI, whereas the prior shapes of PDM
cannot.
5.4. Comparison of segmentation results
In order to further validate the proposed method, we compared
our method with four typical segmentation methods which are GVF
[7], DRLSE [51], ASMNVFP [52] and MultiScale GAC [33]. Without
other speciﬁcally stating, the values of parameters in Section 5.1
were used in our experiments. The number of marked points and
iteration in ASMNVFP was  chose as same as our method. In the other
methods, we  used the parameters that produce the best results.
Box plots of the four error measurements in all test HIFU US  images
are presented in Fig. 11. Quantitative analysis of the segmentation
accuracy of these methods in the high, medium, low groups is listed
in Table 3. Compared with the average and middle values of each
measurement in Fig. 11, GVF gives the worse results than the other
methods. As can be seen in Fig. 12a, GVF roughly detects the object
contour, however, the contours detected by GVF becomes quite
irregular especially in the medium and low groups. Our method
captures the object boundaries despite the low SNR and inhomoge-
neous exist in the different quality images (see Fig. 12e). The main
reason is that the low SNR and serious inhomogeneous intensity
distribution in HIFU US images can provide the false boundaries
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 DRLSE
i
w
R
c
f
v
T
T
mFig. 11. Box plots of TP, FP, AMED and HD measurements of GVF,
nformation of the ROI, which affect the main orientations of GVF,
hich easily drive the active contour toward the false areas of the
OI. The active contour is constrained by the prior shape in the pro-
ess of segmentation so that our results are hardly disturbed by the
alse boundaries information of the ROI. We  ﬁnd that DRLSE pro-
ides the best results in the high quality group (see the values of TP,
able 3
he mean and standard deviation (SD) of TP, FP, AMED and HD measurements of GVF, D
edium, low quality groups
Method Level TP (mm)  
Mean ± SD 
GVF
H 91.35 ± 2.92 
M  89.26 ± 2.15 
L  87.54 ± 3.19 
DRLSE
H  96.91 ± 1.08 
M  93.29 ± 1.43 
L  92.95 ± 1.98 
ASMNVPF
H 95.32 ± 0.58 
M  94.73 ± 1.14 
L  93.26 ± 1.65 
MultiScale GAC
H 96.39 ± 2.05 
M  95.89 ± 2.56 
L  92.74 ± 2.90 
Ours
H  96.12 ± 0.21 
M  95.36 ± 0.36 
L  93.21 ± 0.28 , ASMNVFP, MultiScale GAC and our method in the entire test set.
FP,  AMED and HD in Table 3). However, its performance degrades in
the medium and low groups. It is shown in Fig. 12b that the method
becomes unstable and the contour leaks out weak boundaries in
the medium and low groups. Table 3 validates that the measur-
ing values of DRLSE are lower than ours in the medium and low
groups. With the help of the prior shape given by the conventional
RLSE, ASMNVPF, MultiScale GAC and our method on contour detection in the high,
FP (%) AMED (mm) HD (mm)
Mean ± SD Mean ± SD Mean ± SD
2.35 ± 2.43 3.73 ± 0.64 7.04 ± 2.65
3.41 ± 1.57 2.65 ± 0.47 5.07 ± 3.17
7.87 ± 4.98 3.92 ± 0.73 8.54 ± 3.64
1.16 ± 0.41 1.38 ± 0.26 2.47 ± 1.22
2.76 ± 1.32 2.04 ± 0.39 3.84 ± 1.84
4.89 ± 2.38 2.41 ± 0.88 4.24 ± 2.57
1.92 ± 0.85 1.78 ± 0.26 2.68 ± 1.23
2.02 ± 0.54 1.98 ± 0.39 3.65 ± 1.36
3.31 ± 1.95 2.01 ± 0.88 4.11 ± 1.65
1.74 ± 0.98 1.29 ± 0.40 2.43 ± 1.32
2.14 ± 1.14 1.98 ± 0.32 3.82 ± 1.76
4.19 ± 1.42 1.32 ± 0.43 4.07 ± 1.96
1.22 ± 0.25 1.32 ± 0.21 2.54 ± 0.98
1.86 ± 0.78 1.62 ± 0.25 2.76 ± 1.05
2.12 ± 0.62 1.84 ± 0.58 3.17 ± 1.15
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Fig. 12. Comparison of segmenting uterine ﬁbroids with ﬁve methods in the high (ﬁrst column), medium (second column), low (third column) quality HIFU US images
respectively. The green solid lines denote manual segmentation of the uterine ﬁbroids by an experienced ultrasound physician, the red solid lines represent the computerized
results. (a) The results of GVF, (b) the results of DRLSE, (c) the results of ASMNVPF , (d) the results of MultiScale GAC, and (e) the results of our method. (For interpretation of
the  references to color in this ﬁgure legend, the reader is referred to the web  version of the article.)
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Table  4
Running times of the different methods.
Algorithms GVF DRLSE ASMNPFM MultiScale GAC Ours
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[Run time (s) 21.40 43.17 37.01 46.42 23.13
DM and use of the modiﬁed SIFT feature to describe the local
ntensity information of ROI. ASMNVPF performs better than GVF
nd DRLSE in the medium and low quality groups, nevertheless,
ompared with SF-SSM, the limitation of PDM prevented the per-
ormance of ASMNVPF from segmenting the part deformable areas
n the low quality group (see Fig. 12c). By adopting the similarity
f shape of ROI in a multi-scale space as the prior knowledge to
id deformable contour, MultiScale GAC also produce satisfactory
esults (see Fig. 11d). However, it is interesting to ﬁnd in Table 3
hat the TP values of MultiScale GAC are higher than our method’s,
ut the FP and HD values are higher than ours, which indicates
hat the parts of the target regions are wrongly covered by Multi-
cale GAC. The reasons are that: (1) the assumption that the gray
istribution of ROI is homogeneous is not met  in HIFU US images;
2) the boundaries of the ROI are blurred in the procedure of con-
tructing multi-scale space of the image, so that the similarity of
hape includes the information of false boundaries. In contrast, as
hown in Table 3, our method precisely captures the lesion contour
espite the quality of images worsen and the segmentation results
re almost identical to the manual segmentation (see Fig. 12e).
Besides that, initializing the prior shape in our method only
equires manually deﬁning a central point inside the target region.
he other methods all need manually put the initial contour nearby
he target areas of the image as far as possible, which effect the
nstability of the segmentation results. Thus, the segmenting results
f our method are more stable than the compared methods, which
an be demonstrated in Table 3 that the SD values of our method are
ower than the other methods in each measurement. Table 4 shows
he average running time of our method is higher than GVF’s, but
ower than the other methods.
. Conclusion and future work
In this paper, a novel dynamic-based SSM, called SF-SSM, has
een proposed to perform the semi-automatic segmentation of
terine ﬁbroids in US images for HIFU therapy. Based on the previ-
us experiments and discussion, our conclusions are as the follows:
For the problems of the low SNR, weak boundaries and inten-
sity inhomogeneity in the HIFU ultrasound images, the prior
knowledge-based segmentation methods achieve better seg-
mentation results than the image information only based on
segmentation methods.
Compared with the conventional linear-based SSM, the dynamics
properties of the SF-SSM ensure that the generative prior shape
can describe the more detailed shape information of ROI in the
training set, which is helpful to improve the segmentation accu-
racy in the case of the complex variable shape of ROI in the images.
The simple and friendly initialization of prior shape can improve
the efﬁciency and stability of segmentation, which is signiﬁcantly
useful to HIFU therapy.
In future work, we will further improve the efﬁciency of our
ethod by GPU acceleration and extend SF-SSM to the segmen-
ation of 3-D US images to improve the efﬁciency and effect of
IFU therapy. We  also try to extend the proposed idea to other
elated areas, such as computer-aided design, computer graphics
nd natural image manipulation [53–60].
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