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Several methods for treating ground and excited states are presented.
All of them are based on the coupled cluster theory which is acknowledged
to provide an excellent alternative to the correlation problem. A new ap-
proach is developed and implemented for treating the quadruple excitations
in coupled cluster theory. Quadruple excitation contributions are computed
from a formula based on a non-Hermitian perturbation theory analogous to
that used previously to justify the usual noniterative triples correction used
in the coupled cluster method known as CCSD(T). This method is similar to
CCSD(T) and is known as CCSDT(Q). The latter is thoroughly tested on a
set of molecules and is also used to simplify the HEAT protocol for calculat-
ing thermochemical parameters. The total energies obtained with CCSDT(Q)
agree favorably with the ones obtained with coupled cluster methods including
vii
single, double, triple, quadruple and even pentuple excitations. The enthalpies
of formations calculated by combining CCSDT(Q) with the HEAT protocol
are less than 1 kJ per mole of their best known values. Additionally, methods
for evaluating ionization potentials with an approximate treatment of triple
excitations are described. These are an extension of the existing EOMIP-
CCSD method and are based on the CCSDT-X (X=1a, 1b, 2, 3) and CC3
approximations in traditional coupled cluster theory. Appropriate to their
role in studying radicals, they are here tested on the first two Σ states and
first Π state of the N+2 , CO
+, CN, and BO diatomic radicals. The calcula-
tions show a tendency for the CC3 variant to overestimate the bond lengths
and to underestimate the vibrational frequencies, while the CCSDT-3 variant
seems to be most reliable. It is also demonstrated that the accuracy of such
methods is comparable to sophisticated traditional multireference approaches
and full configuration interaction. Similar methods for studying excited states
(EOMEE-CC) are used in combination with traditional coupled cluster meth-
ods and the vibronic coupling model to investigate the vertical excitation en-
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The main goal of any electronic structure method is to solve the time
independent Schrödinger equation as accurately as possible within the Born-
Oppenheimer approximation. The easiest alternative is to construct an an-
tisymmetrical (with respect to interchange of electrons) wavefunction from a
Hartree-Fock self consistent field (HF-SCF) procedure. The drawback of HF-
SCF is that it doesn’t take into account the instantaneous interactions among
the electrons, meaning that any electron is considered to be moving in the av-
erage field created by the N-1 other electrons. The correlation of motion of the
electrons is therefore neglected; the energy term missing within the Hartree-
Fock procedure is known as “correlation energy”. All ab initio methods going
beyond the HF approximation are designed to recover as much of the corre-
lation energy as possible within the basis set limitations. By considering all
Slater determinants obtained by exciting all electrons to all the possible virtual
orbitals one can recover the entire correlation energy. It can be achieved by
applying an “infinite” string of excitation operators (with appropriate weights)
on the HF slater determinant until all possible excitations are accounted for.
This procedure is known as the full configuration interaction (FCI)1,2,3 which
was developed throughout the 1980’s and successfully implemented by several
1
quantum chemistry groups. Probably some of the most recognized studies
and implementations of this method were done by Nicholas C. Handy in Cam-
bridge. While being an indisputably powerful method for benchmark purposes,
it is unpractical for molecules with more than a few electrons. An obvious so-
lution to this problem is to truncate the excitation operator to a certain level
of excitation depending on the size of the system considered. While it is a
good idea in order to reduce the computational cost it also causes problems;
the main problem being that the solution no longer scales with the size of the
system and is therefore labelled as not being “size consistent”.
This size-consistency problem motivated the development of other cor-
related methods based on many-body perturbation theory (MBPT)4,5,6,7. Seco-
nd-order MBPT2 - MP2 or MBPT(2) - is probably the most well-known and
widely used of these methods. One of the other approaches developed in the
last twenty years to solve the “correlation” problem is coupled cluster the-
ory8,9,10 where the excitation operator is no longer linear as in the case of full
configuration interaction but rather is exponential. This is actually an infinite-
order generalization of MBPT. The coupled cluster wavefunction is therefore
more complicated than its full configuration interaction counterpart, but is
equivalent if the maximum excitation level is equal to the number of electrons
in the system. This means that the coupled cluster method can also solve the
time independent Schrödinger equation exactly within the one-electron basis
set limit if the excitation operator is not truncated. It is obvious that such a
method is prohibitively expensive, and that a truncation of the cluster oper-
2
ator is required to create more usable and practical approaches. The first ab
initio coupled cluster methods to be developed11 were the coupled cluster dou-
bles (CCD)12,13 and the coupled cluster singles and doubles (CCSD)14,15 where
double excitations and single and double excitations are included in the cluster
operator (Chapter 2), respectively. Subsequent methods such as CCSDT16,
CCSDTQ17, CCSDTQP18 were introduced more recently by adding higher
level of excitations in order to treat the correlation problem more precisely.
However, the aim of quantum chemistry should be to propose methods that
are both reliable and cost effective. This can be done in practice by introduc-
ing approximate excitation operators into the Schrödinger equation allowing
for a good compromise between cost and accuracy. One of the most success-
ful of these approximations is the addition of noniterative approximate triple
excitations to the already existing CCSD approach called CCSD(T)19,20,21.
The correlation energy recovered by the latter method is close in most cases
to that obtained with CCSDT, making it perhaps the most commonly used
CC method. Chapter 3 deals with the addition of approximate noniterative
quadruple excitations to CCSDT inspired by the same approach taken to derive
the CCSD(T) method; this method is logically named CCSDT(Q)22 because
of its formal similarity to CCSD(T). The latter is compared to a similar ap-
proach where the approximation of the quadruple excitations is obtained by
applying perturbation theory on a HF-SCF determinant23,24,25,26 instead of
taking the CCSDT solution as zeroth-order as is done in CCSDT(Q).
Chapter 4 provides a thorough benchmark evaluation of CCSDT(Q)
3
using a exhaustive set of challenging molecular systems and a vital application
to thermochemistry. The CCSDT(Q) approach will be used within the now
well-established HEAT protocol27,28 to show its applicability for the evaluation
of accurate thermochemical parameters.
Another important aspect of quantum chemistry is to describe poten-
tial energy surfaces of open-shell molecules and excited states accurately. This
is usually a difficult task due to the proximity of other electronic states and
the consequent configuration mixing. Indeed, in most open-shell molecules
the energy levels are within a few eV of each other creating strong interac-
tions and phenomena not usually seen in closed-shell molecules. Among these
interactions are pseudo Jahn-Teller coupling29 and spin contamination of the
wavefunction30. In most cases a single reference determinant is used for rad-
icals even though these determinants are usually the source of the problems
encountered when dealing with open-shell molecules. The low-lying states
can make the “true” wavefunction more “multireference-like” and it is there-
fore hard to achieve high accuracy with single-determinant methods. How-
ever, in recent years, the equation-of-motion coupled cluster (EOM-CC) ap-
proach31,32,33,34,35,36 has made the study of open-shell systems easier. The
EOM-CC procedure usually starts with a well-behaved closed-shell determi-
nant that can be acted upon to obtain the target state, the latter being an
excited or an ionized state for example. These states can be obtained by the
action of appropriate annihilation and creation operators onto the reference
wavefunction. The secret of the EOM-CC approach resides in its balanced
4
treatment of more than one reference because the eigenstate is obtained by
diagonalization. For example, states of the CN molecule can be obtained
by applying an EOM-CC calculation on the CN− closed-shell molecule; this
variant of EOM-CC is labelled as EOMIP-CC37,38,39,40,41 where IP stands for
ionization potential since an electron will be removed from the reference de-
terminant. The other special cases of the EOM-CC theory are EOMEE-CC
(excited states)42,31 and EOMEA-CC (electron attachment)43 where the de-
sired state is obtained by moving an electron from an occupied orbital to
a virtual orbital or by simply adding an electron to a virtual orbital in the
case of EOMEA-CC. Several implementations based on these methods have
been carried out for both energy and gradient theory and have been used for
the study of radicals, absorption and ionization spectra. Most recently, the
EOMIP-CCSDT44 and even the EOMIP-CCSDTQ were developed by Musial
et al. and by Hirata using the tensor contraction engine approach. Given
the excitation level of the latter methods it is understandable that they can
only be used for relatively small systems (two or three heavy atoms with a
cc-pVDZ basis set45). Reflecting on the cost of these approaches, it is in-
teresting to think of methods that are intermediate between EOMIP-CCSDT
and EOMIP-CCSD but would recover most of the triples effect as it was done
in traditional coupled cluster theory with the CCSDT-X (X=1a, 1b, 2, 3)46
and CC347,48 approximations. Chapter 5 presents these newly formulated ap-
proaches for ionization potential and provides a thorough benchmark on some
challenging radicals known to pose problems to most ab initio methods.
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Chapter 6 presents an interesting study of the excitation energy corre-
sponding to the π → π∗ transition in cyclopentadiene (CP). In this chapter
powerful methods, e.g. EOMEE-CC, and vibronic coupling theory are used
together to simulate the absorption spectrum related to the 1B2 ← 1A1 tran-
sition in CP. The approach used in this chapter can be seen as a template for
simulating electronic spectra for similar systems but also shows the accuracy
of the EOMEE-CC methods. Also, the vibronic coupling model will be briefly
covered in this chapter.
Chapter 7 shows the importance of the size consistency in ab initio
methods. In this study, CCSD(T) is compared to its renormalized version,
R-CCSD(T)49,50, which is not rigourously size-consistent. A set of molecules
will be used to compare the two methods, and a molecular system of increasing
size will be used to show the lack of size consistency in R-CCSD(T).
Appendix A discusses the adaptation of the direct inversion of iterative
subspace (DIIS) algorithm51 used in most electronic structure theory programs
to study dimerization processes followed by 1H NMR titration.
Appendix B shows a proposed theoretical model for indicator-displacem-
ent assay isotherms and its simple implementation by using viète’s analytical
solution to third order polynomial. These isotherm binding curves are com-
pared to experiment and the model is used for the determination of malate
concentration in Pinot Noir grapes.
Finally, appendices C through L present a list of the author’s publica-
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tions and their corresponding abstracts.
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Chapter 2
Introduction to Coupled Cluster Theory
2.1 Hartree-Fock and Configuration Interaction Theory
The starting point of electronic structure theory is the Hartree-Fock
approximation in which the wavefunction is approximated by a single reference
determinant of spin obitals. In this approximation the wavefunction can be
represented as a product of spin orbitals know as the Hartree product
|ΨHF (X1, X2, X3...Xn)〉 = |χ1(X1)χ2(X2)χ3(X3)χ4(X4)...χn(Xn)〉 (2.1)
It is obvious that the Hartree product doesn’t satisfy the antisymmetry prin-
ciple; this is why in the self consistent field (SCF) approximation the Hartree
Fock product is replaced by the usual n-electron slater determinant |Φ0〉.





χ1(X1) χ2(X1) · · · χn(X1)
χ1(X2) χ2(X2) · · · χn(X2)





χ1(Xn) χ2(Xn) · · · χn(Xn)
∣∣∣∣∣∣∣∣∣∣∣
(2.2)
|Φ0〉 is a convenient antisymmetric wavefunction that can be used to solve
the Hartree-Fock equations. A wavefunction of this form gives, for a single
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reference method, the lowest energy for
E0 = 〈Φ0|Ĥ|Φ0〉 (2.3)
where Ĥ is the full electronic Hamiltonian. It can be proven that the Hartree-
Fock problem can be written using the one-electron Fock operator as the fol-
lowing eigenvalue problem
f χi = εiχi (2.4)
where the εn are assumed to be the energies of the corresponding orthonor-
mal orbitals φn obtained by solving Equation 2.3 and are called Hartree-Fock
molecular orbitals; f being the so-called one-electron Fock operator. If one





where φµ are atomic orbital basis functions in the Hartree-Fock equations one















It is common practice to write the Roothaan equations in the following matrix
form
FC = εSC (2.8)
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where S is the overlap matrix. Solving this equation requires an iterative
process called self-consistent procedure since the F matrix depends on its own
eigenvectors.
The major shortcoming of Hartree-Fock theory is that it doesn’t account for
correlated motion of the electrons and therefore cannot produce a picture of
the instantaneous interaction between electrons. The Hartree-Fock problem is
solved by selecting an electron moving in a space where all the other electrons
are frozen therefore only experiencing the average potential that they create.
This is repeated for the whole set of electrons in the system. The difference
between the exact energy and the Hartree-Fock energy is called the correlation
energy.
ECorr = ε0 − EHF (2.9)
Here, ε0 is the exact non-relativistic energy and EHF is the energy in the
Hartree-Fock limit (Hartree-Fock energy calculated with an infinite basis set).
Several approaches have been developed to overcome the lack of correlation of
the Hartree-Fock solution. Among others the configuration interaction (CI)
method1,2,3 is one of the oldest and well-established methods to recover the
correlation energy. The configuration interaction wavefunction is a linear com-
bination of slater determinants where one mixes the different electronic con-
figurations. This method can be summarized by the following equation:
ΨFCI = c0|0〉+ c1Φai + c2Φabij + (...) (2.10)
where |0〉 is a Slater determinant obtained by solving the Hartree-Fock equa-




ij are all the singly
10
and doubly excited determinants, respectively. The term singly excited means
that the Φai are obtained by promoting one electron from an occupied orbital
i (hole) to a virtual orbital a (particle). Using appropriate creation a† and
annihilation a operators, one can rewrite Φai , Φ
ab
ij and all the other n-excited
determinants as a string of creation and annihilation operators acting on the





Thus we can rewrite the FCI wavefunction as





















The following diagrams illustrate how the creation and annihilation operators












baiaj 3 + + (...)
The full configuration interaction is designed to solve the Schrödinger equation




〈0|H|0〉 〈0|H|Φai 〉 (...) 〈0|H|Φabc...nijk...n〉
〈Φai |H|0〉 〈Φai |H|Φai 〉 (...) 〈Φai |H|Φabc...nijk...n〉
〈Φabij |H|0〉 〈Φabij |H|Φai 〉 (...) 〈Φabij |H|Φabc...nijk...n〉
〈Φabcijk |H|0〉 〈Φabcijk |H|Φai 〉 (...) 〈Φabcijk |H|Φabc...nijk...n〉
(...) (...) (...) (...)
(...) (...) (...) (...)
(...) (...) (...) (...)
(...) (...) (...) (...)
(...) (...) (...) (...)
(...) (...) (...) (...)




It should be noted that since the operator H is a two-electron operator the





H00 H0S H0D 0 0 (...)
HS0 HSS HSD HST 0 (...)
HD0 HDS HDD HDT HDQ (...)
0 HTS HTD HTT HTQ (...)
(...) 0 HQD HQT HQQ (...)
(...) (...) 0 HPT HPQ (...)
(...) (...) (...) 0 HSeQ (...)
(...) (...) (...) (...) 0 (...)
(...) (...) (...) (...) (...) (...)
(...) (...) (...) (...) (...) (...)




However, to evaluate the FCI energy the complete set of excited determinant
must be diagonalized; this is really unpractical except for a few small systems.
The number of determinants for the water molecule using different basis sets
is shown in Table 2.1.
Table 2.1: Exponential growth of the FCI Hamiltonian for the simple example
of the water molecule
Basis sets Number of basis functions Number of FCI determinants
STO-3G 7 1.00× 103
6-31G 13 5.31× 106
6-31G* 18 2.54× 108
6-311G 19 4.73× 108
cc-pVDZ 24 6.54× 109
cc-pVTZ 58 8.16× 1013
Thus, approximations must be taken in order to evaluate the correlation en-
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ergy using the CI framework. The usual approximation is to truncate the
excitation level in order to be able to diagonalize the CI matrix, thus, evalu-
ate the CI coefficients. One of the inconvenience of truncated CI methods is
their lack of size consistency that has motivated quantum chemists to develop
other methods. The CISD method52 is usually used to show the lack of size
consistency in truncated CI methods. In the case of CISD, the only excited
determinants included are singly and doubly excited determinants. Let us
assume the following CISD wavefunction
ΦCISD = C0|0〉+ C1|0〉+ C2|0〉 (2.18)
or in a simpler form
ΦCISD = φHF + φS + φD (2.19)
One can define a supersystem AB (where A and B don’t interact) and its














and similarly for system B. The CISD wavefunction corresponding the super-



































The arising terms can be collected by excitation orders but one can already
notice that the solution will include triply and quadruply excited determinants





























































appearing in the expansion ruin the size consistency of this method as well as
all truncated CI methods.
2.2 General Coupled Cluster Theory
The coupled cluster theory10 was developed as an alternative to config-
uration interaction in order to truncate excitation operators while preserving
the size consistency properties. For doing so, coupled cluster theory uses an
exponential expansion of the cluster or excitation operator T̂ . Similarly to
the configuration interaction operator, T̂ is formed by a sum of well-known
creation and annihilation operators weighted by the so-called coupled cluster












































Using the cluster operator defined above the coupled cluster wavefunction is
written as
|ΨCC〉 = eT̂ |ψ0〉 (2.28)
where
T̂ = T̂1 + T̂2 + T̂3 + ... + T̂n (2.29)
and |ψ0〉 is a Slater determinant that is usually, but not necessarily, the
Hartree-Fock wavefunction.
In order to create the coupled cluster wavefunction one needs to eval-
uate the coupled cluster amplitudes. The starting point of the analysis is the
Schrödinger equation,
Ĥ|Ψ〉 = E|Ψ〉 (2.30)
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By introducing the coupled cluster wavefunction into the Schrödinger equation
one obtains the following equation
ĤeT̂ |ψ0〉 = ECCeT̂ |ψ0〉 (2.31)
which multiplied on the left by the reference determinant gives the coupled
cluster energy
〈ψ0|ĤeT̂ |ψ0〉 = 〈ψ0|ECCeT̂ |ψ0〉 ≡ ECC (2.32)
where intermediate normalization 〈ψ0|ΨCC〉 = 1 is assumed. While this equa-
tion is useful in order to understand the concepts of coupled cluster theory it
is not well-suited for computer implementation. In the previous equation Ĥ












where hpq is the one-electron component of the Hamiltonian and 〈pq||rs〉 the
two-electron antisymmetrized counterpart.
A better way to derive the coupled cluster equations is by premultiply-
ing Equation 2.31 by e−T̂ to obtain
〈ψ0|e−T̂ ĤeT̂ |ψ0〉 = ECC . (2.34)
The following equation is also important to evaluate the amplitude of the
coupled cluster operator
〈ψabc...ijk... |e−T̂ ĤeT̂ |ψ0〉 = 0. (2.35)
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The last two equations are the corner-stones of coupled cluster theory and are
used in derivations of coupled cluster methods. Using these two equations,
the energy and cluster amplitudes are decoupled and therefore the computer
implementation is simplified. The notation H̄ is assumed from now on to
define the operator e−T̂ ĤeT̂ , called, similarity transformed Hamiltonian. It is
somewhat unusable in this form; one can instead use the Hausdorff expansion
to rewrite H̄ as follows
H̄ =ĤN + [ĤN , T̂ ] +
1
2
[[ĤN , T̂ ], T̂ ] +
1
6




[[[[ĤN , T̂ ], T̂ ], T̂ ], T̂ ]
(2.36)
where ĤN is the normal-ordered Hamiltonian defined in coupled cluster theory
as ĤN ≡ F̂N + V̂N = Ĥ − 〈ψ0|Ĥ|ψ0〉; the terms included in ĤN are shown in
Figure 2.2. The expansion truncates naturally at the quadruply-nested com-
mutator. Similar to configuration interaction, coupled cluster theory will solve
the non-relativistic Schrödinger equation exactly within the limitation of the
basis set. However, coupled cluster theory offers advantages over configuration
interaction theory when the excitation operator is truncated.
2.3 Coupled Cluster Singles and Doubles
Coupled cluster singles and doubles (CCSD)14,15 is a coupled cluster
based method routinely used in computational chemistry. It provides an accu-
rate treatment of the Schrödinger equation while remaining computationally
inexpensive compared to full configuration interaction. Within the CCSD
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framework the cluster operator T̂ is truncated at the double excitation level
and can be written as follows
T̂ = T̂1 + T̂2. (2.37)
Similarly, the CCSDT cluster operator can be created by adding the T̂3 excita-
tion operator but for the sake of clarity and succinctness we will limit ourselves
to deriving the CCSD equations in this section. The CCSD Hamiltonian as-









where H̄00 = ECCSD and H̄S0, H̄D0 disappear by virtue of the coupled cluster
equations. The first part of evaluating the CCSD amplitudes and energy is
to derive the second quantization expressions of the different elements of H̄.
Inserting the CCSD cluster operator defined previously (T̂ = T̂1 + T̂2) in the
Hausdorff expansion defined in 2.36 one can obtain the following expression
for H̄































































The diagrammatic representation of H̄ for CCSD is shown in Figure 2.3. One
can now obtain the energy and amplitude equations for CCSD by inserting H̄
into equations 2.34 and 2.35, respectively, viz.
















As we mentioned earlier diagrammatic representation of the coupled
cluster contributions is a convenient way to select the connected terms that
insure the size consistency of coupled cluster theory. This can also be shown


























Thanks to the exponential nature of the excitation operator the level of exci-
tation is conserved making CCSD or any truncated coupled cluster methods
size consistent. The CCSD contribution to the electronic energy can be dia-
grammatically represented as follows




For the CCSD method only the T̂1 and T̂2 amplitudes have to be evaluated
using the following equations
〈ψai |[F̂N T̂1 + F̂N(T̂2 +
1
2




T̂ 21 ) + ŴN(T̂1T̂2 +
1
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T̂ 31 )]c|ψ0〉 (2.44)


















The diagrammatic representations of the CCSD amplitudes are shown in Fig-
ure 2.5 and 2.6. By solving this set of non-linear equations one can evaluate
the coupled cluster amplitudes and, therefore, the CCSD energy. While this
derivation of CCSD has allowed a better understanding of truncated coupled
cluster theory, it is in practice not a sufficient method for most applications
where high accuracy is required. Thus, it is usually necessary to go beyond
the CCSD method. In the next chapters we will also present other alternative
to the CCSD and CCSDT methods.
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Figure 2.2: Diagrammatic representation of the one- and two-electron parts of
ĤN in the antisymmetrized Brandow formalism.
X X X X
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Figure 2.3: Diagrammatic representation of the one- and two-electron parts of























Figure 2.4: Representation of the shorthand diagrams used in Figure 2.3 to
form H̄ in the antisymmetrized Brandow formalism.
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Figure 2.5: Diagrammatic representation of the singles amplitude equations for






Figure 2.6: Diagrammatic representation of the doubles amplitude equations






Coupled Cluster Methods Including
Noniterative Quadruple Excitations:
CCSDT(Q)
3.1 Motivation Behind the Development of CCSDT(Q)
As mentioned in Chapter 1 and Chapter 2, the CCSD method although
useful in some cases is often not sufficient to achieve high accuracy, making
quantum chemists turn to CCSDT instead. In the last twenty years a lot of
methods have been developed to approximate the CCSDT method because of
its high computational cost (CCSDT scales as n8). These methods developed
to approximate the triple excitations – scaling as n7 – fall into two categories:
the so-called noniterative and iterative methods. The iterative methods are
defined as CCSDT-X (X= 1a, 1b, 2, 3)46 and CC347,48, they provide a im-
provement to CCSD but are still expensive and are not reliable except for
CCSDT-3 (The details of the terms included in these methods will be given
in Chapter 5). Better alternatives to CCSDT are the noniterative methods:
CCSD(T)19,20,21 and CCSD+T(CCSD)53,54,55,56; that can be obtained by ap-
plying perturbation theory on the CCSD wavefunction or the Hartree-Fock
wavefunction, respectively. The CCSD(T) method has had a lot of success
and is routinely used in quantum chemistry; it is a more balanced method
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than CCSD+T(CCSD). In CCSD(T) the terms that have to be added to the
CCSD energy are the following
〈0|T̂1WND3WN T̂2|0〉 〈0|T̂2WND3WN T̂2|0〉
The second term is not present in CCSD+T(CCSD) and only comes from tak-
ing the CCSD wavefunction as “zeroth-order”. We believe this additional term
balances the evaluation of the triple excitations. The results obtained with
CCSD(T) are remarkable and affordable since calculating these two terms only
requires one n7 step since it is a noniterative method. The only inconvenience
of CCSD(T) is that it tends to overestimate the effect of triple excitations.
The impressive performance of CCSD(T) made it one of the most com-
monly used coupled cluster methods but there exist chemical problems that
require more accuracy than CCSD(T) or even CCSDT can provide. One of
the original alternative was to seek greater accuracy by using costly meth-
ods such as CCSDTQ17, CCSDTQP18 or even in some cases FCI1,2,3, scaling
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as n10, n12 or N !, respectively. While most modern computational chemists
would laugh at using methods with such scaling and would rather use DFT
based methods; they are absolutely vital to solve problems in high accuracy
(< 1kJ/mol) thermochemistry for example. The increase in computer power
has allowed quantum chemists to perform CCSDT calculation more routinely
but calculations using inclusion of quadruple excitations and beyond remain a
humongous task. Thus, there has been a will to develop approximate methods
following the same model as approximate methods for CCSD. Most of these are
iterative methods known as CCSDTQ-X (x=1a, 1b, 2, 3)57,58 but also several
noniterative methods most of which use a clever (and approximate) factoriza-
tion scheme to lower the computational cost from n9 to n7. The latter can be
justified from the perspective of perturbation theory based on a zeroth-order
HF-SCF (Hartree-Fock self consistent field) wavefunction23,24,25,26. From this
perspective, the quadruples effect arises first at fifth order in the perturbation
expansion. The noniterative method that does not exploit the factorization
is similar in nature to CCSD+T(CCSD) (also known as CCSD[T]), and is
perhaps most appropriately designated as CCSDT[Q]59. Numerical results
obtained with CCSDT[Q] show improvement relative to CCSDT, indicating
that CCSDT[Q] provides a suitable approximation of CCSDTQ. However it is
legitimate to wonder whether this method will encounter problems reminiscent
to those seen with CCSD[T]60.
33
3.2 Matrix Form of Perturbation Theory
Let us consider the CI eigenvalue problem
HR = ER (3.1)
R being the eigenvector of H. This eigenvalue problem can be written into
a matrix form by partitioning the Hamiltonian. Let |p〉 be the Hartree-Fock
determinant in this example (One can use any determinant to represent the
ground state and not necessarily the Hartree-Fock determinant) and |q〉 the
set of determinants spanning the space of singly, doubly, triply ... excited
determinants. |p〉 = |0〉
|q〉 = |S〉+ |D〉+ |T 〉...
(3.2)














that can be expanded to the following set of equations
HppRp + HpqRq = ERp (3.4)
HqpRp + HqqRq = ERq (3.5)
it is then straightforward to rearrange these equations to obtain an expression
that only depends on Rp by inserting
Rq = Hqp(E −Hqq)−1Rp (3.6)
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into Equation 3.4.
HppRp + Hpq(E −Hqq)−1HqpRp = ERp (3.7)
One can then multiply the previous equation by the left eigenvector of Ĥ, Lp
to obtain
LpHppRp + LpHpq(E −Hqq)−1HqpRp = ELpRp (3.8)








We now assume the normalization relation LpRp = 1, consequently simplifying
the expression for the energy
E = Hpp + Hpq(E −Hqq)−1Hqp. (3.10)
Given the fact that the Hamiltonian can be written as
Ĥ = Ĥ(0) + V̂ (3.11)
where Ĥ(0) is the zeroth-order part of the Hamiltonian and V̂ a perturbation




00 + V00 + V0q(E −Hqq)−1Vq0 (3.12)
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Similarly to the Hamiltonian the energy can also be broken up in two parts
E = E(0) + ∆E (3.13)
which allows us to rewrite Equation 3.12 as follows
∆E = V00 + V0q(E −Hqq)−1Vq0
= V00 + V0q[(E
(0) −H(0)qq )(1− (E(0) −H(0)qq )−1(Vqq −∆E))]−1Vq0
= V00 + V0q[(1− R0(Vqq −∆E))]−1R0Vq0
(3.14)
where R0 ≡ (E(0) − H(0)qq )−1; R0 is usually called the resolvent. One should
note that R0 is a diagonal matrix and a zeroth-order quantity. Most of the
matrices in ∆E are too large to be inverted therefore one needs to recognize
the (1 − x)−1 = 1 + x + x2 + x3... Taylor series expansion in order to rewrite
∆E into a usable form.
∆E =V00 + V0q[1 + R0(Vqq −∆E) + (R0(Vqq −∆E))2
+ (R0(Vqq −∆E))3 + ...]R0Vq0
=V00 + V0qR0Vq0 + V0qR0(Vqq −∆E)R0Vq0 + ...
(3.15)
One can write ∆E as
∆E ≡ ∆E(1) + ∆E(2) + ∆E(3) + ... (3.16)




∆E(3) = V0qR0VqqR0Vq0 − V0qR0∆E(1)R0Vq0
(...)
(3.17)
The terms including ∆E(n) could be a problem before they would spoil the size
consistency of the method. However, they are diagrammatically disconnected,







This derivation is used to justify the MBPT equations. For example the










3.3 Many-body Perturbation and Coupled Cluster The-
ory
Many-body perturbation theory was developed like coupled cluster the-
ory to account for correlation energy; within the framework of MBPT, the cor-
relation energy is treated as a perturbation of the Hartree-Fock wavefunction.
In the following discussion we will present MBPT in the context of coupled
cluster theory in order to show how existing coupled cluster methods can be
improved. For the sake of clarity, a few definitions and assumptions have to
be presented (The idea presented in this section are similar to those in sec-
tion 3.2). In MBPT the normal-ordered Hamiltonian, ĤN , can be partitioned
so that its one- and two-electron parts are taken as zeroth- and first-order,
respectively, viz.
ĤN = F̂N + V̂N
= Ĥ(0) + Ĥ(1)
(3.20)
using this definition for ĤN and the fact that we will considerer the set of
canonical Hartree-Fock orbitals (RHF or UHF) one can obtain the Møller-
Plesset variant of many-body perturbation theory. In this context the matrix
F̂N is diagonal and the only excitation operator with a non-zero first-order
contribution is T̂2; meaning that the other operators such as T̂1 and T̂3 will be
second-order quantities. In fact any cluster operator can be written as a sum
of first-, second-, ... order operators
T̂n ≡ T̂ (0)n + T̂ (1)n + T̂ (2)n + T̂ (3)n + ... (3.21)
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Similarly the contributions to the similarity transformed Hamiltonian are as
follows
H̄ ≡ H̄(0) + H̄(1) + H̄(2) + ... (3.22)
where one can notice that
H̄(0) ≡ Ĥ(0)N = F̂N
H̄(1) ≡ Ĥ(1)N + (Ĥ(0)N T̂ (1)n )c = V̂N + (F̂N T̂ (1)2 )c
H̄(2) ≡ (Ĥ(0)N T̂ (2)n )c + (Ĥ(1)N T̂ (1)n )c + (Ĥ(0)N T̂ (1)n T̂ (1)n )c = (F̂N T̂ (2)1 )c
+ (V̂N T̂
(1)







Using the definition of H̄(n) presented in the equations above and the general
coupled cluster equation
E = 〈ψ0|H̄|ψ0〉 (3.24)
it is straightforward to define the second order correction to the Hartree-Fock
energy E(2) as
E(2) = 〈ψ0|H̄(2)|ψ0〉
= 〈ψ0|(F̂N T̂ (2)1 )c + (V̂N T̂ (1)2 )c + (F̂N T̂ (1)2 T̂ (1)2 )c|ψ0〉
(3.25)
and in the same manner define a general expression for any MBPT energy
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correction E(n) as
E(n) = 〈ψ0|H̄(n)|ψ0〉. (3.26)
Equation 3.25 reduces to
E(2) = 〈ψ0|(V̂N T̂ (1)2 )c|ψ0〉 (3.27)
since F̂N is diagonal due to the choice of HF orbitals. The MBPT(2) correction
to the energy has the following diagrammatic representation
E(2) = (3.28)
In order to evaluate T̂
(1)
2 one needs to go back to the equation defining the
coupled cluster amplitudes i.e.
〈ψabij |H̄(1)|ψ0〉 ≡ 〈ψabij |V̂N |ψ0〉+ 〈ψabij |(F̂N T̂ (1)2 )c|ψ0〉 = 0 (3.29)
Once again some of the terms included in F̂N with the use of canonical orbitals
disappear (fia = 0 and fai = 0 thus the only non-vanishing terms are fii, fjj,
faa, and fbb); therefore, the amplitude of T̂
(1)







Consequently the diagrammatic representation of the first order contribution




2 ≡ = (3.31)








which is exactly what one would get by using the matrix form of perturbation
theory on the Hartree-Fock determinant as we saw in section 3.2.
The same technique can be used to evaluate the third-, fourth-, and nth-order
contribution to the energy. In this discussion we are especially interested in
analyzing how to improve existing coupled cluster methods. Thus, an order by
order comparison of the MBPT contribution and the existing CCSD method
would be useful to know the terms missing from the latter method to be
complete up to a certain order of perturbation. It can be found that CCSD
is complete up to third order of perturbation theory but is lacking the triple
excitations contribution to be complete up to fourth order of perturbation.
Let us consider the fourth order correction to the energy




2 can be found using the following amplitude equation







2 )c + (V̂N T̂
(2)
3 )c|ψ0〉 = 0
(3.34)
in this discussion were are only interested in the effects involving the triple
excitations since these are not included in CCSD we will then limit ourself to










It is now straightforward to evaluate the energy contribution associated with
the T̂
(3)
2 excitation term; we will label the contribution as E
(4)






This energy correction was originally named CCSD+T(CCSD) in the litera-
ture requiring the noniterative evaluation of only one energy term on top of
CCSD. As we said earlier, while easily proven from the former order by order
perturbation theory, this method is not well-balanced. Indeed, a fifth-order
term has to be added to CCSD+T(CCSD) in order to reproduce the effects of
the triple excitations correctly. The method including the former fourth-order
term and an additional fifth-order term is formally known as CCSD(T) and
can be obtained by applying perturbation theory on the CCSD wavefunction;




As described previously CCSD(T) allows a more accurate treatment of triple
excitations. In the following section we will discuss the development of a sim-
ilar method but providing a noniterative alternative to CCSDTQ and CCS-
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DTQP.
3.4 Derivation of the CCSDT(Q) Method
The CCSD(T) method can be justified by applying perturbation theory
on the similarity transformed Hamiltonian corresponding to CCSD as it was
shown in section 3.2 for the regular Hamiltonian.
In the following discussion we will give an overview of the newly developed
CCSDT(Q) method. Let us assume that we have formed the CCSDT simi-
larity transformed Hamiltonian in the same manner it was done in Chapter
2 and that we can then write the right eigenvector as simply the reference
determinant |ψ0〉, whereas the left eigenvalue condition is61
〈ψ0|L̂H̄ = 〈ψ0|L̂ECCSDT . (3.39)
We can then write the following eigenvalue problem where the energy is written
as a transition expectation value
〈ψ0|L̂H̄|ψ0〉 = ECCSDT . (3.40)
In the basis of Slater determinants obtained by distributing electrons amongst










In the previous equation p is the set of determinants obtained by promotion
of one, two or three electrons from the reference wavefunction |ψ0〉 (|S〉, |D〉,
and |T 〉 ) 0 represents |ψ0〉, and q all other determinants (|Q〉 + |P 〉 + ...). If
one were to restrict the p space to be the set of only singly and doubly excited
determinants then one could derive the well-known CCSD(T) equations as it
was done in Ref. 21 and Sections 3.2-3.3. The reason why H̄p0 vanishes in
equation 3.41 comes from the fact that the following amplitude equations have
to be satisfied:






〈T |e−T̂ ĤeT̂ |ψ0〉
Following the same model as in Ref. 21 and section 3.2; the Löwdin partition-
ing technique63 can be used to write the exact energy as
Eexact〈L|R〉 = 〈L|H̄|R〉+ 〈0|LH̄|q〉[〈q|Eexact − H̄|q〉]−1〈q|H̄R|0〉 (3.42)
Here, L and R are the p space projections of the exact left and right eigenvec-
tors of H̄.
Without truncation of the p space, the energy would be the same as the FCI
energy. Thus, solving the non-relativistic Schrödinger equation exactly within
the basis set limitations. Using the same expansion as in section 3.2 the differ-
ence between the exact energy and the “zeroth-order” energy can be written as
∆E = Eexact−ECCSDT ≡ ∆E = ∆E[4] + ∆E[5] + ... where orders are assigned
as in Ref. 21.
It is assumed here that the effect of quadruple excitations will be mainly found
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in the fourth-order terms of the previous expansion. The first non-vanishing
contribution in the aforementioned expansion is
∆E[4] = 〈0|L̂H̄ [1]|q〉[〈q|H [0]N |q〉]−1〈q|H̄ [3]|0〉. (3.43)
Note that, 〈q|H [0]N |q〉 are the usual (diagonal) Møller-Plesset energy differences,
〈q|H [0]N |q〉 = 〈q|[H [0] − 〈0|H [0]|0〉]|q〉.
Since only terms of at least third-order are needed to connect the reference
state with the space of quadruple and higher excitations the low-order contri-
butions to 〈q|H̄R̂|0〉 vanish.
There are two fourth-order contributions to the energy
∆E [4] = 〈0|L̂|D〉〈D|H̄ [1]|Q〉D4〈Q|H̄ [3]|0〉+ 〈0|L̂|T 〉〈T |H̄ [1]|Q〉D4〈Q|H̄ [3]|0〉
(3.44)
Here, we have used the shorthand notation D4 = [〈Q|H [0]N |Q〉]−1. Comparing
the method developed by Kucharski et al. a few years ago, CCSDT[Q], one
can notice that only one of the two terms is present. The second term appears
within the context of the present type of perturbation analysis; it is therefore
analogous to the extra “fifth-order” term that distinguishes CCSD(T) from
CCSD[T]. The diagrammatic representation of the additional ∆E[4] energy
terms in the antisymmetrized Brandow formalism10,55 with their correspond-
ing operator equations is:
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〈0|L̂2WND4T̂2WN T̂2|0〉 + 〈0|L̂2WND4WN T̂3|0〉
〈0|L̂3WND4T̂2WN T̂2|0〉 + 〈0|L̂3WND4WN T̂3|0〉 = E[4]Q
The dashed and long solid lines represent integrals and the D4 denomina-
tors, respectively, while the thick and thin amplitude vertices correspond to
the L̂ and T̂ operators. While a correction that makes use of both L̂ and T̂
amplitudes seems natural in the context of this formalism, the cost of evalu-
ating L̂ is comparable to that of an additional CCSDT calculation. Instead,
we follow the practice of replacing the L̂ amplitudes with those of the T̂ † op-
erator, as is done in CCSD(T). Since these operators are equivalent in lowest
order, this pragmatic simplification is justified. We note, however, that the
use of L̂ has been studied in the context of noniterative corrections64,65,66; a
numerical investigation of its use in CCSDT(Q) is an appropriate subject for
further study.
Approximating L̂ by T̂ †, one obtains the diagrammatic representations and
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their corresponding operator equations shown below
〈0|T̂2†WND4WN T̂22|0〉 + 〈0|T̂2†WND4WN T̂3|0〉
〈0|T̂3†WND4WN T̂22|0〉 + 〈0|T̂3†WND4WN T̂3|0〉 = E[4]Q
It is important to note that the first two terms above are fifth-order in the con-
text of HF-SCF-based perturbation theory, while the other two terms occur at
sixth-order in that formalism. All terms have connected diagrammatic repre-
sentations, and therefore both CCSDT[Q] (first two terms) and the proposed
CCSDT(Q) method (all terms) are rigorously size-extensive.
3.5 Implementation of CCSDT(Q) and CCSDT[Q]
When implementing computationally expensive methods such as
CCSDT(Q) the choice of intermediates and loop structures is crucial. As we
mentioned earlier both CCSDT[Q] and CCSDT(Q) scale as n9 with the right
implementation. Logically the implementation of these two methods was done
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within the framework of the well-know quantum chemistry package aces ii67
which already provides robust implementations of coupled cluster methods.
One of the two T̂4 contributions has to be calculated using intermediates in
order to reduce the computational cost. The diagrammatic representation of
the T̂4 excitation operators are the following
T (4) = +
In order to evaluate the first term one has to first compute the following
intermediate
which only requires a n7 step. The next step is to contract the previous inter-
mediate with the T̂2 operator; this is computationally equivalent to forming
the second T̂4 term both scaling as n
9. The remaining contractions for eval-
uating the contribution to the energy are rather inexpensive. One needs to
multiply the terms obtained in the n9 step by the denominator with an n8
step.
D × +
The final contraction with T̂ † and V̂N are negligible. Consequently, the overall
scaling is indeed n9 compared to n10 or n12 for CCSDTQ and CCSDTQP,
respectively. Also, as mentioned earlier in the discussion, what makes the
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CCSDT(Q) method powerful besides its scaling is its noniterative nature. A
parallel version of this method was also implemented using the message pass-
ing interface (MPI) framework; within this implementation the CCSDT(Q)
method scales almost linearly with the number of processors used in the cal-
culation making CCSDT(Q) amenable to studying larger systems.
In the next chapter we will provide convincing benchmark of the
CCSDT(Q) method and some interesting applications of this powerful method
where the latter is used in the framework of the HEAT protocol27,28 to evaluate
thermochemical properties. As a check on the correctness of the program, the
same two methods were also coded in the string-based many-body package of
Kállay68. The fact that these very different implementations yield identical




Benchmark and Application to Ab Initio
Thermochemistry
4.1 Introduction
In this chapter, we will present a thorough benchmark of CCSDT(Q)
by comparison with CCSDT, CCSDT[Q], CCSDTQ, CCSDTQP and even
FCI when possible in which we will analyze the strengths and weaknesses
of CCSDT(Q). In order to do so, we selected a set of challenging molecular
systems including closed- and open-shell molecules; some of them known to
pose pathological problems to most ab initio methods. The benchmark will be
based on the comparison of correlation energies in the first place but will then
include careful comparison with experimental data. We will use the framework
of the recently developed HEAT method27,28 to calculate important thermo-
chemical properties such as atomization energies and enthalpies of formation
that will then be compared to a highly reliable set of thermochemical data:
Ruscic’s Active Thermochemical Tables (ATcT)69,70. Mostly, we will analyse
if the CCSDT(Q) method can be used as a reliable method when higher cor-
relation methods are needed, thereby avoiding the large computational cost of
CCSDTQ, CCSDTQP, or FCI.
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4.2 Benchmark of CCSDT(Q)
The noniterative correction proposed in Chapter 3 has been bench-
marked for a challenging test suite that comprises atoms and small molecules.
In this work, we compare CCSDT, CCSDT[Q] and higher “complete” CC
methods that include quadruple (CCSDTQ)17,68 and pentuple (CCSDTQP)68,18
excitations with the proposed CCSDT(Q) model. The CCSDTQ and CCS-
DTQP energies presented here were obtained with the program of Kállay68
(the remaining calculations were carried out on a local version of aces ii). All
of the calculations (unless stated otherwise) used the cc-pVDZ and cc-pVTZ45
basis sets, and correlation of the core electrons were excluded. The molecular
geometries used in this study can be found in Ref. 27.
The principal numerical results of this work are collected in Tables 4.1-
4.8 and Figures 4.1-4.5. From Table 4.1 and Figure 4.1, it can be seen that
addition of the noniterative quadruple corrections defined by both CCSDT(Q)
and CCSDT[Q] systematically gives energies that are superior to CCSDT.
Both CCSDT[Q] and CCSDT(Q) perform well compared to CCSDTQ. A trend
is exhibited whereby CCSDT[Q] and CCSDT(Q) underestimate and overes-
timate the magnitude of the CCSDTQ correlation energy, respectively. The
poor performance of CCSDT[Q] and CCSDT(Q) for the CN radical is al-
most certainly due to large spin contamination in the HF-SCF wavefunction,
a well-known problem of this molecule71,72. Even though the mean absolute
error is larger for CCSDT[Q] (0.145 mEH) than for CCSDT(Q) (0.100 mEH),
the difference is so small as to prevent any conclusion to be drawn about the
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relative merits of the two approaches. The maximum absolute errors are also
comparable; 0.616 mEH and 0.582 mEH for CCSDT[Q] and CCSDT(Q), re-
spectively73. However, CCSDT(Q) is evidently vastly superior to CCSDT[Q]
in some cases. For example, in the case of the CF radical, CCSDT[Q] is even
inferior to CCSDT.
The same species are studied in Table 4.2 and Figure 4.2, but now
with the cc-pVTZ basis set. And here a major curiosity is noted : while
CCSDT(Q) performs as well as it did with the cc-pVDZ basis set, the accu-
racy of CCSDT[Q] is significantly degraded. For the latter method, the results
are less satisfactory in every case, with substantial worsening in some cases.
The mean absolute error almost triples from 0.145 mEH to 0.405 mEH ; the
worst performance is seen for CO where the error is greater than 1 mEH .
On the other hand, the mean absolute error for CCSDT(Q) doesn’t change
significantly (0.100 mEH with cc-pVDZ vs. 0.136 mEH with cc-pVTZ). For
CCSDT(Q) the worst performance is again for CN because of spin contam-
ination (0.685 mEH). It is clear from these results that the behavior of the
two methods with respect to basis set is totally different; CCSDT[Q] seems
to be lacking an important balancing contribution that CCSDT(Q) appears
to possess. In the course of this research, we have noted a similar property of
the CCSD[T] and the CCSD(T) methods. For the same set of molecules and
atoms the error with respect to CCSDT in CCSD[T] grows with the size of the
basis set, while that of CCSD(T) becomes slightly smaller. The magnitude of
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this effect is not as large as in the corresponding quadruples methods, but is
still significant: respective errors are 0.450 and 0.482 mEH with cc-pVDZ and
0.624 and 0.452 mEH with cc-pVTZ for CCSD[T] and CCSD(T).
The importance of the “sixth order” (from the HF-SCF perspective) terms are
especially evident when the cc-pVTZ basis is used; a majority of the quadru-
ples contribution comes for the sixth-order terms whereas the fifth-order terms
dominate when the smaller cc-pVDZ basis set is used (See Table 4.5). It is im-
portant to note that the fifth-order correction tends to become smaller as the
basis set size increases. Another manifestation of this basis set phenomenon is
seen in Figures 4.3 and 4.4 where CCSDT(Q) and CCSDT[Q] methods were
used for the ground (singlet) and first excited (triplet) state of the beryllium
atom with four basis sets of increasing size; all four electrons of the beryllium
atom were correlated. Here one observes that CCSDT[Q] becomes less and
less satisfactory as the basis set size increases. On the other hand, CCSDT(Q)
performs comparably with all four basis sets. Even though the errors intro-
duced are of the order of a fraction of millihartree they are representative of the
trend of these two methods. The quality of both methods is comparable when
using the cc-pVDZ basis set but the quality of CCSDT[Q] quickly degrades as
the basis increases while CCSDT(Q) remains an excellent approximation.
In the preceding, we compared CCSDT[Q] and CCSDT(Q) to CCS-
DTQ. However, a better test is perhaps to compare them to the exact (FCI)
energies. Nevertheless, since FCI calculations are not possible for most mem-
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bers of the test suite, a comparison with CCSDTQP is a pragmatic alternative.
In Tables 4.7-4.8 and Figure 4.5 we compare CCSDT, CCSDT[Q], CCSDT(Q),
and CCSDTQ to CCSDTQP using an even larger number of atomic and mole-
cular states. The performance of CCSDT(Q) is again impressive, with a mean
absolute error relative to CCSDTQP (0.055 mEH) that is even lower than
CCSDTQ (0.061 mEH) (!) while CCSDT[Q] performs less well than either
method (0.198 mEH) (It should be stressed, however, that CCSDTQ is more
consistent than CCSDT(Q), in the sense that its energy is higher than the
one of CCSDTQP in all cases except for CF). The only significant problem for
CCSDT(Q) is again the CN radical. However, for CCSDT[Q], discrepancies
of 0.554 mEH , 0.590 mEH , and 0.670 mEH are seen for HCO, CF and CO,
respectively, while the corresponding CCSDT(Q) errors are on the order of 0.1
mEH in all cases.
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Table 4.1: Total energies in EH with the cc-pVDZ basis set
Species CCSDT CCSDT[Q] CCSDT(Q) CCSDTQ
N2 −109.275374 −109.276773 −109.277059 −109.276831
F2 −199.097717 −199.099315 −199.099411 −199.099253
O2 −149.985875 −149.987648 −149.987783 −149.987605
C −37.760688 −37.760708 −37.760710 −37.760717
F −99.527650 −99.527761 −99.527760 −99.527765
N −54.478631 −54.478663 −54.478664 −54.478673
O −74.910062 −74.910130 −74.910131 −74.910140
CO −113.054887 −113.055222 −113.055979 −113.055839
CCH −76.400169 −76.400780 −76.401147 −76.401099
CH2 −39.041567 −39.041616 −39.041638 −39.041647
CH −38.380164 −38.380204 −38.380225 −38.380239
CH3 −39.715944 −39.716018 −39.716057 −39.716064
H2O −76.241180 −76.241615 −76.241662 −76.241634
HCO −113.576393 −113.576830 −113.577505 −113.577323
HF −100.228220 −100.228599 −100.228632 −100.228612
NO −129.598350 −129.599354 −129.599819 −129.599605
OH −75.559425 −75.559652 −75.559673 −75.559683
CN −92.491172 −92.492299 −92.493159 −92.492577
HCN −93.188522 −93.189600 −93.189954 −93.189752
CF −137.475514 −137.475429 −137.476115 −137.476036
NH2 −55.732843 −55.733026 −55.733060 −55.733066
NH3 −56.402181 −56.402457 −56.402513 −56.402498
NH −55.091573 −55.091668 −55.091681 −55.091697
OF −174.499043 −174.499746 −174.500248 −174.500028
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Table 4.2: Total energies in EH with the cc-pVTZ basis set
Species CCSDT CCSDT[Q] CCSDT(Q) CCSDTQ
N2 −109.373571 −109.374597 −109.375364 −109.375134
F2 −199.296092 −199.297208 −199.297669 −199.297478
O2 −150.128943 −150.130198 −150.130769 −150.130565
C −37.781226 −37.781242 −37.781259 −37.781267
F −99.620540 −99.620546 −99.620606 −99.620599
N −54.515027 −54.515044 −54.515066 −54.515069
O −74.974252 −74.974262 −74.974303 −74.974302
CO −113.155614 −113.155580 −113.156728 −113.156585
CCH −76.468768 −76.469131 −76.469957 −76.469895
CH2 −39.078318 −39.078316 −39.078390 −39.078396
CH −38.411007 −38.411013 −38.411083 −38.411097
CH3 −39.761416 −39.761403 −39.761527 −39.761534
H2O −76.332267 −76.332419 −76.332620 −76.332585
HCO −113.684388 −113.684416 −113.685517 −113.686472
HF −100.338382 −100.338466 −100.338622 −100.338590
NO −129.717046 −129.717609 −129.718554 −129.718316
OH −75.638009 −75.638077 −75.638184 −75.638174
CN −92.567909 −92.568705 −92.570229 −92.569544
HCN −93.274977 −93.275711 −93.276561 −93.276367
CF −137.605096 −137.604672 −137.605633 −137.605543
NH2 −55.794002 −55.794058 −55.794196 −55.794196
NH3 −56.473359 −56.473437 −56.473658 −56.473647
NH −55.141117 −55.141144 −55.141214 −55.141218
OF −174.671034 −174.671218 −174.672168 −174.671871
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Table 4.3: Statistical analysis in mEH with cc-pVDZ basis set
Methods CCSDT CCSDT[Q] CCSDT(Q)
MAE (in mEH) 0.635 0.145 0.100
MSE (in mEH) −0.635 −0.136 0.092
MER (in mEH) 1.730 0.616 0.582
Table 4.4: Statistical analysis in mEH with cc-pVTZ basis set
Methods CCSDT CCSDT[Q] CCSDT(Q)
MAE (in mEH) 0.663 0.405 0.136
MSE (in mEH) −0.663 −0.405 0.049
MER (in mEH) 2.084 2.056 0.955
MAE: Mean absolute error, MSE: Mean signed error, MER: Maximum error
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Table 4.5: Contributions to the total energies of the 5th- and 6th-order terms
in mEH with cc-pVDZ

















N2 −1.399 −0.285 −1.026 −0.767
F2 −1.598 −0.096 −1.116 −0.461
O2 −1.773 −0.135 −1.256 −0.571
C −0.020 −0.002 −0.017 −0.017
F −0.111 0.001 −0.007 −0.059
N −0.032 0.000 −0.016 −0.022
O −0.068 0.000 −0.010 −0.041
CO −0.335 −0.757 0.034 −1.148
CCH −0.611 −0.367 −0.363 −0.826
CH2 −0.050 −0.021 0.002 −0.074
CH −0.040 −0.022 −0.005 −0.071
CH3 −0.073 −0.039 0.014 −0.125
H2O −0.435 −0.047 −0.152 −0.201
HCO −0.438 −0.674 −0.028 −1.101
HF −0.378 −0.033 −0.085 −0.156
NO −1.004 −0.465 −0.563 −0.945
OH −0.227 −0.021 −0.068 −0.107
CN −1.127 −0.860 −0.796 −1.524
HCN −1.078 −0.354 −0.734 −0.850
CF 0.085 −0.686 0.424 −0.962
NH2 −0.183 −0.034 −0.056 −0.138
NH3 −0.275 −0.056 −0.077 −0.221
NH −0.095 −0.014 −0.027 −0.069
OF −0.703 −0.502 −0.184 −0.950
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Table 4.6: Total energies of the singlet and triplet states of the Beryllium atom
in EH with various basis sets
Methods CCSDT[Q] CCSDT(Q) FCI
Singlet State
cc-pVDZ −14.61740963 −14.61740969 −14.61740951
cc-pVTZ −14.62380892 −14.62380989 −14.62380994
cc-pVQZ −14.64012126 −14.64012358 −14.64012388
cc-pV5Z −14.64633059 −14.64633327 −14.64633366
Triplet State
cc-pVDZ −14.51630276 −14.51630276 −14.51630273
cc-pVTZ −14.52344787 −14.52344794 −14.52344793
cc-pVQZ −14.54002289 −14.54002306 −14.54002306
cc-pV5Z −14.54642500 −14.54642521 −14.54642521
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Figure 4.3: Comparison to the total energies calculated with FCI in mEH for






















Figure 4.4: Comparison to the total energies calculated with FCI in mEH for




















Table 4.7: Total energies in EH with the cc-pVDZ basis set
Species CCSDT[Q] CCSDT(Q) CCSDTQ CCSDTQP
N2 −109.276773 −109.277059 −109.276831 −109.277012
F2 −199.099315 −199.099411 −199.099253 −199.099328
O2 −149.987648 −149.987783 −149.987605 −149.987773
C −37.760708 −37.760710 −37.760717 −37.760717
F −99.527761 −99.527760 −99.527765 −99.527772
N −54.478663 −54.478664 −54.478673 −54.478673
O −74.910130 −74.910131 −74.910140 −74.910143
CO −113.055222 −113.055979 −113.055839 −113.055892
C2H2 −77.110330 −77.110663 −77.110554 −77.110678
CCH −76.400780 −76.401147 −76.401099 −76.401217
CH2 −39.041616 −39.041638 −39.041647 −39.041650
CH −38.380204 −38.380225 −38.380239 −38.380241
CH3 −39.716018 −39.716057 −39.716064 −39.716070
H2O2 −151.195141 −151.195317 −151.195183 −151.195266
H2O −76.241615 −76.241662 −76.241634 −76.241649
HCO −113.576830 −113.577505 −113.577323 −113.577384
HF −100.228599 −100.228632 −100.228612 −100.228622
HO2 −150.560131 −150.560452 −150.560296 −150.560380
NO −129.599354 −129.599819 −129.599605 −129.599737
OH −75.559652 −75.559673 −75.559683 −75.559689
HNO −130.172606 −130.172966 −130.172772 −130.172906
CN −92.492299 −92.493159 −92.492577 −92.492760
HCN −93.189600 −93.189954 −93.189752 −93.189910
CF −137.475429 −137.476115 −137.476036 −137.476019
NH2 −55.733026 −55.733060 −55.733066 −55.733076
NH3 −56.402457 −56.402513 −56.402498 −56.402517
NH −55.091668 −55.091681 −55.091697 −55.091700
OF −174.499746 −174.500248 −174.500028 −174.500090
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Table 4.8: Statistical analysis in mEH with cc-pVDZ basis set
Methods CCSDT CCSDT[Q] CCSDT(Q) CCSDTQ
MAE (in mEH) 0.775 0.198 0.055 0.058
MSE (in mEH) −0.775 −0.198 0.040 −0.059
MER (in mEH) 1.898 0.670 0.399 0.183
MAE: Mean absolute error, MSE: Mean signed error, MER: Maximum error
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4.3 Application to Ab Initio Thermochemistry
In this section we will present a brief summary of the HEAT II method
used to calculate the atomization energies and enthalpies of formation. The
CCSDTQ and CCSDTQP methods are used as higher-order excitation meth-
ods in this protocol. Although, we will demonstrate that the newly developed
CCSDT(Q) method can be used while preserving the same accuracy but at a
modest computational cost.
The HEAT energies are obtained by a sum of several terms refining the total





CCSD(T ) + ∆ECCSDT + ∆EHLC + ∆Erel + ∆EDBOC
+ ∆ESO + ∆EZPE.
(4.1)
The various contributions to EHEAT are described below:
E∞HF : An estimate of the Hartree-Fock limit energy, approximated by extrapo-
lating HF-SCF energies calculated with the aug-cc-pCVXZ hierarchy74 of basis
sets (X=T,Q and 5) using the formula suggested by Feller75,
EXHF = E
∞
HF + a exp(−bX), (4.2)
where EXHF is the HF-SCF energy obtained with the aug-cc-pCVXZ basis set,
and a and b are parameters fit to the calculated energies.
∆E∞CCSD(T ): An estimate of the CCSD(T)
19,20 correlation energy at the basis
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set limit, through extrapolation of energies obtained with the aug-cc-pCVQZ
and aug-cc-pCV5Z basis sets using the approach advocated by Helgaker76,
which has a somewhat tenuous basis in the atomic partial wave expansion of
the correlation energy,






Here, ∆EXCCSD(T ) is the CCSD(T) correlation energy obtained with the aug-cc-
pCVXZ basis sets. Note that through CCSD(T), core and valence correlation
effects are not assumed additive; the CCSD(T) calculations above are done
for all electrons, using (quite large) basis sets that are appropriate for the
treatment of both core and valence correlation effects.
∆ECCSDT : An estimate of the difference between full CCSDT
16 and
CCSD(T) correlation energies at the basis set limit, obtained by extrapolat-
ing CCSDT and CCSD(T) energies with the cc-pVTZ and cc-pVQZ basis sets
with the extrapolation scheme above (Eq. 4.3) for the CCSDT and CCSD(T)
energies. Core correlation effects are not included at this stage of the calcu-
lation; it is thus implicitly assumed that they are converged at the CCSD(T)
level of theory.
∆EHLC : This “higher-level correlation” contribution attempts to account, ap-
proximately, for deficiences in the CCSDT method and is the most expensive
step involved in the HEAT protocol77. Numerically, it is given by the difference
between CCSDT and any higher correlation energies (CCSDT(Q), CCSDTQ,
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CCSDTQP ...), both of these obtained in valence-only calculations using the
cc-pVDZ basis set. It is understood that this step is one of the most expensive
in the HEAT protocol and is therefore the focal point of this section. Any way
of making this step computationally cheaper would be highly beneficial to the
HEAT method.
∆Erel: An estimate of the relativistic contribution to the total energy, in
which the one-electron Darwin and mass-velocity terms78,79 are calculated us-
ing perturbation theory at the CCSD(T)/aug-cc-pCVTZ level. The relativistic
corrections used in the original HEAT protocol78,79 are obtained via a pertur-
bative treatment based on the one-electron mass-velocity and Darwin terms
using the CCSD(T)/cc-pCVTZ basis. In the present work, this treatment
is expanded to include the corresponding two-electron Darwin term80,81. In
addition some calculations have been performed to check on the basis set sen-
sitivity. However, as those were found to be negligible (on the order of 0.01 kJ
mol−1), this work focuses on corrections obtained at the CCSD(T)/cc-pCVTZ
level.
∆EDBOC : An estimate of the diagonal Born-Oppenheimer correction
82,83,84,85,
which is the expectation value of the nuclear kinetic energy operator, taken
over the electronic (clamped-nucleus) wavefunction. This contribution is cal-
culated at the HF-SCF level of theory using the aug-cc-pVTZ basis set.
∆ESO: This refers to the difference between the true ground state level for radi-
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cals in degenerate electronic states and the weighted average that corresponds
to the results calculated with non-relativistic electronic structure programs.
In HEAT, ∆ESO is calculated using a spin-orbit CI program and relativistic
effective core potentials, using the cc-pVDZ basis set.
∆EZPE: The zero-point vibrational contribution to the energy. This is calcu-












which includes a contribution from vibrational anharmonicity.
The zero-point energy formula (Eq. 4.4) used in the original HEAT paper is
based on second-order vibrational perturbation theory (VPT2). This equation
suffices to calculate energy differences, and is therefore entirely sufficient for
spectroscopic analyses, but it neglects a constant contribution to the energy
levels. The correct equation is











Formulas for the G0 term have been derived independently by three groups
27,87,88
in the past few years and, apart from some apparent misprints89, all three
agree.
All calculations are performed at the geometry obtained by minimizing
the CCSD(T)/cc-pVQZ all-electron energy and can be found in Ref. 27. It
should be noted that the purpose of this section is to show the importance of
71
the CCSDT(Q) method therefore we will not discuss the effects of the other
contributions to the HEAT energy in great details. This work is the result of an
extensive collaboration between several research groups to which the author’s
contribution was the evaluation of the “higher-level correlation” single-point
energies.
We already demonstrated the potential of the CCSDT(Q) approach in
the previous section, however, using the latter in the context of calculating
thermochemical parameters will demonstrate its robustness and stability in
comparison to the its inferior CCSDT[Q] rival. In order to make this study
more interesting we only calculated the enthalpies of formation using the cc-
pVDZ basis set for the higher-level correlation calculations as using the cc-
pVTZ basis set would be impossible to handle for CCSDTQ and CCSDTQP
for some of the larger systems (H2O2, C2H2 ...). The first obvious benchmark
for CCSDT(Q) and CCSDT[Q] is to compare them to CCSDTQ (as in section
4.2) since they should be able to reproduce the quadruple excitation effects
included in CCSDTQ. This is summarized in Tables 4.9-4.10 and Figure 4.6;
it is clear that CCSDT[Q] and CCSDT(Q) improve the CCSDT enthalpies
of formation. The mean absolute error is 1.92 kJ mol−1 for CCSDT while it
is only 0.51 and 0.36 kJ mol−1 for CCSDT[Q] and CCSDT(Q), respectively.
However, CCSDT[Q] is clearly not as reliable as CCSDT(Q) and can gener-
ate errors that are over 3 kJ mol−1 compared to less than 1.6 kJ mol−1 in
the case of CCSDT(Q). The performance of CCSDT is disastrous and clearly
illustrates the necessity of higher-level corrections. From now we will focus
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only on methods including at least quadruple excitations and will no longer
worry about the performance of CCSDT. While comparing the two nonitera-
tive methods to CCSDTQ is interesting in principle it is even more pertinent
to compare them to a method that is close to FCI (“exact” solution of the
Schrödinger equation); in this case CCSDTQP. In Tables 4.11-4.12 and Figure
4.7 we compare the three quadruple excitation based methods (CCSDT[Q],
CCSDT(Q), CCSDTQ) to CCSDTQP that one can assume to be close to the
exact energy (It should be noted that calculating total energies with FCI is
impossible for most of these systems). In Section 4.2 it was mentioned that
CCSDT(Q) has the same behavior as CCSD(T) i.e. it tends to overestimate
the quadruple excitation correction by recovering some of the pentuple effects;
this is not seen in the case of CCSDT[Q]. This behavior is seen in the evalu-
ation of the enthalpies of formation; the errors introduced by CCSDT(Q) are
now noticeably smaller than in Table 4.10 where we compared CCSDT(Q) to
CCSDTQ. The performance of CCSDT(Q) is similar to the one of CCSDTQ
with a mean absolute error of about 0.20 kJ mol−1 and a RMS of about 0.30
kJ mol−1.
Now that we demonstrated the superiority of CCSDT(Q) when a nonit-
erative treatment of the quadruple excitations is required we can compare the
enthalpies of formation obtained with the latter to experimental results and
assess its accuracy against the theoretically superior CCSDTQ and CCSDTQP
(Tables 4.13-4.14 and Figure 4.8). At first glance, the results are not that im-
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pressive; the RMS are around 4.2 kJ mol−1 and the maximum errors close to
18 kJ mol−1. Although, one should keep in mind that some of the experimental
references used in this comparison have error bars sometimes larger than 15
kJ mol−1 and that most predictions are within the experimental errors except
for the NH molecule. While the comparison to experimental enthalpies of for-
mation with such errors seems somewhat useless, it is at the contrary a great
example of the importance of highly accurate theoretical thermochemistry
models. In fact, theoretical approaches can help refining these experimental
numbers as it is done in the active thermochemical tables (ATcT) of Ruscic
and co-workers. The ATcT database is generated from the most up-to-date
experimental and theoretical thermochemical data reported in the literature
and can optimize – using a sophisticated self consistency check – the absolute
value of a given thermochemical property with appropriate error bars. All
the experimental enthalpies of formation – up to the OH molecule – given in
Table 4.13 come from the ATcT database; considering that these values are
now considered more reliable than their NIST-JANAF counterparts, it seems
more logical to benchmark the accuracy of the previously mentioned theo-
retical methods against these “experimental” values. This is shown in Tables
4.15-4.16 and Figure 4.9. The results are astonishing for all three methods, the
mean absolute errors are only 0.29, 0.31 and 0.25 kJ mol−1 and the RMS are
0.37, 0.37, 0.29 for CCSDT(Q), CCSDTQ and the CCSDTQP, respectively.
It is obvious that CCSDTQP offers the best results but at a more than pro-
hibitive computational cost. The CCSDTQP method is not a valuable option
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for larger systems. Another encouraging fact is the brilliant performance of
the “cheap” CCSDT(Q); CCSDTQ performs barely if at all better than the
latter on more than fifteen theoretically-tricky systems. As a reminder, one
should keep in mind that the scaling of CCSDT(Q) is only n9 compared to n10
and n12 for CCSDTQ and CCSDTQP, respectively. Also, most importantly,
it is conducted in a noniterative manner, thus, only requiring one n9 step after
CCSDT is performed. This usually means hours or days of processor time
saved. The largest error for CCSDT(Q) is in the case of F2, CO2 and HO2 but
is always below 0.75 kJ mol−1.
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Table 4.9: Enthalpies of formation (0 K, in kJ mol−1) calculated with CCSDT,
CCSDT[Q], CCSDT(Q), and CCSDTQ.
Species HEAT345-T HEAT345-[Q] HEAT345-(Q) HEAT345-Q
N2 3.66 0.16 −0.59 0.05
H2 −0.31 −0.31 −0.31 −0.31
F2 3.17 −0.44 −0.70 −0.26
O2 4.73 0.43 0.08 0.60
CO −111.22 −111.87 −113.85 −113.44
C2H2 231.57 229.87 229.01 229.34
CCH 566.41 564.91 563.95 564.12
CH2 391.28 391.20 391.15 391.15
CH 593.05 593.00 592.95 592.93
CH3 150.31 150.17 150.07 150.07
CO2 −388.71 −389.42 −393.74 −392.83
H2O2 −126.11 −129.00 −129.46 −129.06
H2O −238.34 −239.30 −239.42 −239.32
HCO 44.26 43.34 41.57 42.10
HF −272.10 −272.80 −272.89 −272.83
HO2 17.51 15.38 14.54 15.01
NO 94.25 91.87 90.65 91.27
OH 37.23 36.81 36.76 36.76
HNO 114.09 110.93 109.99 110.54
CN 441.32 438.49 436.24 437.81
HCN 133.02 130.33 129.40 129.98
CF 244.18 244.75 242.95 243.19
NH2 189.21 188.82 188.73 188.74
NH3 −38.14 −38.78 −38.92 −38.86
NH 359.04 358.88 358.84 358.83
OF 112.47 111.09 109.77 110.39
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Table 4.10: Statistical analysis of errors from Table 4.9 in comparison to
HEAT345-Q
Methods HEAT345-T HEAT345-[Q] HEAT345-(Q)
Mean Absolute Error 1.92 0.51 0.36
Mean Signed Error 1.92 0.48 −0.35
RMS 2.36 0.89 0.50
Maximum Error 4.13 3.41 1.57
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Figure 4.6: Errors in the enthalpies of formation for HEAT345-T, HEAT345-






















































































Table 4.11: Enthalpies of formation (0 K, in kJ mol−1) calculated with
CCSDT[Q], CCSDT(Q), CCSDTQ, and CCSDTQP.
Species HEAT345-[Q] HEAT345-(Q) HEAT345-Q HEAT345-QP
N2 0.16 −0.59 0.05 −0.42
H2 −0.31 −0.31 −0.31 −0.31
F2 −0.44 −0.70 −0.26 −0.42
O2 0.43 0.08 0.60 0.17
CO −111.87 −113.85 −113.44 −113.57
C2H2 229.87 229.01 229.34 229.01
CCH 564.91 563.95 564.12 563.81
CH2 391.20 391.15 391.15 391.14
CH 593.00 592.95 592.93 592.93
CH3 150.17 150.07 150.07 150.05
CO2 −389.42 −393.74 −392.83 −392.99
H2O2 −129.00 −129.46 −129.06 −129.26
H2O −239.30 −239.42 −239.32 −239.36
HCO 43.34 41.57 42.10 41.94
HF −272.80 −272.89 −272.83 −272.84
HO2 15.38 14.54 15.01 14.80
NO 91.87 90.65 91.27 90.93
OH 36.81 36.76 36.76 36.75
HNO 110.93 109.99 110.54 110.20
CN 438.49 436.24 437.81 437.33
HCN 130.33 129.40 129.98 129.56
CF 244.75 242.95 243.19 243.25
NH2 188.82 188.73 188.74 188.71
NH3 −38.78 −38.92 −38.86 −38.91
NH 358.88 358.84 358.83 358.82
OF 111.09 109.77 110.39 110.25
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Table 4.12: Statistical analysis of errors from Table 4.11 in comparison to
HEAT345-QP.
Methods HEAT345-[Q] HEAT345-(Q) HEAT345-Q
Mean Absolute Error 0.65 0.20 0.17
Mean Signed Error 0.65 −0.19 0.17
RMS 1.01 0.32 0.24
Maximum Error 3.57 1.09 0.48
80
Figure 4.7: Errors in the enthalpies of formation for HEAT345-[Q], HEAT345-
























































































Table 4.13: Enthalpies of formation (0 K, in kJ mol−1) calculated with
CCSDT(Q), CCSDTQ, CCSDTQP, and their experimental estimates (ATcT
tables and NIST-JANAFa).
Species HEAT345-(Q) HEAT345-Q HEAT345-QP EXP
N2 −0.59 0.05 −0.42 0.00 ± 0.00
H2 −0.31 −0.31 −0.31 0.00 ± 0.00
F2 −0.70 −0.26 −0.42 0.00 ± 0.00
O2 0.08 0.60 0.17 0.00 ± 0.00
CO −113.85 −113.44 −113.57 −113.82 ± 0.03
C2H2 229.01 229.34 229.01 228.82 ± 0.30
CCH 563.95 564.12 563.81 563.94 ± 0.31
CH2 391.15 391.15 391.14 390.96 ± 0.27
CH 592.95 592.93 592.93 592.96 ± 0.25
CH3 150.07 150.07 150.05 149.97 ± 0.10
CO2 −393.74 −392.83 −392.99 −393.11 ± 0.01
H2O2 −129.46 −129.06 −129.26 −129.78 ± 0.07
H2O −239.42 −239.32 −239.36 −238.91 ± 0.03
HCO 41.57 42.10 41.94 41.92 ± 0.26
HF −272.89 −272.83 −272.84 −272.73 ± 0.24
HO2 14.54 15.01 14.80 15.21 ± 0.25
NO 90.65 91.27 90.93 90.59 ± 0.08
OH 36.76 36.76 36.75 37.09 ± 0.05
HNO 109.99 110.54 110.20 102.50 ± 0.42a
CN 436.24 437.81 437.33 436.80 ± 10.00a
HCN 129.40 129.98 129.56 135.53 ± 8.40a
CF 242.95 243.19 243.25 251.60 ± 8.00a
NH2 188.73 188.74 188.71 193.25 ± 6.30a
NH3 −38.92 −38.86 −38.91 −38.91 ± 0.40a
NH 358.84 358.83 358.82 376.51 ± 16.70a
OF 109.77 110.39 110.25 108.00 ± 10.00a
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Table 4.14: Statistical analysis of errors from Table 4.13 in comparison to
experiment.
Methods HEAT345-(Q) HEAT345-Q HEAT345-QP
Mean Absolute Error 1.82 1.86 1.80
Mean Signed Error −1.03 −0.68 −0.85
RMS 4.15 4.17 4.15
Maximum Error 17.67 17.68 17.69
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Figure 4.8: Errors in the enthalpies of formation for HEAT345-(Q), HEAT345-





















































































Table 4.15: Enthalpies of formation (0 K, in kJ mol−1) calculated with
CCSDT(Q), CCSDTQ, CCSDTQP, and their best “experimental” estimates
(ATcT tables).
Species HEAT345-(Q) HEAT345-Q HEAT345-QP ATcT
N2 −0.59 0.05 −0.42 0.00± 0.00
H2 −0.31 −0.31 −0.31 0.00± 0.00
F2 −0.70 −0.26 −0.42 0.00± 0.00
O2 0.08 0.60 0.17 0.00± 0.00
CO −113.85 −113.44 −113.57 −113.82 ± 0.03
C2H2 229.01 229.34 229.01 228.82 ± 0.30
CCH 563.95 564.12 563.81 563.94 ± 0.31
CH2 391.15 391.15 391.14 390.96 ± 0.27
CH 592.95 592.93 592.93 592.96 ± 0.25
CH3 150.07 150.07 150.05 149.97 ± 0.10
CO2 −393.74 −392.83 −392.99 −393.11 ± 0.01
H2O2 −129.46 −129.06 −129.26 −129.78 ± 0.07
H2O −239.42 −239.32 −239.36 −238.91 ± 0.03
HCO 41.57 42.10 41.94 41.92 ± 0.26
HF −272.89 −272.83 −272.84 −272.73 ± 0.24
HO2 14.54 15.01 14.80 15.21 ± 0.25
NO 90.65 91.27 90.93 90.59 ± 0.08
OH 36.76 36.76 36.75 37.09 ± 0.05
85
Table 4.16: Statistical analysis of errors from Table 4.15 in comparison to the
ATcT tables.
Methods HEAT345-(Q) HEAT345-Q HEAT345-QP
Mean Absolute Error 0.29 0.31 0.25
Mean Signed Error −0.19 0.12 −0.04
RMS 0.37 0.37 0.29
Maximum Error 0.70 0.72 0.52
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Figure 4.9: Errors in the enthalpies of formation for HEAT345-(Q), HEAT345-




































































The tremendous impact that CCSD(T) has had on computational quan-
tum chemistry is sometimes not fully appreciated. The CCSD method, while
reasonably accurate and remarkably robust, is not adequate for applications
that demand relatively high accuracy. At the time of its development, CCSD(T)
offered the only practical coupled cluster approach for treating triple excita-
tion effects. It was quickly shown to be decidedly superior to the noniterative
CCSD[T] approach91. An unexpected finding was that CCSD(T) is more ac-
curate than the more expensive iterative CCSDT-X treatments92, and indeed
performs just as well as the expensive CCSDT approach for most applications.
Continued advances in computational power have facilitated even more
ambitious applications of quantum chemistry to problems that demand very
high accuracy; one such area of interest to us is thermochemistry. It has
been shown empirically that so-called subchemical accuracy (< 1 kJ mol−1)
in thermochemical calculations requires correlation treatments that go beyond
CCSD(T) and CCSDT. Similar to the situation that existed in 1989, the full
CCSDTQ method, while available in some programs, is simply not feasible for
routine applications at this time. There is a consequent need for noniterative
treatment of quadruple excitations, and we have developed an approach here
that, in a formal sense, is to CCSDTQ what CCSD(T) is to CCSDT. Numerical
tests of this method are highly encouraging, and suggest that this CCSDT(Q)
method is better than the previously suggested method and has an accuracy
that is comparable to CCSDTQ itself. The performance of CCSDT(Q) for cal-
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culating thermochemical properties is impressive and there is no doubt that
more and more quantum chemists will use this method when looking for the
best cost/efficiency ratio. We believe that CCSDT(Q) will see wide applica-
tions in the future and is destined to become the method of choice for those
seeking very high accuracy at a reasonable computational cost.
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Chapter 5
Recent Advances in Equation-of-Motion
Coupled Cluster Theory
5.1 Introduction
Advances in general coupled cluster theory have taken quantum chem-
istry to a level of accuracy that few if any other methods could achieve with
an acceptable scaling and while preserving the size consistency of the wave-
function. However, there are cases where general coupled cluster theory and
most other quantum chemistry methods can fail. This is especially true when
one studies radicals or generally speaking, open-shell molecules. In fact, a
lot of these molecules are associated with ground state wavefunction having
an abnormal behavior. The first coupled cluster methods used for study-
ing open-shell molecules were based on a UHF wavefunction. However, these
method can be plagued with spin contamination30. With both UHF and re-
stricted open-shell HF (ROHF) methods, the wavefunction is prone to symme-
try breaking (or related phenomena that appear when the molecule lacks ap-
propriate elements of symmetry)93,94,95, which can make studies of the poten-
tial energy surface essentially impossible. In addition, when there are low-lying
excited states of the radical, “real” symmetry breaking of the pseudo-Jahn-
Teller type can occur, and the ability of various quantum chemical methods
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to treat such situations varies widely29.
To solve the problems mentioned above several single-determinant meth-
ods were developed. Among these are quasirestricted Hartree-Fock coupled
cluster (QRHF-CC)96 and equation-of-motion ionization potential coupled
cluster (EOMIP-CC)37,38,39,40,41 methods. These approaches are in nature
pretty similar because they both use a closed-shell reference state, but still
differ in a lot of ways. In the QRHF framework the coupled cluster equations
are solved using the orbitals of the closed-shell system therefore avoiding the
problem of reference spin contamination and symmetry breaking. However,
when a “true” multireference picture of the molecule has to be used – mean-
ing that there are a lot of interactions between states for example vibronic
coupling or pseudo-Jahn-Teller effects – it doesn’t perform as well as EOMIP-
CC that offers a better treatment of the interacting state due to the choice of
the Hamiltonian. Indeed, even if EOMIP-CC seems like a single-determinant
method in appearance it is really a multireference approach in the sense that
it doesn’t have a bias towards any particular molecular orbital configuration.
The only problem with the EOMIP-CC approaches is that the treatment of
dynamic correlation is not as good as it is in general coupled cluster methods
(for the same excitation level).
The EOMIP-CC methods are part of the recently developed equation-
of-motion coupled cluster methods as mentioned earlier. There are two other
types of EOM-CC approaches – equation-of-motion for excited states42,31 and
equation-of-motion for electron attachment43. These methods were developed
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for several reasons, first to overcome the single-reference bias of general cou-
pled cluster theory when a multireference method would be more appropriate
and secondly to reduce the computational cost of studying the state of interest
(ionized, excited). For example a naive approach for studying ionized states
or excited states would be to carry out two calculations, one for the ground
state of the molecule and the other one for the state of interest. While it seems
like a reasonable alternative to treating this problem it isn’t actually the best
option. First of all, both calculations are as expensive, and second of all, it is
usually more than tricky to determine a suitable wavefunction for the excited
state (we mentioned earlier that these wavefunctions are prone to symmetry
breaking, spin contamination . . . ). In the case of EOM-CC methods the ref-
erence determinant is almost always a well-behaved closed-shell determinant
thus avoiding the complication of using an open-shell reference function.
In this chapter we will present the general EOM-CC method while focusing
on the recent advances in EOMIP-CC.
5.2 Equation-of-Motion Coupled Cluster Theory
In the EOM-CCSD formalism, the final state wavefunction is defined as
|Ψf〉 = R̂|Ψr〉 (5.1)
where f and r correspond to the final and reference (usually closed-shell) states,
respectively. R is the second quantized operator
R̂ = R̂1 + R̂2 (5.2)
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In the EOM-CC framework, the reference state wavefunction is given by the
coupled cluster approximation
|Ψr〉 = eT̂ |ψ0〉 (5.3)
where |ψ0〉 is the zeroth-order Slater determinant that describes the reference
state.
Truncated to single and double excitations, the cluster operator T̂ takes the
form















as defined in Chapter 2. In CCSD, equations for the amplitudes are obtained
by inserting Eq. 5.3 into the electronic Schrödinger equation, premultiplying
by e−T̂ and projecting onto the spaces of single and double excitations. The
resulting amplitude equations are as follows
〈Φai |e−T̂ ĤeT̂ |ψ0〉 = 0
〈Φabij |e−T̂ ĤeT̂ |ψ0〉 = 0
where e−T̂ ĤeT̂ = H̄ (See Chapter 2). Equations for determining the final
state energies in EOM methods can be derived in a few different ways for
CCSD or any complete coupled cluster methods like CCSDT, CCSDTQ, etc.
One conceptually appealing approach that led to the EOM designation is to
insert the wavefunction ansatz into the Schrödinger equation, which leads to
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an eigenvalue problem involving the similarity transformed Hamiltonian (H̄),
H̄R̂|ψ0〉 = ER̂|ψ0〉 (5.5)
It should be noted that a more general approach is provided by linear re-
sponse theory and is more appropriate for approximate methods such as CC3,
CCSDT-X etc. The operator R̂ can assume different forms depending if one
is deriving the EOM-CCSD equations for ionized states (R̂IP ), excited states
(R̂EE) or electron attachment states (R̂EA). These corresponding forms of the
R̂ operator and their diagrammatic representations are as follows














































In the following discussion we will only derive the EOMIP-CCSD equations
since we are for the time being only interested in adding higher excitation terms
to this method (triple excitations have already been added to EOMEE). How-
ever, one can also derive the EOM-CCSD method using another deexcitation
operator, L. In this case the final state wavefunction is defined as
〈Ψf | = 〈Ψr|L̂ (5.9)
therefore Equation 5.5 becomes
〈Ψ0|L̂H̄ = 〈Ψ0|L̂E (5.10)
The L operators corresponding to the R̂IP , R̂EE, R̂EA operators can be defined
as being














































For evaluating the EOM-CC energies one only needs to form either the H̄R̂
or L̂H̄ quantity therefore evaluating both would be a waste of processor time.
This is not the case when evaluating the density matrices (as needed to calcu-
late final state properties or gradients) in which case both H̄R̂ and L̂H̄ have













































































































where W and F are intermediates (parts of H̄ defined in Chapter 2). In the
previous equations, the antisymmetric permutation operator P(pq) is defined
via P (pq)Z(pq) = Z(pq) − Z(qp). The diagrammatic representations of H̄R̂
and L̂H̄ with corresponding algebraic expressions can be found in Figures 5.1-
5.2.
The equations for EOMEE-CCSD and EOMEA-CCSD can be derived in the
same manner by using the corresponding R̂ and L̂. These methods including
EOMIP-CCSD have been successful in studying open-shell systems. However,
singles and doubles are usually not enough to describe the molecules of interest
with quantitative accuracy, and one might like to include triple excitations.
In the following section we will derive a scheme to insert triple excitations to
the EOMIP-CC method while avoiding the cost of EOMIP-CCSDT44.
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Figure 5.1: Diagrammatic representation of H̄R̂ for the EOMIP-CCSD method
in the antisymmetrized Brandow formalism together with corresponding alge-
braic expressions.
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The squiggly lines and the dashed lines represent intermediates
and integrals (defined in Chapter 2), respectively, while the thick
and thin amplitude vertices correspond to the R̂ and T̂ operators.
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Figure 5.2: Diagrammatic representation of L̂H̄ for the EOMIP-CCSD method
















































The squiggly lines and the dashed lines represent intermediates
and integrals (defined in Chapter 2), respectively, while the thick
and thin amplitude vertices correspond to the L̂ and T̂ operators.
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5.3 Equation-of-Motion Coupled Cluster Singles Dou-
bles with Inclusion of Approximate Triple Excita-
tions
The EOMIP-CCSDT method was recently developed by Musial et al.,
this is a powerful approach in theory but using this method for large systems
is unfeasible because it requires a CCSDT – scaling as N8 – calculation on
a N + 1 electron reference state. Hence, it is interesting to develop methods
to go beyond EOMIP-CCSD while avoiding the cost of EOMIP-CCSDT. The
same idea was used about twenty years ago in general coupled cluster theory
to approximate triples effects using a new class of iterative methods; the so-
called CCSDT-X (X=1a, 1b, 2, 3)46 and CC347,48 which was developed more
recently. Some of these methods are known to perform relatively well while
others are not so reliable. The most expensive of them, CCSDT-3 and CC3,
perform well in most cases but the more complete CCSDT-3 method is more
reliable. Indeed, the CC3 approximation breaks down in a lot of cases, even if
it is not acknowledged by the whole “coupled cluster community”. The other
approximations are not expected to perform as well since a lot of terms are
neglected but they are cheaper. One can expect the same behavior when these
approximations are included into the EOMIP framework or any of the EOM
approaches for that matter.
Deriving the EOMIP equations for the CCSD level of theory seemed
somewhat straightforward although when dealing with approximated triple ex-
citations the matrix equivalent to the similarity transformed Hamiltonian H̄ is
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not complete with respect to triple excitations and is different for each approx-
imate methods. It is easier to define H̄ to be the same as in EOMIP-CCSD
and consider the additional contributions separately. The usual approach to
figure out the terms that will be included in these approximate methods is
to differentiate the amplitude equations corresponding to the various methods
(this is also referred to as time independent linear response theory97) with
respect to some perturbation. These amplitude equations are given in Table
5.1 and now include the amplitudes projected onto the triples space. Com-
mon to all of these approaches is the exclusion of T̂3 in the triples equations
apart from the essential F̂N T̂3 contribution where F̂N is the one-electron part
of the normal-ordered Hamiltonian. If only these terms are removed, one ob-
tains the CCSDT-3 model. The strategy of CC3 is to treat the single and
double excitations as zeroth- and first-order, respectively, and to include only






2|0〉 is excluded from CC3, where ŴN is the two-
electron part of the normal-ordered Hamiltonian.
Let us take the example of the singles amplitude equations corresponding to
the simplest CCSDT-1a contribution for the sake of clarity
〈S|H̄ + ŴN T̂3|0〉 = 0. (5.16)





H̄ + H̄X + ŴXN + ŴN
∂T̂3
∂X








] + H̄X (5.18)
where H̄X is the part of H̄ depending on the perturbation X. This equation
can be rearranged by putting the terms that depend on X in the right hand








|0〉 = −〈S|H̄X + ŴXN |0〉 (5.19)
From now on we will label −〈S|H̄X + ŴXN |0〉 as XS (a quantity depending
on the perturbation X). By inserting |0〉〈0| into the previous equation one can






|0〉 − 〈S| ∂T̂
∂X
|0〉〈0|H̄|0〉 = Xs (5.20)
which rearranged gives the following equation




|0〉 = Xs (5.21)









The terms 〈S|(H̄ − E)|S〉 can be written as 〈S|(H̄open)|S〉 meaning that only
the open diagrams will be kept since the diagrams corresponding to an energy
are always closed. In the case of 〈S|(H̄−E)|D〉 there are no such energy terms
since they wouldn’t correspond to topologically closed diagrams.
102
The same derivation can be done for the doubles and triples amplitude equa-
tions and the complete corresponding system of equations can be written in
the following matrix form.


〈S|H̄open|S〉 〈S|H̄|D〉 〈S|ŴN |T 〉
〈D|H̄|S〉 〈D|H̄open|D〉 〈D|ŴN |T 〉






















This problem is equivalent to the one found in Ref. 98 where the previous
matrix system is seen as being A ∂T̂
∂X
= XS,D,T .
To solve this eigenvalue problem, the iterative diagonalization approach of
Hirao and Nakatsuji99 (which is a straightforward generalization of the David-
son method100, adapted for non-Hermitian matrices) was used. Thus, the most
computationally demanding step is the multiplication of the A matrix and a
trial vector; in the current context H̄R̂. The same procedure can be done
to evaluate the L̂ operator as well. All these approximate methods can be
derived in the same manner starting from the amplitude equations. For the
most expensive but therefore more reliable EOMIP-CCSDT-3, and also for all
the other methods besides CCSDT-1a, the derivation is quite straightforward
if one realizes that their amplitude equations can be written as
〈S|H̄ + ĤT̂3|0〉 = 0
〈D|H̄ + H̄T̂3|0〉 = 0
〈T |H̄ + F̂N T̂3|0〉 = 0
(5.24)
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〈S|H̄open|S〉 〈S|H̄|D〉 〈S|Ĥ|T 〉
〈D|H̄ + ĤT̂3|S〉 〈D|H̄open|D〉 〈D|Ĥ|T 〉




where only the appropriate terms will be kept in the derivation of the corre-
sponding methods. Note that the diagrammatic approach to deriving coupled
cluster methods makes this process relatively straightforward and pain-less.
For all the methods mentioned above, the contributions to the sub-block asso-
ciated to the projection of triples onto the triples space come from F̂N which
is the denominator mentioned in Chapter 3 therefore they all scale as n7 in-
stead of n8 for EOMIP-CCSDT and no triple excitation operators have to
be stored on disk. These approximate methods are really attractive for the
latter reasons. The algebraic form of the AR̂ equations are given below for
EOMIP-CCSDT-3 and CC3 since they are the only reliable methods out of
the set described above, and their diagrammatic representations are shown in























































































































































































































































































In these equations the intermediates (F, W) and integrals (〈..||..〉) are identical
to those given in Ref. 10 and Ref. 101; note that they include more terms
than the intermediates given in chapter 2 since we now throw in the triple
excitation operator. The antisymmetric permutation operator P(pq) is defined
via P (pq)Z(pq) = Z(pq)− Z(qp) as stated earlier and the cyclic permutation
operator P (pq/r) is defined via P (pq/r)Z(pqr) = Z(pqr) + Z(qrp) + Z(rpq).
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Table 5.1: Coupled cluster amplitude equations for CC3 and truncated
CCSDT-X methods.
CC methods amplitude equations
Singles equations
CCSDT-3 〈Ψai |H̄ + ŴN T̂3|Ψ0〉 = 0
CC3 〈Ψai |H̄ + ŴN T̂3|Ψ0〉 = 0
CCSDT-2 〈Ψai |H̄ + ŴN T̂3|Ψ0〉 = 0
CCSDT-1b 〈Ψai |H̄ + ŴN T̂3|Ψ0〉 = 0
CCSDT-1a 〈Ψai |H̄ + ŴN T̂3|Ψ0〉 = 0
Doubles equations
CCSDT-3 〈Ψabij |H̄ + ŴN T̂3 + ŴN T̂1T̂3|Ψ0〉 = 0
CC3 〈Ψabij |H̄ + ŴN T̂3 + ŴN T̂1T̂3|Ψ0〉 = 0
CCSDT-2 〈Ψabij |H̄ + ŴN T̂3 + ŴN T̂1T̂3|Ψ0〉 = 0
CCSDT-1b 〈Ψabij |H̄ + ŴN T̂3 + ŴN T̂1T̂3|Ψ0〉 = 0
CCSDT-1a 〈Ψabij |H̄ + ŴN T̂3|Ψ0〉 = 0
Triples equations















1 T̂2|Ψ0〉 = 0










1 T̂2|Ψ0〉 = 0
CCSDT-2 〈Ψabcijk |H̄ + F̂N T̂3 + ŴN T̂2 + 12ŴN T̂ 22 |Ψ0〉 = 0
CCSDT-1b 〈Ψabcijk |H̄ + F̂N T̂3 + ŴN T̂2|Ψ0〉 = 0
CCSDT-1a 〈Ψabcijk |H̄ + F̂N T̂3 + ŴN T̂2|Ψ0〉 = 0
H̄ is the similarity transformed Hamiltonian e−T̂ ĤeT̂ where T̂ = T̂1 + T̂2.
ŴN and F̂N are the one- and two-electron part of the normal-ordered
Hamiltonian, respectively.
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Figure 5.3: Diagrammatic representation of H̄R̂ for the EOMIP-CCSDT-3





The squiggly lines and the dashed lines represent intermediates and integrals (defined
in chapter 2 and Ref. 101), respectively, while the thick and thin amplitude vertices
correspond to the R̂ and T̂ operators.
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Figure 5.4: Diagrammatic representation of H̄R̂ for the EOMIP-CCSDT-3 and
EOMIP-CC3 methods projected onto the triples space in the antisymmetrized
Brandow formalism. The last three contributions are not included in EOMIP-
CC3.
X X
The squiggly lines and the dashed lines represent intermediates and integrals (defined
in chapter 2 and Ref. 101), respectively, while the thick and thin amplitude vertices
correspond to the R̂ and T̂ operators.
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5.4 Benchmark and Application to Diatomic Radicals
The harmonic force constants and equilibrium bond lengths were cal-
culated numerically for the BO, CN, N+2 and CO
+ molecules using a vari-
ety of approaches. In addition to the EOMIP-CC3 and EOMIP-CCSDT-3
methods that are the primary focus of this chapter, we included EOMIP-
CCSDT44,102,103 and EOMIP-CCSDTQ68, the single-reference CCSD(T)19,20
and CCSDT methods and, finally, multireference configuration interaction
(MRCI) and the related multireference averaged quadratic coupled cluster
(MR-AQCC) method. All EOM-based calculations were performed with an
excitation energy code, in conjunction with the continuum orbital trick pro-
posed by Stanton et al. in Ref. 105. The single-reference calculations used
unrestricted Hartree-Fock orbitals (UHF) for all states except the deep Σ+
states of BO and CN which are not accessible due to variational collapse. For
them, the quasi-restricted HF (QRHF) orbitals96 were used. Active spaces for
the MRCI and MRAQCC calculations were full valence active space (CAS) ex-
cept in the case of the deep B2Σ state of BO where the valence CAS space was
augmented by two pairs of π orbitals. In addition, full configuration interaction
(FCI) calculations were done for some of the more difficult states. All calcula-
tions except EOMIP-CCSDTQ, FCI68, MRCI and MRAQCC106,107 were done
with a local version of aces ii67 . Calculations with the two MR-based meth-
ods were performed with the Columbus package108,109, and the string-based
many-body code of Kállay68,103,110 was used for EOMIP-CCSDTQ and FCI.
All calculations were performed with the cc-pVDZ basis set45 and the core
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electrons were not correlated. Results of our calculations are given in Tables
5.2-5.5.
From Tables 5.2-5.5 it can be seen that EOMIP-CCSDTQ is very close
to FCI and that the former can here be taken as a reference for compari-
son with the approximate triples methods. For the two lowest states of each
molecule, EOMIP-CCSDT-3 and EOMIP-CC3 seem to be performing well and
the geometries and vibrational frequencies are in most cases comparable to the
ones obtained with EOMIP-CCSDTQ. The biggest discrepancies for these low-
lying states were found for the 2Π+u state of N
+
2 and were around 60 cm
−1 and
139 cm−1 for EOMIP-CCSDT-3 and EOMIP-CC3, respectively. It appears
that EOMIP-CC3 introduces more error in the determination of the bond
lengths (r) and the vibrational frequencies (ω) than EOMIP-CCSDT-3. Both
methods perform better than UHF-CCSD(T) which tends to underestimate
the triples effect. It is nevertheless more difficult to consider that EOMIP-
CC3 is as consistent as UHF-CCSDT-3. In fact, the latter is always closer to
CCSDT. The most challenging cases for any of these methods are the deep
2Σ states, apart for N+2 , EOM-CCSDT-3 and EOM-CC3 predict the bond
lengths and frequencies as well or better than QRHF-CCSDT and definitely
better than QRHF-CCSD(T). Although, among these examples there is one
case where EOM-CC3 shows its limitations and its tendency to overestimate
the triples effect. For the deep 2Σ state of BO the EOM-CC3 frequency is
200 cm−1 too low and the corresponding bond length is 0.02 Å too long while
EOM-CCSDT-3 is within 20 cm−1 and 0.002 Å and closer to EOM-CCSDTQ
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than any other methods.
The two MR-based methods mentioned in this chapter appear to be ex-
tremely reliable in most cases except, again, for the deep 2Σ state of BO where
a larger reference space had to be used. This was motivated by inspection of
the MR-AQCC wavefunction where large coefficients of the configuration de-
scribing excitations to these orbitals could be seen. Also, the larger than usual
difference for the MRCI and MR-AQCC results indicated that the wavefunc-
tion with a valence CAS reference space was not converged. EOM methods are
even better than the MR methods for higher level of theory (EOM-CCSDTQ),
in our view the EOM approach can provide the same or better treatment for
radicals than MR based methods. In this study, however, we were interested in
approximate triples methods, because of their low computational cost. As de-
scribed earlier, the EOM-CCSDT-3 method appears to be in most cases more
reliable than EOM-CC3 and compares pretty well to MR methods. The deep
2Σ state of BO is a clear example of the great performance and advantage of
EOM-CCSDT-3 over MR approaches, the EOM calculations were performed
in the same manner for all the examples including the latter whereas the ref-
erence space had to be modified for the MR methods which makes them more
complicated and less predictable methods.
In most cases, EOMIP-CC3 and EOMIP-CCSDT-3 methods seem to
behave better than UHF and QRHF based methods, but they also provide a de-
cent alternative to MR-based methods considering they only scale as n4occ∗n3vir
and that they can be used in a more systematic way. The advantage of these
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methods becomes obvious when considering polyatomic radicals. Even though
they have limitations, they are well suited for large radicals when more accu-
racy is needed. It is clear that analytical first and second derivatives would be
a great improvement and would help getting more insight on electronic spectra





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The applications shown in the previous section had the following goals:
a comparison of the performance and applicability of approximate EOMIP-
CCSDT-3 and EOMIP-CC3 methods with traditional coupled cluster methods
and multireference techniques and an assessment of the quality of the triples
excitation approximation.
When the reference function is well-behaved, the traditional coupled cluster
method, CCSD(T), works well and seems to be the best compromise between
cost and accuracy. Indeed, CCSD(T) is well known to provide an accurate
treatment of triple excitations. Although, when there is significant mixing be-
tween zeroth-order Slater determinants the traditional CCSDT and CCSD(T)
methods seem highly challenged. On the other hand the equation-of-motion
based methods often use a closed-shell reference function thus avoiding the
problems associated with studying radicals, or generally speaking, molecules
plagued with spin contamination, (pseudo) Jahn-Teller effects, and symmetry
breaking problems. They treat nondynamic electron correlation effects fairly
well111,112 by obtaining strongly interacting Slater determinants by removal
of one electron from, in most cases, a closed-shell determinant. There are of
course drawbacks to using EOMIP; the treatment of dynamic correlation is
not as accurate as it is with traditional coupled cluster methods.
Methods such as FCI and MRCI can treat both nondynamic and dynamic cor-
relation at once; but they are usually significantly expensive and more compli-
cated to use. This is why the EOMIP-based methods seem more amenable to
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“black-boxing” than any of the methods originally designed to treat open-shell
systems with problematic behaviors. Like its conceptually similar counter-
parts, EOMEE and EOMEA, the EOMIP approach offers a good alternative
to multirefrence methods and costly FCI.
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Chapter 6
Using Vibronic Coupling Together with
Equation-of-Motion Coupled Cluster Theory
to Simulate Absorption Spectra
In theoretical spectroscopy it is a common practice to assume that the
vibrational wavefunction has its maximum amplitude in the region of the clas-
sical turning points113. Therefore, in most cases the vertical excitation energy
is assumed to be equal to the energy corresponding to the maximum of absorp-
tion. However, in some well-known cases such as the 1B2u state of ethylene
there exists a significant difference between the best known vertical excita-
tion energy and the maximum of the absorption profile114. Given that some
electronic structure methods, among them, equation-of-motion coupled clus-
ter theory36 are now recognized to provide accuracies within 0.5 eV, it seems
that the former assumptions are not sufficiently rigorous, and that one should
consider that comparing the vertical excitation energy and the maximum of
the absorption spectrum may not be a viable approach.
The presence of excited states close in energy to the excited state of
interest can produce vibronically induced interactions that can modify the
position of the maximum in the absorption profile. Some of these interac-
tions are now recognized to arise from vibronic coupling between two or more
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excited states through an unsymmetrical vibrational mode. The model devel-
oped by Cederbaum and co-workers115 to treat vibronic coupling used with
equation-of-motion coupled cluster theory seems to provide an accurate yet
simple treatment of these interactions116.
We will present the basics of the vibronic coupling model and provide a
study of the controversial case of the 1B2 ← 1A1 transition in cyclopentadiene
(CP) whose vertical excitation energy is still a source of conflict in the quantum
chemistry community.
6.1 Basics of the Vibronic Coupling Model
One should keep in mind that this section is not an exhaustive dis-
cussion about vibronic coupling theory but rather a short introduction to the
important elements that constitute the vibronic coupling model.
In cases where excited states are close in energy and in the vicinity of
avoided crossings (conical intersections) the Born–Oppenheimer approxima-
tion (adiabatic basis) no longer holds and interactions between excited states
have to be taken into account. For two interacting excited states and one












where the non-diagonal terms are now included in the electronic Hamiltonian;
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T11 and T22 being the usual kinetic operators for nuclei. From now on, we will







Within the vibronic coupling framework the elements of V̂ assume the follow-
ing forms






































where E1 and E2 are the (vertical) electronic energies of the two excited states
with respect to the ground state energy; qi and qu are the reduced normal
coordinates corresponding to the symmetrical and unsymmetrical vibrational
modes, respectively. The harmonic vibrational frequencies at the ground state
in the diabatic basis are defined as ωs; the gradients and hessian elements of
the final states in the normal coordinate representation of the ground state
are Ki and Kij, respectively. The linear interstate vibronic coupling constant
is λ. Eigenvalues corresponding to the upper and lower states (the adiabatic
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energies) are the following
E+ ∼= V11 + λ
2q2u
E1 − E2 + (θ(q
3
u))
E− ∼= V22 − λ
2q2u




which implies that the harmonic force constants of the unsymmetrical mode










where ∆ = E2 − E1 is the so-called vertical gap between the two excited
states and ωuref is the harmonic vibrational frequency of the unsymmetrical
mode at the ground state geometry on the surface of reference in the diabatic







The contributions ωu+ and ωu− are the harmonic vibrational frequencies of
the unsymmetrical mode on the upper and lower excited state surfaces in the














One should note that coupling only occurs if the excited states and the vibra-
tional mode involved in the transition satisfy the following condition
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Γ1 × Γu × Γ2 ⊂ Γs (6.7)
where Γ1 and Γ2 are the irreducible representations of the two excited states,
Γu is the irreducible representation of the vibrational coupling mode and Γs is
defined as the totally symmetric irreducible representation.
All of these parameters can be evaluated using traditional and equation-of-
motion coupled cluster methods. The combination of these methods constitute
a powerful simulation package to study electronic spectra.
6.2 Application to Cyclopentadiene
6.2.1 “Brute Force” Coupled Cluster Approach
The vertical excitation energy corresponding to the (1B2 ←1 A1) π →
π∗ transition in cyclopentadiene has been refined several times during the last
two decades. These studies always assumed that the vertical excitation energy
should be compared to the maximum in the absorption profile which from the
most recent gas phase experiments117,118,119,120 is around 5.30±0.02 eV. Quan-
tum chemical calculations by the Lund group using the CASPT2 method121,122
and a relatively modest basis set augmented with molecule-centered Rydberg
functions found a vertical separation of 5.27 eV123. In another study, MRPT2
and the ostensibly more accurate (and similar to CASPT2) quasidegenerate
MCQD approaches in conjunction with a slightly larger basis set give 5.19 and
5.26 eV, respectively124. The first and third of these values compare quite
favorably with the “experimental” value and have therefore been assumed to
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attest of the accuracy of the corresponding theoretical methods. Calculations
with a basis set similar to that of Ref. 123 using EOM-CC were reported, and
gave a vertical separation of 5.65 eV at the CCSD level125. However, addition
of a noniterative correction for triple excitations known as EOM-CCSD(T̃)126
lowered this value significantly; the resulting separation of 5.30 eV is indeed
close to both “experiment” and the CASPT2 result. Subsequently, the closely-
related SAC-CI method127,128 of Nakatsuji was applied to this problem using
a relatively large basis set (180 functions) and gives a value of 5.54 eV129, 0.21
eV below a result obtained years earlier with the same method in a smaller
basis set130. Hence, it seems that basis set augmentation acts to lower the
excitation energy of cyclopentadiene and that methods based on coupled clus-
ter response theory provide predictions which are roughly 0.4 eV higher than
CASPT2.
In this study the vertical excitation corresponding to the π → π∗ elec-
tronic transition was calculated at the ground state geometry optimized at the
CCSD(T)19,20 level of theory with a cc-pVQZ basis set45 (See Table 6.1) while
the geometry of the ground and excited states used in section 6.2.2 were eval-
uated at the CCSD14 and EOM-CCSD42,31 level using the TZ2P set131 (See
Tables 6.2 and 6.4). We used the cc-pVXZ (X=D,T,Q) and aug-cc-pVXZ se-
ries (X=D,T,Q)45,132; the latter includes diffuse functions required to describe
Rydberg character in excited states. In the calculations with diffuse functions,
the aug-cc-pVXZ set was used on the carbon atoms only. The hydrogen atoms
were described with the corresponding cc-pVXZ basis; the composite basis
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is denoted here as aug-cc-pVXZ’. We also calculated the vertical transition
energy with various coupled cluster methods including EOM-CCSD, EOM-
CCSDT-3 and EOM-CCSDT. The results are given in Table 6.3; it should be
noted that some of these calculations represent a real challenge in the sense
that they are done with a large number of basis functions at a somewhat ex-
pensive level of theory (580 basis functions for the aug-cc-pVXZ’ basis with
the CCSD method). The core electrons were correlated in most cases except
for the ones performed with the augmented basis sets and with the compu-
tationally expensive CCSDT method. However, the effect of not correlating
the core electrons was found to be negligible (less than 0.01 eV)133. All of
these calculations were performed with the quantum chemistry package aces
ii67. By inspecting Table 6.3, it is obvious that something is missing from our
analysis and that the vertical excitations obtained are not really comparable
with the experimental maximum of absorption which, in our view, doesn’t
necessarily mean that the vertical excitation energies are not calculated accu-
rately. These calculations are the most computationally demanding that have
ever been done for this particular transition. Using the results of table 6.3,
the vertical excitation energy can be further refined by compensating for the
basis sets incompleteness by using the formula advocated by Helgaker et al.
for correlation energies, viz.
EX = E∞ − a
X3
where X is the cc-pVXZ (D=2, T=3, etc.) energy and E∞ is the corresponding
estimate in the complete basis76. Using the cc-pVXZ series (X=T and Q), one
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obtains a result of 5.69 eV for the valence-only basis set limit133, which then
needs to be augmented with an estimate for diffuse functions. A plausible es-
timate is −0.03 eV, which gives a total EOM-CCSD basis set limit estimate of
5.66 eV. Similarly, the aug-cc-pVTZ’ and aug-cc-pVQZ’ results can be extrap-
olated, which gives a value of 5.67 eV. Hence, it seems that the EOM-CCSD
basis set limit is indeed very close to 5.66 eV. Given the consistency of data in
the table, the triple excitation contribution at the basis set limit is probably
around −0.11 eV, so that a “best estimate” value of the vertical energy gap
between the ground and 1B2 states of CP at the geometry given in Table 6.1
is 5.55±0.05 eV (see Figure 6.1 for a graphical comparison to other theoretical
estimates) at the EOM-CCSDT level with an exhaustive basis set. This is still
0.20 to 0.25 eV above the absorption maximum, which is a very disappointing
result if one assumes that the transition is one for which the vertical excitation
energy can be equated with the absorption maximum.
6.2.2 Simulations Based on Vibronic Coupling Theory
In order to address the concerns mentioned in the previous section,
the vibronic coupling model was used to simulate the 1B2 ←1 A1 absorption
spectrum of cyclopentadiene. It was recognized that there is a significant cou-
pling between the 1B2 state and a higher-lying
1A2 state in cyclopentadiene
that forces the 1B2 state to be nonplanar
135. The parameters used in the sim-
ulations were obtained from quantum-chemical calculations using the same
electronic structure package as in Section 6.2.1. The derivatives required in
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the simulation were calculated analytically136, with the exception of second
derivatives of the excited state, which were determined by finite difference of
analytic first derivatives42; all of these were done with the TZ2P basis set at
the CCSD and EOM-CCSD level of theory. Two types of simulations were
carried out: one with intrastate quadratic coupling (equivalent to a Franck-
Condon simulation with full treatment of Duschinsky mixing) and another
one adding interstate linear vibronic coupling mentioned in Section 6.1 and
developed by Cederbaum et al.115. For both simulations, it was found that
only six vibrational modes exhibited significant Franck-Condon activity which
still translated into 63 thousand and 50 million basis functions, respectively,
using 2500 Lanczos recursions (each Lanczos iteration was completed in less
than 80 seconds when 50 million basis functions were used). The results of the
simulations are given in Figures 6.2-6.3 and in Figure 6.4 where the simulated
absorption spectrum from Figure 6.2 is compared to the experimental absorp-
tion profile of Ref. 119. The two simulations differ not only in the density of
states but also in the position of the maximum of absorption. In the simula-
tion where vibronic coupling (this simulation is supposed to reproduce more
accurately the physical phenomena involved in this transition) is included, the
maximum is found to lie 0.13 eV below the vertical excitation energy used
in the model Hamiltonian (5.55 ev). This estimate is based on the following.
The simulations are faithful to the experiment in the sense that they give two
closely spaced features with comparable intensities in the vicinity of the max-
imum in the absorption profile (See Figure 6.3). The profile of this simulated
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absorption spectrum does match the experimental profile in a striking man-
ner. Experimentally, the center of the two peaks is located at 5.30 eV, and
the distance from the vertical excitation energy used in the simulation and the
corresponding feature is 0.13 eV, with the latter at lower energy. However,
even though the simulations seem almost perfect there is a crucial approxima-
tion that was overlooked in the process. The simulations were done assuming
that the ground and first excited states zero-point energies were comparable
in energy (at least for the vibrational modes not accounted for in the simu-
lation). By inspecting the ground and excited state of cyclopentadiene more
carefully it can be found that their zero-point energies differ by more than
2 kcal mol−1 (0.09ev). These zero-point energies for the ground and excited
states are 58.78 kcal mol−1 and 56.44 kcal mol−1, respectively. They were cal-
culated in a consistent manner, at an optimized geometry obtained with the
TZ2P basis set at the CCSD (Table 6.2) and EOM-CCSD (Table 6.4) level of
theory. Thus, it is plausible to think that the absorption spectrum simulated
in this section should be shifted by an amount – equal or similar – to the dif-
ference between the zero-point energies mentioned which would subsequently
lower the maximum of absorption to being around 5.32 eV (The maximum
absorption was estimated earlier to be found at 5.42 eV which including the
previous correction of 2.34 kcal mol−1 should now be located at around 5.32
eV). This is only 0.02 eV higher than the position of the maximum in the
experimental spectrum but within the error bars assigned to the transition.
Hence, it seems likely that the true vertical excitation energy of CP is above
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the absorption maximum at 5.30±0.02 eV by such an amount. This energy
separation is therefore estimated to be 5.53±0.05 eV, where the assigned error
bars are conservative.
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Table 6.1: Geometry of cyclopentadiene (C2v) optimized at the CCSD(T)
level of theory with a cc-pVQZ basis set. The molecule is in the principal axis
system, and the atomic Cartesian coordinates are given in bohr.
Atom x y z
C 0.00000000 0.00000000 2.32960111
C 0.00000000 2.21904113 0.56764638
C 0.00000000 −2.21904113 0.56764638
C 0.00000000 −1.38511451 −1.83599457
C 0.00000000 1.38511451 −1.83599457
H −1.65585728 0.00000000 3.56379397
H 1.65585728 0.00000000 3.56379397
H 0.00000000 4.16096961 1.17926827
H 0.00000000 −4.16096961 1.17926827
H 0.00000000 −2.54613233 −3.51013832
H 0.00000000 2.54613233 −3.51013832
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Table 6.2: Geometry of cyclopentadiene (C2v) optimized at the CCSD level of
theory with a TZ2P basis set. The molecule is in the principal axis system,
and the atomic Cartesian coordinates are given in bohr.
Atom x y z
C 0.00000000 0.00000000 2.34183615
C 0.00000000 2.22647796 0.56211098
C 0.00000000 −2.22647796 0.56211098
C 0.00000000 −1.39337960 −1.83597018
C 0.00000000 1.39337960 −1.83597018
H −1.65786063 0.00000000 3.56933488
H 1.65786063 0.00000000 3.56933488
H 0.00000000 4.16982399 1.16606714
H 0.00000000 −4.16982399 1.16606714
H 0.00000000 −2.55302850 −3.50969971
H 0.00000000 2.55302850 −3.50969971
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Table 6.3: Vertical transition energies (in eV) for the 1B2 ←1 A1 transition
of cyclopentadiene, calculated using linear-response CC methods and various
basis sets. The calculations were obtained at the geometry given explicitly in
Table 6.1.
Number of
Basis Set Functions CCSD CCSDT-3 CCSDT
cc-pVDZ 100 6.01 5.90 5.90
cc-pVTZ 234 5.81 5.80 —
cc-pVQZ 455 5.74
aug-cc-pVDZ’ 169 5.73 — —
aug-cc-pVTZ’ 368 5.68 — —
aug-cc-pVQZ’ 580 5.68 — —
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Figure 6.1: Comparison of coupled cluster theory to other theoretical esti-
mates. The black bar represents the vertical energy evaluated in this work
with the corresponding error bars.
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Figure 6.2: Absorption spectrum simulation of cyclopentadiene without inclu-
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Figure 6.3: Absorption spectrum simulation of cyclopentadiene including lin-
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Figure 6.4: Comparison of the absorption spectrum simulation including linear
vibronic coupling with the experimental absorption profile.
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Table 6.4: Geometry of the 1B2 excited state (CS) of cyclopentadiene opti-
mized at the EOM-CCSD level of theory with a TZ2P basis set. The molecule
is in the principal axis system, and the atomic Cartesian coordinates are given
in bohr.
Atom x y z
C 0.38886490 0.00000000 2.39890594
C -0.31557943 2.09753396 0.61141179
C -0.31557943 -2.09753396 0.61141179
C 0.13635545 -1.32294126 -1.90656452
C 0.13635545 1.32294126 -1.90656452
H -0.63879122 0.00000000 4.17759154
H 2.43863975 0.00000000 2.79930985
H -1.28307919 3.79789630 1.18850194
H -1.28307919 -3.79789630 1.18850194
H 0.20207026 -2.53636150 -3.53747193
H 0.20207026 2.53636150 -3.53747193
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6.2.3 Conclusion
With the data at hand, it is appropriate to evaluate the accuracy of
multireference perturbation theory and coupled cluster approaches for study-
ing this particular electronic transition. It seems that the former is too low, and
the latter probably slightly too high. We believe that inclusion of connected
quadruple excitations will probably lower the vertical excitation energy but
by a small amount. On the other hand, CASPT2 appears to be about 0.15
eV too low. If one assumes that basis set effects in the CC and CASPT2
calculations are comparable (which is a plausible approximation), then the
difference between the extrapolated EOM-CCSD energy of 5.66 eV and that
calculated with the same level of theory using the basis set from Ref. 123
(5.79 eV)137 suggests that CASPT2 would give a value somewhere near 5.15
eV with a large basis set. It should be noted that this is about 0.3 eV below
the vertical excitation energy estimated here. CASPT2 is too low, which is
not surprising. The excitation energy predicted at the CASSCF level is more
than 2 eV above the CASPT2 result, and second-order perturbation theory
is notorious for overestimating correlation effects when they are significant in
magnitude. Using the highly accurate but expensive EOM-CCSDT method
coupled with basis sets of acceptable size seems to have paid off and provided
together with the linear vibronic coupling model, an accurate treatment of this
electronic transition. We feel that the model presented here should be used
to study similar problems where there is an appreciable coupling between ex-





Why Is Size Consistency Important?
7.1 Introduction
In electronic structure theory, size consistency is an important char-
acteristic of a quantum chemical method; quoting Pople138, it is a sign of a
well-constructed method. In the previous chapters, it was shown that trun-
cated configuration interaction methods are not size-consistent in contrast to
coupled cluster methods that are thanks to the exponential nature of the ex-
citation operator. Therefore, as we mentioned earlier, using coupled cluster
theory the energy of a supersystem AB (where A and B don’t interact) must
be equal to the sum of the energies of the two non-interacting A and B systems
placed at an infinite distance from each other.
The CCSD(T) method is known to have problems describing the poten-
tial energy surface when the bond of the molecule is stretched, more precisely
when multireference character of the wavefunction139,140 is present. Thus,
the CCSD(T) method, widely recognized for its cost/accuracy ratio is not a
good choice for “bond breaking” problems. Some time ago an alternative to
CCSD(T) was proposed by Piecuch et al.49,50, the so called R-CCSD(T) where
R stands for renormalized. The method is based on the method-of-moment
idea and was said to perform better than traditional CCSD(T) for “bond
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breaking” problems and avoid the tendency of CCSD(T) to overestimate the
triples effect by the use of a “damping factor”. However, it is possible to prove,
with careful inspection, that this former method is not size-consistent.
A brief overview of the method and some conclusive tests will be given
in the next section to point out the problems encountered if the R-CCSD(T)
method is used without caution.
7.2 The R-CCSD(T) Model
The noniterative triples correction to the CCSD energy ∆E(T ) (See





























where Dabcijk is equivalent to the denominator seen in Chapter 3 viz.
Dabcijk ≡
1
fii + fjj + fkk − faa − fbb − fcc (7.2)
It should be noted that as in Chapter 3 only the diagonal terms of the Fock
matrix are used to describe the zeroth-order determinant. Using the spin-
orbital form of the ∆E(T ) correction it can be shown that the R-CCSD(T)
correction to the CCSD energy namely ∆ER−(T ) can be written as
∆ER−(T ) = D
−1∆E(T ). (7.3)
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Here, D is the “damping” factor or denominator used in R-CCSD(T) to con-
trol the amplitude of the triples excitations and can be shown to assume the
following form
































The diagrammatic representation of the ∆ER−(T ) correction in the antisym-
metrized Brandow formalism is shown below.
∆ER−(T ) =
1 + + + + +
(7.5)




A scales with the size of the system. The correlation energy obtained with the
R-CCSD(T) method is consequently always intermediate between CCSD and
CCSD(T). Thus, it is evident that if the system studied gets larger then A will
also become larger. This phenomena can be a problem if A becomes too large
and “overdamps” the (T) correction; hypothetically the triples corrections
could become negligible if the size of the molecule becomes too large. Further-
more, one can notice that the energy of a supersystem A-A (EAA ≡ 2∆E(T )1+2A ) is
not equal to twice the energy of the individual system A (EA ≡ ∆E(T )1+A ). This
method is for that reason not size-consistent. The same analysis can be done
for the analytical gradients corresponding to the R-CCSD(T). This would also
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show that the harmonic vibrational frequencies and equilibrium geometries are
always found to be between CCSD and CCSD(T).
In the following section we will present some numerical evidence of the
size consistency problem mentioned above for the R-CCSD(T) method.
7.3 Results and Discussion
It is interesting to assess the general performance of the method pre-
viously mentioned in order to determine the effect of the “damping” factor.
This was done using an exhaustive set of molecules, some of them known to be
challenging for most theoretical approaches. The results of these calculations
are shown in Tables 7.1-7.6; they were carried on a local version of the aces ii
program package. The harmonic force constants were calculated numerically
from analytical gradients and the equilibrium bond lengths were calculated
analytically. The gradients for the R-CCSD(T) method were recently imple-
mented in aces ii, facilitating this analysis. The cc-pVQZ basis set45 was
used in all cases except stated otherwise and the core electrons were always
correlated. The experimental results used in parts of the benchmark presented
here can be found in Ref. 141 and were used for comparison purposes.
From looking at Table 7.1-7.4 it is clear that the equilibrium bond
lengths calculated with R-CCSD(T) are always intermediate between CCSD
and CCSD(T); this is of course expected and is due to the fact that the (T)
correction is scaled down by the denominator in R-CCSD(T). The same obser-
vation is true for the bond angles. There are not any significant discrepancies
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between the performance of CCSD(T) and R-CCSD(T), however, CCSD(T) is
in all cases closer to the experimental results with a maximum error of 0.0030
Å v. 0.0065 Å and a RMS of barely 0.0010 Å. v. 0.0017 Å. The same
behavior is seen when the harmonic vibrational frequencies are calculated at
the geometries shown in Tables 7.1-7.2; meaning that the results obtained
with R-CCSD(T) are always between CCSD and CCSD(T) with the latter
being larger in magnitude (Tables 7.5-7.6). One could argue that it is a con-
sequence of shorter R-CCSD(T) bond lengths, compared to CCSD(T), but
this phenomenon is present even when the same equilibrium geometry is used.
This is consistent with results shown in Tables 7.1-7.2; the entire set of values
obtained with R-CCSD(T) is always between CCSD and CCSD(T). These ex-
amples owe their relevance to the fact that they provided numerical evidence
that the extra denominator in the renormalized version of CCSD(T) slightly
degrades the quality of the triples effect. Given the fact that R-CCSD(T) was
created with the intent of studying bond breaking problems, the degradation
of the solution appears acceptable. Nevertheless, the examples given earlier
didn’t challenge the lack of size consistency in R-CCSD(T); it is interesting
to study how R-CCSD(T) could handle calculations on an extended molecular
system. The results of the study are shown in Table 7.7 and Figures 7.1-7.2;
in this case the DZP basis set was used142. The harmonic vibrational fre-
quency calculations were done at the corresponding equilibrium geometries.
The problem of size consistency in R-CCSD(T) is often overlooked by its fer-
vent users, but its magnitude is clearly shown in this example. From a careful
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inspection of the R-CCSD(T) correction shown in section 7.2, one expects the
R-CCSD(T) correction to become smaller as the size of the wavefunction i.e
the molecular system gets larger and thus, hypothetically, disappear in the
case of a large molecule. The latter statement would mean that a complicated
noniterative n7 method could be used on a very large molecule to get the sim-
pler n6 CCSD correlation energy. Figures 7.1-7.2 show the difference between
the CCSD(T) and R-CCSD(T) bond lengths and harmonic frequencies of the
C-N bond, respectively, for a set of molecules with an increasing length of car-
bon chain. As the carbon chain gets longer, the difference between CCSD(T)
and R-CCSD(T) gets larger meaning that the R-CCSD(T) method converges
slowly to CCSD. One should keep in mind that while CCSD(T) has problems
in “bond breaking” situation it provides an accurate description of the triples
effect close to equilibrium geometry. The R-CCSD(T) method has without any
doubts the wrong behavior as one would expect the effect of a higher-order
correction to CCSD to increase when the system size increases.
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Table 7.1: Bond lengths calculated with CCSD, CCSD(T) and R-CCSD(T)
using the cc-pVQZ basis set in Ångströms and their empirical estimates.
Species Bond Emp CCSD CCSD(T) R-CCSD(T)
HF RFH 0.9169 0.9126 0.9152 0.9149
H2O ROH 0.9575 0.9536 0.9562 0.9559
HOF ROH 0.9678 0.9613 0.9648 0.9640
HNC RNH 0.9949 0.9915 0.9941 0.9935
NH3 RNH 1.0116 1.0078 1.0101 1.0098
HNO RNH 1.0517 1.0471 1.0510 1.0499
C2H2 RCH 1.0618 1.0595 1.0613 1.0618
HCN RCH 1.0652 1.0625 1.0645 1.0639
N2 RNN 1.0977 1.0909 1.0981 1.0967
CH2O RCH 1.1007 1.0974 1.0996 1.0990
CH2 RCH 1.1063 1.1036 1.1052 1.1049
CO RCO 1.1284 1.1219 1.1289 1.1276
HCN RCN 1.1534 1.1464 1.1538 1.1522
CO2 RCO 1.1601 1.1530 1.1601 1.1584
HNC RCN 1.1687 1.1622 1.1693 1.1679
C2H2 RCC 1.2035 1.1975 1.2041 1.2027
CH2O RCO 1.2047 1.1974 1.2042 1.2028
HNO RNO 1.2086 1.1971 1.2082 1.2057
O3 ROO - 1.2413 1.2663 1.2566
F2 RFF 1.4124 1.3885 1.4111 1.4059
HOF RFO 1.4344 1.4125 1.4324 1.4279
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Table 7.2: Bond angles calculated with CCSD, CCSD(T) and R-CCSD(T)
using the cc-pVQZ basis set and their empirical estimates.
Species Bond angle Emp CCSD CCSD(T) R-CCSD(T)
H2O HOH 104.51 104.53 104.25 104.28
HOF HOF 97.54 98.63 97.86 98.02
HNO HNO 108.27 108.35 108.09 108.15
NH3 HNH 107.25 106.64 106.36 106.40
CH2O HCH 116.74 116.39 116.44 116.43
CH2 HCN 102.44 102.12 102.11 102.44
O3 OOO - 117.78 117.16 117.37
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Table 7.3: Statistical analysis of the errors in the bond lengths from Table 7.1
in Ångströms
Methods CCSD CCSD(T) R-CCSD(T)
Mean signed error −0.0071 −0.0007 −0.0021
Mean absolute error 0.0071 0.0010 0.0021
Maximum error 0.0239 0.0030 0.0065
RMS 0.0058 0.0010 0.0017
Table 7.4: Statistical analysis of the errors in the bond angles from Table 7.2
Methods CCSD CCSD(T) R-CCSD(T)
Mean signed error −0.02 −0.27 −0.23
Mean absolute error 0.41 0.38 0.39
Maximum error 1.09 0.89 0.85
RMS 0.60 0.38 0.43
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Table 7.5: Harmonic vibrational frequencies calculated with CCSD, CCSD(T)
and R-CCSD(T) using the cc-pVQZ basis set at the corresponding geometries
given in Tables 7.1-7.2 in cm−1.
Species Mode Symmetry CCSD CCSD(T) R-CCSD(T)
HF HF stretch Σ+ 4210 4167 4172
N2 NN stretch Σ+ 2448 2368 2386
CO CO stretch Σ+ 2248 2177 2192
F2 FF stretch Σ
+ 1021 925 950
H2O HOH bend A1 1675 1663 1664
OH stretch A1 3894 3853 3859
OH stretch B2 3998 3960 3965
CH2O Umbrella B1 1220 1195 1201
OCH bend B2 1295 1279 1282
HCH bend A1 1563 1545 1549
CO stretch A1 1843 1791 1803
CH stretch A1 2974 2945 2952
CH stretch B2 3045 3015 3022
HCN HCN bend Π 751 723 730
CN stretch Σ+ 2199 2134 2150
HC stretch Σ+ 3473 3444 3451









NH3 Umbrella A1 1083 1082 1082
HNH bend E 1699 1685 1687
NH stretch A1 3527 3495 3500
NH stretch E 3653 3623 3627
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Table 7.6: Harmonic vibrational frequencies calculated with CCSD, CCSD(T)
and R-CCSD(T) using the cc-pVQZ basis set at the corresponding geometries
given in Tables 7.1-7.2 in cm−1.
Species Mode symmetry CCSD CCSD(T) R-CCSD(T)









C2H2 HCC bend Πg 639 597 607
HCC bend Πu 777 757 761
CC stretch Σ+ 2060 2013 2025
CH stretch Σ− 3437 3416 3422
CH stretch Σ+ 3535 3509 3516
CO2 OCO bend Πu 698 673 679
CO stretch Σ+ 1405 1360 1373
CO stretch Σ− 2451 2411 2423
HNC HNC bend A1 503 483 488
CN stretch Σ+ 2131 2067 2082
NH stretch Σ+ 3870 3831 3840
CH2 HCH bend A1 1423 1407 1409
CH stretch A1 2958 2938 2941
CH stretch B2 3028 3012 3014
O3 OOO bend A1 776 728 749
OO stretch A1 1299 1174 1232
OO stretch B2 1289 1088 1302
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Table 7.7: Bond lengths and harmonic vibrational frequencies corresponding
to the C-N bond calculated with CCSD, CCSD(T) and R-CCSD(T) using the
DZP basis set in Ångströms and cm−1, respectively.
Species Bond length CCSD CCSD(T) R-CCSD(T)
HCN RCN 1.1710 1.1771 1.1759
CH3CN RCN 1.1714 1.1777 1.1774
CH3CH2CN RCN 1.1718 1.1783 1.1763
CH3CH2CH2CN RCN 1.1718 1.1784 1.1761
Species Mode CCSD CCSD(T) R-CCSD(T)
HCN CN stretch 2140 2087 2099
CH3CN CN stretch 2336 2280 2295
CH3CH2CN CN stretch 2327 2269 2288
CH3CH2CH2CN CN stretch 2326 2268 2290
152
Figure 7.1: Difference between the CCSD(T) and R-CCSD(T) bond length of















Figure 7.2: Difference between the CCSD(T) and R-CCSD(T) harmonic vi-













The renormalized coupled cluster method with inclusion of nonitera-
tive triple excitations (R-CCSD(T)) has been, since its implementation, pre-
sented as being superior to CCSD(T). However, based on the previous analy-
sis it is important to exercise caution when using R-CCSD(T); its superior-
ity to CCSD(T) in “bond breaking” problems is incontestable and well re-
ported in the literature49,50 although the problems arising with the lack of




In retrospect, we have demonstrated that the new approach for approx-
imating quadruple excitations [CCSDT(Q)] is a robust and powerful method,
yet allowing the evaluation of the quadruple excitations in a relatively inex-
pensive noniterative manner. Compared to its predecessor – obtained from
applying perturbation theory on a Hartree-Fock determinant (CCSDT[Q]) –
CCSDT(Q) is vastly superior and does not exhibit the rather strange basis-set
dependence seen for CCSDT[Q]. The set of molecules used to evaluate the
performance of CCSDT(Q) includes cases known to exhibit pathological be-
haviors, yet CCSDT(Q) performed well and compared favorably to coupled
cluster methods including higher excitation levels (CCSDTQP) and even to
full configuration interaction. The CCSDT(Q) method has now been incorpo-
rated into the high accuracy extrapolated ab initio thermochemistry (HEAT)
protocol. This work shows the potential of CCSDT(Q) as being an alterna-
tive to the significantly more expensive CCSDTQ and even CCSDTQP. It
is expected that CCSDT(Q) will be widely used, and enjoy the sucess that
CCSD(T) experienced a few years ago.
In the previous chapters, we also showed the good performance of new
alternatives for studying radicals, EOMIP-CCSDT-X (X=1a, 1b, 2, 3) and
156
CC3, where approximate triple excitations are used in the equation-of-motion
framework for ionization potentials. For several problematic cases, such as
the CN radical, these methods allow a good description of the excited states
potential energy surface by avoiding the usual problems of spin contamination
and properly treating pseudo Jahn-Teller effects. Indeed, since the target state
is obtained by diagonalization, these methods provide a better description of
multireference character than do traditional coupled cluster methods without
the complexity common to multireference methods. One of the drawbacks of
these approaches is their inferior treatment of dynamic correlation compared
to traditional coupled cluster. EOMIP-CCSDT-3 provides a better descrip-
tion of the dynamic correlation and should be preferred to EOMIP-CC3 which
overshoots the triple excitation effects significantly in some cases.
Also, equation-of-motion coupled cluster methods, already developed
for excited states, were successfully applied in conjunction with vibronic cou-
pling theory to describe the contested 1B2 ← 1A1 transition in cyclopenta-
diene. It was determined that the first 1B2 excited state is nonplanar due to
the presence of a higher-lying state. The coupling between these two states
was shown to be important for the accurate description of this transition. The
equation-of-motion methods are within 0.05 eV of the vertical excitation en-
ergy inferred from this work. It was also shown that the vertical excitation
energy calculated with CASPT2 is too low when a large basis set is used. The
machinery for studying excited states is well-established and this template
should be used to approach similar problems where there is an appreciable
157
coupling between excited states. These problems include, but are not limited
to, conjugated π systems such as pyrrole and furan.
Additionally, one key aspect of any ab initio methods, size consistency,
was discussed in the context of a recent variant of coupled cluster theory. The
renormalized version of CCSD(T) was shown to lack size-consistency because
the effect of triple excitations calculated with R-CCSD(T) decreases as the
size of the molecular system is increased while this is not the case for regular
CCSD(T).
Finally, coupled cluster methods have been around for more than thirty
years and have been enormously successful. However, they are even more im-
portant when accuracies of less than a kJ per mole is sought from ab initio
methods. Thus, it is essential to develop new methods based on the model of
CCSDT(Q) and invest time in researching the adaptation of parallel comput-






Mathematical Model for Self-Assembling
Dimers
A.1 Introduction
Simplified models are often used in supramolecular chemistry to under-
stand mechanisms involved in larger biological systems143,144,145. Among them,
the syntheses of stable self assemblies in aqueous solutions play a vital role,
since such processes allow more insight in biological applications146,147. The
types of interactions that usually occur in aqueous media are either ionic or
hydrophobic. It is essential to achieve the syntheses of supramolecules involv-
ing several types of non-covalent interactions; describing at a small scale what
could happen in nature. The main goal of this work was to analyze the for-
mation of stable dimers and the creation of higher-order stable self assemblies
via ionic and hydrophobic interactions. The original experimental data did
not provide an unambiguous picture of the stoichiometry of these assemblies.
A better understanding of these interactions can be obtained by developing a
robust mathematical model.
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A.2 Experimental Details and Mathematical Model
The attractive interactions of thiophenyl substituents between two ad-
jacent molecules – leading to tight packing of dimers – is reported in the
literature148. The 2,4,6-substituted 1,3,5-tristhiophenyl benzenes 1, 2, 3 were
chosen to obtain controlled dimerization in protic media by exploiting both
ionic and hydrophobic interactions (Figure A.1). They were reported to ac-
count for binding energies of 5 kJ per mol149 and 3 kJ per mol150, respec-
tively. These self-assembling processes were studied by electrospray ionization
mass spectroscopy (ESI-MS) and 1H NMR titration in a D2O-CD3OD solu-
tion. Both these experimental studies showed the possible creation of 1/3 and
2/3 dimers as well as the self dimerization of 3 but without unequivocal ev-
idence151. The mathematical procedure used in this study aims at modelling
the NMR titration data provided by the experimental studies. The model
includes the possible binding of 1 with 3, and 2 with 3, but also the self
dimerization of 3. General equilibria with associated KAA and KAB values are
expressed in Eq. A.1, where A is 3 and B is either 1 or 2, in our analysis.
We follow the chemical shift of B (δobs), hence Eq. A.2 results
152. Using mass
balance and equilibria expressions, [AB] and [B] can be related to [A] (Eq.
A.3 and Eq. A.4). Finally, [A] can be determined by solving Eq. A.5. The
variables used in this analysis but not explicitly defined are self explanatory
or defined in Ref. 153.
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Figure A.1: Alternating hexasubsituted benzene derivative 1, 2, 3 used as
monomeric species.
















3 + (2KAA + KAB)[A]
2 + (KAB[B]t + 1−KAB)[A]− [A]t (A.5)
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From the previous set of equations it can be seen that δobs is a function of
the following set of variables, δB, δAB, KAA, KAB, [A], [A]t, and [B]t where
only [A]t and [B]t are experimentally controllable. The non-linear least-square
method is usually a good choice for optimizing these types of systems; in this
case the system needs to be optimized for these variables: KAA, KAB, δB,
δAB. In this process the gradient vector (G) and the Hessian matrix (H) are




(δicalc − δiobs)2. (A.6)
The Newton-Raphson step is then calculated,
r = GH−1 (A.7)
and the new set of parameters is evaluated,
Xnew = Xold − r. (A.8)
This procedure is repeated until convergence. Unfortunately, the latter method
is not sufficient due to the presence of local minima; this problem is common
when solving coupled non-linear systems. A method was developed by Pulay
et al. in the eighties to expand the search space and avoid the problem of
local minima, the so-called direct inversion of the iterative subspace method
(DIIS)51. Used in most Hartree-Fock self consistent field and coupled cluster
algorithms to speed up the conversion process it will, in this study, be adapted
to the problem mentioned above.
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In the adapted DIIS framework, the error matrix will be formed from the pre-
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with C1, C2, ..., Cn being expansion coefficients. One can solve the linear
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Of course several conventional non-linear least-square steps have to be per-
formed before starting the DIIS algorithm in order to create the necessary
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basis. It is now possible to expand the new DIIS gradient vector in the basis






























(H(n))−1) is added to avoid
linear dependence. X(n+1) is then used to recalculate the least-square residual,
gradient, and Hessian. The DIIS method provides a faster convergence but
also a crucial expansion of the search space essential for solving this problem.
The theoretical NMR titration curves obtained using this model and their
experimental counterparts are shown in Figures A.2 and A.3. The curve fits
are not perfect as the experimental data levels out to a constant chemical
shift earlier in the titration than do the simulated curves. This could be due
to the precipitation of A making the chemical shift of B less sensitive to any
addition of A. However, the general shape of the titration curve is correct
in the theoretical model. This advanced curve fitting technique also allow
the determination of the reaction rates of Reaction A.1. This model gives us
insight in the stoichiometry of the assemblies but also how fast these assemblies
are forming.
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Figure A.2: Shift of the thiophenyl protons of 1 in D2O-CD3OD(1:1,
c=0.01M), buffered at pD 7.5, upon addition of 3 (c=0.12M in CD3OD).
Closed circles are experimental data, and open circles are calculated data.
KAB = 1.9 × 103M−1; KAA = 2.3 × 103M−1; δAB = 7.096; δB = 7.129. As
stated in the text, these affinity constants are not very accurate because of
precipitation toward the end of the titrations.
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Figure A.3: Shift of the thiophenyl protons of 2 in D2O-CD3OD(1:1,
c=0.01M), buffered at pD 7.5, upon addition of 3 (c=0.12M in CD3OD).
Closed circles are experimental data, and open circles are calculated data.
KAB = 8.6 × 103M−1; KAA = 2.7 × 103M−1; δAB = 6.817; δB = 6.824. As
stated in the text, these affinity constants are not very accurate because of
precipitation toward the end of the titrations.
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Appendix B
Mathematics for Threshold Detection and
Application to the Analysis of Malate in Pinot
Noir Grapes
B.1 Overview of Threshold Detection Techniques
Several alternatives can be designed to achieve qualitative colorimetric
analysis. The most commonly used, is based on a standard host-guest model
where one can assume the indicator to be a host for a proton guest. The follow-
ing reaction is considered between the analyte (guest (G)) and the recognition
moiety (host (H)) with a 1:1 stoichiometry
H + G ­ HG (B.1)






The colorimetric analysis are followed by absorbance which depends on the
concentrations of both the host and host-guest complex, and by Beer’s law, is
A = εHb[H] + εHGb[HG] (B.3)
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where b is the path length of light and the ε’s are the molar absorptivities.
Using equation B.2 one can write the concentration of the host-guest complex
([HG]) as a function of the total host concentration ([H]t) and total guest
concentration ([G]t) as follows
KHG[HG]
2 − [HG](KHG[H]t + KHG[G]t + 1) + KHG[H]t[G]t = 0. (B.4)
After solving this quadratic equation, the evaluation of the host concentra-
tion ([H]) and consequently the absorbance is straightforward. This simplistic
model allows a faithful simulation of the experimental binding isotherm.
An alternative to a covalently attached indicator is a competition be-
tween an indicator (I) and an analyte (guest (G)) for the binding pocket of a
receptor (host (H))154,155,156 supposedly allowing for a more responsive color
change than with a regular host-guest approach. The process now involves an
equilibrium between four entities as shown in the following equation
HI + G ­ HG + I (B.5)





of course other equilibria occurring during this process have to be considered
H + I ­ HI (B.7)
and
H + G ­ HG (B.8)
169
The absorbance is in the framework of the indicator-displacement assay written
as
A = εIb[I] + εHIb[HI]. (B.9)
With these relations in hand it is tedious but trivial157 to write the host-guest
concentration ([HG]) as a function of the total host ([H]t), total guest ([G]t),
and total indicator ([I]t) concentrations as the following cubic equation
KHG(1−K)[HG]3 + (KHGK[G]t + KHG[I]t − (1−K)−KHG[G]t(1−K)
−KHG[H]t(1−K))[HG]2 + (KHG[H]t[G]t(1−K)−KHGK[G]2t
+ KHG[I]t[G]t −KHGK[H]t[G]t −K[G]t)[HG] + KHGK[H]t[G]2t = 0
(B.10)
B.2 Discussion
Both the standard host-guest and indicator-displacement approaches
require solution of a set of non-linear equations, quadratic and cubic, respec-
tively. Several straightforward algorithms are well known for dealing with such
systems. One of the most used of these approaches being Newton’s method;
but analytic formulas are available and allow the creation of a simpler interface.




−(KHG[H]t + KHG[G]t + 1)2 − 4K2HG[H]t[G]t
2KHG
+






−(KHG[H]t + KHG[G]t + 1)2 − 4K2HG[H]t[G]t
2KHG
+
(KHG[H]t + KHG[G]t + 1)
2KHG
(B.12)
However, Equation B.10 is a cubic equation and the analytical solutions are
harder to characterize; the method of Viéte158 is in this example used to
obtain the cubic roots. The following set of variable has to be defined before
introducing the expression for the cubic roots




S = KHGK[G]t + KHG[I]t − (1−K)−KHG[G]t(1−K)
−KHG[H]t(1−K)
(B.15)































Using these definitions equation B.10 can be rewritten as
T [HG]3 + S[HG]2 + F [HG] + N (B.21)
The solutions corresponding to this equation are























In our problem, two of the roots can be discarded as they do not represent
realistic values of the concentration [HG]. It is noteworthy to mention that
the selected solution oscillates between two roots depending on the value of
the binding constant K (the cutoff point being K=1). This mathematical
model allows some flexibility in the manipulation of the system parameters
(i.e. concentrations, equilibrium constants, and molar absorptivities). The
computer program was designed to simulate binding isotherms (concentration
of guest vs. absorbance). Figure B.1 shows a comparison between the isotherm
binding curve for a traditional guest-host model (classical sensor system) and
the corresponding isotherm for an indicator-displacement assay process. In
order to test the latter, we generated the binding isotherm corresponding to
the indicator-displacement assay for tartrate159 and compared it to an inde-
pendent experimental study (Figures B.2 and B.3). The mathematical model
performs well and the theoretical binding curves agree favorably with exper-
iment. The real motivation for developing this mathematical model was to
allow the simulation and optimization of indicator-displacement systems by
varying the different parameters (concentrations, equilibrium constants, and
molar absorptivities) as an alternative to brute force experimental trials. This
is further discussed in Ref. 157.
The previous computer program allowed the optimization of an assay
for the analysis of tartrate and malate in Pinot Noir grapes. The concentra-
tions are important in determining the maturity of the grapes160. While both
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tartaric and malic acids are present when the grapes are picked (before the
ripening period) the concentration of malic acid then decreases but the concen-
tration of tartaric acid remains constant during Véraison . The experimental
studies together with the theoretical model can help predicting the state of
ripeness of the Pinot Noir grapes (Figures B.4 and B.5). During Véraison, the
malic acid is consumed as an energy source; the optimal state of ripeness is
at the end of Véraison meaning when the steepest inflexion is found in Figure
B.5, around fifty-six days.
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Figure B.1: Comparison of the theoretical isotherm binding curve for an indi-
cator displacement assay process (cubic) with the theoretical binding isotherm






















Figure B.2: Comparison of theoretical and experimental binding isotherms for
an indicator displacement assay; guest concentration (1.58mM), host concen-
























Figure B.3: Comparison of theoretical and experimental binding isotherms for
an indicator displacement assay; guest concentration (1.58mM), host concen-

























Figure B.4: Binding isotherms for the indicator displacement titration of malic






















Figure B.5: Comparison of the concentration of malate from the literature and
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Michauk, Péter G. Szalay, Attila G. Császár, Jürgen Gauss, and
John F. Stanton, “HEAT: High Accuracy Extrapolated Ab Initio Thermo-
chemistry II: Minor Improvements to the Protocol and a Vital Simplification”,
accepted for publication in J. Chem. Phys. (2006).
8. Steven E. Wheeler, Kenneth A. Robertson, Wesley D. Allen,
Henry F. Schaefer, Yannick J. Bomble, and John F. Stanton, “Ther-
mochemistry of Key Soot Formation Intermediates: Isomers of C3H3”, to be
submitted to J. Chem. Phys. (2006).
9. Michael H. Cortez, Nicole R. Brinkmann, William F. Polik, Yan-
nick J. Bomble, Peter R. Taylor, and John F. Stanton, “Factors Con-
181
tributing to the Accuracy of Harmonic Force Field Calculations”, in prepara-
tion. (2006).
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Application in the Analysis of Malate in Pinot
Noir Grapes
Anna M. Piatek, Yannick J. Bomble, Sheryl L. Wiskur, and Eric V. Anslyn
Abstract
The mathematics for modeling indicator-displacement assay isotherms is pre-
sented and contrasted to the classical host-guest binding isotherm. It is shown
that the signal response can be tuned to occur closer to 1 equiv of guest relative
to a standard binding algorithm. This delay in response leads to a better trig-
gering protocol for threshold detection schemes. The determination of malate
in Pinot Noir must was calculated using this new mathematical model, which
demonstrates how a color change can be tuned to occur near a desired con-
centration of analyte.
J. Am. Chem. Soc. 126, 6072 (2004)
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Appendix E
On the Vertical Excitation Energy of
Cyclopentadiene
Yannick J. Bomble, Kurt W. Sattelmeyer, John F. Stanton, and Jürgen
Gauss
Abstract
The vertical excitation energy for the lowest valence π → π∗ transition of
cyclopentadiene is investigated. Using a combination of high-level theoretical
methods and spectroscopic simulations, the vertical separation at the ground
state geometry is estimated to be 5.43±0.05 eV. This value is intermediate be-
tween those calculated with coupled-cluster and multireference perturbation
theory methods and is about 0.13 eV higher than the observed maximum in
the absorption profile.
J. Chem. Phys. 121, 5236 (2004)
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Appendix F
Self-Assembling Dimeric and Trimeric
Aggregates Based on Solvophobic and
Charge-Pairing Interactions
Gunther Hennrich, Wendi M. David, Yannick J. Bomble, Eric V. Anslyn,
Jennifer S. Brodbelt, and John F. Stanton
Abstract
Self-assembly processes based on shape complementarity and noncovalent bind-
ing interactions are widely recognized as a fundamental principle in nature.
Besides charge pairing and hydrogen bonding, hydrophobic interactions play
a crucial role in water. Here we report the self-assembly of structurally sim-
ple monomers to yield defined dimeric and trimeric aggregates in highly polar
media, based on ionic and solvophobic interactions. NMR, mass spectrometry
and curve fitting were used to characterize these supramolecular assemblies in
watermethanol solutions.




for Ionized States with an Approximate
Treatment of Triple Excitations
Yannick J. Bomble, Jamal C. Saeh, John F. Stanton, Péter G. Szalay, Mihály
Kállay, and Jürgen Gauss
Abstract
The accuracy of geometries and harmonic vibrational frequencies is evalu-
ated for two equation-of-motion ionization potential (EOMIP) coupled-cluster
methods including CC3 and CCSDT-3 triples corrections. The first two Σ
states and first Π state of the N+2 , CO
+, CN, and BO diatomic radicals are
studied. The calculations show a tendency for the CC3 variant to overestimate
the bond lengths and to underestimate the vibrational frequencies, while the
CCSDT-3 variant seems to be more reliable. It is also demonstrated that the
accuracy of such methods is comparable to sophisticated traditional multiref-
erence approaches and the full configuration interaction method.
J. Chem. Phys. 122, 154107 (2005)
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Appendix H
Coupled Cluster Methods Including
Noniterative Approximate Quadruple
Excitation Corrections
Yannick J. Bomble, John F. Stanton, Mihály Kállay, and Jürgen Gauss
Abstract
A new method is presented for treating the effects of quadruple excitations in
coupled-cluster theory. In the approach, quadruple excitation contributions
are computed from a formula based on a non-Hermitian perturbation theory
analogous to that used previously to justify the usual non-iterative triples cor-
rection used in the coupled cluster method known as CCSD(T). The method
discussed in this paper plays a parallel role in improving energies obtained
with the full singles, doubles and triples method (CCSDT), and is known as
CCSDT(Q). The method is tested for an extensive set of examples, and is
shown to provide total energies that compare favorably with those obtained
with the full singles, doubles, triples and quadruples (CCSDTQ) method.
J. Chem. Phys. 123, 054101 (2005)
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Appendix I
Computer Software Review: ADF 2005
(Amsterdam Density Functional 2005)
Yannick J. Bomble
Abstract
The quantum chemistry package ADF 2005 was tested on two different plat-
forms (Linux and Windows XP). The performance of this package as well as
its relevance for chemical applications were assessed. ADF was found to be,
while limited to density functional theory (DFT) based methods, a useful tool
for studying chemical problems.
J. Am. Chem. Soc. 128, 3103 (2006)
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Appendix J
HEAT: High Accuracy Extrapolated Ab Initio
Thermochemistry II: Minor Improvements to
the Protocol and a Vital Simplification
Yannick J. Bomble, Juana Vázquez, Mihály Kállay, Christine Michauk, Péter
G. Szalay, Attila G. Császár, Jürgen Gauss, and John F. Stanton
Abstract
The recently-developed HEAT method for theoretical thermochemistry, which
is intimately related to other high-precision protocols such as the Weizmann-
3 (W3) and focal-point approaches, is revisited. Some minor improvements
in theoretical rigor are introduced which do not lead to any significant ad-
ditional computational overhead, but are shown to have a negligible overall
effect on the accuracy. In addition, the method is extended to completely
treat electron correlation effects up to pentuple excitations. The use of an ap-
proximate treatment of quadruple and pentuple excitations is suggested; the
former as a pragmatic approximation for standard cases, and the latter when
extremely high accuracy is required. For a test suite of molecules that have
rather precisely known enthalpies of formation (as taken from Ruscic’s Active
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Thermochemical Tables (ATcT)), the largest deviations between theory and
experiment are 0.52, −0.70 and 0.51 kJ mol−1 for the latter three methods, re-
spectively. Some perspective is provided on this level of accuracy, and sources
of remaining systematic deficiencies in the approaches are discussed.
accepted for publication in J. Chem. Phys. (2006)
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Appendix K
Thermochemistry of Key Soot Formation
Intermediates: Isomers of C3H3
Steven E. Wheeler, Kenneth A. Robertson, Wesley D. Allen, Henry F.
Schaefer, Yannick J. Bomble, and John F. Stanton
Abstract
Accurate standard enthalpies of formation for allene, propyne, and four C3H3
isomers important in the formation of soot during combustion have been
determined through systematic extrapolations of ab initio energies within
the focal point method of Allen and co-workers. Further corrections have
been applied for zero-point vibrational energy and core-valence correlation,
non-Born-Oppenheimer, and scalar relativistic effects. Electron correlation
has been accounted for through second-order Z-averaged perturbation theory
(ZAPT2) and restricted open-shell coupled cluster theory through approxi-
mate connected quadruple excitations [ROCCSD, ROCCSD(T), ROCCSDT,
and UCCSDT(Q)] utilizing the correlation-consistent hierarchy of basis sets,
cc-pVXZ (X = D,T,Q,5,6). All geometries were fully optimized using
ROCCSD(T) with the TZ(2d1f,2p1d) basis set. Our recommended values for
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the enthalpies of formation are as follows: (propargyl) = 84.7, (1 propynyl)
= 126.6, (cycloprop 1 enyl) = 125.7, (cycloprop 2 enyl) = 117.3, (allene) =
47.2, and (propyne) = 46.2 kcal mol−1. The corresponding energies for C3H3
isomers 1 propynyl, cycloprop 1 enyl, and cycloprop 2 enyl, relative to propar-
gyl radical, are 41.9, 40.9, and 32.7 kcal mol−1. These isomerization energies
are roughly 1 kcal mol−1 larger than previous coupled cluster predictions and
several kcal mol−1 below those previously predicted using density functional
theory. Predicted bond dissociation energies for the methyl and acetelynic
C-H bonds in propyne are 90.2 and 132.1 kcal mol−1, respectively.
to be submitted to J. Chem. Phys. (2006)
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Appendix L
Factors Contributing to the Accuracy of
Harmonic Force Field Calculations
Michael H. Cortez, Nicole R. Brinkmann, William F. Polik, Yannick J.
Bomble, Peter R. Taylor, and John F. Stanton
Abstract
The major factors affecting the accuracy of computations for the har-
monic force field of water are presented. By systematically varying the level
of approximation in basis set, electron correlation, electron interactions, and
relativistic effects, the error associated with each of these factors on the com-
putation of harmonic frequencies for water was characterized. Analysis of
this data resulted in the quantification of the underlying sources of error in
theoretical computations of harmonic vibrational frequencies for water. The
error associated with the cc-pVQZ Hartree-Fock wavefunction was 1.6 cm−1,
as determined from extending the computations to larger basis sets. Since the
average absolute difference between computed vibrational frequencies at the
CCSD(T) and CCSDT levels of theory was 0.3 cm−1, the CCSD(T) theory
was chosen for computational efficiency. The error from valence electron inter-
actions was addressed by adding diffuse functions to the basis set and found to
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be 3.7 cm−1 when using the aug-cc-pVQZ basis set. The error associated with
freezing core electrons was 5 cm−1 and with neglecting relativistic effects was
2 cm−1. Due to a fortuitous cancellation among the various sources of error,
the harmonic frequencies for H2O computed using the CCSD(T)/aug-cc-pVQZ
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103. M. Kállay and J. Gauss, J. Chem. Phys. 121, 9257 (2004)
104. S. Hirata, M. Nooijen, and R. J. Bartlett, Chem. Phys. Lett. 328, 459
(2000)
105. J. F. Stanton and J. Gauss, J. Chem. Phys. 111, 8785 (1999)
106. P. G. Szalay and R. J. Bartlett, Chem. Phys. Lett. 214, 481 (1993)
107. P. G. Szalay and R. J. Bartlett, J. Chem. Phys. 103, 3600 (1995)
108. H. Lischka, R. Shepard, I. Shavitt, F. B. Brown, R. M. Pitzer, R. Ahlrichs,
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