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THE GLUING FORMULA OF THE REFINED ANALYTIC TORSION FOR AN
ACYCLIC HERMITIAN CONNECTION
RUNG-TZUNG HUANG AND YOONWEON LEE
Abstract. In the previous work ([14]) we introduced the well-posed boundary conditions P−,L0 and
P+,L1 for the odd signature operator to define the refined analytic torsion on a compact manifold with
boundary. In this paper we discuss the gluing formula of the refined analytic torsion for an acyclic
Hermitian connection with respect to the boundary conditions P−,L0 and P+,L1 . In this case the
refined analytic torsion consists of the Ray-Singer analytic torsion, the eta invariant and the values of
the zeta functions at zero. We first compare the Ray-Singer analytic torsion and eta invariant subject to
the boundary condition P−,L0 or P+,L1 with the Ray-Singer analytic torsion subject to the relative (or
absolute) boundary condition and eta invariant subject to the APS boundary condition on a compact
manifold with boundary. Using these results together with the well known gluing formula of the Ray-
Singer analytic torsion subject to the relative and absolute boundary conditions and eta invariant subject
to the APS boundary condition, we obtain the main result.
1. Introduction
The refined analytic torsion was introduced by M. Braverman and T. Kappeler ([4], [5]) on an odd
dimensional closed Riemannian manifold with a flat bundle as an analytic analogue of the refined com-
binatorial torsion introduced by M. Farber and V. Turaev ([10], [11], [25], [26]). Even though these
two objects do not coincide exactly, they are closely related. The refined analytic torsion is defined by
using the graded zeta-determinant of the odd signature operator and is described as an element of the
determinant line of the cohomologies. Specially, when the odd signature operator is defined by an acyclic
Hermitian connection on a closed manifold, the refined analytic torsion is a complex number, whose
modulus is the Ray-Singer analytic torsion and the phase part is the ρ-invariant determined by the given
odd signature operator and the trivial odd signature operator acting on the trivial line bundle.
In the previous work ([14]) we introduced the well-posed boundary conditions P−,L0 and P+,L1 for
the odd signature operator, which are complementary to each other and have similar properties as the
relative and absolute boundary conditions. We showed that the refined analytic torsion is well-defined
under these boundary conditions on a compact oriented Riemannian manifold with boundary. In this
paper we discuss the gluing formula of the refined analytic torsion with respect to the boundary conditions
P−,L0 and P+,L1 when the odd signature operator is given by an acyclic Hermitian connection. In this
case the refined analytic torsion consists of the Ray-Singer analytic torsion, the eta invariant and the
values of the zeta functions at zero. The gluing formula of the Ray-Singer analytic torsion with respect
to the relative and absolute boundary conditions has been obtained by W. Lu¨ck ([21]), D. Burghelea,
L. Friedlander and T. Kappeler in [9] (cf. [29]). The gluing formula of the eta invariant with respect
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to the Atiyah-Patodi-Singer (APS) boundary condition has been studied by many authors, for instance,
K. Wojciechowski ([32], [33]), U. Bunke ([7]), J. Bru¨ning, M. Lesch ([6]), P. Kirk and M. Lesch ([17]).
To use these results we first compare the Ray-Singer analytic torsion subject to the boundary condition
P−,L0 or P+,L1 with the Ray-Singer analytic torsion subject to the relative or the absolute boundary
condition. We next compare the eta invariant associated to the odd signature operator subject to P−,L0
or P+,L1 with the eta invariant subject to the APS boundary condition. To compare the Ray-Singer
analytic torsions we are going to use the BFK-gluing formula for zeta-determinants ([8], [18], [19]) and
the adiabatic limit method. To compare the eta invariants we are going to follow the method given in
[6]. These comparison results together with the well known gluing formulas lead to our main result. The
boundary value problem and the gluing formula of the refined analytic torsion have been already studied
by B. Vertman ([27], [28]) but our method is completely different from what he presented.
Let (M, gM ) be a compact oriented odd dimensional Riemannian manifold with boundary Y , where gM
is assumed to be a product metric near the boundary Y . We denote the dimension of M by m = 2r− 1.
Suppose that ρ : pi1(M)→ GL(n,C) is a representation of the fundamental group and E = M˜ ×ρ Cn is
the associated flat bundle, where M˜ is a universal covering space of M . We choose a flat connection ∇
and extend it to a covariant differential
∇ : Ω•(M,E)→ Ω•+1(M,E).
Using the Hodge star operator ∗M , we define the involution Γ = Γ(gM ) : Ω•(M,E)→ Ωm−•(M,E) by
Γω := ir(−1) q(q+1)2 ∗M ω, ω ∈ Ωq(M,E), (1.1)
where r is given as above by r = m+12 . It is straightforward to see that Γ
2 = Id. We define the odd
signature operator B by
B = B(∇, gM ) := Γ∇ + ∇Γ : Ω•(M,E) −→ Ω•(M,E). (1.2)
Then B is an elliptic differential operator of order 1. Let N be a collar neighborhood of Y which is
isometric to [0, 1)× Y . Any q-form ω can be written , on N , by
ω = ωtan + du ∧ ωnor,
where ωtan and ωnor are the tangential and normal parts of ω and du is the dual of the inward unit normal
vector field ∂u to the boundary Y on N . Then we have a natural isomorphism
Ψ : Ωp(N,E|N )→ C∞([0, 1),Ωp(Y,E|Y )⊕ Ωp−1(Y,E|Y )), Ψ(ωtan + du ∧ ωnor) = (ωtan, ωnor). (1.3)
Using the product structure we can induce a flat connection ∇Y : Ω•(Y,E|Y ) → Ω•+1(Y,E|Y ) from ∇
and a Hodge star operator ∗Y : Ω•(Y,E|Y )→ Ωm−1−•(Y,E|Y ) from ∗M . We define two maps β, ΓY by
β : Ωp(Y,E|Y )→ Ωp(Y,E|Y ), β(ω) = (−1)pω
ΓY : Ωp(Y,E|Y )→ Ωm−1−p(Y,E|Y ), ΓY (ω) = ir−1(−1)
p(p+1)
2 ∗Y ω.
(1.4)
It is straightforward that
β2 = Id, ΓY ΓY = Id . (1.5)
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Simple computation shows that
Γ = iβΓY
(
0 −1
1 0
)
, ∇ =
(
0 0
1 0
)
∇∂u +
(
1 0
0 −1
)
∇Y . (1.6)
Hence the odd signature operator B is expressed, under the isomorphism (1.3), by
B = −iβΓY
{(
1 0
0 1
)
∇∂u +
(
0 −1
−1 0
)(∇Y + ΓY∇Y ΓY )} . (1.7)
We denote
γ := −iβΓY
(
1 0
0 1
)
, A :=
(
0 −1
−1 0
)(∇Y + ΓY∇Y ΓY ) (1.8)
so that B has the form of
B = γ (∂u +A) with γ2 = − Id, γA = −Aγ. (1.9)
Since ∇∂u∇Y = ∇Y∇∂u, we have
B2 = −
(
1 0
0 1
)
∇2∂u +
(
1 0
0 1
)(∇Y + ΓY∇Y ΓY )2 = (−∇2∂u + B2Y )( 1 00 1
)
, (1.10)
where
BY = ΓY∇Y +∇Y ΓY .
We next choose a Hermitian inner product hE . All through this paper we assume that ∇ is a Hermitian
connection with respect to hE , which means that ∇ is compatible with hE , i.e. for any φ, ψ ∈ C∞(E),
dhE(φ, ψ) = hE(∇φ, ψ) + hE(φ,∇ψ).
The Green formula for B is given as follows (cf. [14]).
Lemma 1.1. (1) For φ ∈ Ωq(M,E), ψ ∈ Ωm−q(M,E), 〈Γφ, ψ〉M = 〈φ, Γψ〉M .
(2) For φ ∈ Ωq(M,E), ψ ∈ Ωq+1(M,E),
〈∇φ, ψ〉M = 〈φ, Γ∇Γψ〉M − 〈φtan|Y , ψnor|Y 〉Y .
(3) For φ, ψ ∈ Ωeven(M,E) or Ωodd(M,E),
〈Bφ, ψ〉M − 〈φ, Bψ〉M = −〈φtan|Y , iβΓY (ψtan|Y )〉Y − 〈φnor|Y , iβΓY (ψnor|Y )〉Y = 〈φ|Y , (γψ)|Y 〉Y .
Remark : In the assertions (2) and (3) the signs on the inner products on Y are different from those in
[14] because in [14] ∂u is an outward unit normal vector field.
We note that BY is a self-adjoint elliptic operator on Y . Putting H•(Y,E|Y ) := kerB2Y , H•(Y,E|Y ) is
a finite dimensional vector space and we have
Ω•(Y,E|Y ) = Im∇Y ⊕ ImΓY∇Y ΓY ⊕H•(Y,E|Y ).
If ∇φ = Γ∇Γφ = 0 for φ ∈ Ω•(M,E), simple computation shows that φ is expressed, near the boundary
Y , by
φ = ∇Y φtan + φtan,h + du ∧ (ΓY∇Y ΓY φnor + φnor,h), φtan,h, φnor,h ∈ H•(Y,E|Y ). (1.11)
4 RUNG-TZUNG HUANG AND YOONWEON LEE
We define K by
K := {φtan,h ∈ H•(Y,E|Y ) | ∇φ = Γ∇Γφ = 0}, (1.12)
where φ has the form (1.11). If φ satisfies ∇φ = Γ∇Γφ = 0, so is Γφ and hence
ΓY K = {φnor,h ∈ H•(Y,E|Y ) | ∇φ = Γ∇Γφ = 0}, (1.13)
where φ has the form (1.11). The second assertion in Lemma 1.1 shows that K is perpendicular to ΓY K.
We then have the following decomposition (cf. Corollary 8.4 in [17], Lemma 2.4 in [14]).
K ⊕ ΓY K = H•(Y,E|Y ), (1.14)
which shows that (H•(Y,E|Y ), 〈 , 〉Y , −iβΓY ) is a symplectic vector space with Lagrangian subspaces
K and ΓYK. We denote by
L0 =
( K
K
)
, L1 =
(
ΓYK
ΓYK
)
. (1.15)
We next define the orthogonal projections P−,L0 , P+,L1 : Ω•(Y,E|Y ) ⊕ Ω•(Y,E|Y ) → Ω•(Y,E|Y ) ⊕
Ω•(Y,E|Y ) by
ImP−,L0 =
(
Im∇Y ⊕K
Im∇Y ⊕K
)
, ImP+,L1 =
(
ImΓY∇Y ΓY ⊕ ΓYK
ImΓY∇Y ΓY ⊕ ΓYK
)
. (1.16)
Then P−,L0 , P+,L1 are pseudodifferential operators and give well-posed boundary conditions for B and
the refined analytic torsion. We denote by BP−,L0 and B2q,P−,L0 the realizations of B and B
2
q with respect
to P−,L0, i.e.
Dom
(BP−,L0 ) = {ψ ∈ Ω•(M,E) | P−,L0 (ψ|Y ) = 0} ,
Dom
(
B2q,P−,L0
)
= {ψ ∈ Ωq(M,E) | P−,L0 (ψ|Y ) = 0, P−,L0 ((Bψ)|Y ) = 0} . (1.17)
We define BP+,L1 , B2q,P+,L1 , B
2
q,abs, B2q,rel and BΠ> , BΠ< (see Section 3) in the similar way. The following
result is straightforward (Lemma 2.11 in [14]).
Lemma 1.2.
kerB2q,P−,L0 = kerB
2
q,rel = H
q(M,Y ;E), kerB2q,P+,L1 = kerB
2
q,abs = H
q(M ;E).
We choose an Agmon angle θ by −pi2 < θ < 0. For D = P−,L0 or P+,L1 we define the zeta function
ζB2
q,D
(s) and eta function ηBeven,D(s) by
ζB2
q,D
(s) =
1
Γ(s)
∫ ∞
0
ts−1
(
Tr e−tB
2
q,D − dimkerB2q,D
)
dt
ηBeven,D(s) =
1
Γ( s+12 )
∫ ∞
0
t
s−1
2 Tr
(
Be−tB2even,D
)
dt.
It was shown in [14] that ζB2
q,D
(s) and ηBeven,D(s) have regular values at s = 0. We define the zeta-
determinant and eta-invariant by
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logDet2θ B2q,D := −ζ′B2
q,D
(0), (1.18)
η(Beven,D) := 1
2
(
ηBeven,D(0) + dimkerBeven,D
)
. (1.19)
We denote
Ωq−(M,E) = Im∇ ∩ Ωq(M,E), Ωq+(M,E) = ImΓ∇Γ ∩ Ωq(M,E),
Ωeven± (M,E) =
∑
q=even
Ωq±(M,E), (1.20)
and denote by B±even the restriction of Beven to Ωeven± (M,E). The graded zeta-determinant Detgr,θ(Beven,D)
of Beven with respect to the boundary condition D is defined by
Detgr,θ(Beven,D) =
Detθ B+even,D
Detθ
(
−B−even,D
) .
We next define the projections P˜0, P˜1 : Ω•(Y,E|Y )⊕Ω•(Y,E|Y )→ Ω•(Y,E|Y )⊕Ω•(Y,E|Y ) as follows.
For φ ∈ Ωq(M,E)
P˜0(φ|Y ) =
{
P−,L0(φ|Y ) if q is even
P+,L1(φ|Y ) if q is odd,
P˜1(φ|Y ) =
{
P+,L1(φ|Y ) if q is even
P−,L0(φ|Y ) if q is odd.
We denote by
lq := dim kerB2Y,q, l+q := dimK ∩ kerB2Y,q, and l−q := dimΓY K ∩ kerB2Y,q, (1.21)
so that lq = l
+
q + l
−
q and l
−
q = l
+
m−1−q. Simple computation shows that log Detgr,θ(Beven,P−,L0 ) and
logDetgr,θ(Beven,P+,L1 ) are described as follows ([14]).
(1) logDetgr,θ(Beven,P−,L0 ) =
1
2
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,P˜0 − ipi η(Beven,P−,L0 )
+
pii
2
(
1
4
m−1∑
q=0
ζB2
Y,q
(0) +
r−2∑
q=0
(r − 1− q)(l+q − l−q )
)
. (1.22)
(2) logDetgr,θ(Beven,P+,L1 ) =
1
2
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,P˜1 − ipi η(Beven,P+,L1 )
− pii
2
(
1
4
m−1∑
q=0
ζB2
Y,q
(0) +
r−2∑
q=0
(r − 1− q)(l+q − l−q )
)
. (1.23)
To define the refined analytic torsion we introduce the trivial connection ∇trivial acting on the trivial
bundle M × C and define the trivial odd signature operator Btrivialeven : Ωeven(M,C) → Ωeven(M,C) in the
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same way as (1.2). The eta invariant η(Btrivialeven,P−,L0/P+,L1 ) associated to B
trivial
even and subject to the bound-
ary condition P−,L0/P+,L1 is defined in the same way as in (1.19) by simply replacing Beven,P−,L0/P+,L1
by Btrivialeven,P−,L0/P+,L1 . When ∇ is acyclic in the de Rham complex, the refined analytic torsion subject to
the boundary condition P−,L0/P+,L1 is defined by
logTP−,L0 (g
M ,∇) = logDetgr,θ(Beven,P−,L0 ) +
pii
2
(rankE)ηBtrivialeven,P−,L0
(0) (1.24)
log TP+,L1 (g
M ,∇) = logDetgr,θ(Beven,P+,L1 ) +
pii
2
(rankE)ηBtrivialeven,P+,L1
(0) (1.25)
The refined analytic torsion on a closed manifold is defined similarly.
In this paper we are going to discuss the gluing formula of the refined analytic torsion with respect
to the boundary conditions P−,L0 and P+,L1 . For this purpose in the next two sections we are going to
compare the Ray-Singer analytic torsion and eta invariant subject to the boundary condition P−,L0 (or
P+,L1) with those subject to the relative and APS boundary conditions, respectively.
2. Comparison of the Ray-Singer analytic torsions
In this section we are going to compare the Ray-Singer analytic torsion subject to the boundary
condition P−,L0 with the Ray-Singer analytic torsion subject to the relative boundary condition. For this
purpose we are going to use the BFK-gluing formula and the method of the adiabatic limit for stretching
the cylinder part. We recall that (M, gM ) is a compact oriented Riemannian manifold with boundary Y
with a collar neighbrhood N = [0, 1) × Y and gM is assumed to be a product metric on N . We denote
by M1,1 = [0, 1]× Y and M2 = M −N . To use the adiabatic limit we stretch the cylinder part M1,1 to
the cylinder of length r and denote M1,r = [0, r]× Y with the product metric and
Mr =M1,r ∪Yr M2 with Yr = {r} × Y.
Then we can extend the bundle E and the odd signature operator B on M to Mr in the natural way and
we denote these extensions by Er and B(r) (B = B(1)). We denote the restriction of B(r) to M1,r, M2
by BM1,r , BM2 . It is well known (cf. [16], [2]) that the Dirichlet boundary value problem for B2q on M2
has a unique solution, i.e. for f + du ∧ g ∈ Ωq(M2, E|M2)|Yr , there exists a unique ψ ∈ Ωq(M2, E|M2)
such that
B2qψ = 0, ψ|Yr = f + du ∧ g.
Let D be one of the following boundary conditions : P−,L0 , P+,L1 , the absolute boundary condition, the
relative boundary condition or the Dirichlet boundary condition. We define the Neumann jump operators
Qq,1,D(r), Qq,2 : Ω
q(Yr, E|Yr )⊕ Ωq−1(Yr, E|Yr )→ Ωq(Yr, E|Yr )⊕ Ωq−1(Yr , E|Yr)
as follows. For f + du ∧ g ∈ Ωq(Yr, E|Yr ) ⊕ Ωq−1(Yr, E|Yr ), we choose φ ∈ Ωq(M1,r, E|M1,r ) and ψ ∈
Ωq(M2, E|M2) such that
B2q,M1,rφ = 0, B2q,M2ψ = 0, φ|Yr = ψ|Yr = f + du ∧ g, D(φ|Y0 ) = 0. (2.1)
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Then we define
Qq,1,D(r)(f) = (∇∂uφ)|Yr , Qq,2(f) = − (∇∂uψ)|Yr ,
where ∂u is the inward unit normal vector field on N ⊂ M . We next define the Dirichlet-to-Neumann
operator Rq,D(r) as follows.
Rq,D(r) : Ω
q(Yr , E|Yr)⊕ Ωq−1(Yr, E|Yr)→ Ωq(Yr, E|Yr)⊕ Ωq−1(Yr, E|Yr )
Rq,D(r) = Qq,1,D(r) +Qq,2. (2.2)
The following lemma is well known (cf. [18]).
Lemma 2.1. (1) Rq,D(r) is a non-negative elliptic pseudodifferential operator of order 1 and has the
form of
Rq,D(r) =
 2√B2Y,q 0
0 2
√
B2Y,q−1
 + a smoothing operator. (2.3)
(2) kerRq,D = {φ|Yr | φ ∈ kerB2q,D}.
We denote by B2q,M1,r,D,D (B2q,M2,D) the restriction of B2q(r) to M1,r (M2) subject to the boundary
condition D on Y0 and the Dirichlet boundary condition on Yr (the Dirichlet boundary condition on Yr).
We denote by B2q,D(r) the operator B2q(r) onMr subject to the boundary conditionD on Y0. Then Lemma
1.2 shows that dimkerB2q,D(r) is a topological invariant. Let dimkerB2q,D(r) = k and {ϕ1, · · · , ϕk} be
an orthonormal basis of kerB2q,D(r). We define a positive definite k × k Hermitian matrix Aq,D(r) by
Aq,D(r) = (aij), aij = 〈ϕi|Y0 , ϕj |Y0〉Y0 .
Then the BFK-gluing formula ([8], [18], [19]) is described as follows. Setting lq = dimkerB2Y,q, we have
logDet2θ B2q,D(r) = logDet2θ B2q,M1,r ,D,D + logDet2θ B2q,M2,D + logDet2θ Rq,D(r)
− log 2 · (ζB2
Y,q
(0) + ζB2
Y,q−1
(0) + lq + lq−1)− log detAq,D(r). (2.4)
The above equality can be rewritten as follows.
Corollary 2.2.
(1) logDet2θ B2q,P−,L0 (r) = logDet2θ B
2
q,M1,r ,P−,L0 ,D + logDet2θ B
2
q,M2,D + logDet2θ Rq,P−,L0 (r)
− log 2 · (ζB2
Y,q
(0) + ζB2
Y,q−1
(0) + lq + lq−1)− log detAq,P−,L0 (r)
(2) logDet2θ B2q,P+,L1 (r) = logDet2θ B
2
q,M1,r ,P+,L1 ,D + logDet2θ B
2
q,M2,D + logDet2θ Rq,P+,L1 (r)
− log 2 · (ζB2
Y,q
(0) + ζB2
Y,q−1
(0) + lq + lq−1)− log detAq,P+,L1 (r)
(3) logDet2θ B2q,rel(r) = logDet2θ B2q,M1,r ,rel,D + logDet2θ B2q,M2,D + logDet2θ Rq,rel(r)
− log 2 · (ζB2
Y,q
(0) + ζB2
Y,q−1
(0) + lq + lq−1)− log detAq,rel(r)
(4) logDet2θ B2q,abs(r) = logDet2θ B2q,M1,r,abs,D + logDet2θ B2q,M2,D + logDet2θ Rq,abs(r)
− log 2 · (ζB2
Y,q
(0) + ζB2
Y,q−1
(0) + lq + lq−1)− log detAq,abs(r)
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Remark : The BFK-gluing formula was proved originally on a closed manifold in [8]. But it can be
extended to a compact manifold with boundary with only minor modification when a cutting hypersurface
does not intersect the boundary.
We define Ωq±(Y,E|Y ) similarly to (1.20) and denote B2,±Y,q := B2Y,q|Ωq±(Y,E|Y ). Simple computation
leads to the following results.
Lemma 2.3. The spectra of B2q,M1,r ,P−,L0 ,D , B
2
q,M1,r ,P+,L1 ,D , B
2
q,M1,r ,rel,D
and B2q,M1,r ,abs,D are given
as follows. Let k = 1, 2, 3, · · · .
(1) Spec
(
B2q,M1,r,P−,L0 ,D
)
=
{
λq−1,j + (
kpi
r
)2
}
∪
{
λq−2,j + (
kpi
r
)2
}
∪
{
λq,j + (
(k − 12 )pi
r
)2
}
∪
{
λq−1,j + (
(k − 12 )pi
r
)2
}
∪
{
(
kpi
r
)2
}
l+q +l
+
q−1
∪
{
(
(k − 12 )pi
r
)2
}
l−q +l
−
q−1
,
(2) Spec
(
B2q,M1,r,P+,L1 ,D
)
=
{
λq−1,j + (
(k − 12 )pi
r
)2
}
∪
{
λq−2,j + (
(k − 12 )pi
r
)2
}
∪
{
λq,j + (
kpi
r
)2
}
∪
{
λq−1,j + (
kpi
r
)2
}
∪
{
(
kpi
r
)2
}
l−q +l
−
q−1
∪
{
(
(k − 12 )pi
r
)2
}
l+q +l
+
q−1
,
(3) Spec
(
B2q,M1,r,rel,D
)
=
{
λq−1,j + (
kpi
r
)2
}
∪
{
λq,j + (
kpi
r
)2
}
∪
{
λq−2,j + (
(k − 12 )pi
r
)2
}
∪
{
λq−1,j + (
(k − 12 )pi
r
)2
}
∪
{
(
kpi
r
)2
}
lq
∪
{
(
(k − 12 )pi
r
)2
}
lq−1
,
(4) Spec
(
B2q,M1,r,abs,D
)
=
{
λq−1,j + (
(k − 12 )pi
r
)2
}
∪
{
λq,j + (
(k − 12 )pi
r
)2
}
∪
{
λq−2,j + (
kpi
r
)2
}
∪
{
λq−1,j + (
kpi
r
)2
}
∪
{
(
kpi
r
)2
}
lq−1
∪
{
(
(k − 12 )pi
r
)2
}
lq
,
where each λq,j runs on Spec
(
B2,+Y,q
)
and
{
(kpir )
2
}
l+q
means that the multiplicity of each (kpir )
2 is l+q .
For each q we define
ζ∆q,N (s) =
∑
λq,j∈Spec(B2,+Y,q )
∞∑
k=1
(
λq,j +
(
(k − 12 )pi
r
)2)−s
,
ζ∆q,D (s) =
∑
λq,j∈Spec(B2,+Y,q )
∞∑
k=1
(
λq,j +
(
kpi
r
)2)−s
.
The following result is well known (cf. [22]).
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Lemma 2.4. We put ξY,q(s) =
Γ(s− 12 )
2
√
piΓ(s)
ζB2,+
Y,q
(s− 12 ). Then :
(1) −ζ′∆q,N (0) = −rξ′Y,q(0) +
∑
λq,j∈Spec(B2,+Y,q )
log(1 + e−2r
√
λq,j ),
(2) −ζ′∆q,D (0) = −rξ′Y,q(0)−
1
2
logDet(B2,+Y,q ) +
∑
λq,j∈Spec(B2,+Y,q )
log(1− e−2r
√
λq,j ).
Proof. The computation of −ζ′∆q,D (0) was done in Proposition 5.1 of [22]. Using the Poisson summation
formula, we have the following identity
∞∑
k=1
e−pi
2(k− 12 )2t =
1√
pit
(
1
2
+ 2
∞∑
k=1
e−
4k2
t −
∞∑
k=1
e−
k2
t
)
,
from which we can compute −ζ′∆q,N (0). 
Corollary 2.5. Putting C+q (r) =
∏
λq,j∈Spec(B2,+Y,q )
(
1 + 2e
−r
√
λq,j
er
√
λq,j−e−r
√
λq,j
)
, we have(
−ζ′∆q,N (0)
)
−
(
−ζ′∆q,D (0)
)
=
1
2
logDetB2,+Y,q + log C+q (r).
If we denote the Riemann zeta function by ζR(s), it is well known that ζR(0) = − 12 and ζ′R(0) = − 12 log 2pi,
which leads to the following result.
Lemma 2.6. Setting ζ1(s) =
∑∞
k=1
(
kpi
r
)−2s
and ζ2(s) =
∑∞
k=1
(
(k− 12 )pi
r
)−2s
, we have ζ′1(0) = − log 2r
and ζ′2(0) = − log 2.
Lemma 2.3 together with Corollary 2.5 and Lemma 2.6 yields the following result.
Lemma 2.7.
(1) log Det
(
B2q,M1,r,P−,L0 ,D
)
− logDet
(
B2q,M1,r ,rel,D
)
=
1
2
(
logDetB2,+Y,q − logDetB2,+Y,q−2
)
+
(
log C+q (r)− log C+q−2(r)
)
+
(
l+q−1 − l−q
)
log r
(2) logDet
(
B2q,M1,r ,P+,L1 ,D
)
− logDet
(
B2q,M1,r ,rel,D
)
=
(
l−q−1 − l+q
)
log r
(3)
m∑
q=0
(−1)q+1q
(
logDetB2
q,M1,r ,P˜0,D − logDetB
2
q,M1,r ,rel,D
)
=
∑
q=even
logDetB2,+Y,q + 2
∑
q=even
log C+q (r)
+
 ∑
q=even
(2q + 1)l−q −
∑
q=odd
(2q + 1)l+q
 log r
(4)
m∑
q=0
(−1)q+1q
(
logDetB2
q,M1,r ,P˜1,D − logDetB
2
q,M1,r ,rel,D
)
= −
∑
q=odd
logDetB2,+Y,q − 2
∑
q=odd
log C+q (r)
+
 ∑
q=even
(2q + 1)l+q −
∑
q=odd
(2q + 1)l−q
 log r
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(5)
m∑
q=0
(−1)q+1q
(
logDetB2q,M1,r ,P−,L0 ,D − logDetB
2
q,M1,r ,rel,D
)
=
m
2
χ(Y,E|Y ) log r,
where χ(Y,E|Y ) :=
∑m−1
q=0 (−1)q · lq the Euler characteristic of Y with respect to H•(Y,E|Y ).
We finally discuss the Dirichlet-to-Neumann operator Rq,D(r) defined by Rq,D(r) = Qq,1,D(r) +Qq,2,
where D is one of P−,L0, P+,L1 , the absolute or the relative boundary condition. The following lemma
is straightforward.
Lemma 2.8. Rq,P−,L0 (r), Rq,P+,L1 (r) and Rq,rel(r) are described as follows.
Rq,P−,L0 (r) = Qq,2 +
 √B2Y,q 0
0
√
B2Y,q−1
 +

2
√
B2
Y
e
−
√
B2
Y
r
e
√
B2
Y
r−e−
√
B2
Y
r
on ImP−,L0 ∩ (kerB2Y )⊥
1
r on ImP−,L0 ∩ kerB2Y
− 2
√
B2
Y
e
−
√
B2
Y
r
e
√
B2
Y
r
+e
−
√
B2
Y
r
on ImP+,L1 ∩ (kerB2Y )⊥
0 on ImP+,L1 ∩ kerB2Y
Rq,P+,L1 (r) = Qq,2 +
 √B2Y,q 0
0
√
B2Y,q−1
 +

− 2
√
B2
Y
e
−
√
B2
Y
r
e
√
B2
Y
r
+e
−
√
B2
Y
r
on ImP−,L0 ∩ (kerB2Y )⊥
0 on ImP−,L0 ∩ kerB2Y
2
√
B2
Y
e
−
√
B2
Y
r
e
√
B2
Y
r−e−
√
B2
Y
r
on ImP+,L1 ∩ (kerB2Y )⊥
1
r on ImP+,L1 ∩ kerB2Y
Rq,rel(r) = Qq,2 +
 √B2Y,q 0
0
√
B2Y,q−1
 +

2
√
B2
Y
e
−
√
B2
Y
r
e
√
B2
Y
r−e−
√
B2
Y
r
on Ωq−(Y,E|Y )⊕ Ωq+(Y,E|Y )
1
r on kerB2Y ∩ Ωq(Y,E|Y )
− 2
√
B2
Y
e
−
√
B2
Y
r
e
√
B2
Y
r
+e
−
√
B2
Y
r
on Ωq−1− (Y,E|Y )⊕ Ωq−1+ (Y,E|Y )
0 on kerB2Y ∩ Ωq−1(Y,E|Y )
We next discuss limr→∞
(
logDetRq,P−,L0/P+,L1 (r) − logDetRq,rel(r)
)
when Hq(M,Y ;E) = {0} for
each 0 ≤ q ≤ m. The Poincare´ duality and long exact sequence imply that Hq(M ;E) = Hq(Y ;E|Y ) = 0
for each 0 ≤ q ≤ m. Then Lemma 1.2 and Lemma 2.1 show that Rq,P−,L0 (r), Rq,P+,L1 (r) and Rq,rel(r)
are invertible operators and
lim
r→∞
Rq,P−,L0/P+,L1 (r) = limr→∞
Rq,rel(r) = Qq,2 +
 √B2Y,q 0
0
√
B2Y,q−1
 = Qq,2 + |A|.
The kernel of Qq,2 + |A| is described as follows. For f ∈ Ωq(M2, E)|Y , choose ψ ∈ Ωq(M2, E) such
that B2ψ = 0 and ψ|Y = f . Then,
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0 = 〈B2ψ, ψ〉 = 〈Bψ, Bψ〉 + 〈(Bψ)|Y , (γψ)|Y 〉Y
= 〈Bψ, Bψ〉 + 〈(∇∂uψ +Aψ)|Y , f〉Y
= ‖ Bψ ‖2 − 〈Qq,2f, f〉Y + 〈Af, f〉Y , (2.5)
which leads to
〈(Qq,2 + |A|)f, f〉Y = ‖ Bψ ‖2 + 〈(|A|+A)f, f〉Y . (2.6)
Hence, f ∈ ker(Qq,2+|A|) if and only if Bψ = 0 and (|A|+A)f = 0. From the assumptionH•(Y,E|Y ) = 0
A is an invertible operator, which shows that ψ is expressed, on a collar neighborhood of Y , by
ψ =
∑
λj∈Spec(A)
λj<0
aje
−λjuφj , where Aφj = λjφj . (2.7)
Let M∞ := ((−∞, 0]× Y ) ∪Y M2. We can extend E and B canonically to M∞, which we denote by
E∞ and B∞. Then ψ in (2.7) can be extended to M∞ as an L2-solution of B∞. Hence,
ker(Qq,2 + |A|) = {ψ|Y | ψ is an L2-solution of B∞ in Ωq(M∞, E∞) }.
It is a well known fact (Proposition 4.9 in [1]) that the space of L2-solutions of B∞ is isomorphic to the
image of H•(M,Y ;E) → H•(M ;E), which is zero under our assumption. This shows that (Qq,2 + |A|)
is injective and hence invertible, which leads to the following result.
Lemma 2.9. We assume that for each 0 ≤ q ≤ m, Hq(M ;E) = Hq(M,Y ;E) = {0}. Then
lim
r→∞
logDetRq,P−,L0/P+,L1 (r) = logDet limr→∞
Rq,rel(r) = logDet (Qq,2 + |A|) .
Corollary 2.2 and Lemma 2.7 together with Lemma 2.9 lead to the following result.
Corollary 2.10. We assume that for each 0 ≤ q ≤ m, Hq(M ;E) = Hq(M,Y ;E) = {0}. Then :
(1) lim
r→∞
m∑
q=0
(−1)q+1q ·
(
logDet2θ B2q,P˜0(r) − logDet2θ B
2
q,rel(r)
)
=
1
4
m−1∑
q=0
logDet2θ B2Y,q.
(2) lim
r→∞
m∑
q=0
(−1)q+1q ·
(
logDet2θ B2q,P˜1(r) − logDet2θ B
2
q,rel(r)
)
= −1
4
m−1∑
q=0
logDet2θ B2Y,q.
(3) lim
r→∞
m∑
q=0
(−1)q+1q ·
(
logDet2θ B2q,P−,L0 (r) − logDet2θ B
2
q,rel(r)
)
= lim
r→∞
m∑
q=0
(−1)q+1q ·
(
logDet2θ B2q,P+,L1 (r)− logDet2θ B
2
q,abs(r)
)
= 0.
The following lemma is well known (cf. [4], [20]).
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Lemma 2.11. Let M be a compact manifold with boundary Y and N be a collar neighborhood of Y . We
suppose that {gMt | −δ0 < t < δ0} is a family of metrics such that each gMt is a product metric and does
not vary on N . Let D be one of the following boundary conditions : P˜0, P˜1, the absolute or the relative
boundary condition. We denote by B2q,D(t) the square of the odd signature operator acting on q-forms
subject to D with respect to the metric gMt . If H
q(M ;E) = Hq(M,Y ;E) = {0} for each 0 ≤ q ≤ m, then
we have
d
dt
(
m∑
q=0
(−1)q+1 · q · logDetB2q,D(t)
)
= 0.
We fix δ0 > 0 sufficiently small and choose a smooth function f(r, u) : [0,∞)× [0, 1]→ [0,∞), (r ≥ 1)
such that
suppu f(r, u) ⊂ [δ0, 1− δ0],
∫ 1
0
f(r, u)du = r − 1, and f(1, u) ≡ 0.
Setting F (r, u) = u+
∫ u
0
f(r, t)dt, Fr := F (r, ·) : [0, 1]→ [0, r] is a diffeomorphism satisfying
Fr(u) =
{
u for 0 ≤ u ≤ δ0
u+ r − 1 for 1− δ0 ≤ u ≤ 1.
Let gMr be a metric on Mr := ([0, r]× Y ) ∪{r}×Y M2 which is a product one on [0, r] × Y . Then F ∗r gMr
is a metric on M , which is
(
F ′(u)2 0
0 gY
)
on [0, 1] × Y . Hence, F ∗r gMr is a metric on M which is a
product one near Y . Furthermore, (M,F ∗r g
M
r ) and (Mr, g
M
r ) are isometric. Let B˜(r) and B(r) be the
odd signature operators defined on M and Mr associated to the metrics F
∗
r g
M
r and g
M
r , respectively. We
now assume that for each 0 ≤ q ≤ m, Hq(M ;E) = Hq(M,Y ;E) = {0}. Then B˜2q,D(r) and B2q,D(r) are
invertible operators. Lemma 2.11 leads to the following equalities.
m∑
q=0
(−1)q+1 · q ·
(
logDet2θ B2q,P˜0 − logDet2θ B
2
q,rel
)
=
m∑
q=0
(−1)q+1 · q ·
(
logDet2θ B˜(r)2q,P˜0 − logDet2θ B˜(r)
2
q,rel
)
=
m∑
q=0
(−1)q+1 · q ·
(
logDet2θ B2q,P˜0(r) − logDet2θ B
2
q,rel(r)
)
= lim
r→∞
m∑
q=0
(−1)q+1 · q ·
(
logDet2θ B2q,P˜0(r) − logDet2θ B
2
q,rel(r)
)
=
1
4
m−1∑
q=0
logDet2θ B2Y,q.
Similarly, we have
m∑
q=0
(−1)q+1 · q ·
(
logDet2θ B2q,P˜1 − logDet2θ B
2
q,rel
)
= −1
4
m−1∑
q=0
logDet2θ B2Y,q.
Corollary 2.2, Corollary 2.10, the Poincare´ duality and the above equality lead to the following theorem,
which is the main result of this section.
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Theorem 2.12. Let (M, gM ) be a compact Riemannian manifold with boundary Y and gM be a product
metric near Y . We assume that for each 0 ≤ q ≤ m, Hq(M ;E) = Hq(M,Y ;E) = {0}. Then :
(1)
m∑
q=0
(−1)q+1 · q · log Det2θ B2q,P˜0 =
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,rel +
1
4
m−1∑
q=0
logDet2θ B2Y,q
(2)
m∑
q=0
(−1)q+1 · q · log Det2θ B2q,P˜1 =
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,rel −
1
4
m−1∑
q=0
logDet2θ B2Y,q
(3)
m∑
q=0
(−1)q+1 · q · log Det2θ B2q,P−,L0 =
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,P+,L1
=
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,rel =
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,abs
3. Comparison of the eta invariants
In this section we are going to compare the eta-invariant η(Beven,P−,L0 ) with η(Beven,Π>,L0 ), the eta-
invariant of Beven subject to P−,L0 and the generalized APS boundary condition Π>,L0 , where Π> :
Ωeven(M,E)|Y → Ωeven(M,E)|Y is the orthogonal projection onto the space spanned by the positive
eigenspaces of A (cf. (1.8)). For this purpose we are going to follow the arguments in [6] strongly.
Throughout this section we write the odd signature operator acting on Ωeven(M,E) by B rather than
Beven for simplicity. We begin with the descriptions of ImΠ> and ImP− as graphs of some unitary
operators.
We denote by (Ωeven(M,E)|Y )∗ the orthogonal complement of
( Heven(Y,E|Y )
Hodd(Y,E|Y )
)
in (Ωeven(M,E)|Y ).
Then the action of the unitary operator γ splits according to the following decomposition.
γ : (Ωeven(M,E)|Y )∗ ⊕
( Heven(Y,E|Y )
Hodd(Y,E|Y )
)
→ (Ωeven(M,E)|Y )∗ ⊕
( Heven(Y,E|Y )
Hodd(Y,E|Y )
)
Since γ2 = − Id , we denote the ±i-eigenspace of γ in (Ωeven(M,E)|Y )∗ by (Ωeven(M,E)|Y )∗±i , which
are
(Ωeven(M,E)|Y )∗±i =
I ∓ iγ
2
(Ωeven(M,E)|Y )∗ . (3.1)
It is a well known fact that ImΠ> and ImP− are expressed by the graphs of some unitary operators
from (Ωeven(M,E)|Y )∗+i to (Ωeven(M,E)|Y )∗−i. When restricted to (Ωeven(M,E)|Y )∗, B2Y is an invertible
operator and we denote its inverse by
(
B2Y
)−1
. In view of (1.3) we define UΠ> , UP− as follows.
UΠ> , UP− : (Ω
even(M,E)|Y )∗+i → (Ωeven(M,E)|Y )∗−i (3.2)
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UΠ> = (B2Y )−
1
2
(∇Y + ΓY∇Y ΓY )( 0 −1−1 0
)
UP− = (B2Y )−1
(
(B2Y )− − (B2Y )+
)( 1 0
0 1
)
, (3.3)
where (B2Y )− := ∇Y ΓY∇Y ΓY : Ω•−(Y,E|Y ) → Ω•−(Y,E|Y ) and (B2Y )+ := ΓY∇Y ΓY∇Y : Ω•+(Y,E|Y ) →
Ω•+(Y,E|Y ). Then UΠ> and UP− are well defined ΨDO’s and their adjoints are given by
U∗Π> , U
∗
P− : (Ω
even(M,E)|Y )∗−i → (Ωeven(M,E)|Y )∗+i (3.4)
U∗Π> = (B2Y )−
1
2
(∇Y + ΓY∇Y ΓY )( 0 −1−1 0
)
U∗P− = (B2Y )−1
(
(B2Y )− − (B2Y )+
)( 1 0
0 1
)
. (3.5)
The following lemma is straightforward.
Lemma 3.1. (1) Both UΠ> and UP− are unitary operators satisfying
U∗Π> UΠ> = U
∗
P− UP− = Id, γ UΠ> = − UΠ> γ, γ UP− = − UP− γ.
(2) ImΠ> ( ImΠ< ) and ImP− ( ImP+ ) are graphs of UΠ> ( − UΠ> ) and UP− ( − UP− ), respec-
tively, i.e.
ImΠ> = {x+ UΠ>x | x ∈ (Ωeven(M,E)|Y )∗+i}, ImΠ< = {x− UΠ>x | x ∈ (Ωeven(M,E)|Y )∗+i},
ImP− = {x+ UP−x | x ∈ (Ωeven(M,E)|Y )∗+i}, ImP+ = {x− UP−x | x ∈ (Ωeven(M,E)|Y )∗+i}.
(3) UΠ> anticommutes with UP− in the following sense, i.e.
U∗Π> UP− = − U∗P− UΠ> , UΠ> U∗P− = − UP− U∗Π> .
We define P (θ) : (Ωeven(M,E)|Y )∗i → (Ωeven(M,E)|Y )∗−i by
P (θ) := UΠ>cosθ + UP−sinθ, (0 ≤ θ ≤
pi
2
). (3.6)
Then P (θ) is a unitary operator satisfying the property (1) in Lemma 3.1 and a smooth path con-
necting UΠ> and UP− . We here note that the orthogonal projections Π>, P− : (Ωeven(M,E)|Y )∗+i ⊕
(Ωeven(M,E)|Y )∗−i → (Ωeven(M,E)|Y )∗+i ⊕ (Ωeven(M,E)|Y )∗−i are expressed as follows.
Π> =
1
2
(
Id U∗Π>
UΠ> Id
)
P∗, P− = 1
2
(
Id U∗P−
UP− Id
)
P∗,
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where P∗ is the orthogonal projection onto (Ωeven(M,E)|Y )∗. Let L0 =
( K
K
)
∩ (Ωeven(M,E)|Y ) and
L1 =
(
ΓYK
ΓYK
)
∩ (Ωeven(M,E)|Y ) so that L0 ⊕ L1 =
( Heven(Y,E|Y )
Hodd(Y,E|Y )
)
. We denote by PL0 and PL1
the orthogonal projections onto L0 and L1. We define the orthogonal projections P−,L0 and Π>,L0 on
Ωeven(M,E)|Y as follows.
P−,L0 := P− + PL0 , Π>,L0 := Π> + PL0 (3.7)
We define P+,L1 and Π<,L1 in the same way. Similarly, we define the orthogonal projection P˜ (θ) by
P˜ (θ) :=
1
2
(
Id P (θ)∗
P (θ) Id
)
P∗ + PL0 = Π>cosθ + P−sinθ +
1
2
(1− cosθ − sinθ) P∗ + PL0 . (3.8)
P˜ (θ) satisfies the following properties.
Lemma 3.2. (1) γ P˜ (θ) = (I − P˜ (θ)) γ, and P˜ (θ) B2Y = B2Y P˜ (θ).
(2) P˜ (θ) A P˜ (θ) = cosθ |A| P˜ (θ) = cosθ
√
(B2Y ) P˜ (θ).
Proof. : The proofs are straightforward. For the second statement we may need the following identities.
Π>P−Π> = 1
2
Π>, P−Π> + Π>P− =
(
P− + Π> − 1
2
Id
)
P∗.

Lemma 3.3. Let BP˜ (θ) be the realization of B with respect to P˜ (θ), i.e.
Dom
(
BP˜(θ)
)
= {φ ∈ H1 (Ωeven(M,E)) | P˜ (θ)(φ|Y ) = 0}. Then BP˜(θ) is essentially self-adjoint.
Proof. : It was shown in [24] (cf. [12]) that the adjoint
(
BP˜(θ)
)∗
is the realization of B∗ = B with respect
to the boundary condition
(
I − P˜ (θ)
)
γ∗, i.e.
Dom
(
BP˜ (θ)
)∗
= {φ ∈ H1 (Ωeven(M,E)) |
(
I − P˜ (θ)
)
γ∗(φ|Y ) = 0} = Dom
(
BP˜ (θ)
)
.
Hence, it’s enough to show that BP˜(θ) is a symmetric operator. For φ, ψ ∈ Dom
(
BP˜ (θ)
)
,
〈Bφ, ψ〉M − 〈φ, Bψ〉M = 〈φ|Y , γ (ψ|Y )〉Y
= 〈(I − P˜ (θ))φ|Y , γ(I − P˜ (θ)) (ψ|Y )〉Y = 〈(I − P˜ (θ))φ|Y , P˜ (θ)γ (ψ|Y )〉Y
= 〈P˜ (θ)(I − P˜ (θ))φ|Y , γ (ψ|Y )〉Y = 0,
which completes the proof of the lemma. 
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Setting
U(θ) =
(
P (θ)∗ UΠ> 0
0 Id
)
P∗ + (Id−P∗) =
(
cosθ + U∗P−UΠ>sinθ 0
0 Id
)
P∗ + (Id−P∗) ,
it is straightforward that
U(θ)P˜ (0)U(θ)∗ = P˜ (θ). (3.9)
Moreover, setting
T (θ) = −i θ
(
U∗P−UΠ> 0
0 0
)
P∗, (3.10)
T (θ) is a self-adjoint operator and we have
exp{iT (θ)} = U(θ). (3.11)
T (θ) satisfies the following property.
Lemma 3.4. T (θ) commutes with γ and B2Y , i.e.,
γ T (θ) = T (θ) γ, B2Y T (θ) = T (θ) B2Y . (3.12)
Remark : Contrary to the case of [6], T (θ) does not anticommute with A.
Let φ : [0, 1] → [0, 1] be a decreasing smooth function such that φ = 1 on a small neighborhood of
0 and φ = 0 on a small neighborhood of 1. We use this cut-off function to extend T (θ) defined on
Ωeven(M,E)|Y to an operator defined on Ωeven(M,E). We define Ψθ : Ωeven(M,E)→ Ωeven(M,E) by
Ψθ(ω)(x) = e
iφ(x)T (θ)ω(x), (3.13)
where the support of φ(x)T (θ) is contained in N , the collar neighborhood of Y .
Lemma 3.5. Ψθ is a unitary operator mapping from Dom
(
BP˜ (0)
)
onto Dom
(
BP˜(θ)
)
.
Proof. : Clearly Ψθ is a unitary operator. Let P˜ (0)ω(0) = 0. Then
P˜ (θ)(Ψθω)(0) = U(θ)P˜ (0)U(θ)
∗
(
eiφ(x)T (θ)ω
)
|x=0
= U(θ)P˜ (0)e−iT (θ)
(
eiφ(x)T (θ)ω
)
|x=0 = U(θ)
(
P˜ (0)ω(0)
)
= 0,
which completes the proof of the lemma. 
We now consider the following diagram.
Dom
(
BP˜ (0)
) B
P˜(0)−−−−→ Ωeven(M,E)
Ψθ
y Ψθy
Dom
(
BP˜(θ)
) B
P˜ (θ)−−−−→ Ωeven(M,E)
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Setting B(θ) := Ψ∗θBP˜ (θ)Ψθ,
B(θ) : Dom
(
BP˜ (0)
)
→ Ωeven(M,E)
is an elliptic ΨDO of order 1 with a fixed domain Dom
(
BP˜ (0)
)
and have the same spectrum as BP˜ (θ).
We next discuss one parameter family of eta functions ηB(θ)(s) defined by
ηB(θ)(s) =
1
Γ( s+12 )
∫ ∞
0
t
s−1
2 Tr
(
B(θ)e−tB(θ)2
)
dt. (3.14)
If ηB(θ)(s) has a regular value at s = 0, we define the eta invariant η(B(θ)) by
η(B(θ)) = 1
2
(
ηB(θ)(0) + dimkerB(θ)
)
. (3.15)
For 0 ≤ θ0 ≤ pi2 , there exist c(θ0) > 0 and δ > 0 such that c(θ0) /∈ Spec (Bθ) for θ0 − δ < θ < θ0 + δ.
We denote by Q(θ) the orthogonal projection onto the space spanned by eigensections of B(θ) whose
eigenvalues are less than c(θ) for θ0 − δ < θ < θ0 + δ. We define
ηB(θ) (s ; c(θ)) =
∑
|λ|>c(θ)
sign(λ)|λ|−s = 1
Γ( s+12 )
∫ ∞
0
t
s−1
2 Tr
{
(I −Q(θ))B(θ)e−tB(θ)2
}
dt.
Then ηB(θ)(s)− ηB(θ) (s ; c(θ)) is an entire function and
{
1
2
(
ηB(θ)(s) + dimkerB(θ)
)− 1
2
ηB(θ) (s ; c(θ))
}
s=0
(3.16)
does not depend on θ for θ0 − δ < θ < θ0 + δ up to modZ. Simple computation shows that
∂
∂θ
ηB(θ) (s ; c(θ)) (3.17)
=
1
Γ( s+12 )
∫ ∞
0
t
s−1
2 Tr
(
−Q˙(θ)B(θ)e−tB(θ)2 + (I −Q(θ)) ∂
∂θ
(
B(θ)e−tB(θ)2
))
dt
=
1
Γ( s+12 )
∫ ∞
0
t
s−1
2 Tr
(
−Q˙(θ)B(θ)e−tB(θ)2
)
dt− s
Γ( s+12 )
∫ ∞
0
t
s−1
2 Tr
{
(I −Q(θ))
(
B˙(θ)e−tB(θ)2
)}
dt,
where Q˙(θ) and B˙(θ) are derivatives of Q(θ) and B(θ) with respect to θ. Furthermore, we have (cf. [14])
Tr
(
−Q˙(θ)B(θ)e−tB(θ)2
)
= 0,
{
s
Γ( s+12 )
∫ ∞
0
t
s−1
2 Tr
(
Q(θ)B˙(θ)e−tB(θ)2
)
dt
}
s=0
= 0.
These equalities imply that
∂
∂θ
ηB(θ) (s ; c(θ)) = −
s
Γ( s+12 )
∫ ∞
0
t
s−1
2 Tr
(
B˙(θ)e−tB(θ)2
)
dt+ F (s), (3.18)
where F (s) is an analytic function at least for Re s > −1 with F (0) = 0.
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Recall that
B(θ) = Ψ∗θBP˜(θ)Ψθ = e−iφ(x)T (θ)γ(∂x +A)eiφ(x)T (θ). (3.19)
Using the fact that T (θ)T ′(θ) = T ′(θ)T (θ) and Lemma 3.4, we have
B˙(θ) = e−iφ(x)T (θ) (iφ′(x)γT ′(θ) − iφ(x)γT ′(θ)A+ iφ(x)γAT ′(θ)) eiφ(x)T (θ), (3.20)
which leads to
Tr
(
B˙(θ)e−tB(θ)2
)
= Tr
{
(iφ′(x)γT ′(θ) − iφ(x)γ[T ′(θ), A] ) e−tB
2
P˜(θ)
}
. (3.21)
Since the support of φ is in [0, 1], the support of B˙(θ) is in [0, 1] × Y . Let Bcyl be the odd signature
operator defined by (1.7) on [0,∞)× Y . The heat kernel of
(
Bcyl
P˜(θ)
)2
was computed in [6] as follows.
e
−t
(
Bcyl
P˜(θ)
)2
(x, y) = (4pit)−
1
2
(
e−
(x−y)2
4t + (I − 2P˜ (θ))e− (x+y)
2
4t
)
e−tA
2
+(pit)−
1
2
(
I − P˜ (θ)
) ∫ ∞
0
e−
(x+y+z)2
4t A˜(θ)eA˜(θ)z−tA2dz, (3.22)
where A˜(θ) := (I − P˜ (θ))A(I − P˜ (θ)). The standard theory for heat kernel ([1], [3]) implies that the
asymptotic expansions of Tr
(
B˙(θ)e−tB(θ)2
)
is equal to that of Tr
(
B˙cyl(θ)e−t(Bcyl(θ))
2
)
up to
(
e−
c
t
)
for
some c > 0. With a little abuse of notation we write Bcyl by B again. Equation (3.21) leads to the
following equality.
Tr
(
iφ′(x)γT ′(θ)e−tB
2
P˜(θ)
)
(3.23)
=
i√
4pit
∫ ∞
0
φ′(x)dx Tr
(
γT ′(θ)e−tA
2
)
+
i√
4pit
∫ ∞
0
φ′(x)e−
x2
t dx Tr
(
γT ′(θ)(I − 2P˜ (θ))e−tA2
)
+
i√
pit
∫ ∞
0
∫ ∞
0
φ′(x)e−
(2x+z)2
4t Tr
{
γT ′(θ)(I − P˜ (θ))A˜(θ)eA˜(θ)z−tA2
}
dzdx.
Lemma 3.2 and Lemma 3.4 imply that Tr
(
γT ′(θ)(I − 2P˜ (θ))e−tA2
)
= 0. Since φ(x) = 1 near x = 0,
the third integral decays exponentially as t→ 0+. Hence,
Tr
(
iφ′(x)γT ′(θ)e−tB
2
P˜ (θ)
)
=
−i√
4pit
Tr
(
γT ′(θ)e−tA
2
)
+O(e−
c
t ). (3.24)
We refer to p.456 in [6] for the proof of the following equality.
A˜(θ)eA˜(θ)z−tA2 = (−cosθ)|A|(I − P˜ (θ))e−cosθ|A|z−tA2 . (3.25)
Then, we have
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Tr
(
−iφ(x)γ[T ′(θ), A]e−tB
2
P˜ (θ)
)
(3.26)
=
−i√
4pit
∫ ∞
0
φ(x)dx Tr
(
γ[T ′(θ), A]e−tA2
)
+
−i√
4pit
∫ ∞
0
φ(x)e−
x2
t dx Tr
(
γ[T ′(θ), A](I − 2P˜ (θ))e−tA2
)
+
−i√
pit
∫ ∞
0
∫ ∞
0
φ(x)e−
(2x+z)2
4t Tr
{
γ[T ′(θ), A](I − P˜ (θ))(−cosθ)|A|(I − P˜ (θ))e−cosθ|A|z−tA2
}
dzdx
=: (I) + (II) + (III).
Lemma 3.4 shows that Tr
(
γ[T ′(θ), A]e−tA2
)
= 0, which yields
(I) = 0, (II) =
i
2
Tr
(
γ[T ′(θ), A]P˜ (θ)e−tA2
)
+O(e−
c
t ). (3.27)
Change of variables, Lemma 3.2 and Lemma 3.4 show that
(III) =
−2icosθ√
pi
√
t
∫ ∞
0
∫ ∞
0
φ(
√
tx)e−(x+z)
2
Tr
(
γ[T ′(θ), A]P˜ (θ)|A|e−2
√
tcosθ|A|z−tA2
)
dxdz. (3.28)
Since |A| commutes with A, T ′(θ) and P˜ (θ), we denote
d(λ) := Trker(|A|−λ)
(
γ[T ′(θ), A]P˜ (θ)
)
. (3.29)
(III) = −icosθ
∑
06=λ∈Spec(|A|)
d(λ)
∫ ∞
0
∫ ∞
0
φ(
√
tx)
2√
pi
√
tλe−(x+z)
2
e−2cosθ
√
tλz−tλ2dxdz
= −icosθ
∑
06=λ∈Spec(|A|)
d(λ)
∫ ∞
0
2√
pi
∫ ∞
0
e−(x+z)
2
dx
√
tλe−2cosθ
√
tλz−tλ2dz +O(e−
c
t )
= −icosθ
∑
06=λ∈Spec(|A|)
d(λ)
∫ ∞
0
erfc(z)
√
tλe−2cosθ
√
tλz−tλ2dz +O(e−
c
t ), (3.30)
where erfc(x) := 2√
pi
∫∞
x
e−y
2
dy. To compute (III) more precisely we introduce the following concepts.
Let A, B be classical pseudodifferential operators and A be an elliptic operator of positive order on a
compact manifold. Then Tr
(
Be−tA
2
)
has an asymptotic expansion of the following type for t→ 0+.
Tr
(
Be−tA
2
)
∼
∑
Reα→∞
aα,k(A,B)t
α(log t)k. (3.31)
When B commutes with A2 and vanishes on kerA2, we define the eta function η(A,B ; s) by
η(A,B ; s) :=
1
Γ( s+12 )
∫ ∞
0
t
s−1
2 Tr
(
Be−tA
2
)
dt
=
∑
|λ|∈Spec(|A|)−{0}
(
Trker(|A|−|λ|)B
) |λ|−s−1. (3.32)
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Then the noncommutative residue res is defined as follows ([30], [31], [15]).
res(B) := −2 ord(A) a0,1(A,B) = ord(A) Ress=−1 η(A,B ; s). (3.33)
The following is well known ([30], [6]).
Lemma 3.6. If B is a classical pseudodifferential operator on a compact manifold with B2 = B, then
res(B) = 0.
We now go back to (3.30). We define a function Fθ(x) and its Mellin transform MFθ(s) ( see [6] for
details ) by
Fθ(x) = x
∫ ∞
0
erfc(z)e−2cosθxz−x
2
dz, MFθ(s) =
∫ ∞
0
xs−1Fθ(x)dx. (3.34)
Using the inverse Mellin transform, we have
(III) = −icosθ
∑
06=λ∈Spec(|A|)
d(λ) Fθ(
√
tλ) + O(e−
c
t )
= −icosθ
∑
06=λ∈Spec(|A|)
d(λ)
1
2pii
∫
Rew=c≫0
(
√
tλ)−w MFθ(w) dw + O(e− ct )
=
−icosθ
2pii
∫
Rew=c≫0
t−
w
2
∑
06=λ∈Spec(|A|)
d(λ) λ−w MFθ(w) dw + O(e− ct )
=
−icosθ
2pii
∫
Rew=c≫0
t−
w
2 η
(
A, γ[T ′(θ),A]P˜ (θ) ; w − 1
)
MFθ(w) dw + O(e− ct )
= −icosθ · ResRew<c
(
t−
w
2 η
(
A, γ[T ′(θ),A]P˜ (θ) ; w − 1
)
MFθ(w)
)
+ O(e−
c
t ). (3.35)
Equations (3.26), (3.27) and (3.35) show that
Tr
(
−iφ(x)γ[T ′(θ), A]e−tB
2
P˜(θ)
)
=
i
2
Tr
(
γ[T ′(θ), A]P˜ (θ)e−tA2
)
− icosθ · ResRew<c
(
t−
w
2 η
(
A, γ[T ′(θ), A]P˜ (θ) ; w − 1
)
MFθ(w)
)
+O(e−
c
t ). (3.36)
Equations (3.21), (3.24) and (3.36) lead to the following lemma.
Lemma 3.7.
Tr
(
B˙(θ)e−tB(θ)2
)
=
−i√
4pit
Tr
(
γT ′(θ)e−tA
2
)
+
i
2
Tr
(
γ[T ′(θ), A]P˜ (θ)e−tA2
)
− icosθ · ResRew<c
(
t−
w
2 η
(
A, γ[T ′(θ), A]P˜ (θ);w − 1
)
MFθ(w)
)
+O(e−
c
t ).
It is known that (3.14) has at most a simple pole at s = 0 (Theorem 3.4 in [6]) and has regular values
at s = 0 for θ = 0 and pi2 (for the case of θ =
pi
2 , see [14]). Moreover, MFθ(w) has only simple poles at
negative integers (Lemma 3.3 in [6]). The following lemma is due to [13] (cf. [6]).
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Lemma 3.8. Let A and B be classical pseudodifferential operators of order a and b, respectively, on a
compact manifold M with dimM = m. If A is a self-adjoint elliptic operator of positive order, then for
t→ 0+,
Tr
(
Be−tA
2
)
∼
∞∑
j=0
aj(A,B)t
j−m−b
2a +
∞∑
j=0
(bj(A,B) log t+ cj(A,B)) t
j .
The equation (3.18) with Lemma 3.7 and Lemma 3.8 (cf. Theorem 3.4 and 3.5 in [6]) implies that
d
dθ
Ress=0 ηB(θ)(s) = Ress=0
(
d
dθ
ηB(θ)(s)
)
=
4√
pi
a− 12 ,1(B(θ), B˙(θ)) =
1
pi
res (iγT ′(θ)) , (3.37)
where a− 12 ,1(B(θ), B˙(θ)) is the coefficient of t
− 12 log t in the asymptotic expansion of Tr
(
B˙(θ)e−tB(θ)2
)
for t→ 0+.
Lemma 3.9.
Tr
(
i γT ′(θ) e−tA
2
)
= 0.
Hence, res (iγT ′(θ)) = 0 and ηB(θ)(s) has a regular value at s = 0 for each 0 ≤ θ ≤ pi2 .
Proof. We recall that T ′(θ) = −i
(
U∗P−UΠ> 0
0 0
)
P∗. Using (3) in Lemma 3.1, we have
Tr
(
i γT ′(θ) e−tA
2
)
= Tr
(
γ
(
U∗P−UΠ> 0
0 0
)
P∗e−tA
2
)
= Tr
(
γ
(
0 U∗P−
0 0
)(
0 0
UΠ> 0
)
P∗e−tA
2
)
= Tr
(
−γ
(
0 0
UΠ> 0
)(
0 U∗P−
0 0
)
P∗e−tA
2
)
= Tr
(
γ
(
0 0
0 UP−U
∗
Π>
)
P∗e−tA
2
)
.
Since ΓY anticommutes with
((B2Y )− − (B2Y )+), we have, by (1.8) and (3.5),
Tr
(
i γT ′(θ) e−tA
2
)
=
1
2
Tr
(
γ
(
U∗P−UΠ> 0
0 UP−U
∗
Π>
)
P∗e−tA
2
)
=
1
2
Tr
{
iβ
((B2Y )−1 ((B2Y )− − (B2Y )+)) (B2Y )− 12 (∇Y ΓY + ΓY∇Y )( 0 −1−1 0
)
P∗e−tA
2
}
= 0,
which completes the proof of the lemma. 
Since MFθ(w) has a regular value at w = 1, Lemma 3.7 and (3.18) imply that
d
dθ
ηB(θ)(0 ; c(θ)) = −
2√
pi
a− 12 ,0(B(θ), B˙(θ)) (3.38)
= − 1√
pi
a− 12 ,0
(
A, iγ[T ′(θ), A]P˜ (θ)
)
+
2√
pi
cosθ ·MFθ(1)Resw=1
(
η
(
A, iγ[T ′(θ), A]P˜ (θ) ; w − 1
))
.
We note that
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a− 12 ,0
(
A, iγ[T ′(θ), A]P˜ (θ)
)
=
√
pi
2
Ress=0
(
η
(
A, iγ[T ′(θ), A]P˜ (θ) ; s
))
=
√
pi
2
Ress=0
(
η
(
A, iγ[T ′(θ), (signA)]P˜ (θ) ; s− 1
))
=
√
pi
2
res
(
iγ[T ′(θ), (signA)]P˜ (θ)
)
. (3.39)
Similarly,
Resw=1
(
η(A, iγ[T ′(θ), A]P˜ (θ) ; w − 1)
)
= Resw=1
(
η
(
A, iγ[T ′(θ), (signA)]P˜ (θ) ; w − 2
))
= Resw=−1
(
η
(
A, iγ[T ′(θ), (signA)]P˜ (θ) ; w
))
= res
(
iγ[T ′(θ), (signA)]P˜ (θ)
)
. (3.40)
The following lemma is straightforward.
Lemma 3.10.
T ′(θ)P˜ (θ) =
(
I − P˜ (θ)
)
T ′(θ)− i
2
(
0 W∗
−W 0
)
P∗,
where W := −UΠ>sinθ + UP−cosθ.
Equations (3.38), (3.39), (3.40) and Lemma 3.10 lead to the following result.
Lemma 3.11.
d
dθ
ηB(θ)(0 ; c(θ)) =
(
−1
2
+
2cosθ√
pi
·MFθ(1)
)
res
(
iγ[T ′(θ), (signA)]P˜ (θ)
)
= 0.
Proof. We note that
res
(
iγ[T ′(θ), (signA)]P˜ (θ)
)
= res
(
iγT ′(θ)(signA)P˜ (θ)
)
− res
(
iγ(signA)T ′(θ)P˜ (θ)
)
.
We are going to show that res
(
iγT ′(θ)(signA)P˜ (θ)
)
= 0 and res
(
iγ(signA)T ′(θ)P˜ (θ)
)
= 0 can be
shown in the same way. Since res is a trace,
res
(
iγT ′(θ)(signA)P˜ (θ)
)
= res
(
iP˜ (θ)γT ′(θ)(signA)P˜ (θ)
)
= res
(
iγ(I − P˜ (θ))T ′(θ)(signA)P˜ (θ)
)
= res
(
iγ
(
T ′(θ)P˜ (θ) +
i
2
(
0 W∗
−W 0
)
P∗
)
(signA)P˜ (θ)
)
= res
(
iγT ′(θ)P˜ (θ)(signA)P˜ (θ)
)
− 1
2
res
(
γ
(
0 W∗
−W 0
)
P∗(signA)P˜ (θ)
)
= cosθ res
(
iγT ′(θ)P˜ (θ)
)
− 1
2
res
(
γ
(
0 W∗
−W 0
)
P∗(signA)P˜ (θ)
)
.
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We note that
res
(
iγT ′(θ)P˜ (θ)
)
= res
(
iγT ′(θ)(I − P˜ (θ))
)
= res (iγT ′(θ))− res
(
iγT ′(θ)P˜ (θ)
)
,
which together with Lemma 3.9 shows that
res
(
iγT ′(θ)P˜ (θ)
)
=
1
2
res (iγT ′(θ)) = 0. (3.41)
We note that (signA) =
(
0 U∗Π>
UΠ> 0
)
P∗ and γ anticommutes with (signA) and
(
0 W∗
−W 0
)
.
Hence, we have
res
(
γ
(
0 W∗
−W 0
)
P∗(signA)P˜ (θ)
)
= res
(
γ
(
0 W∗
−W 0
)
P∗(signA)(I − P˜ (θ))
)
,
which shows that
res
(
γ
(
0 W∗
−W 0
)
P∗(signA)P˜ (θ)
)
=
1
2
res
(
γ
(
0 W∗
−W 0
)
P∗(signA)
)
=
1
2
res
((
iW∗UΠ> 0
0 iWU∗Π>
)
P∗
)
= −1
2
res
(
γ(signA)
(
0 W∗
−W 0
)
P∗
)
=
1
2
res
((
iU∗Π>W 0
0 iUΠ>W∗
)
P∗
)
. (3.42)
The above equality with Lemma 3.1 and Lemma 3.6 shows that
res
(
γ
(
0 W∗
−W 0
)
P∗(signA)P˜ (θ)
)
=
i
4
res
((
W∗UΠ> + U∗Π>W 0
0 WU∗Π> + UΠ>W∗
)
P∗
)
= − isinθ
2
res (P∗) = 0, (3.43)
which completes the proof of the lemma. 
For one parameter family of essentially self-adjoint Dirac operators BP˜(θ) (0 ≤ θ ≤ pi2 ) we define the
spectral flow SF(BP˜ (θ))θ∈[0,pi2 ] by
SF(BP˜ (θ))θ∈[0,pi2 ] := m+ −m−,
where m+ (m−) is the number of eigenvalues which start negative (non-negative) and end non-negative
(negative). The following formula is well known (cf. Lemma 3.4 in [17]).
η(BP−,L0 )− η(BΠ>,L0 ) = SF(BP˜ (θ))θ∈[0,pi2 ] +
∫ pi
2
0
d
dθ
ηB
P˜(θ)
(0) dθ. (3.44)
Lemma 3.11 and the result of Nicolaescu (Theorem 7.5 in [17], [23]) show that
24 RUNG-TZUNG HUANG AND YOONWEON LEE
η(BP−,L0 )− η(BΠ>,L0 ) = SF(BP˜ (θ))θ∈[0,pi2 ] = Mas(P˜ (θ), CM )θ∈[0,pi2 ], (3.45)
where CM is the Caldero´n projector for B on M and Mas(P˜ (θ), CM )θ∈[0,pi2 ] is the Maslov index for the
path P˜ (θ) and the constant path CM . We refer to [17] and [23] for the definitions of the Maslov index
and Caldero´n projector.
The unitary operators corresponding to the projection P+ is − UP− , which shows that for 0 ≤ θ ≤ pi2
P˜ (−θ) = 1
2
(
Id P (−θ)∗
P (−θ) Id
)
P∗ + PL0
is a smooth path connecting Π>,L0 and P+,L0 . Similar computation shows that
η(BP+,L0 )− η(BΠ>,L0 ) = SF(BP˜ (−θ))θ∈[0,pi2 ] = Mas(P˜ (−θ), CM )θ∈[0,pi2 ]. (3.46)
Summarizing the above arguments we have the following theorem, which is the main result of this section.
Theorem 3.12. Let (M, gM ) be a compact Riemannian manifold with boundary Y and gM be a product
metric near Y . Then :
(1) η(BP−,L0 )− η(BΠ>,L0 ) = SF(BP˜ (θ))θ∈[0,pi2 ] = Mas(P˜ (θ), CM )θ∈[0,pi2 ].
(2) η(BP+,L0 )− η(BΠ>,L0 ) = SF(BP˜ (−θ))θ∈[0,pi2 ] = Mas(P˜ (−θ), CM )θ∈[0,pi2 ].
4. Gluing formula of the refined analytic torsion
The gluing formula of the analytic torsion with respect to the relative and absolute boundary conditions
([9], [21], [29]) and the gluing formula of the eta invariant with respect to the APS boundary condition
([6], [7], [17], [32], [33]) are well known. In this section we are going to use Theorem 2.12 and Theorem
3.12 together with results in [9], [6] and [17] to obtain the gluing formula of the refined analytic torsion
when ∇ is an acyclic Hermitian connection.
Let (M̂, gM̂ ) be a closed Riemannian manifold of dimension m = 2r − 1 and Ê → M̂ be a flat vector
bundle with a flat connection ∇. We denote by Y a hypersurface of M̂ such that M̂ − Y has two
components whose closures are denoted by M1 and M2, i.e. M̂ = M1 ∪Y M2. We assume that gM̂ is a
product metric near Y and that ∇ is a Hermitian connection. Let ∂u be the unit normal vector field on
a collar neighborhood of Y such that ∂u is outward on M1 and inward on M2. We denote by BM̂ the
odd signature operator on M̂ and denote by BM1 , BM2 (E1, E2, gM1 , gM2) the restriction of BM̂ (Ê, gM̂ )
to M1, M2. We impose the boundary condition P+,L1 on M1 and P−,L0 on M2. Then (1.22) and (1.23)
show that
logDetgr,θ(BM1even,P+,L1 ) + logDetgr,θ(B
M2
even,P−,L0 ) (4.1)
=
1
2
m∑
q=0
(−1)q+1 · q ·
(
logDet2θ(BM1
q,P˜1
)2 + logDet2θ(BM2
q,P˜0
)2
)
− ipi
(
η(BM1even,P+,L1 ) + η(B
M2
even,P−,L0 )
)
.
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Theorem 2.12 together with Theorem 4.3 in [9] (p.36 in [9], cf. [21], [29]) leads to the following result.
Lemma 4.1. We assume that for each 0 ≤ q ≤ m, i = 1, 2, Hq(M̂, Ê) = Hq(Mi, Y ;Ei) = Hq(Mi;Ei) =
0. Then,
1
2
m∑
q=0
(−1)q+1 · q ·
(
logDet2θ(BM1
q,P˜1
)2 + logDet2θ(BM2
q,P˜0
)2
)
=
1
2
m∑
q=0
(−1)q+1 · q ·
(
logDet2θ(BM1q,abs)2 + logDet2θ(BM2q,rel)2
)
=
1
2
m∑
q=0
(−1)q+1 · q · logDet2θ(BM̂q )2.
Under the assumption in Lemma 4.1 Theorem 3.12 shows that
η(BM2P− ) − η(BM2Π>) = Mas(P˜ (θ), CM2)θ∈[0,pi2 ]. (4.2)
We next consider η(BM1P+ )− η(BM1Π<). Since ∂u is the outward normal derivative on a collar neighborhood
of Y on M1, to use Theorem 3.12 we rewrite the odd signature operator BM1 near the boundary by
BM1 = γ(∂u+A) = −γ(−∂u−A).
Here −∂u is the inward normal derivative to Y on M1. Since Π<(A) = Π>(−A) and I − P˜ (θ) is a path
connecting Π<(A) and P+, Theorem 3.12 shows that
η(BM1P+ ) − η(BM1Π<(A)) = η(B
M1
P+ ) − η(BM1Π>(−A)) = Mas(I − P˜ (θ), CM1)θ∈[0,pi2 ]. (4.3)
Equations (4.2) and (4.3) together with Theorem 8.8 in [17] show that
η(BM1P− ) + η(BM2P+ )
= η(BM1Π<) + η(BM2Π>) + Mas(P˜ (θ), CM2)θ∈[0,pi2 ] + Mas(I − P˜ (θ), CM1)θ∈[0,pi2 ]
= η(BM̂ ) + Mas(P˜ (θ), CM2)θ∈[0,pi2 ] + Mas(I − P˜ (θ), CM1)θ∈[0,pi2 ]. (4.4)
Lemma 4.2. Under the assumption of Lemma 4.1 we have :
Mas(P˜ (θ), CM2)θ∈[0,pi2 ] = Mas(I − P˜ (θ), CM1)θ∈[0,pi2 ].
In particular, η(BM1P− ) + η(BM2P+ ) ≡ η(BM̂ ) (mod 2 Z).
Proof. We put M1,r =M1 ∪Y ([0, r]× Y ), M2,r =M2 ∪Y ([−r, 0]× Y ) and M1,∞ =M1 ∪Y ([0,∞)× Y ),
M2,∞ =M2∪Y ((−∞, 0]× Y ). We denote the extensions of B to Mi,r, Mi,∞ by BMi,r , BMi,∞ and denote
the corresponding Caldero´n projectors by CMi,r , and Im CMi,r := LMi,r , and limr→∞ LMi,r := LMi,∞
for i = 1, 2. We also denote the orthogonal projection to LMi,∞ by CMi,∞ . Under the assumption of
Lemma 4.1 it is shown in [17] (p.610 in [17]) that LM1,∞ and LM2,∞ are Lagrangian subspaces and
LM2,∞ = γLM1,∞ . Hence CM2,∞ = −γCM1,∞γ. We define a homotopy (F (θ, s), G(θ, s)) onM2 as follows.
F (θ, s) = P˜ (θ), G(θ, s) = CM2,s , (0 ≤ θ ≤
pi
2
, 0 ≤ s ≤ ∞).
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Then, (F (θ, 0), G(θ, 0)) = (P˜ (θ), CM2) and (F (θ,∞), G(θ,∞)) = (P˜ (θ), CM2,∞). Since kerBΠ> and
kerBP− are topological invariants (cf. Lemma 1.2 and Proposition 4.9 in [1]), the assumption implies
that
dim (kerF (0, s) ∩ ImG(0, s)) = dim (kerΠ>(A) ∩ Im CM2,s) = 0,
dim
(
kerF (
pi
2
, s) ∩ ImG(pi
2
, s)
)
= dim
(
kerP− ∩ Im CM2,s
)
= 0,
which shows (cf. p.587 in [17]) that
Mas(P˜ (θ), CM2)θ∈[0,pi2 ] = Mas(P˜ (θ), CM2,∞)θ∈[0,pi2 ].
Similarly, we have
Mas(I − P˜ (θ), CM1)θ∈[0,pi2 ] = Mas(I − P˜ (θ), CM1,∞)θ∈[0,pi2 ] = Mas(−γP˜ (θ)γ, −γCM2,∞γ)θ∈[0,pi2 ].
Hence, we have (cf. p.586 in [17])
Mas(P˜ (θ), CM2)θ∈[0,pi2 ] = Mas(P˜ (θ), CM2,∞)θ∈[0,pi2 ] = Mas(−γP˜ (θ)γ, −γCM2,∞γ)θ∈[0,pi2 ]
= Mas(I − P˜ (θ), CM1,∞)θ∈[0,pi2 ] = Mas(I − P˜ (θ), CM1)θ∈[0,pi2 ],
which completes the proof of the lemma. 
Under the assumption of Lemma 4.1 the refined analytic torsion T
M̂
(gM̂ ,∇) on M̂ is defined by
(Definition 10.1 in [4])
logT
M̂
(gM̂ ,∇) = logDetgr,θ(BM̂even) + pii (rank(Ê)) η(BM̂,trivialeven ).
The refined analytic torsion TM1,P+(g
M1 ,∇) and TM2,P−(gM2 ,∇) onM1,M2 with respect to the boundary
conditions P+ and P− are defined similarly (Dfinition 4.9 in [14]). Lemma 4.1 and Lemma 4.2 lead to
the following theorem, which is the main result of this paper.
Theorem 4.3. Let (M̂, gM̂ ) be a closed Riemannian manifold of dimension m = 2r − 1 and Y be a
hypersurface so that M̂ = M1 ∪Y M2. We assume that gM̂ is a product metric near Y and for each
0 ≤ q ≤ m, i = 1, 2, Hq(M̂, Ê) = Hq(Mi, Y ;Ei) = Hq(Mi;Ei) = 0. Then,
log T
M̂
(gM̂ ,∇) = 1
2
m∑
q=0
(−1)q+1 · q · logDet2θ(BM̂q )2 − ipi η(BM̂even) + ipi(rank(Ê))η(BM̂,trivialeven )
≡ 1
2
m∑
q=0
(−1)q+1 · q ·
(
logDet2θ(BM1
q,P˜1
)2 + logDet2θ(BM2
q,P˜0
)2
)
−ipi
(
η(BM1even,P+) + η(BM2even,P−)
)
+ ipi(rank(Ê))
(
η(BM1,trivialeven,P+ ) + η(B
M2,trivial
even,P− )
)
= logTM1,P+(g
M1 ,∇) + logTM2,P−(gM2 ,∇) (mod 2piiZ).
Equivalently, we have
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T
M̂
(gM̂ ,∇) = TM1,P+(gM1 ,∇) · TM2,P−(gM2 ,∇).
References
[1] M. F. Atiyah, V. K. Patodi and I. M. Singer, Spectral asymmetry and Riemannian geometry, I, Math. Proc. Cambridge
Philos. Soc. 77 (1975), 43-69.
[2] C. Ba¨r Zero sets of solutions to semilinear elliptic systems of first order Invent. Math. 138 (1999), 183-202.
[3] B. Booβ-Bavnbek and K. Wojciechowski, Elliptic Boundary Value Problems for Dirac Operators, Birkha¨user, Boston,
1993.
[4] M. Braverman and T. Kappeler, Refined analytic torsion, J. Diff. Geom. 78 (2008), no. 2, 193-267.
[5] M. Braverman and T. Kappeler, Refined Analytic Torsion as an Element of the Determinant Line, Geom. Topol. 11
(2007), 139-213.
[6] J. Bru¨nning and M. Lesch, On the η-invariant of certain nonlocal boundary value problems, Duke Math. J. 96 (1999),
no. 2, 425-468.
[7] U. Bunke On the gluing problem for the η-invariant J. Diff. Geom. 41 (1995), 397-448.
[8] D. Burghelea, L. Friedlander and T. Kappeler, Mayer-Vietoris type formula for determinants of elliptic differential
operators, J. of Funct. Anal. 107 (1992), 34-66.
[9] D. Burghelea, L. Friedlander and T. Kappeler, Torsions for manifolds with boundary and glueing formulas, Math.
Nachr. 208 (1999), 31-91.
[10] M. Farber and V. Turaev, Absolute torsion, Tel Aviv Topology Conference: Rothenberg Festschrift (1998), Contemp.
Math., vol. 231, Amer. Math. Soc., Providence, RI, 1999, pp. 73–85.
[11] M. Farber and V. Turaev, Poincare´-Reidemeister metric, Euler structures, and torsion, J. Reine Angew. Math. 520
(2000), 195–225.
[12] G. Grubb, Trace expansions for pseudodifferential boundary value problems for Dirac-type operators and more general
systems, Ark. Mat. 37 (1999), 45-86.
[13] G. Grubb and R. Seeley, Weakly parametric pseudodifferential operators and Atiyah-Patodi-Singer boundary problems,
Invent. Math. 121 (1995), 481–529.
[14] R-T. Huang and Y. Lee The refined analytic torsion and a well-posed boundary condition for the odd signature
operator, arXiv:1004.1753.
[15] C. Kassel, Le re´sidu non commutatif (d’apre`s M. Wodzicki) in Se´minaire Bourbaki, 1988-89, exp. no. 708, Aste´risque
177-178 (1989), 199-229.
[16] J. Kazdan, Unique continuation in geometry Comm. Pure Appl. Math. 41 (1988), 667-681.
[17] P. Kirk, M. Lesch, The η-invariant, Maslov index and spectral flow for Dirac-type operators on manifolds with
boundary, Forum Math., 16 no. 4 (2004), 553-629.
[18] Y. Lee, Burghelea-Friedlander-Kappeler’s gluing formula for the zeta determinant and its applications to the adiabatic
decompositions of the zeta-determinant and the analytic torsion Trans. Amer. Math. Soc. 355 no.10 (2003), 4093-
4110.
[19] Y. Lee The zeta-determinants of Dirac Laplacians with boundary conditions on the smooth self-adjoint Grassmannian
J. Geom. Phys. 57 (2007), 1951-1976.
[20] J. Lott and M. Rothenberg, Analytic torsion and group actions J. Diff. Geom. 34 (1991), 431-481.
[21] W. Lu¨ck Analytic and topological torsion for manifolds with boundary and symmetry J. Diff. Geom. 37 (1993),
263-322.
[22] J. Mu¨ller and M. Mu¨ller, Regularized determinants of Laplace type operators, analytic surgery and relative determi-
nants, Duke Math. J. 133 no.2 (2006), 259-312.
[23] L. Nicolaescu The Maslov index, the spectral flow, and decomposition of manifolds Duke Math. J. 80 (1995), 485-533.
[24] R. Seeley, Topics in Pseudo-Differential Operators, in : CIME Conference on Pseudo-Differential Operators (Stresa
1968), Ed. Cremonese, Rome, 1969, 167-305.
[25] V. G. Turaev, Reidemeister torsion in knot theory, Russian Math. Survey 41 (1986), 119-182.
[26] V. G. Turaev, Euler structures, nonsingular vector fields, and Reidemeister-type torsions, Math. USSR Izvestia 34
(1990), 627-662.
28 RUNG-TZUNG HUANG AND YOONWEON LEE
[27] B. Vertman, Refined analytic torsion on manifolds with boundary, Geom. Topol. 13 (2009), 1989-2027.
[28] B. Vertman, Gluing formula for refined analytic torsion, arXiv:0808.0451
[29] S. M. Vishik, Generalized Ray-Singer conjecture I : A manifold with a smooth boundary, Comm. Math. Phys. 167
no.1 (1995), 1-102.
[30] M. Wodzicki, Spectral asymmetry and local invariants (in Russian), Habilitation thesis, Steklov Math. Inst., Moscow,
1984.
[31] M. Wodzicki, ”Non-communicative residue, I” in Fundamentals in K-theory, Arithmetric and Geometry (Moscow,
1984-1986), Lecture Notes in Math. 1289, Springer-Verlag, Berlin, (1987), 320-399.
[32] K. P. Wojciechowski, The additivity of the η-invariant. The case of an invertible tangential operator, Houston J.
Math. 20 (1994), 603-621.
[33] K. P. Wojciechowski, The additivity of the η-invariant. The case of a singular tangential operator, Comm. Math.
Phys. 201 (1999), 423-444.
Institute of Mathematics, Academia Sinica, 6th floor, Astronomy-Mathematics Building, No. 1, Section 4,
Roosevelt Road, Taipei, 106-17,Taiwan
E-mail address: rthuang@math.sinica.edu.tw
Department of Mathematics, Inha University, Incheon, 402-751, Korea
E-mail address: yoonweon@inha.ac.kr
