Abstract. The nine quadratically convergent algorithms for function minimization appearing in Ref. 2 are tested through several numerical examples. A quadratic function and four nonquadratic functions are investigated. For the quadratic function, the results show that, if highprecision arithmetic together with high accuracy in the one-dimensional search is employed, all the algorithms behave identically: they all produce the same sequence of points and they all lead to the minimal point in the same number of iterations (this number is equal at most to the number of variables). For the nonquadratic functions, the results show that some of the algorithms behave identically and, therefore, any one of them can be considered to be representative of the entire class. The effect of different restarting conditions on the convergence characteristics of the algorithms is studied. Proper restarting conditions for faster convergence are given.
Introduction
In a previous paper (Ref. 2) , Huang developed a unified method for constructing a generalized quadratically convergent algorithm for the minimization of a function f(x), where f is a scalar and x an n-vector. He proved that all the existing conjugate-gradient algorithms and variable-metric algorithms can JOTA: VOL. 6, NO. 3, 1970 be obtained as particular cases. In addition, several new" practical algorithms were generated. The following properties were required: (a) the algorithms use one-dimensional search only; (b) for a quadratic function, the algorithms are capable of converging quadratically to the minimal point, that is, the minimal point is achieved in a number of iterations at most equal to the number of variables; (c) the algorithms employ the function and its gradient g(x) only; and (d) the algorithms employ only information at the present stage immediately previous to the presentA In this report, the algorithms presented in Ref. 1 are studied and compared through several numerical examples. For conciseness, a summary of these algorithms is given in Section 2. Quadratic functions are discussed in Sections 3-5 and nonquadratic functions are discussed in Section 6-8.
Summary of Quadratically Convergent Algorithms
A minimizing algorithm is represented by the relations
where the subscript i denotes the present point and the subscript i q-1 denotes the next point. Here, Pi, an n-vector, is the search direction; H i , an n × n matrix, characterizes a particular algorithm; A x i , an n-vector, is the displacement vector; and ~i, a scalar, is the stepsize. The sequence of steps is as follows: (a) at a given point x i , the gradient gi is computed; (b) the matrix H e is either given a priori or is updated in a way to be discussed later; (c) the search direction Pi is computed according to Eq, (1-1); (d) the stepsize a t is determined by a one-dimensional search on the function f(xi+l) f ( x i~iPi); in this search, the function f ( x i --c~ipi) is minimized with respect to the stepsize; (e) the displacement Ax i is computed according to Eq. (1-2); and (f) the next point xi+ 1 is obtained from Eq. (1-3) . Steps (a) through (f) form a complete iteration leading from the present x i to the next point x~+ 1 . For a given point x i , steps (a) through (f) are completely fixed except for the specification of the matrix H i in step (b). The specification of the matrix H e is given below.
The terminology employed here is identical with that of Ref. 2. 
