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Correspiondence 
Radiation Imaging Operators Applied to the 
Detection of Velocity and Density 
Contrast Boundaries 
Md. Ishfaqur Raza, 
Richard E. DuBroff, Senoir  Member,  IEEE, 
and  James L. Drewniak, Member, IEEE 
Abstract-A procedure for imaging interfaces formed by 
simultaneous density and velocity contrasts in acoustic me- 
dia is described. The procedure is based on the properties 
of radiation imaging operators-a class of linear differential 
operators parametrically dependent on the acoustic prop- 
erties of the media. An example of this procedure is demon- 
strated through the use of numerical simulation. Results, in 
the form of interface images, are shown, assuming the bulk 
acoustic characteristics (velocity and density) on both sides 
of the interface are known. 
[. INTRODUCTION 
HE OBJECTIVE of this investigation is to reconstruct the T images of acoustic interfaces formed by simultaneous ve- 
locity and density contrasts. In [l], radiation imaging operators 
were introduced as the basis of a nondestructive imaging tech- 
nique to detect acousiic interfaces between materials having 
different acoustic velocities. In this paper, the approach is ex- 
tended to take into consideration materials having contrasting 
densities as well. 
Input data for this procedure consists of a set of spatially 
and temporally sampled values of the total acoustic wave (in- 
cident and scattered) produced by one or more known sources 
placed at known locations. The spatial sampling corresponds 
to  a number of acoustic sensors located at discrete points on a 
reference (datum) surfxe,  as shown in Fig. 1. This datum sur- 
face resides entirely in medium 1. Further description of Fig. 1 
will be given in Section 11. 
The technique presented here uses a radiation imaging oper- 
ator (RIO) based on a second order radiation boundary condi- 
tion (RBC) combined with material boundary conditions sat- 
isfied at the interface, as in [l]. The RBCs were introduced by 
Engquist and Majda [f] in 1977. A general discussion on RBCs 
and some of their subsequent applications can be found in [3]. 
11. CONSTRUCTING THE RADIATION IMAGING OPERATOR 
Fig. 1 shows an interface between two acoustic media, each 
in the form of a semi-infinite half space. The unit vectors ii and 
.i denote the normal and tangential directions at each point 
along the interface. The half spaces are characterized by acous- 
tic velocities of c1 and (:z, respectively. The mass densities of the 
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Fig. 1. The computational (xy) and boundary oriented ( ~ t )  coordi- 
nate systems. 
two media are pl  and p2. The zy coordinate system is chosen 
as any convenient computational coordinate system, selected 
without regard for the orientation of the boundary between 
the two media. The q< coordinate system is a boundary ori- 
ented coordinate system, chosen so that the boundary normal 
at point Q, an arbitrary point on the interface, is entirely in the 
17 direction. The variable s refers to arclength measured along 
the interface. Arclength is arbitrarily defined to  increase in the 
direction of increasing T .  The designation of point Q as the 
origin of the v< coordinate system (as shown in Fig. 1) is not 
strictly necessary provided the q and E axes are, respectively, 
perpendicular and tangential to the boundary at point Q. 
As noted in [I], a second order RBC for a wave propagating 
in the q direction into the interior of Medium 2 at point Q can 
be written as: 
Converting this RBC into a usable radiation imaging operator 
then consists of two steps. First, all of the partial derivatives 
acting upon p2 (r, t )  need to be converted into partial deriva- 
tives acting upon PI (r, t )  since the observed data is presumed 
to consist of a set of sampled values of p1 ( r , t )  rather than a 
set of sampled values of pa (r, t ) .  Second, partial differentiation 
in the boundary oriented coordinate system (.I<) needs to be 
transformed into partial differentiation in the computational 
coordinate system (zy). 
The conversion procedure begins with the acoustic material 
boundary conditions (MBCs) satisfied at the interface express- 
ing continuity of pressure and continuity of the normal compo- 
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nent of displacement: 
a d 
PZ (r, t )  = P I  (r, t )  and -PZ (r, t )  = y-PI (r, t )  . dn an ,n\ 
\A )  
Letting s represent arclength measured along the interface; 
assuming that the pressure functions, pi ( r , t )  and pz ( r , t )  at  
point Q, are continuously differentiable up to  the second order; 
and assuming that the interface is sufficiently smooth, MBCs 
in (2) can be written as: 
for k = 0,1 (4) 
where y represents the mass density ratio ( p 2 / p l ) .  Furthermore, 
as shown in Fig. 1, the direction is tangential to the interface 
at point &. Therefore, 
When (3) through (6) are used to express the partial deriva- 
tives of p z  (r, t )  evaluated at  point Q in terms of partial deriva- 
tives of PI (r , t) ,  (1) becomes: 
Transforming the independent variables, and E ,  into the com- 
putational coordinates, z and y, finally yields the following con- 
dition on p l  (r, t )  at point &: 
The partial differential operator in (8) is a RIO. The op- 
erator depends upon the values of the parameters cg, y, n,, 
and 3 at point &. The parameter nuis not an independent 
parameter because n; + n% must equal 1. Using the notation 
C R I ~  (CZ, y, n,, $1 to refer to this differentia1 operator, it is 
possible t o  define an image function, Z(r) ,  at cach point in 
space as the time averaged absolute value of the left side of (S), 
that is: 
111. NUMERICAL RESULTS 
The proposed imaging procedure, based on (9), was 
tested using data generated by a finite-difference time-domain 
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Fig. 2. An interface separating two acoustic media 
shown in Fig. 2. The spatial computational grid for the FDTD 
algorithm consisted of 81 computational nodes in the x direc- 
tion by 81 computational nodes in the y direction, and the 
record length was 800 time steps. The simulated acoustic source 
consisted of a line source, located at  ( X ,  U )  = (3,40) where X 
and Y represent the z and y coordinates normalized by the 
sampling intervals, b, and b,, respectively. The source signa- 
ture function was a Gaussian pulse in the form of 
with t o  = 11.9 msec and T = 5.1 msec. At the 20 dB band- 
width of this signature function, the computational grid shown 
in Fig. 2 is approximately 9 wavelengths long on each side. 
For each of the 81 computational nodes on the datum surface 
(Y = 0 to 80 for X = 5), the FDTD algorithm yielded a set 
of 801 consecutive time samples of the total acoustic pressure, 
p l  (r, t ) .  These sampled values of the total acoustic pressure on 
the datum surface constitute the input for the imaging proce- 
dure. 
A schematic diagram of the imaging procedure is shown in 
Fig. 3. In this diagram the data obtained from the FDTD al- 
gorithm is shown in Block 0. The value of the incident wave 
( p z  (r, t )  as shown in Block 1) can, in many ca5e5 involving 
simple sources, be calculated analytically or, alternatively, it 
can be calculated numerically. The latter approach was used in 
this case. Subtracting the values of the incident wave at the da- 
tum from the corresponding values of the total acoustic wave at  
the datum yields the scattered wave at the datum (p3 (r, t)lSo 
as shown in Block 2; So indicates the datum). By applying 
the FDTD algorithm in reverse time [6], [7],  the values of the 
scattered wave a.t points below the datum can then be calcu- 
lated (ps  (r,t) in Block 3). The incident and scattered waves 
at points below the datum can then be recombined to  produce 
the total acoustic wave ( p l  ( r , t )  in Block 4) at  points below 
the datum. The final step then consists of forming the image 
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Fig. 3 .  Flowchart of ima5ing procedure 
function, Z(P) ,  as shown in Block 5. The partial derivatives in 
13~10 are all evaluated using finite-difference approximations. 
The resulting image function for the model shown in Fig. 2 
was calculated and is displayed in Fig. 4. The range of values 
of the image function has been normalized by dividing the ac- 
tual value of the image function by its maximum value over all 
points in the image subdomain. In calculating this image, the 
correct values of cg and y (cg = 2000 m/s and y = 2) were 
used in (9). The curvature of the interface (9) was assumed 
to be equal to zero everywhere. The z and y components of the 
boundary normal direction (n, and n,) were assumed to be 1 
and 0, respectively. 
In Fig. 4, the interface corresponds to a region of relatively 
small values of the image function. The contrast between this 
region and the rest of the image can be enhanced by using 
standard image procejsing techniques (e.g., [8]). The Lapla- 
cian operator, for example, when applied to a discretized image 
function with equal sampling intervals in the z and y directions 
yields a new image function, where 
4 ZX+l,Y +Zx,Y-l +ZX,Y-l +Zx,y+1 Z&,y = - 
6: 
-Zx,y . [ 4 '(10) 
As can be seen from ( l o ) ,  the new image function provides a 
measure of the difference between the image intensity at one 
pixel and the average of the image intensities at neighboring 
pixels. The enhanced contrast in the new image function is 
shown in Fig. 5. One I-eadily available measure of the error in 
this image is to  consider, for each value of Y between 10 and 
70, the vertical displacement between the true position of the 
interfaLe (in Fig. 2) and the value of X at which Zh,y attains its 
maximum value. Applying this criteria to the image in Fig. 5, 
the maximum vertical error in locating the interface is less than 
0.6 wavelengths and occurs near the point where the interface 
changes slope. A slightly smaller error (about 0.5 wavelengths) 
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Fig. 4. Normalized image function output. 
exception of the intervals 56 5 Y 5 70 and 30 5 Y 5 51, the 
vertical error is less than one spatial sampling interval. 
IV. CONCLUSIONS 
The accuracy of this proposed imaging technique depends 
upon several factors. Some of these factors, such as the effect 
of finite aperture width [9], are well-known and are common 
to many different imaging techniques. In addition, there are a 
number of other factors which are particularly significant in the 
use of radiation imaging operators. 
For example, neglecting the boundary curvature term, 
- ( l /2 )  ci (d2q /ds2 )  [n,& + n,d,], in (8) would be justified 
when the interface is known to be flat. More generally, by com- 
paring the terms 
it can be shown [4] that for a time harmonic wave 
when the radius of curvature of the boundary is large com- 
pared to times the wavelength. Under this condition the 
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Fig. 5. Normalized Laplacian of the image function output. 
curvature of the interface can be neglected. In the case of the in- 
terface shown in Fig. 2,  this condition is obviously not satisfied 
at the point where the slope of the interface changes abruptly. 
The use of an  incorrect value for the angle Q as shown in 
Fig. 1, corresponding to  incorrect values for the parameters ns 
and ny,  is another potential source of error. In obtaining the 
images shown in Figs. 4 and 5, the angle Q was assumed to  be 
O ” ,  i.e., n, = 1 and ny = 0, uniformly throughout the image 
subdomain. An incorrect selection for n, and ny affects the 
image quality in two ways. 
First, the second order RBC, (l), used in the construction 
of the radiation imaging operator is satisfied exactly for a plane 
wave propagating in the boundary normal direction. For plane 
waves propagating in other directions, this RBC is only satis- 
fied approximately [3], [lo]. Second, an incorrect choice for this 
angle introducea errora in thc forinuloa [such as (4)] used to  
relate the derivatives of pz  (r, t )  to  the derivatives of p1 (r, t ) .  
Nevertheless, the results given in Figs. 4 and 5 show that this 
imaging method can accommodate some degree of misalign- 
ment between the assumed values of ns and ny and their cor- 
rect values. Specifically, for the inclined portion of the interface 
in Fig. 2, the correct values of ns and ny were cos (26.6’) and 
s sin (26.6’). However, the inclined portion of the interface is 
still clearly visible in Figs. 4 and 5, even when (9) used ns = 1 
and ny = 0 uniformly throughout the image subdomain. 
Possible extensions of this approach include reformulating 
the radiation imaging operators to  utilize different types of 
RBCs. The second order RBC given in (1) generally intro- 
duces small errors when the acoustic pressure, p2 (r , t)  is not 
a plane wave propagating in the boundary normal direction. 
Other types of RBCs, such as PML [ll], could potentially re- 
duce this source of error. Preliminary attempts to  determine 
the values of y, c2, and by applying least squares optimiza- 
tion to  (9) have, so far, been unsuccessful; part of the difficulty 
may be due to  the inherent limitations of the underlying RBC 
used in (1). Radiation boundary conditions of higher order [12] 
might also be useful in extending this method to  allow for the 
determination of parameters in the second medium. Unfortu- 
nately many of the higher order RBCs require the numerical 
evaluation of higher order derivatives and this, in turn, may sig- 
nificantly increase the computational burden required to  gen- 
erate images using this approach. 
One possible advantage of extending this approach to  inter- 
faces in three spatial dimensions concerns the finite-difference 
time-domain extrapolation process for the scattered waves. As 
in [l], the final conditions used for this type of extrapolation 
assumed that the incident and scattered wavefields had become 
negligible at the end of each record (i.e., after 801 time steps). 
Due to  the dispersive nature of two-dimensional wave propa- 
gation [13], this assumption is more easily met in three spatial 
dimensions. 
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