A peer-to-peer estimator computes local estimates at each node by combining the information from neighboring nodes without the need of central coordination. Although more flexible and scalable, peer-to-peer minimum variance estimators are difficult to design because of message losses and lack of network coordination. In this paper, we propose a new peer-topeer estimator that allows to recover a time-varying scalar signal from measurements corrupted by an unknown non-zero mean independent noise or disturbances. Message losses occurring over the network and absence of central coordination are considered. Novel theoretical solutions are developed by taking advantage of a model of the signal dynamics. The proposed approach simultaneously guarantees a bounded mean value and minimum variance of the estimation error. Simulation results illustrate the performance of the proposed method.
INTRODUCTION
Because of the growing interest in networked control, detection and monitoring systems, wireless sensor networks (WSNs) play a key role providing communication and sensing capabilities see for example Park et al. (2011) ; Fischione et al. (2011) . Distributed estimation of physical variables is a typical task of interest for a WSN. Accurate estimates of these variables is needed for many applications, spanning from traffic control, industrial automation, environment monitoring, to security systems Luo et al. (2006) . However, efficient distributed computation over WSNs is difficult, due to the limited communication range and sensing capabilities of the nodes, packet losses, the lack of central coordination, and measurement noise. Adaptive estimation algorithms must be designed to cope with these non-ideal conditions, while offering high accuracy.
A particular instantiation of distributed estimators is a peer-to-peer estimator, where local estimates and measurements are locally combined at each node to produce an estimate. Such scheme is clearly more flexible than centralized solutions, as each node takes advantage of data exchange only among neighbors. The challenge is that local processing must be carefully designed to avoid heavy computations and uncontrolled uncertainty propagation throughout the network.
In this paper, a peer-to-peer estimator is investigated in the presence of message losses (or packet losses) and knowledge of the dynamics of the signal to be estimated. The design of the estimator is based on the solution of a Fast-Lipschitz optimization problem that provides optimal weights guaranteeing the estimator stability. We show how the peer-to-peer estimation problem has a unique global optimal solution, which can be computed numerically in a distributed fashion. The proposed adaptive estimator is designed to work on arbitrary networks and in presence of packet losses. This paper is a natural extension of the peerto-peer estimator we proposed in Speranzon et al. (2008) , which was designed under the assumption of perfect communication and limited knowledge of the signal dynamics.
Related works include Xiao et al. (2007) ; Xiao and Boyd (2004); Luo (2005) , where estimator weights are computed in a centralized way, Xiao et al. (2005) ; Xiao and Boyd (2004) and Russell et al. (2011) , where each node requires the full knowledge of the Laplacian matrix associated to the communication graph. In our proposed estimator, nodes need to exchange information with other neighboring nodes, as opposed to Cattivelli et al. (2008) ; Lopes and Sayed (2008) , where communication is only with onehop neighbors. The estimator we propose in this paper is related to recent contributions on low-pass filtering by diffusion or model-based mechanisms. For example, in Speranzon et al. (2006); Olfati-Saber and Shamma (2005) ; Hu et al. (2012); Cattivelli and Sayed (2010a,b) , each node of the network obtains the average of the initial samples collected by nodes. In Shang et al. (2004); Luo (2005) ; Farina et al. (2010) , distributed filtering using model-based approaches is studied in various wireless network contexts. In particular, distributed Kalman filters and more recently a combination of the diffusion mechanism with distributed Kalman filtering have been investigated, e.g., Kamgarpour and Tomlin (2008) ; Hu et al. (2012); Liang et al. (2010) . In Olfati-Saber and Jalalkamali (2012); Kar et al. (2012) , a strategy where the estimator works at the same time as the communication update is studied. The distributed estimator that is proposed in this paper features better estimates when compared to similar distributed algorithms presented in the literature, but at the cost of an increased computational and communication complexity.
The reminder of the paper is organized as follows: after introducing the notation in Subsection 1.1, the estimation problem is formulated in Section 2. An approach to the solution is provided in Section 3. The analytical results are illustrated by simulations in Section 4. Finally, the paper is concluded in Section 5.
Notation
Given a stochastic variable x, E x denotes its expected value. With E x f (x) we mean that the expected value of a function f (.) is taken with respect to the probability density function of the random variable x. We keep explicit the time dependence to remind the reader that the realization is given at time t. With ∥ · ∥ we denote the ℓ 2 -norm of a vector or the spectral norm of a matrix. Given a matrix A, γ(A) denotes the largest singular value. Given the matrix B, A•B is the Hadamard (element-wise) product between A and B. With A † we denote the Moore-Penrose pseudoinverse of the matrix A, see Horn and Johnson (1985) for details. With a ≼ b and a ≽ b denote the element-wise inequalities. With I and 1 we denote the identity matrix and the vector (1, . . . , 1)
T , respectively, whose dimensions are clear from the context. Let N 0 = N ∪ {0}. To keep the notation lighter, the time dependence of the variables and parameters is not explicitly indicated, when this does not create misunderstandings.
PROBLEM FORMULATION
Consider a WSN with N > 1 sensor nodes. At every time instant, each sensor in the network takes a noisy measurement y i (t) of a scalar signal x(t) described by a partially known model. Formally we have that for t ∈ N and i = 1,
where a, c i ∈ R are known, while a, c i ̸ = 0, and v i (t) is normal distributed with zero mean and variance σ 2 vi and E v i (t)v j (t) = 0 for all t ∈ N 0 , i ̸ = j. Furthermore we assume that δ(t) models an unknown disturbance. We will provide in the following a more detailed description of δ(t). A major difference of this problem formulation, compared to our earlier work Speranzon et al. (2008) , is that here we assume a model of the signal.
We model the network as a graph. In particular we consider a graph, G(t) = (V, E), where V = {1, . . . , N } is the vertex set and E ⊆ V × V is the edge set. We assume that the vertex and the edge sets are fixed. The set of neighbors of node i ∈ V plus node i is denoted as N i = {j ∈ V : (j, i) ∈ E} ∪ {i}. Namely N i is the set containing the neighbors that a node i can have, including itself.
Every node broadcasts data packets, so that these packets can be received by any other node in the communication range as described by the edge set. However, over an edge, packets may be dropped because of bad channel conditions or radio interference. Let ϕ ij (t), with i ̸ = j, be a binary random variable associated to the packet losses from node i to j at time t. For i ̸ = j, we assume that the random variables ϕ ij (t) are independent with probability mass function:
Pr(ϕ ij (t) = 1) = p ij , Pr(ϕ ij (t) = 0) = q ij = 1 − p ij , where p ij ∈ [0, 1] denotes the successful packet reception probability. The packet reception probabilities are assumed to be independent among links, and independent from past packet losses. These assumptions are natural when the coherence time of the wireless channel is small with respect to the typical communication rate of packets over WSN, Stüber (1996) .
We assume every node i computes an estimatex i (t) of x(t) by taking a linear combination of its own and of its neighbours' estimates and measurements. Definex(t) = (
withx(0) = y(0), C is a diagonal matrix whose diagonal is the vector (c 1 , . . . , c N ) T and where
in which the j-th element is the weight coefficient used by node i for information coming from node j at time t, and φ i|t ∈ R N denotes the vector of the packet reception process realization of the process ϕ i (t) at time t, as seen from node i with respect to all nodes of the network. Specifically, let the j-th element of φ i|t , with j ̸ = i, be φ ij |t . Notice that at a given time instant, the j-th component of φ i|t is zero if no data packets are received from node j. Let N φ i = {j ∈ N i : φ ij |t ̸ = 0}, namely such a set collects the nodes communicating with node i at time t. The number of nodes in the set is
PEER-TO-PEER MINIMUM VARIANCE ESTIMATOR
In this section we extend the weights derivation proposed in Speranzon et al. (2008) to the case of known model of the signals and networks with packet losses.
Distributed Variance Minimum
Let e(t) = (e 1 (t), . . . , e N (t)) T , with e i (t) = x(t) −x i (t), i = 1, . . . , N , be the vector of the estimation errors. We assume that (k i φ i|t )
T 1 = 1 to remove the explicit dependence of the estimation error on the past values of the signal. This is a condition that we adopt for analytical simplicity. Then for each node i, the error dynamics can be obtained by
Define G(t) the matrix with i-th row given by the vector g i (t), for i = 1, . . . , N . Let φ |t be the matrix where the i-th row is the vector φ T i|t . The average estimation error of the estimator (2) is bounded throughout the network provided that a condition on the maximum singular value of the matrix G(t) • φ |t holds: Proposition 1. Assume that
where γ max is a positive value smaller than min(1, |a| −1 ) for all t ∈ N, and for each and every packet loss realization φ |t of Φ(t).
Then the corresponding function of the estimation error, computed with respect to the measurement noise and packet losses, is
Remark 2. Notice that the expected error converges to a neighborhood of the origin exponentially fast, and more precisely with rate γ max < min(1, |a| −1 ).
Remark 3. Notice that δ(t) could be sum of the independent Gaussian noise and the disturbance. Or it could represent the noise including the model uncertainty.
The previous proposition is useful because gives us a constraint on the weights so that the estimation error is stable. We compute the weights so that the estimation error variance is minimized under such a stability constraint. Every node computes the weights by solving at each time step the following optimization problem min
where Γ(t) = (a 2 P(t) + σ
with P(t) = E (e(t) − E e(t))(e(t) − E e(t))
T , while
. In this optimization problem, the objective function is the average variance of the estimation error at each node. The first constraint comes from the fact that (k i φ i|t ) T = 1, whereas the last constraint is a consequence of Proposition 1. It turns out that the last constraint in problem (4) is guaranteed if there exists some positive scalars ψ i (t), i = 1, . . . , N , such that
where
} is the collection of communicating nodes located at two hops distance from node i plus communicating neighbours of i at time t. The condition (5) was proven in Proposition III.1 in Speranzon et al. (2008) .
The optimal solution of problem (4) is obtained in two steps: First, we let ψ i (t) be fixed, which gives a convex optimization problem and thus it is solved by applying Lagrange dual theory to the variables g i (t) and h i (t). This yields the optimal expressions of g i (t) and h i (t) as function of ψ i (t). Second, these expressions are used in the cost function, which is then minimized in the variable ψ i (t), thus obtaining the optimal value of ψ i (t), g i (t) and h i (t). Details follows in the sequel.
First Step: Weights Computation
For the first step, we have this result: Proposition 4. Given a covariance matrix P(t − 1) and a realization φ i|t of ϕ i (t), the weights that solve the optimization problem (4) are
and the value of λ * i (t) is in the interval [ 0, max
. which can be computed by a simple bisection algorithm.
Second Step: Threshold Computation
We have now to compute the values of ψ i (t) that solve optimization problem (4). This problem must be solved at each iteration of the estimation process. By substituting (6) and (7) in the cost function of (4), we see that the larger is ψ i (t), the lower is the cost function. In other words, the larger is ψ i (t), the lower is the estimation error variance at node i. Since ψ i (t) must be maximized for i = 1, . . . , N , it follows that ψ i (t) is given by the solution to the following multi-criterion optimization problem max
where S(ψ(t)) = (S 1 (ψ(t)), . . . , S N (ψ(t))) T , ψ(t) = (ψ 1 (t), . . . , ψ N (t)). Notice that the cost function is a vector whose components are coupled by the constraints (10b). Thus the problem is a multi-criterion optimization problem and each threshold ψ i (t) must be optimized simultaneously. Remark 5. It is easy to show that the problem (10) is FastLipschitz, see Fischione (2011) , and the solution can be computed by iterative parallel and distributed algorithms.
Error Covariance Matrix
The weights g i (t) and h i (t), whose expression are given in (6) and (7), depend on the thresholds ψ i (t), through the values λ i (t), and on the error covariance matrix P(t − 1). We dedicate the rest of this subsection on how to compute locally the error covariance matrix P(t − 1).
Because of the packet loss process, node i requires only the elements of P(t − 1) corresponding to the neighbors that have successfully communicated with node i, namely the matrix P(t−1)•φ i|t φ T i|t . In case of perfect communication, each node could estimate efficiently the error covariance matrix from data. In particular, letP i (t−1) the estimation of the covariance matrix computed by node i, then
is the sample mean. The vectorε i (t) is the vector of the estimation errors of the neighboring nodes available at node i, which is obtained by a Tichonov regularization approach, as discussed in Speranzon et al. (2008) , but with a different matrix A given by
However, here we need to extend the covariance matrix estimation to the case of packet losses.
When a node j exchanges data with its neighboring node i, after an outage period, node i needs to re-initialize reasonably the j-th row and column ofP i (t) in order to take advantage of the new acquired neighbor. We consider the following re-initialization of elements of the error covariance matrixP i (t). If at time t a new neighbor of a node is exchanging data, then the diagonal element of the estimate of the error covariance matrix at time t − 1, corresponding to such a neighbor, is initialized to the maximum element in the diagonal of the error covariance matrix. More precisely, let j ∈ N i and assume that for t ∈ (t 1 , t 2 ), j / ∈ N φ i|t 1 , and that j ∈ N φ i|t 2 . Then we have
This heuristic is motivated by that all nodes are collaborating to build an estimate of x(t), and they are using the same algorithm. Thus the maximum variance of the estimation error that a neighbor of a node is affected by must not be larger than the worst variance of the estimation error of other neighbors. Obviously, chances are that the heuristic might overestimate the variance associated to a new neighbor. However, from simulations in Section 4 we see that this strategy works well in practice, even in the presence of high packet loss probabilities.
Performance Analysis
The variance of the estimation error is obtained by averaging over the distribution of the measurement noise. Proposition 6. For any packet loss realization φ i|t of ϕ i (t), the optimal value of k i (t) and h i (t) are such that the error variance at node i satisfies
IMPLEMENTATION AND NUMERICAL RESULTS
In this section we summarize the main steps that a node has to implement according to our estimation algorithm, and then we give numerical simulations:
(1) The first step of the algorithm is the determination of the optimal thresholds ψ * i by using optimization problem (10) which has to be solved at every iteration.
(2) Once the thresholds have been computed, each node determines the ID of the current communicating nodes. After that, the estimate of the covariance matrixP and the estimate of the meanm are adjusted depending on the communicating nodes. (3) The optimal Lagrangian multiplier λ * i (t) is computed by using the bisection algorithm. Notice that the bisection procedure we mentioned in Subsection 3.2 takes in the search interval, the maximum desired error ϵ and the maximum number of iterations Max iter . (4) Then the optimal weights are computed by Eqs. (6) and (7), and the estimate of the signal, x i (t), is computed by Eq. (2). The covariance matrix and mean vector are updated from estimates and measurements as described in Subsection 3.4.
Numerical simulations have been carried out to compare the estimator proposed in this paper with some related estimators available from the literature. We considered the following five estimators:
if node i and j communicate, and h ij = 0 otherwise. Thus, the updated estimate is the average of the measurements.
and h ij = 0 elsewhere. This is the average of the old estimates and node's single measurement. E 3 : K(t) = H(t) with k ij (t) = 1/2|N φ i | if node i and j communicate, and k ij (t) = 0 otherwise. The updated estimate is the average of the old estimates and all local new measurements. 
This is another variance minimum estimator which only uses node's measurements, where the optimal h *
The estimator proposed in this paper.
In the simulations, we set a = 0.95. We set a standard deviation for the additive noise different from node to node. The standard deviation was randomly chosen with a uniform distribution between [0, 1.5], which is high compared to the value of a. The signal is tracked by all the N = 35 nodes, as shown in Fig. 1 .
In Fig. 2 , we report a snapshot of the measurements, the signal to estimate, and the various estimators. As we can see, our estimator shows a reduced variance. We quantify such a variance in detail in the following subsection.
Estimation Accuracy
We take the mean square error (MSE) of the estimates of each node as performance measure. Further, based on MSE we define the relative average mean square error of the estimator E i , i = 1, . . . , 4, as
is the average mean square error associated to the estimator E i . Fig. 3 shows the RMSE for all the estimators as a function of the packet loss probability. Notice that E p , represented as the line at 0, outperforms all other estimators for any considered packet loss probability. The two estimators E 3 and E 4 have performance closer to E p . This is motivated by that the estimator E 3 takes the average values of all measurements and last step estimations, while E 4 is the optimally weighted measurements minimizing the variance without error stability constraints.
CONCLUSIONS AND FUTURE WORK
In this paper, we characterized a new distributed peerto-peer estimation algorithm for tracking a time-varying is measured by all the nodes, with a packet loss probability q = 20% ± 5% in t ∈ [500, 600]. The blue thick solid curve refers to the signal. Notice that the proposed estimator E p , visibly outperforms all the other estimators in term of variance. It is possible to show that the proposed estimator presents a small bias when the signal changes more rapidly.
signal using a wireless sensor network with packet losses. A mathematical framework was proposed to analyze the estimator, which run locally in each node of the network. The theoretical analysis showed that the estimator is stable, and the variance of the estimation error is bounded. Numerical results illustrated the validity of our approach, Future studies will be devoted to the extension of our design methodology to the case in which message losses are correlated.
