All sensory devices, whether biological or artificial, carry appreciable amounts of intrinsic noise. When these internally generated perturbations are sufficiently large, the behaviour of the system is not solely driven by the external stimulus but also by its own spontaneous variability. Behavioural internal noise can be quantified, provided it is expressed in relative units of the noise source externally applied by the stimulus. In humans performing sensory tasks at near threshold performance, the size of internal noise is roughly equivalent to the size of the response fluctuations induced by the external noise source. It is not known how the human estimate compares with other animals, because behavioural internal noise has never been measured in other species. We have adapted the methodology used with humans to the zebrafish, a small teleost that displays robust visually-guided behaviour. Our measurements demonstrate that, under some conditions, it is possible to obtain viable estimates of internal noise in this vertebrate species; the estimates generally fall within the human range, suggesting that the properties of internal noise may reflect general constraints on stimulus-response coupling that apply across animal systems with substantially different characteristics.
Introduction
Biological systems do not behave deterministically: when presented with two identical instances of an external event, they may react differently depending on their internal state at the time of stimulation (Green, 1964; Highcock & Carter, 2014) . This observation applies without exception to conditions where a stimulus signal is corrupted by an external noise source, and a human participant is asked to detect the presence of the signal: identical instances of signal and noise will result in different reports on the part of the human participant on about 3 out of 4 stimulus replications (Burgess & Colborne, 1988; Neri, 2010a) .
It is possible to measure this departure from deterministic behaviour and quantify the amount of internal perturbation, but this can only be done in a relative sense. Because behaviour is driven by the internal representation of the stimulus, internal noise can only be defined with relation to this internal representation, which lacks absolute units. In the dominant framework for the quantification of animal behaviour, termed signal detection theory (SDT), this issue is addressed by rescaling all perceptual quantities (e.g. sensitivity) as a function of the variability induced upon them by variations within the external stimulus (Green & Swets, 1966) . The same approach can be applied to internal noise (Burgess & Colborne, 1988; Neri, 2010a) , thus enabling estimates of this phenomenon that are not only quantitative, but in principle directly comparable across different species provided sensory behaviour for the species in question can be adequately modelled using the principles of SDT.
In light of the above-stated potential for comparative studies of a fundamental property of animal behaviour such as internal noise, it may seem surprising that this phenomenon has so far been quantified only in humans. To our knowledge, there have been no comparable measurements in other species, making it difficult to interpret the human measurements on a broader scale that takes into account their comparative significance. Intraindividual variability (IIV), a quantity commonly used to study related phenomena (MacDonald, Nyberg, & Backman, 2006) , lacks an established theoretical framework (Biro & Adriaenssens, 2013) ; its potential for comparative judgements is therefore compromised by the unavailability of a common metric space across different species. The goal of our experiments was to rectify these limitations and allow for direct comparison of intrinsic behavioural noise between humans and a small vertebrate, the zebrafish, that has proven a useful animal model for genetic manipulations relating to a range of human pathological conditions (Norton & BallyCuif, 2010) , some of which (ADHD in particular) are believed to stem from abnormalities associated with internal noise (Gilden & Hancock, 2007 , 2009 , Perry, Sagvolden, & Faraone, 2010 , 2012 , 2013 .
Methods

Animals and test apparatus
Except for the visual stimuli, which were specifically designed for this study (see next section), all other procedures were identical to those described in previous work (Neri, 2012) and will only be summarized here. We used wild-type zebrafish bred and maintained by trained staff in a dedicated facility (Institute of Medical Sciences, Aberdeen, United Kingdom; see also Vargesson, 2007; Therapontos & Vargesson, 2010 for details relating to husbandry). Outside testing, fish were kept inside a 10-litre storage tank (average density two fish per litre) attached to a recirculated system (Aquatic Habitats, Apopka, FL, U.S.A.) at 27°C on a 14:10 h light: dark photoperiod and never exposed to heterospecifics. They were fed brine shrimp twice a day (at 09:30 and 16:30) . During testing, one fish was transferred from the facility to a test tank measuring 25 Â 13 cm and 11 cm high. The two furthest sides of the test tank were placed against two identical LCD monitors driven by one computer allowing independent control over the images displayed to the two sides. A webcam located above the test tank acquired images at 4 Hz and stored them on the hard drive for automated offline analysis. After testing, fish were returned to the breeding stock. Ethical approval for all the research reported in this study was obtained from the University of Aberdeen Ethical Review Committee. The work, which was in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki), was deemed as nonregulated by the Home Office Inspector; however, input was received from the Home Office Inspector and the Named Veterinary Surgeon and the care of all fish was under the remit of the Animals (Scientific Procedures) Act 1986. No animal licence was required because the behavioural procedures used here were non-invasive, in accordance with natural behaviour patterns, and only involved wild-type animals. A relevant constraint imposed by ethical guidelines was that fish could not be housed individually for extended periods of time, restricting our ability to identify specific individuals across multiple testing sessions. This guideline is enforced in view of the highly social nature of zebrafish, so as to ensure that they would not be exposed to potentially harming excessive isolation from conspecifics.
Automated tracking of animal position
We wrote software specifically tailored to the images collected during the experiments; the algorithm was therefore robust and efficient in the absence of any human intervention. Readers are referred to (Neri, 2012) for details. Briefly here, the software implemented motion detection via thresholded subtraction methods (McIvor, 2000) and applied cluster analysis to identify the test animal. The location of the cluster centroid between automatically detected end-points for the tank was used as position marker (see red/blue dots in Fig. 1E ). To determine whether the test animal preferred one or the other side of the tank on a specific trial, we simply averaged all position values over the duration of that trial (see red/ blue lines in Fig. 1E) ; preference was assigned to the side of the tank closest to this average value. We also explored other methods for assigning preference, for example the % time spent on either side of the tank, but this had no appreciable impact on our results. Furthermore, we were not able to expose any systematic relationship between the specific value of mean (or median) shift displayed by the animal on individual trials and the mean contrast difference of the stimuli presented on those same trials. In other words, although the mean contrast difference systematically modulated the preference as assessed via probability of binary choice, it did not appear to modulate the mean shift on a given trial, or at least not within the resolution of our measurements.
Visual stimuli and presentation protocol
All stimuli were generated by adding the same small icon of a zebrafish to a grey background. Ten individual icons were initially placed within the image at random spatial locations and made to drift horizontally at a constant speed of 6.5 cm/s without any further element of animation (i.e. except for drifting and occasional occlusion by other elements, icons did not undergo any modification). We have demonstrated in previous work that results obtained with actual footage of zebrafish colonies are reliably replicated using the artificial stimulus adopted here (Neri, 2012) . Half the icons moved to the left and half to the right. When two icons overlapped within the image, the icon added more recently was painted over the other icon. All movies lasted 16 s and were generated using a cyclical structure: the end of the movie matched the beginning of the movie, so that the movie could be played smoothly for multiple repetitions without glitches. For a given movie, the contrast of each icon was randomly drawn from a Gaussian distribution with mean l j and standard deviation r, where j is 1 for the movie with higher mean contrast and 2 for the movie with lower mean contrast (i.e. l 1 > l 2 ). Both high and low mean-contrast movies were presented during each trial on opposite sides of the tank; which side contained the high contrast movie was randomly determined. On a given test lasting $14 min, the animal was presented with 1 block of 20 trials. Each trial lasted 30 s, and trials were separated by a 10-s gap during which both monitors displayed blank screens. Each block was associated with a specific parameterization (l 1 ; l 2 and r values) of the contrast distributions defining the two stimuli; each parameterization corresponds to a different signal-to-noise ratio (SNR) ðl 1 À l 2 Þ=r. We tested 4 different SNR values: 4 defined by l 1 = 70%, l 2 = 30% and r = 10% contrast (Fig. 1A) ; 6 defined by l 1 = 80%, l 2 = 20% and r = 10% contrast (Fig. 1B) ; 12 defined by l 1 = 80%, l 2 = 20% and r = 5% contrast (Fig. 1C) ; 1 defined by l 1 = 100%, l 2 = 0% and r = 0% contrast (Fig. 1D) . Each block was divided into two 'passes': the first pass from trial #1 to trial #10, the second pass from trial #11 to trial #20. The stimulus samples presented during the first pass were independently generated: on trial #1, the stimulus on the right side of the tank may contain 10 fish with contrast values randomly drawn from the distribution with higher mean l 1 , while the stimulus on the left side would then contain 10 fish with contrast values randomly drawn from the distribution with lower mean l 2 (see icons on top row of Fig. 1E) ; on trial #2, the stimulus on the right may still draw from the contrast distribution with higher mean (see icons on second row of Fig. 1E ), but it would be a different random sample, and so would be the stimulus on the other side; on trial #3, the stimulus on the right side may now draw from the contrast distribution with lower mean (see icons on third row of Fig. 1E) , and so on. The second pass was an exact replication of the first pass: the same stimulus samples were presented on the same side of the tank as during the first pass.
Number of test animals and data mass
We tested three different cohorts. The first cohort consisted of 7 animals (age range 1.5-2 years old) which we could identify individually based on specific morphological features (e.g. irregularities of their stripe pattern, body asymmetries); we were restricted in our ability to test a large number of individually identifiable animals due to a combination of ethical guidelines (see above) and breeding requirements within the facility. The integrity of visual acuity was not explicitly assessed in separate experiments, however the ability of our stimuli to drive all animals under all conditions towards the stimulus with higher mean contrast (data points in Fig. 2A fall above the horizontal solid line) is a strong indication that they all possessed neurotypical vision. There were also no visible signs of damage to their eyes, nor swimming behaviour that may indicate (at least on a macroscopic level) impaired visually-guided navigation. For stimulus SNR = 4, we collected 2 blocks from each of 5 animals and 1 block from each of the remaining 2 animals (total of 12 blocks); for SNR = 6, we collected 5 blocks from each of 6 animals and 3 blocks from the remaining animal (total of 33 blocks); for SNR = 12, we collected 1 block from each animal (total of 7 blocks); for SNR = 1, we collected 2 blocks from each animal (total of 14 blocks). We allocated more data collection to condition SNR = 6 because piloting indicated that this condition returned more robust estimates from individual blocks than the remaining three conditions. This preliminary indication was confirmed by further analysis, as demonstrated in Figs. 2,3. Notice that the estimates reported in those figures were obtained by first computing an estimate from each block and then averaging across blocks, not by first collating trials across different blocks. The second cohort consisted of 20 animals (similar age to the first cohort) which we could not identify individually. We collected 1 block from each animal at SNR = 6. The results we obtained from this second cohort closely matched those obtained from the first cohort (compare Fig. 4B with A; see also open circle in Fig. 3 ). The third cohort consisted of 9 animals (similar age to the other two cohorts) which we could not identify individually. We collected 1 block from each animal at SNR = 6, and 1 additional block for a configuration with equal mean-contrast separation between the two stimuli, but no external noise. These two configurations were specifically selected to differ only in the presence/absence of external noise, so that the impact of external noise could be gauged directly.
Estimation of internal noise
Our methodology relies on the established signal detection theory (SDT) model (Green & Swets, 1966 ). The SDT model is defined within the space of the 'internal response': the response of the system to the input stimulus, regardless of the front-end process that maps the stimulus onto a response. This process may consist of the human visual system or the zebrafish visual system; the details are not relevant because the SDT formulation bypasses this stage. For our 2AFC task, we assume that the internal response before the addition of internal noise follows a normal distribution for the nontarget low-mean-contrast stimulus and a normal distribution with mean d 0 in for the target high-mean-contrast stimulus.
Each response is added to a Gaussian noise source with SD r N ; only this noise source differs for repeated presentations of the same stimuli on the two passes, and represents internal noise. (Burgess & Colborne, 1988) . The % of correct responses is the % of trials on which the animal showed preference for the side of the tank displaying the stimulus defined by the higher contrast mean. Agreement is the % of paired trials associated with the same preference on the two passes: preference on the first trial of the first pass (trial #1 within the block) is matched against preference on the first trial of the second pass (trial #11 within the block), preference on the second trial of the first pass (trial #2 within the block) is matched against preference on the second trial of the second pass (trial #12 within the block), and so on. The % of matches is percent agreement. We then selected the specific values for d 0 in and r N that minimized the mean-square error between the predicted and the observed values for percent correct and percent agreement (Neri, 2010a) . The orange lines in Fig 
Statistical analysis
With the exception of p values from correlation tests, obtained via the t-statistic, all other p values come from two-tailed nonparametric Wilcoxon tests (paired when involving comparisons between two samples, except for one test relating to the third cohort where the comparison between the two samples could not be paired due to the lack of individually identified data, and it was therefore unpaired). Bonferroni correction for multiple comparisons is adopted when applicable.
Results
Stimulus parameterization
Zebrafish exhibit a spontaneous form of visually-guided behaviour termed 'shoaling', whereby exposure to real or simulated images of conspecifics results in an innate tendency towards SDT maps percent correct and percent agreement estimates (from Fig. 2A ) onto corresponding internal noise and sensitivity estimates (Burgess & Colborne, 1988) , plotted on y and x axes respectively (open circle shows average estimates across animals from the second cohort, for which individuals could not be identified separately; remaining symbols are plotted to the conventions of Fig. 2 ). Internal noise is defined in units of external noise SD (rN, see Methods), sensitivity in d 0 units. Internal noise estimates are bimodally distributed (histogram to the right), with roughly 1/2 falling within the viable range (0-5, indicated by orange horizontal dashed lines) and the remaining half being implausibly large (>5). The transition point between the two groups ($5) is consistent with earlier work in humans (Neri, 2010a) , which has also identified the region defined by green shading as being representative of human internal noise. Zebrafish estimates for the SNR = 6 condition (red) mostly fall within this region. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) aggregation (Miller & Gerlai, 2011) . This phenomenon can be exploited to support experimental conditions that mirror classic two alternative forced choice (2AFC) protocols from visual psychophysics (Orger, Smear, Anstis, & Baier, 2000; Engeszer, Ryan, & Parichy, 2004; Neri, 2012) : the animal is presented with two different visual stimuli on opposite sides of the tank, each containing a manipulated movie depicting conspecifics, while its position is tracked to monitor its tendency to spend more time on one side of the tank as opposed to the other. Preference can be coded as a binary variable: 1 if the animal spends more time on the side of the tank associated with stimulus number 1; 2 if it spends more time on the other side. Under these conditions the fish is essentially performing a 2AFC task, enabling deployment of a large body of established techniques from visual psychophysics (Green & Swets, 1966; Burgess & Colborne, 1988; Neri, 2010a) .
Our stimulus consisted of a synthetic zebrafish shoal (Saverino & Gerlai, 2008; Neri, 2012) . We used the same image for all 10 members of the synthetic shoal, but varied the contrast of each member independently. For a given shoal sample, the 10 contrast values assigned to the different members were sampled from a Gaussian distribution. We manipulated stimulus discriminability by separately specifying mean and standard deviation of the distributions underlying the two stimulus classes presented to the fish. Stimulus discriminability is defined as the difference between the two means divided by their common standard deviation (see Methods): the signal-to-noise ratio (SNR) (Green & Swets, 1966) . We tested 4 different stimulus parameters associated with different stimulus SNR values (4, 6, 12 and 1; see Fig. 1 ). As detailed below, we found that only one of these 4 conditions (SNR = 6) supported behavioural regimes that allowed for adequate measurements of internal noise in the zebrafish.
Relationship between sensitivity and consistency
On each test (lasting $14 min), we presented 10 different pairs of samples for stimulus 1 and 2. Each sample pair was presented twice on two different trials. As shown in Fig. 1 , when the animal was presented with a repeated stimulus pair, it did not always display the same preference on the two presentations (compare red and blue trajectories in Fig. 1E ). The percentage of trials on which preference was consistent (i.e. the same on both presentations) was not at chance (50%), but was not perfect either (i.e. it never reached 100%). Fig. 2A plots this quantity on the x axis for different animals (identified by different symbols) and different stimulus SNR's (indicated by different colours; see also Fig. 1A-D) . The y axis plots the corresponding percentage of trials on which the animal displayed preference for the stimulus with higher mean contrast. In keeping with established literature, these two quantities may also be termed consistency and sensitivity respectively (Burgess & Colborne, 1988) .
Before proceeding to a quantitative evaluation of the data in Fig. 2A , we notice a few qualitative features of the manner in which data points scatter across the plot. First, all data points bar one fall above the horizontal black line corresponding to unbiased behaviour (0.5), demonstrating that zebrafish displayed preference toward the higher-contrast stimulus. Furthermore, the average y position of the different datasets corresponding to different SNR values (different colours) shifts upwards with increasing SNR (see arrows pointing towards left y axis), demonstrating that our visual stimuli were able to drive behaviour in a lawful manner. Third, most data points fall to the right of the vertical black line corresponding to chance agreement between repeated presentations, demonstrating that zebrafish showed a measurable degree of consistent behaviour. Finally, values on the two axes covary positively: larger sensitivity values are associated with larger consistency values. The latter trend is expected from signal detection theory (SDT) (Burgess & Colborne, 1988) , however this expectation does not trivialize the empirically observed trend: one goal of this study is to establish whether visually-guided behaviour in the zebrafish can at all be approximated by SDT in the first place. Our observation of compatible characteristics between measured behaviour and SDT therefore provides added knowledge beyond what is available from current literature: there are no prior measurements of response agreement in zebrafish; without measuring this quantity directly, it remains conceivable that a different trend may have been observed (see further discussion of this issue below in relation to the interpretability of specific behavioural patterns and their relationship to stimulus parameters). The orange lines plot predicted relationships between percent correct and percent agreement for different degrees of intrinsic noise associated with a system that behaves according to a minimal SDT model. These predictions demonstrate that consistency and sensitivity are indeed expected to covary positively, further corroborating the notion that our dataset presents meaningful structure and that this structure can be modelled and understood using the established tools of statistical decision theory (Green & Swets, 1966) .
Zebrafish as SDT operators
The above observations suggest that, at least to a coarse extent, visually-guided behaviour in the zebrafish may be approximated by the general framework associated with SDT. Within the context of SDT, internal noise is measured in units of the perceptual fluctuations induced by the external noise source (Burgess & Colborne, 1988; Neri, 2010a) . To understand this concept, imagine that each stimulus in Fig. 1E is associated with a perceptual response of a given intensity within the sensory machinery of the animal (Diependaele, Brysbaert, & Neri, 2012) . Because this response is defined in perceptual space, we cannot express it in absolute units: perceptual space has no units like spikes per second or BOLD signal intensity. This issue is easily addressed by redefining all quantities as multiples of (i.e. in units of) the variability associated with the perceptual response (i.e. its standard deviation). To provide a relevant example, the discriminability between two stimuli, i.e. the difference in perceptual response to those two stimuli (which underlies behavioural sensitivity), is divided by the variability of the two responses to obtain d 0 (Green & Swets, 1966) .
Response variability comes from two sources: the variability introduced by the external stimulus which contains noise in the form of contrast fluctuations (Fig. 1A-C) , and the additional variability introduced by the intrinsic noisiness of the animal (inconsistency; Green, 1964; Burgess & Colborne, 1988; Diependaele et al., 2012) . Because variability is used as unit of measurement in perceptual space, it does not make sense to speak of variability itself in those units; it is only the relative intensity of the two sources that we can meaningfully quantify and estimate: we can say, for example, that total variability is due to external noise for 25% of its intensity, and to internal noise for the remaining 75%.
This would mean that internal noise is 3Â the external noise source. In humans, the intensity of internal noise falls between 1/2 and 2, i.e. it may be as low as half the external noise source and as large as twice its value (Neri, 2010a) . The latter case is represented by the darker orange line in Fig. 2A . In the next section, we examine how the different SNR datasets relate to this upper boundary on the human range.
The framework outlined above, whereby internal noise is expressed as a multiple of the variability generated by externally applied noise, rests on the assumption that the external noise source is having a measurable impact on behaviour: if not, all variability is internally generated, and it cannot be defined as a multiple of a quantity that is 0. We return to this point in relation to the notion of stimulus-decoupled behaviour (see below). To directly gauge the validity of this assumption, we measured preference for the higher-mean-contrast stimulus on a sample of 9 animals presented with two different stimulus configurations having equal mean-contrast difference between the two competing stimuli, but either no external noise in one configuration, and external noise corresponding to SNR = 6 in the other configuration. More specifically, the SNR = 6 configuration was identical to the one detailed previously and pictured in Fig. 1B , while the configuration without external noise contained no contrast variability from fish to fish within a given movie (similar to Fig. 1D ) but a mean-contrast separation that matched the mean separation used for the SNR = 6 stimulus. If the externally applied noise source (in the form of contrast changes from fish to fish in the stimulus) does not impact behaviour, we expect comparable preference for the highermean-contrast stimulus under these two different configurations; if, on the other hand, the application of external noise did impact behaviour, we expect reduced preference in the presence of external noise, due to the lower discriminability (SNR = 6 as opposed to SNR = 1) associated with the presence of external noise. Our results unequivocally confirmed the latter expectation: preference was in the range (minimum/median/maximum) of 0.45/0.65/0.75 across the 9 animals tested for the SNR = 6 condition, while it measured 0.7/0.75/0.9 for the condition without external noise. The difference between the two conditions was statistically significant at p < 0.0005 (unpaired two-tailed Wilcoxon rank sum test), clearly indicating that external noise as designed and applied in our protocols did impact visually-guided behaviour of the test animal, and in turn supporting definition of internal noise within the framework outlined in the previous paragraph.
Internal noise estimation is only viable within a restricted SNR range
Of the four different SNR regimes we tested, only that associated with the red dataset in Fig. 2A approaches the upper boundary of the human range (and sometimes falls below it). The dataset for the SNR value immediately below (black symbols) occasionally falls within this range, but some estimates (black circle and downward triangle) are associated with percent agreement measurements below chance (left of vertical black line) and are therefore incompatible with the SDT model (Green & Swets, 1966) . The higher SNR regimes (blue and gray symbols) return datasets that scatter in the region of infinite values for internal noise (thick light-orange line in Fig. 2A ) and are therefore also not viable for the purpose of sensible estimation. This is expected for stimuli containing no contrast fluctuations (SNR = 1, gray dataset) because the external noise source has 0 standard deviation, making it impossible to express internal noise as relative to external noise. Our motivation for testing this SNR condition was for the resulting measurements to serve as a sanity check that our methods and analyses would integrate meaningfully across the board, even under limit conditions for the relevant parameters. In other words, our goal was to verify that our analysis tools would be able to exclude this condition as viable even though the associated empirical measurements may still be fed to the estimation algorithm and generate outputs (as discussed later in the article, we find indeed that the resulting internal noise estimates are well within the failure range and that none of the measured percent agreement values for this condition exceed those expected of stimulus-decoupled behaviour).
A potentially puzzling feature of Fig. 2A is that the model prediction associated with unreasonably large (nearly infinite) internal noise intensity (thick light-orange line) produces percent agreement values exceeding chance; this may seem nonsensical, because consistency should be near chance when internal noise is huge. The regime we are considering lies near the limit case of infinite internal noise, when indeed both consistency and sensitivity should be at chance. In the vicinity of the limit case, it is instructive to consider the problem from a slightly different perspective (see below).
Imagine the system responds correctly on x% of trials, but its behaviour bears no relationship to the discriminability of individual stimulus samples: the system merely responds correctly on a randomly chosen subset of trials. A possible scenario that would generate this type of behaviour is one where the animal ignores the presented stimuli on some trials, and thus responds randomly on those trials, but pays great attention to the stimuli presented on the remaining trials, and thus discriminates those with nearperfect accuracy. Under these conditions (violating the basic assumptions of SDT), a specific stimulus pair is no more likely to cause the same behaviour on its repeated presentation than is expected on an unrelated trial, which would correspond to infinite internal noise; percent agreement, however, will not be at chance: if p is the probability that any trial is associated with a correct response, the probability that both repetitions will yield the same response (whether correct or incorrect) is p 2 þ ð1 À pÞ 2 . In order for a percent agreement value to reflect true behavioural consistency, rather than potentially being the byproduct of a higher-thanchance percent correct value, it is therefore necessary that it exceeds the value returned by this expression. The corresponding viable region is indicated by green shading in Fig. 2B , where the outcome of the above-detailed expression (computed by simply replacing p with the measured percent correct values) is plotted on the y axis versus the empirically measured percent agreement values (replotted from the x axis in Fig. 2A ). The only SNR regime for which percent agreement exceeds the value predicted from percent correct is indicated by red symbols: red data points in Fig. 2B fall below the diagonal unity line at p = 0.016 on a two-tailed paired Wilcoxon signed rank (WSR) test; when Bonferroni-corrected for the 3 multiple comparisons corresponding to the three viable SNR levels, this remains significant at p < 0.05 (from theory, we do not expect measured percent agreement to be smaller than the stimulus-decoupled prediction, potentially justifying a one-tailed test in this instance, which would strengthen our conclusion). The SNR = 1 condition, indicated by gray symbols, is particularly interesting because it is under this condition that the scenario outlined above would seem most applicable (the two stimuli are perfectly discriminable due to lack of noise); indeed, data points for this condition fall very close to the diagonal unity line. It should be emphasized that the abovedetailed test is stringent, because percent agreement values that do not exceed those predicted by the above formula do not imply that animals were operating in the stimulus-decoupled manner outlined in the previous paragraph: they are consistent with that interpretation, but they also remain consistent with the interpretation based on the standard SDT model. By requiring them to exceed the stimulus-decoupled prediction, we are adopting a conservative attitude to exclude for the potential scenario of on-off attentional switching behaviour (see previous paragraph), even though that behaviour may never be applicable to the animals.
Explicit estimates of internal noise
As we have explained with relation to Fig. 2A , different parameterizations of the SDT model are associated with different predictions for the relationship between percent agreement and percent correct values (Burgess & Colborne, 1988 ; a representative sample of four different predictions is indicated by orange traces). Based on the experimentally observed values, we can derive estimates for the best-fitting parameters within the underlying SDT model (Neri, 2010a; Diependaele et al., 2012; see Methods) . This model is defined by two parameters: stimulus discriminability and internal noise (both in units of external noise standard deviation). They are plotted in Fig. 3 on x and y axes respectively.
In approaching this dataset, it seems useful to rely on related measurements in human participants for general guidance. Previous work with large-scale datasets has demonstrated that$90% of internal noise estimates fall between 1/5 and 5 (margins indicated by orange horizontal dashed lines in Fig. 3) ; estimates outside this range are most reasonably regarded as failures of the adopted methodology and should be excluded from further consideration (Neri, 2010a) . The representative range for human sensory processing is between 0.6 and 2, indicated by green shading in Fig. 3 .
In line with the results detailed earlier, only the SNR regime associated with the red dataset returned a majority of estimates within the acceptable range; interestingly, the estimates that did fall within this region also clustered within the representative human range (green shading in Fig. 3 ). Across the entire dataset, internal noise estimates were distributed bimodally (see histogram to the right) with two populations on opposite sides of the upper boundary for the viable region (value of 5 on y axis, indicated by top orange horizontal dashed line). We interpret this bimodality as reflecting well-segregated successes/failures of our methodology: our protocols either succeed (estimates <5) or fail (estimates >5).
Across all SNR regimes, the failure rate ($50%) is substantially higher than observed with human participants; however when restricted to the SNR condition which we identified to be viable on the basis of the above-detailed considerations, the failure rate is in the expected range (2 out of 7 estimates, $28%). More specifically, more than $10% of human estimates fall outside the viable range even with relatively large trial counts, and failure rate is shown to depend on data mass (Neri, 2010a) . Because of longer trial duration and behavioural disengagement (see next section), we were able to collect less trials from zebrafish than is typical with humans, which would justify the approximate doubling of observed failures. As for the successful estimates, they are similar to (perhaps slightly higher than) those observed in humans (Burgess & Colborne, 1988; Neri, 2010a; Diependaele et al., 2012) , although more data is required to determine the precise characteristics of this broad agreement.
Animals disengage with the stimulus over time
We noticed a consistent trend whereby preference on the part of the test animal was more effectively driven by our stimulus at the beginning of each experiment and gradually decreased over time. Fig. 4A plots the percentage of trials on which the animal shoals towards the high-contrast stimulus separately for each of four different epochs within each block: the first 5 trials of the 20 trials that contributed to a given block, the second 5 trials (6-10), and so on. Because we could identify specific individuals, we were in a position to combine data from different experimental sessions and plot the results separately for different animals. All 7 fish present a negative (or near 0) trend of performance with trial progression (a two-tailed Wilcoxon test for the 7 correlation values being different from 0 returns p < 0.02; all linear fits in Fig. 4A present a negative slope). For some individuals (upper triangles in Fig. 4A ) the animal was well above chance ($0.8) at the beginning of the test, and reached chance performance by the end of the block.
We wished to confirm this trend in a larger cohort of different individuals. We therefore tested an additional 20 fish, none from the previous population, for one block each (see Methods). Because we were not in a position to identify specific individuals within this cohort, we could not collate data across sessions and we therefore collected only one block (20 trials) per individual. Due to the more limited amount of data available for each individual, it was not possible to perform the analysis separately for each individual; we therefore plot the aggregate result (across individuals) in Fig. 4B . The advantage with respect to the plot in Fig. 4A is that, because we are averaging across individuals and there was a larger number of them, we can resolve the trend with 1-trial resolution. The negative trend for performance as a function of block progression is again clear (correlation coefficient of À0.57 significant at p < 0.01). We also confirmed that the average internal noise estimate from this cohort (open circle in Fig. 3 ) fell within the range spanned by individual estimates from the first cohort (red symbols in Fig. 3 ).
Disengagement from decreased exploration has little impact on noise estimates
There are at least two scenarios under which test animals may display behaviour that is increasingly decoupled from the stimulus as reflected in Fig. 4A and B. Under one scenario, they may switch from stimulus-driven behaviour to free exploratory behaviour; the associated overall behavioural activity (e.g. distance travelled per unit time) may increase under these conditions, as the animals would be less and less 'locked' into maintaining their location within close range of the high-contrast stimulus. Within the context of the SDT model, this scenario would correspond to increased internal noise: behaviour becomes more 'erratic'. Under a different (in a sense opposite) scenario, test animals may reduce their overall activity altogether; this would also result in reduced behavioural drive towards the high-contrast stimulus, but it would not necessarily involve noisier behaviour. Fig. 4C plots activity (as a fraction of overall mean) across block duration (for SNR = 6, the condition for which we have the largest dataset). There is a clear negative trend (correlation coefficient of À0.9, p < 10 À7 ) consistent with the second scenario outlined above: test animals display progressively reduced exploration of the tank (whether stimulus-driven or otherwise). This phenomenon is measurable at the level of individual experiments (distribution of correlation coefficients from separate test blocks (inset to Fig. 4C ) is clearly shifted towards negative values, p < 10 À5 ). To understand the potential impact (or lack thereof) of this nonstationary behaviour (and the associated change in binary choice exposed by Fig. 4A and B) on our estimates of internal noise, we attempted to compute separate estimates for different time epochs of each block. This is only possible to a limited extent: in order to compute percent agreement for a given trial n, we need to pool data from trial 10 + n when the same stimulus was double passed. This means that the resulting estimate refers to a time window spanning half the block. Nevertheless, we can repeat this procedure for n = 1, n = 2, and so on. By doing this, we are effectively sliding the time window towards later sections of the block, providing at least an approximate view of how our estimates may be affected by the type of nonstationary behaviour documented in Fig. 4A -C. Fig. 4D demonstrates that there was little impact of nonstationary exploration on the resulting estimates of internal noise: all except one estimate fall within the plausible range (indicated by orange horizontal dashed lines), and there was no obvious trend with time (correlation coefficient (À0.25) is not significant at p = 0.5). This result indicates that the internal noise estimates generated by our protocols are to some extend decoupled from other aspects of the animal's behaviour, in the sense that they remain stable despite strong systematic changes in macroscopic features of how the animal navigates the tank. This outcome is consistent with the established finding that internal noise estimates do not correlate with sensitivity (d 0 ), even for large datasets that support detection of small correlations (Neri, 2010a; Neri, 2015) .
Discussion
Relationship to previous studies of intra-individual variability
The measurements reported in this study represent an attempt to quantify behavioural internal noise in a non-human species within a unified theoretical framework. Internal noise is arguably the most prominent feature of animal behaviour that generalizes across sensory domains and cognitive operations (Green, 1964; Dinstein, Heeger, & Behrmann, 2015) . The applicability and relevance of the notion of behavioural inconsistency to animal cognition has been extensively appreciated in the literature and has been studied on multiple occasions in the form of intraindividual variability (IIV; MacDonald et al., 2006) , however measurements of IIV have never been referred back to a normative theoretical framework that would allow quantification using the same units across different species, stimuli and task specifications. For this reason, even if IIV has been quantified for some vertebrate and invertebrate species in relation to specific tasks (Highcock & Carter, 2014; Jandt et al., 2014) , it has proven difficult to study the significance of those measurements across species.
The distinction between IIV and internal noise is made clearer by considering the fundamental methodological differences that set these two approaches apart. In typical studies of IIV, the animal is placed within what are assumed to be identical environmental conditions, and its behavioural variability with respect to a specific trait is measured. As noted by previous authors (Highcock & Carter, 2014) , the assumption of an identically stable environment is in itself problematic, particularly for studies carried out in the wild: if the environment is actually changing substantially (Jandt et al., 2014) , it may drive behavioural variability to a measurable extent. It then becomes impossible to disentangle the impact of external from internal factors onto the trait of interest. Studies of IIV not only eschew the deliberate introduction of external variability, but also do not take into account whatever variability may be intrinsic to the experimental setting (Highcock & Carter, 2014; Jandt et al., 2014) . The approach adopted in this study relies on precisely opposite premises: noise is deliberately injected into the environmental stimulus and its characteristics are finely controlled on a trial-by-trial basis to enable quantitative definition of the residual internally-driven behavioural variability. Indeed, in the absence of external modulation (the condition SNR = 1 corresponding to gray data in Fig. 2 ) this approach is undefined and becomes inapplicable, the opposite of IIV measurements.
The approach adopted here relies on a double-pass methodology (Burgess & Colborne, 1988) that is potentially applicable across a very wide range of sensory domains, task specifications (Neri, 2010a) , and even species as we demonstrate here. The underlying structure and principles of the methodology remain identical, and can be referred back to the same general theoretical construct for capturing animal sensory discrimination (Diependaele et al., 2012) : signal detection theory (Green & Swets, 1966) . Within this framework, internal noise is estimated in units of the external perturbation introduced by the stimulus at the level of its perceptual representation; the latter concept is applicable to zebrafish just as it is applicable to humans, or any other animal for that matter, provided it can be shown that it returns sensible and interpretable results in both cases. We have demonstrated that it is possible to identify protocols that will deliver sensible results, however our investigation has also highlighted a number of difficulties associated with this programme for future investigation (see below).
Methodological challenges
The first challenge we encountered in driving preference using our stimuli is that not all choices of stimulus specification led to useful/interpretable results. With relation to our experimental setup, preference is driven by the differences we introduce between the two stimuli presented on opposite sides of the tank. These differences are controlled by two properties: the difference between the means of the two contrast distributions associated with the two stimuli, and the common standard deviation of those two distributions (Fig. 1A-D) . Stimulus discriminability or signalto-noise ratio (SNR) is defined by the ratio of these two properties. The smallest value we tested in this study was 4 (this is not in general a small value by psychophysical standards); the two stimuli associated with this SNR level are discriminable upon cursory inspection by a human (see Fig. 1A ), but they often generated uninterpretable estimates of percent agreement (i.e. below chance, see black circle and lower triangle in Fig. 2A ). Our most reliable and useful results were delivered by a slightly higher SNR value of 6 (red data points in Fig. 2) . Larger values (e.g. 12) did not generate robust results (see blue data points in Fig. 2) ; this is expected because, in the limit of SNR = 1 (gray data points in Fig. 2 ), our methodology is not defined and internal noise estimates cannot be obtained. Intuitively, the reason for this failure is that, at very high stimulus SNR's, the externally applied noise perturbation becomes irrelevant and does not contribute to the animal's drive. Because internal noise is defined and estimated in units of external noise drive, the double-pass approach becomes inapplicable and is bound to fail. Interestingly, this is the typical regime of operation for studies relying on IIV (MacDonald et al., 2006; Highcock & Carter, 2014) .
It may seem surprising that stimulus effectiveness did not vary monotonically with SNR: for example, why should the SNR value of 6 work better than values that are both greater and smaller? Based on SDT considerations, we expect that large SNR values should not be viable, but we also expect that the lower the SNR value, the greater the contribution of external noise, and therefore the more effective the stimulus for internal noise estimation. Indeed, based on SDT considerations alone, a stimulus that only contains noise and no signal should be ideally suited to these experiments. The above considerations are based on the assumption that the behaviour displayed by the animal conforms to our expectations from SDT. There are many alternative scenarios, however. Consider for example the following possibility: that zebrafish may interpret excessive contrast heterogeneity (different icons taking on very different contrast values) as reflecting a non-cohesive shoal where shoal members occupy distant depth planes, and excessive contrast homogeneity (all icons taking the same contrast value) as implausible with unnatural appearance. Under this scenario, stimuli dominated by noise (low SNR) would become less attractive and would drive less shoaling; stimuli dominated by the signal (high SNR) would also drive less shoaling, but for different reasons.
The end result in terms of shoaling behaviour as a function of SNR would be difficult to predict and may be non-monotonic.
We are not suggesting that zebrafish in our experiments were 'interpreting' stimuli as described above, rather we are merely offering one of many example scenarios to illustrate the notion that it would be simplistic to assume that we can predict how the animals will behave as we vary stimulus parameters, because our predictions are based on our own projected model of how the animals 'should' behave. We must first determine the way in which the animals actually behave; if we then wish to model specific aspects of the observed behaviour, this can only be done within the restricted range for which our model provides a reasonable approximation. In our experiments, for reasons that remain partially unclear at this stage, a stimulus SNR of $6 was able to engage the animals with sufficient efficacy to deliver reasonable estimates which cannot be attributed to stimulus-decoupled behaviour (Fig. 2B) and that largely conform to SDT.
Even after suitable stimulus specifications have been identified that are effective in driving preference on the part of the test animal, there is an additional challenge associated with the deteriorating quality of such drive over time. As we have demonstrated by analyzing the progression of preference within our 14-min blocks of 20 trials, behavioural drive steadily declines during testing ( Fig. 4B ) and can reach chance performance within $10 min depending on the specific animal being tested (Fig. 4A ). This is not overly concerning for standard protocols where only one binary choice is measured in response to a single presentation of two competing stimuli (Engeszer et al., 2004; Neri, 2012) : 10-15 min are sufficient to obtain one estimate of preference using methods analogous to those used here. Application of the double-pass methodology, however, requires multiple estimates from several distinct trials during which different noise samples are delivered to the animal (Burgess & Colborne, 1988; Neri, 2010a) . For human estimates, each block typically consists of 100 trials, each trial lasting less than 1 s. With zebrafish, estimation of preference via visually-guided spontaneous shoaling requires a longer time window, allowing us to administer only 20 trials per block. This is an important limitation of the present approach, because the SDT model underlying internal noise estimation does not incorporate the kind of non-stationary behaviour exhibited by zebrafish for spontaneous preference. It is possible that this limitation may be overcome by measuring preference under conditions of re-enforced choice behaviour, where animals would be actively rewarded for selecting the high-contrast stimulus via food delivery. Test animals may maintain more stable drive under those conditions, further enabling double-pass measurements.
Despite the drawback discussed above, the methodology proposed in this study retains a level of feasibility not afforded by other techniques. An alternative method commonly adopted in human psychophysics is the equivalent noise paradigm (Burgess, Wagner, Jennings, & Barlow, 1981; Legge, Kersten, & Burgess, 1987) . This method, however, relies on threshold measurements, each of which requires characterization of a full psychometric curve; in addition, several threshold estimates are necessary to recover the full threshold-versus-contrast function that is then used for the purpose of obtaining a single internal noise estimate. The number of trials involved is simply prohibitive for application to the zebrafish. Furthermore, the equivalent noise paradigm offers less flexibility with respect to stimulus design, which may explain why it has been used almost exclusively in visual experiments (Lu & Dosher, 2008) . The double-pass method is versatile, and has been successfully applied not only to visual but also auditory phenomena (Joosten & Neri, 2012) . Furthermore, as explained earlier, internal noise as defined and measured in this study represents a potentially powerful tool for comparative analysis.
What is being measured by our protocol?
Behavioural measurements of intrinsic noise necessarily accumulate different sources of variability: distal transduction noise, more proximal neural noise, noise associated with the discrimination mechanism in the brain, fluctuations in motivation and attention, motor noise, and possibly others (Faisal, Selen, & Wolpert, 2008; Dinstein et al., 2015) . The relative weights of these different components may vary between tasks, as well as between experiments in the same task. It is also reasonable to expect that they would vary between species, not least because some components may only be present in some species and not others. Isolating the different components is a complex goal for any experimental paradigm/protocol. Because our measurements represent a first step in the direction of tackling this complex problem, it would be unrealistically ambitious to expect that the above issue would be fully resolved by this first exploratory step. Nevertheless, we believe specific features of our dataset provide at least an indication that our estimates are not confounded by certain changes in behavioural activity, and are therefore robust with respect to those changes (see below). Furthermore, although the quantitative measurements returned by our protocols may present interpretational difficulties with relation to their absolute values, they nevertheless enable conclusions based on relative changes associated with specific treatments/manipulations.
We observed clear signatures of nonstationary behaviour unfolding over the duration of each experiment ($15 min). With relation to binary choice, these effects are most clearly visible as a decrease in the percentage of high-contrast choices over time ( Fig. 4A and B) . Based on more detailed analysis of the animal's exploratory behaviour (Fig. 4C) , we propose that this result is a byproduct of a systematic trend towards reduced exploration. More specifically, we observed a 20-30% reduction in behavioural activity over the course of the 20-trial block. It is unclear why the animal progressively reduces its engagement in this manner, but we note that it is not necessarily the case that such nonstationary behaviour should impact our estimates of internal noise as defined within the context of the SDT model outlined earlier. For example, disengagement may reflect poorer separation between the internal representations of the two stimuli, i.e. a decrease in internally represented SNR. The associated decrease in percentage of correct responses ( Fig. 4A and B) would be accompanied by changes in percent agreement that may allow recovery of the internal noise component in the face of the SNR changes. Our results indicate that this scenario may be applicable to our protocol and dataset: internal noise estimates were stable across the duration of each block (Fig. 4D) , despite the nonstationary behaviour we documented over a similar time window (Fig. 4C) . Although this result does not allow us to pinpoint every component of behavioural variability that may have contributed (or not) to our estimates, it does provide evidence that those estimates did not include one clearly measurable source of behavioural nonstationarity. Future experiments will be necessary to dissect the contribution of different sources in greater detail. Our findings offer a starting point for those investigations, together with specified protocols for maximizing successful estimation.
Although as detailed above we cannot fully dissect the different sources that may have contributed to the aggregate internal noise estimates returned by our behavioural protocols, those estimates can be exploited to support conclusions about the impact of specific manipulations, such as drug delivery or targeted brain lesions. It is conceivable, for example, that specific drugs may reduce or enhance behavioural consistency (Epstein et al., 2011) . Internal noise as assessed by our protocols may be sensitive to the effects of such agents, possibly under conditions where other behavioural metrics may not expose those effects. As we have demonstrated in Fig. 4 , internal noise estimates can be to a large extent decoupled from other markers of behaviour (see also Neri, 2010a) , therefore potentially providing additional and complementary tools for more detailed and richer accounts of how targeted manipulations may impact behaviour. This approach would rely not on the absolute value of those estimates, but on the differential effect observed under manipulation; the latter effect would retain a significance of its own, at least as an early indicator of relevant manipulations, despite the potential difficulties associated with a full interpretation of the absolute estimated values.
When discussing intrinsic noise, the terms 'additive' and 'multiplicative' are often adopted to label different types of internal variability. This terminology can be misleading, however, because the same source of behavioural variability may be incorporated as additive or multiplicative by different models, so that model architecture becomes critical for drawing the additive/multiplicative distinction. In the standard SDT model adopted here, noise consists of a Gaussian fluctuation added to the decisional variable. In this sense, it is late additive ('late' refers to the stage at which it is added, this being the last stage before producing a behavioural response). Its unit, however, is the standard deviation of the distribution taken by the decisional variable as a result of external stimulus noise (this is also how d 0 is defined): its intensity is therefore defined as a multiple of external noise, potentially generating confusion. For example, if external noise is varied and the estimated value of internal noise remains unchanged (as is typically found (Neri, 2010b) ), this means that the intensity of internal noise has actually changed and it has done so in a manner that scales proportionally with external noise by the same constant value. More importantly, because internal noise as defined and estimated here potentially encompasses multiple sources of internal variability (see above), it is not possible to know with certainty whether its physiological origin is additive or multiplicative in nature. Our choice of model is motivated by extensive literature justifying its general applicability to human vision (Burgess & Colborne, 1988; Neri, 2010a; Neri, 2013) .
Comparison with human estimates
Based on their bimodal distribution (histogram to the right of Fig. 3 ), internal noise estimates from zebrafish appear to fall into one of two categories: those outside the plausible range (>5), and those within a range comparable to existing estimates from humans. This result indicates that the zebrafish may serve as a non-human model of behavioural internal noise in humans, potentially enabling a novel approach to this fundamental aspect of sensory processing. As mentioned above, internal noise may be under the control of available pharmacological agents and/or genetic factors, a possibility that could be feasibly explored in the zebrafish and subsequently transferred to human experiments (Norton & Bally-Cuif, 2010) . Because the trait of interest is ultimately behavioural, and because such traits may be relevant to specific pathological conditions in humans (Gilden & Hancock, 2007; Perry et al., 2010; Kofler et al., 2013; Dinstein et al., 2015) , a programme of this kind must rely on a behavioural metric supported by established interpretational frameworks and immediate generalizability across species. We propose that the class of measurements reported in this study, together with the associated experimental protocols and analytical tools, should serve as a viable candidate for future efforts in those directions. Clearly, far more data than presented here will be necessary to consolidate these tools. Our study represents only a first exploratory step in the direction of identifying whether the proposed tools may be worth pursuing in future research.
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