The nature of the code used in the auditory cortex to represent complex auditory stimuli, such as naturally spoken words, remains a matter of debate. Here we argue that such representations are encoded by stable spatio-temporal patterns of firing within cell assemblies known as polychronous groups, or PGs. We develop a physiologically grounded, unsupervised spiking neural network model of the auditory brain with local, biologically realistic, spike-time dependent plasticity (STDP) learning, and show that PLOS 1/28 the plastic cortical layers of the network develop PGs which convey substantially more information about the speaker independent identity of two naturally spoken word stimuli than does rate encoding that ignores the precise spike timings. We furthermore demonstrate that such informative PGs can only develop if the input spatio-temporal spike patterns to the plastic cortical areas of the model are relatively stable.
The nature of the neural code used by the auditory brain to represent complex auditory In the AN-CX model, direct plastic connections from the AN to the A1 replace CN and IC layers. Blue circles are excitatory, red circles inhibitory cells.
The main contributions of our paper are two-fold: 1) we provide simulation evidence 40 to argue for spatio-temporal information encoding using PGs in the auditory cortex; 41 and 2) we demonstrate that PG-based learning in the plastic auditory cortex relies on 42 the relative stability of the input spatio-temporal firing patterns. 43 
Materials and Methods

44
Learning mechanisms 45 In order to form speaker independent representations of different words, the auditory 46 brain has to be able to respond in a manner that discriminates between different words 47 but not between different exemplars of the same word. This is a challenging task, given 48 the great variability in the raw auditory waves corresponding to the same word due to 49 differences in pronunciation both within and between speakers. This input variability is 50 further compounded by the stochasticity present in the firing patterns generated at the 51 first neural stage of auditory processing, the AN. How can the brain discover the 52 statistical regularities differentiating various words in such noisy inputs? We believe an 53 Fig 2. A: single output neuron (green) can learn to pick out a repeating spatio-temporal pattern of firing (red) out of statistically identical noise (black) [5] . In this example the output neuron relies on concurrent input from at least five input neurons in order to fire. Due to instantaneous axonal conductances, the neuron has a very narrow temporal integration window of a few milliseconds (shown in light green). B: If random axonal conduction delays (∆ ij in our models, see Tbl. 1) are added for the feedforward connections (w BL ij in our models, see Tbl. 1), each neuron in the next stage of the model (green) becomes sensitive to a particular pattern of firing in the input. Axonal conduction delays extend temporal integration windows of output neurons (shown in light green). Adding extra output layers with random distributions of axonal delays creates a hierarchy of pattern learning neurons. Neurons at the end of such a hierarchy (blue) have the largest temporal integration windows (shown in light blue) C: different pronunciations of words "one", "two", and "three" by two different speakers (red and blue dots respectively) lie on different low dimensional manifolds. Polychronous groups (PGs) [6] in the auditory cortex (blue circles) can learn to become sensitive to similar pronunciations of one preferred word (solid ovals). Continuous transformation learning [4] extends the sensitivity of PGs to more different pronunciations of the preferred word (dashed ovals), while maintaining the selectivity of PGs to exemplars of one word only.
If an output neuron receives input spikes through connections with randomly 84 initialised delays, it will only fire if the right input neurons fire in the right temporal 85 order that matches the delay lines. Only then would their spikes arrive at the output 86 neuron coincidentally and depolarise it enough to fire. Since different output neurons 87 will have different axonal delays initialised for their afferent connections, they will be 88 sensitive to different input patterns of firing. Hence, the addition of extra output 89 neurons with different randomly initialised delays would introduce heterogeneity in the 90 types of spatio-temporal patterns the output layer as a whole can learn (see Fig. 2B ). 91 Such heterogeneity would allow the feedforward network to organise its firing into a 92 hierarchy of "polychronous groups" (PGs) [6] . PGs are stable spatio-temporal patterns 93 of firing, where neurons within a layer "exhibit reproducible time-locked but not 94 synchronous firing patterns with millisecond precision" [6] . Each neuron can be part of 95 numerous PGs, thus increasing network memory capacity [6] . The idea is that PGs in 96 each layer will be sensitive to particular parts of repeating spatio-temporal patterns that 97 are characteristic of a particular stimulus class. Throughout the hierarchy of the 98 network, PGs will emerge that are more invariant to the different variations of their 99 preferred pattern and have longer temporal receptive fields. The details of such 100 PG-based learning is discussed next.
101
The nature of learnt PGs is shaped by the interplay between delay lines, STDP 102 learning and stimulus structure. A random distribution of conduction delays sets up a 103 repertoire of PGs in a network as described above. When a stimulus is presented to the 104 network, the resulting input spatio-temporal firing patterns are propagated through a 105 set of connections with random delays. If that set of connections is large then it may 106 contain subsets of connections with delays which happen to match the characteristic 107 spatio-temporal firing patterns in the input in a manner that allows the input spikes to 108 converge synchronously on a receiving neuron. This receiving neuron thereby receives 109 super-threshold activation, and its connections to the input spatio-temporal pattern are 110 strengthened by STDP learning.
111
In this manner, different output layer neurons become sensitized to the characteristic 112 activity of different patterns of firing in the input layer. The temporal structure of the 113 input stimuli may cause the output layer neurons themselves to generate reproducible 114 spatio-temporal firing patterns, giving rise to "higher order" PGs, which may in turn be 115 learned by the next layer in the network. Such a feedforward hierarchy could take 116 advantage of cumulative delays over several layers of connectivity, enabling PGs to 117 discover regularities in the temporal structure of input stimuli over an ever wider 118 temporal scale (see Fig. 2B ).
119
Extending robustness to pattern variability: While building on the setup 120 described by [5] , PG-based learning is still not quite sufficient to enable a feedforward 121 spiking neural network to form speaker independent representations of naturally spoken 122 words, because it is unable to cope with the high degree of pronunciation variability. To 123 tackle this we introduce the last relevant concept: the Continuous Transformation (CT) 124 learning principle [4] . CT learning is a mechanism originally developed to describe 125 geometric transform invariant visual object recognition in a rate-coded neural network 126 model of the ventral visual stream [11] . It takes advantage of the fact that when visual 127 PLOS 7/28 objects undergo smooth transformations, such as rotations, translations or scalings, the 128 nearest neighbours of the resulting projections into the two-dimensional retinal input 129 space have a high degree of overlap or correlation. CT learning binds these similar input 130 patterns together into an invariant representation of that object (or an object orbit 131 according to [12] ) and maps them onto the same subset of higher stage neurons. Recordings of two pronunciations of the digits "one" and "two" from each of 94 native 148
American English speakers served as stimuli (TIDIGITS database [9] ). Each utterance 149 was normalised for loudness using the root mean square measure of the average power of 150 the signal. This was done to remove any potential effect of stimulus loudness on learning. 151
The model was trained on the first utterance by each speaker, and tested on the second. 152
The training set was presented to the model ten times. The two digits were presented in 153 an interleaved fashion. Informal tests demonstrated that on average the order in which 154 the stimuli were presented did not significantly affect the performance of the trained 155 models. It did, however, introduce higher trial to trial variability. Hence, we fixed the 156 presentation schedule for the simulations described in this paper for a more fair model 157 or IC stages.
180
In the brain sub-populations of the CN do not necessarily synapse on the IC directly. 181
Instead, they pass through a number of nuclei within the superior olivary complex 182 (SOC). The nature of processing done within the SOC in terms of auditory object 183 recognition (rather than sound localisation), however, is unclear. The information from 184 the different CN sub-populations does converge in the IC eventually, and for the 185 purposes of the current argument we model this convergence as direct. The same 186 simplified connectivity pattern (direct CN-IC projections) was implemented by [13] for 187 PLOS 9/28 their model of the subcortical auditory brain.
188
Another simplification within our models has to do with the higher stages IC, A1 189 and Belt. They are not as neurophysiologically detailed as AN or CN. For example, the 190 A1 stages of the full AN-CN-IC-CX and the reduced AN-CX models are supposed to be 191 a loose and simplified approximation of the MGN and A1 in the real brain.
192
Furthermore, we did not include recurrent connectivity in the cortical stages of our 193 models. This simplification was done to be able to analyse the emergence and the 194 nature of PGs for auditory stimulus encoding. Detecting PGs is a non-trivial problem 195 even in feedforward architectures. It becomes even harder once recurrency is introduced. 196 While we believe that recurrent connections are important for learning longer auditory 197 sequences, and for dealing with speech in noise, we leave their inclusion for future work. 198
Auditory Nerve (AN)
199
The AN comprised of 1000 medium spontaneous rate fibres modelled as described 200 by [14] , with log spaced characteristic frequencies (CF) between 300-3500 Hz, and a 201 60 dB threshold. The AN model by [14] has a high level of physiologically realism, 202 ensuring that our models receive input which is highly representative of the signal and refractoriness [15] . "Spatial jitter" refers to the fact that neighbouring AN fibers 208 have almost identical tuning properties, so that an action potential that might be 209 expected at a particular fiber at a particular time may instead be observed in 210 neighbouring fibers (the "volley principle" [16] ). Both forms of jitter disrupt the firing 211 pattern precision required for PG learning, and reducing the jitter should help the 212 plastic CX layers of the model to learn the statistical structure of the stimulus set [10] . 213
Jitter reduction can be accomplished by the CN and IC layers, which were modelled 214 closely on anatomical and physiological characteristics of their biological 215 counterparts [10] .
216
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Neuron Model
217
Apart from the AN, which was modelled as described by [14] , all other cells used in this 218 paper were spiking neurons as specified by [17] . The spiking neuron model by [17] was 219 chosen because it combines much of the biological realism of the Hodgkin-Huxley model 220
with the computational efficiency of integrate-and-fire neurons. We implemented our 221 models using the Brian simulator with a 0.1 ms simulation time step [18] . The native 222 Brian exponential STDP learning rule with nearest mixed (spike rule and STDP rule 223 parameters respectively in Tbl. 1) weight update paradigm was used [18] . A range of 224 conduction delays (∆ ij ) between layers is a key feature of our models. In real brains, 225 these delays might be axonal, dendritic, synaptic or due to indirect connections [19] , but 226 in the model, for simplicity, all delays were implemented as axonal. The ∆ ij ∈ [0, 50] ms 227 range was chosen to approximately match the range reported by [6] .
228
Excitatory Cells Neurophysiological evidence suggests that many neurons in the 229 subcortical auditory brain have high spiking thresholds and short temporal integration 230 windows, thus acting more like coincidence detectors than rate integrators [3, 20] . This 231 is similar to the behaviour of the Izhikevich's Class 1 neurons [17] . All subcortical (CN, 232 IC) excitatory cells were, therefore, implemented as Class 1. properties correspond closely to those reported experimentally for biological CH neurons 262 ( Fig. 3 , right column).
263
PL neurons make up ≈ 47% of the ventral CN in the brain [23] , suggesting an 264 important role in auditory processing. Although their contribution to the processing of 265 AN discharge patterns is perhaps less clear, informal tests in our model indicate that 266 their inclusion leads to significantly better model performance [10] . PL cells essentially 267 transcribe AN firing [23] and were modelled using strong one-to-one afferent connections 268 (w BL ij ) from the AN. The discharge properties of the model PL neurons also correspond 269 closely to those reported experimentally ( Fig. 3 , left column).
270
ON cells are relatively rare, constituting around 10% of the ventral CN [23] . They 271 require strong synchronized input from many AN fibers with a wide range of CFs in 272 order to fire [20] , which results in broad frequency tuning and enables them to Since ON cells synchronise to the voice F 0 , they can introduce regularly spaced strong 278 afferent input to the IC. Even if these afferent currents are sub-threshold, they 279 nevertheless prime the postsynaptic IC cells to discharge at times corresponding to the 280 cycles of stimulus F 0 . If IC cells also receive input from CH cells, then ON afferents will 281 help synchronise CH inputs within the IC by increasing the likelihood of the IC cells 282 firing at the beginning of each F 0 cycle. This is similar to the neural coding ideas first 283 described by [7] . Tbl. 1) and a uniform distribution of conduction delays (∆ ij ∈ [0, 50] ms) [27] . The 291 initial afferent connection strengths were randomly initialised using values drawn from a 292 uniform distribution w BL ij ∈ [30, 35] nA.
293
Polychronization index
294
As outlined in the introduction, we envisaged that our model of the auditory brain 295 would exhibit unsupervised learning of speaker independent representations of naturally 296 spoken words "one" and "two" by forming a hierarchy of stable spatio-temporal 297 patterns of firing (PGs). An exhaustive search for PGs through the network was 298 prohibitive, especially given that the number of neurons participating in each PG was 299 unknown a priori, and could be large and variable [28] . We therefore developed a 300 numerical score, the "polychronization index" (PI) to quantify the prevalence of 301 reproducible patterns of firing across the population of neurons in one layer.
302
The PI was calculated for each cell j within a particular stage of the model. For exemplars for which these elements are non-zero, the more established and reproducible 320 the PG firing pattern is across the responses to the different exemplars from the given 321 stimulus category. 322 We therefore computed M j s = M j e k (s) , where · signifies the mean over all the 323 exemplars e k (s) of stimulus class s, and then identified the ten elements of M j s with the 324 largest mean spike counts (m j s ) n , where n ∈ {1, ..., 10} (the element corresponding to 325 the randomly sampled spike by cell j occurring at time t was ignored). These were used 326 to compute a j s = (m j s ) n /f , where f is the average firing rate within the layer and · 327 signifies the mean over the ten largest elements indexed by n.
328
Thus, a j s quantifies the evidence that cell j participates in polychronous firing in its 329 responses to stimulus class s. To calculate an overall polychronization index which is 330 not stimulus specific we simply compute P I j = max s (a j s ). The larger the P I j , the 331 stronger the evidence that cell j takes part in a PG. non-zero cells in the joint probability table, and N is the number of recording trials [29] . 347
Given the large N in our tests of model performance (N = 752), the bias was negligible 348 (Bias ≈ 0.004 bits) and was ignored.
349
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The upper limit of mutual information to be achieved by PGs in our models I(S; R) 350 is given H(s) = s p(s)log 2 1 p(s) , which, given that we had two equiprobable stimulus 351 classes, here equals 1 bit.
352
Using multi-layer perceptron (MLP) decoders to evaluate network is provided by spatio-temporal firing patterns (PGs). In order to be informative, the 372 same PG must be present more frequently in response to the exemplars of one stimulus 373 class than the other. The vectors x i used as input to the decoder MLPs were designed 374 to capture PGs within a particular stage of the auditory brain model. As discussed 375 previously, it is unfeasible to explicitly identify PGs in our models. We do not know 376 which neurons within a stage of the auditory brain model participate in a PG and which 377 ones do not. We therefore introduce an approximate computationally feasible protocol 378
to get an indication of the presence of PGs within a stage of the model, and then to use 379 these approximations to calculate how informative the approximated PGs in this stage 380 are. We appreciate that our meaure is not perfect, but we accept it, because it 381 approximately lowerbounds the informativeness of PGs in the models, and it is 382 informative enough to differentiate between the different models.
383
Our protocol takes the following form. First, in order to restrict the computational 384 load, we randomly sample J = 100 cells from within the chosen auditory model stage. 385 We make an assumption that every cell j within this sample takes part in a PG. We 386 then train a separate MLP j to try and classify the two stimulus classes, words "one" 387 and "two", using the approximated PGs that each cell j is part of. If our assumption 388 was correct and cell j indeed participated in a PG, then MLP j will achieve high 389 classification accuracy, otherwise the classification accuracy will be low. 390 We quantified reproducible PG spatio-temporal patterns for each cell j using 391 methods analogous to those used to calculate the polychronization index (PI) (see to a single presentation of stimulus e k (s) and the amount of spatio-temporal structure 402 in the network activity that would be compatible with the presence of PGs. Each of the 403 decoders MLP j was then trained to classify response vectors x i as either the word "one" 404 or word "two".
405
The confusion matrix used in the information analysis calculations described above 406 was constructed based on the majority classification votes among the 100 trained MLP j 407 in response to each stimulus presentation. to form the input to the rate code MLP.
413
Results
414
In this paper we propose that speaker-independent word representations are encoded by 415 unique discriminative spatio-temporal patterns of firing (PGs) in the auditory cortex. 416 We test this hypothesis using a biologically inspired spiking neural network model of the 417 auditory brain. Since we cannot explicitly detect the information bearing PGs due to 418 computational restrictions, we present instead multiple pieces of evidence for the 419 emergence of informative PGs within the plastic cortical stages of our model. These A1→Belt connections (w BL ij ) before and after training (Fig. 4, top row) . While the 435 majority of weights grew weaker, some connections were strengthened. Such a pattern 436 of change is characteristic of learning PGs. Since the STDP configuration in our model 437 is reminiscent of that described in [5] , the majority of connections (w BL ij ) weakened due 438 the non-informative random firing in the input. Some connections strengthen due to the 439 presence of repeating stable patterns of firing (PGs) among the pre-synaptic neurons. during training (Fig. 4, bottom row) . In the reduced model, stochastic jitter in the AN 443
presumably scrambled the structure of input patterns sufficiently to prevent regularities 444 PLOS 18/28 (PGs) in the inputs to be discovered and learned. 445 These data suggest that PG learning relies on stable patterns of firing that serve as 446 input to the plastic cortical stages A1 and Belt of the models. AN stochasticity hinders 447 such learning, but de-noising of AN firing within the CN and IC makes PG-based 448 learning possible again in the cortical stages of the full AN-CN-IC-CX model.
449
Denoising of AN firing patterns and the emergence of polychronous 450 groups (PGs): Fig. 5 shows that subcortical preprocessing in the CN and IC led to 451 more stable spatio-temporal discharge patterns, as evidenced by higher PI scores in the 452 IC compared to AN. These more reproducible firing patterns also carried through to A1 453 and Belt. The AN-CX model, which lacked subcortical preprocessing layers CN and IC, 454 did not achieve the same stability of firing patterns seen in IC and CX of the full model 455 even after training.
456
Polychronous groups: Fig. 6 shows a partial visualisation of three PGs that The green and yellow dots show such inputs for two Belt neurons which in this manner 466 became selective for the word "one", the white dots show equivalent data for a Belt 467 neuron that became selective for "two".
468
Stimulus category encoding across models and layers: Fig. 7 shows Evidence for PGs responding selectively to word "one" or "two" in the A1 layer of the trained AN-CN-IC-CX model. Each plot shows an example of a stable spatio-temporal spike pattern in A1 (red circles) in response to different pronunciations of the words "one" (left) and "two" (right). These spikes take part in at least one polychronous group that is selective for the particular word. In other words, these patterns are more likely to appear when an example of their preferred word is pronounced compared to an example of a non-preferred word. When projected through the A1→Belt connections (w BL ij ) with different conduction delays (∆ ij ) (arrows), these patterns produce near-synchronous input from several A1 neurons onto a subset of Belt neurons (green, yellow or white circles corresponding to three separate Belt neurons with different distributions of axonal conduction delays ∆ ij ). The green and yellow circles show such inputs for two Belt neurons which in this manner respond selectively for a number of different pronunciations of the word "one", the white circles show inputs for a neuron that responded selectively to exemplars of the word "two". Abscissa represents the time window ∆t = t j ± 50 ms around the origin. The origin is centered around all the times t when a chosen A1 neuron j fires (see Sec. Polychronization Index for details). Ordinate represents the 1000 neurons that make up A1 in the AN-CN-IC-CX model. Red circles show the ten elements of the firing pattern matrix M j s with the largest mean spike counts (m j s ) n (see Sec. Polychronization Index for details).
responses of the Belt layer of the full model carried as much as 0.52 bits per response, 474
i.e. they could be decoded with an accuracy of 89.36% correct (672/752 correct trials). 475
In comparison, in the untrained model, the stimulus category information never 476 exceeded 0.05 bits (62.77% correct). When the trained model was tested on additional data of the same words "one" and 499
"two" being spoken by twenty novel speakers (ten male and ten female speakers 
503
It is interesting to note that those A1 cells which acquired A1→Belt connections in 504 the w BL ij ∈ [45, 55] nA range are more informative than A1 cells with maximally 505 strengthened connections. This effect is in line with the work by [5] . In order to 506 maximally strengthen the A1→Belt connections (w BL ij ), PGs in the A1 have to appear 507 very freuquently. This is more likely to happen if the PGs are present in response to results apart from the similar work by [32] , who showed that a recurrent network of 529 winner-take-all microcircuits with STDP learning is capable of achieving similar 530 informativeness for differentiating between words "one" and "two" (albeit for only three 531 PLOS 23/28 utterances pronounced by two speakers) as was achieved in our model (around 0.6 bits). 532
They also argued for temporal information encoding. 533 We took inspiration from the known neurophysiology of the auditory brain in order 534 to construct the spiking neural network models used in this paper. As with any model, 535 a number of simplifying assumptions had to be made with regards to certain aspects 536 that we believed were not crucial for testing our hypothesis. These simplifications 537 included the lack of superior olivary complex or thalamus in our full AN-CN-IC-CX 538 model, the nature of implementation of within-layer inhibition in both the AN-CX and 539 AN-CN-IC-CX models, and lack of top-down or recurrent connectivity in either model. 540
While we believe that all of these simplifications do affect the learning of auditory 541 object categories to some extent, we also believe that their particular implementation in 542 our models does not undermine out qualitative findings and conclusions.
543
The full AN-CN-IC-CX model of the auditory brain described in this paper Table 1 . Parameters used for the full AN-CN-IC-CX and reduced AN-CX models of the auditory brain (where these differ for the LTD magnitude (α d ), the AN-CX parameters are given as second values following a slash). AN -auditory nerve; CN -cochlear nucleus with three subpopulations of cells discriminated based on their connectivity: chopper (CH), primary-like (PL) and onset (ON); IC -inferior colliculus; A1primary auditory cortex; Belt -belt area of the auditory cortex. The parameters were found to be optimal using a grid search heuristic on a two vowel recognition task (see [10] for details). The sparse connectivity parameter for the AN to ON connections defines the proportion of dead synapses between these two layers.
