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ABSTRACT 
In 1958, Karl Goldberg proved the following: Theorem G. Suppose A =( a, i) is an 
n X n matrix over the complex field, with the following properties: (1) Q ,!(I 1, 20 for 
i, j=1,2 ,...> n, and (2) a,~,~a,~,,~~~~u,~,,=u,~,,ui,i~~~~u ,,,, for all s=1,2 ,..., n and 
i, =1,2,. . . , n. Then A has onl; real charactektic values. Definition. Let G,, denote 
the class of nXn matrices over C, the complex field, which satisfy the Goldberg 
conditions (1) and (2). We investigate some properties of class G related to the 
following topics: Schur complements, weak sign symmetry, and inequalities due to 
Oppenheim for positive definite matrices, and an analogue due to Markham for 
tridiagonal, oscillatory matrices. 
0. INTRODUCTION 
In 1958, motivated by an earlier paper [7!. Karl Goldberg proved the 
following theorem. 
THEOREM G [8, Theorem 3, p. 3231. Suppose A = (a ii) is an n X n matrix 
over the complex field, with the following properties: 
aiiaii 20 for i,i=1,2 ,..., n, (1) 
‘ilizaini, . . ‘ai,i,= ai+i,aiii,...a,,i _ 7 
forall s=1,2 ,..., n and i,=1,2 ,..., n. (2) 
Then A has only real characteristic values. 
*The contents of this paper were presented at the Auburn Matrix Theory Conference, 19-22 
March 1980. 
LINEAR ALGEBRA AND ITS APPLICATIONS 39:197-204 (1981) 197 
0 Elsevier North Holland, Inc., 1981 
52 Vanderbilt Ave., New York, NY 10017 00243795/81/050197+9$02.50 
198 THOMAS L. MARKHAM 
DEFINITION. Let G, denote the class of nX n matrices over 6, the 
complex field, which satisfy the Goldberg conditions (1) and (2). 
We will suppress the subscript n on G,, in general, when the context of 
the statement is clear. 
If A is a hermitian matrix, then it is obvious that A E G. If A is a real 
Jacobi matrix (tridiagonal matrix) with the property that a,, i+l ui+ i, i 20 for 
all i, then A EG. 
DEFINITION. Suppose A is an nX n matrix over @ partitioned as 
( il’ :“), where A,, is a square, invertible matrix. The Schur comple- 
mei: of Ayl in A, written A] A,,, is A,, -A,,A~i’A,,. 
DEFINITION. If A and B are nXn matrices, the Hadamard product of A 
and B is the nXn matrix A*B=(aiibii). 
An excellent, comprehensive survey of Hadamard products is given in 
P51. 
We shall use the following conventions with respect to notation. For the 
determinant function, we shall use det (.). If (Y and j3 are increasing 
sequences on (n) ={1,2 ,..., n}, A((u(/?) will denote the minor of A whose 
rows are indexed by (Y and whose columns are indexed by p. 
In Sec. 2, we prove that the property of being in class G is retained by the 
Schur complements of a matrix. In Sec. 3, we generalize a determinantal 
inequality due to Sir Alexander Oppenheim [lo] for positive definite matrices 
and to the author [9] for tridiagonal, oscillatory matrices. 
I. CLASS G-PRELIMINARY OBSERVATIONS 
First, we note an important fact concerning class G which follows as a 
corollary to a result of Drazin and Haynsworth [3]. 
In [3], the authors call an nXn matrix A special if the condition 
aii#O implies clii f-0 (3) 
is satisfied. Engel and Schneider [5] call the condition (3) combinatorial 
symmetry, while Parter and Youngs [13] call it a conservation law. We shall 
use the term “special” in our work. 
A careful analysis of the results of Drazin and Haynsworth [3] shows that 
if A is special and is an element of G, then there is a positive diagonal matrix 
D so that DAD-’ = H, where H is hermitian. 
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In [3], A is said to be quasispecial if for each integer s in the range 
3<s<n, when nili,. . .ai,;,#O, then aiQi ,... u,,~$#O. 
THEOREM 1 [3]. Suppose A is an n X n quasispecial matrix. There exists u 
permutation matrix P such that A=PBPT, where 
B,, 0 ... 0 
B,, B,, ... 0 
! 
(4) 
. . . . . . . . . . . . . . . . . . 
B Kl B,, ... B,, 
und each Bii is a square matrix which is special. 
In particular, if A E G, then A is quasi-special. Also, if P is a permutation 
matrix and if A EG, then PAP= is again an element of G. 
It is clear that if A is diagonally similar to a matrix of the form (4), where 
each diagonal block is special and hermitian, then A is in class G. Call a 
matrix B quasihermitian if for some permutation matrix I’, PBPT has the form 
(4) where each diagonal block is hermitian. 
The following theorem is an extension of the Parter-Youngs theorem [13, 
Theorem 11, and is contained in the paper of Drazin and Haynsworth [3], 
although it is not explicitly stated there. 
THEOREM 2 [3]. An n X n matrix A is diagonally similar to a quasihermi- 
tian matrix if and only if A belongs to class G. 
Here we note that Goldberg’s theorem is an immediate corollary to this 
theorem. 
II. CLASS G AND SCHUR COMPLEMENTS 
First, we prove 
THEOREM 3. Let AEG,, and suppose all#O. Then Ala,, EG,_,. 
Proof. For notational convenience, we will write B= A 1 a 11, where 
'ila/j 
bii =aii - - for 
a11 
i, i=2,3 ,..., n. 
By Theorem 2, if A E G, there is a positive diagonal matrix D = diag( d l,. . . , d n ) 
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and a permutation P such that 
H,, 0 . .’ 0 
DPAPTD -’ = H,, H,, 
I 
. . . 0 =c 
1 
/ ;i,; . . . . . . . . . . . ., . . &. , 
where Hii is hermitian for i= 1,2,. . . , s. (It is possible that s may not be 
bigger than 1, and hence that only one block appears in the partitioning.) 
Since a r r # 0, then it is clear that cKK # 0 for some K. For the particular 
index K with cKK =al,, we define C/c,, =E=(eii), where eii=cii- 
ciKcKi/cKK for i, i=l,. . . , k- 1, k+ 1,. .., n. Now suppose cKK appears in the 
diagonal block H,, of C. Then 
H,, 0 0.. 0 0 . . . 0 / 
Hz1 H,, + .a 0 0 . . . 0 
E= . . . . . . . . . . . . . ..*................. . . . . . . . . . epp . . . . . . 0 ’ 
.,.* *...................,.....*.. 
. . . . . . . . . fi,, Hs,p+l ... H,, 
where fi,, is hermitian. It is easy to see that E= dP,BP~b -l, where d is a 
positive diagonal matrix of order n - 1 and P, is a permutation matrix. NOW 
the result follows by Theorem 2. n 
THEOREM 4. Suppose 
und A,, is invertible. Then A 1 A,, E G. 
Proof Note that it is no restriction to assume that a,, #O in Theorem 4. 
For, the set of matrices in G, with a r1 #0 is clearly dense in G,, and the 
result will follow by a standard continuity argument. 
We will use induction on n, the order of A. Theorem 3 assures us the 
result holds of A,r has order 1, and n is any positive integer. If n=Z, the 
result is clear. 
Suppose the result is valid for matrices of order less than n, and suppose 
A,, has order K, with 1 <K <n. Then Crabtree and Haynsworth’s quotient 
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formula [2] allows us to write 
AIAl1=(Al~,,)/(A,,l~,l)~ assuming a iI # 0. (5) 
By Theorem 3, A (a,, E G, and A,, (a,, E G is a principal invertible 
submatrix. Since A ) a 11 has order n - 1, the result follows by the inductive 
assumption. The proof is complete. n 
In [l], D. Carlson investigated the relationship of weakly sign-symmetric 
matrices to a generalization of the famous Hadamard-Fischer determinantal 
inequality. Recall that an n X n matrix A is called weakly sign-symmetric if 
A(~$I~Y)A(~YI&)~~ (6) 
for all sequences a, p = ( i ), y=(j). 
Suppose A E G, and A is partitioned as 
where A,, is the principal submatrix contained in rows and columns a= 
(I,%..., K ). If A,, is invertible, then the condition (6) follows, since A ( A,, E 
6, by Theorem 4. If A,, is not invertible, the result follows by continuity 
considerations. 
We have the following result. 
COROLLARY. If A E G, then A is weakly sign-symmetric. 
III. GENERALIZATION OF AN INEQUALITY DUE TO OPPENHEIM 
Sir Alexander Oppenheim proved the following theorem. 
THEOREM 0 [12, Theorem 21. Suppose each of A and B is an n X n 
positive semidefinite matrix. Then 
det(A*B> PI 
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Note that as a consequence of this theorem we have 
det(A*B)> max {( ~r~ii~ detB7 (irk/ detA)* 
The author proved [ 111 the following analogue of Oppenheim’s Theorem. 
THEOREM M [ 11, Theorem 21. Suppose each of A and B is an nXn 
tridiagonal oscillatory matrix. Then det( A * B ) 2 (II y= la ii ) det B. 
Lynn [lo] proved that the inequality (7) holds for M-matrices, and Fiedler 
and Ptak [6] give a similar result when A is an M-matrix and B is a weakly 
diagonally dominant matrix. 
We shall generalize both Theorems M and 0 in this section, but first we 
introduce some notation. 
DEFINITION. Let 9 denote the class of nXn over @, the complex field, 
which have all positive principal minors. 
DEFINITION [4]. If A is an nX n matrix, let A” = B = (b,,), where b,, =aii 
if there are integers i, =i, i, =i, i,,. . . , i, such that aili, aiZi,. . .aiTi, #O, and 
bii =O otherwise. 
LEMMA 1. lf A E G,, then A’ E G, and A” is special. 
Proof. Obvious. H 
LEMMA 2. If A and B are n X n complex matrices, then ( A * B)” = A” * B’. 
The proof follows immediately by noting that a cyclic product of A * B is 
nonzero if and only if it is a nonzero cyclic product for both A and B. 
LEMMA 3. Zf (Y c (n ) , then A(a( cy)=A”(al a). That is, all principal 
minors of A and A” are identical. 
We omit the proof, since it is completely straightforward. 
Now we can prove 
THEOREM 5. Suppose A, BEGn(?i’. Then A*BEGnq. 
Proof. The fact that A * BEG is easy to verify. Using Lemmas 1 and 3, 
there is no loss of generality in assuming A and B are special matrices. By the 
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result of Drazin and Haynsworth mentioned in Sec. 1, there exist positive 
diagonal matrices D and E such that D - ‘AD = H, and E - ‘BE = H,, where 
H, and H, are hermitian. Since A, B E ??, the same property is retained by H, 
and H,. Thus H, and H, are positive definite matrices. 
Now H, * H, is positive definite. (This result is due to 1. Schur [14].) 
Finally, 
det(A*B)=det(DH,D-‘*EH2E-‘) 
=det{DE(H,*H,)(DE)-‘} 
=det(H,*H,)>O. 
Clearly this property holds for any principal minor of A *B, and the theorem 
is proved. n 
THEOREM 6. Let A, BEGn??. Then 
det(A*B)>max {( &ai,) detB3 (!rBij) det A). 
Proof. We will show that det( A * B) 2 (n := 1u ii ) det B. By Theorem 5, 
we have A*BEGn??. By Lemma 2, det(A*B)=det[(A*B)“]=det 
(A“ * B”). Since A“ and Bc are special, then as in the proof of Theorem 5, we 
get det(A* B)=det(DH,D-‘*EH,E-‘)=det(H,*H,). SinceA and H, have 
the same main diagonal, and det B=det H,, we immediately get det( H, *H,) 
3 (II F= 1u ii ) det B using Theorem 0. The proof follows. n 
Using the techniques of Theorems 5 and 6, we can in fact prove the 
stronger inequality. 
THEOREM 7. Suppose A, B E G fl ??. Th.en 
det(A*B)+(detA)(det B)Z i~~~iijdetB+~i~~~ii)detA. 
The proof is omitted. 
The author wishes to thank Emile Haynswcn-th and David Carlson for 
stimulating conversations on this topic. Hans Schneider provided many 
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thoughtful suggestions to the author, including the proof of Theorem 3 which 
simplified the author’s original proof: Lastly, an anonymous referee’s com- 
ments were useful. 
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