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Abstract
The formalism introduced by Cornwall, Jackiw and Tomboulis (CJT) provides a systematic
approach to consistently resumming non-perturbative effects in Quantum Thermal Field
Theory. One major limitation of the CJT effective action is that its loopwise expansion
introduces residual violations of possible global symmetries, thus giving rise to massive
Goldstone bosons in the spontaneously broken phase of the theory. In this paper we develop
a novel symmetry-improved CJT formalism for consistently encoding global symmetries in
a loopwise expansion. In our formalism, the extremal solutions of the fields and propagators
to a loopwise truncated CJT effective action are subject to additional constraints given by
the Ward identities due to global symmetries. By considering a simple O(2) scalar model, we
show that, unlike other methods, our approach satisfies a number of important field-theoretic
properties. In particular, we find that the Goldstone boson resulting from spontaneous
symmetry breaking of O(2) is massless and the phase transition is a second order one, already
in the Hartree-Fock approximation. After taking the sunset diagrams into account, we show
how our approach properly describes the threshold properties of the massless Goldstone
boson and the Higgs particle in the loops. Finally, assuming minimal modifications to the
Hartree-Fock approximated CJT effective action, we calculate the corresponding symmetry-
improved CJT effective potential and discuss the conditions for its uniqueness for scalar-field
values away from its minimum.
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1. Introduction
In quantum thermal field theory, finite-order perturbative expansions break down at
high temperatures [1] and one needs to devise resummation methods to deal with this
problem [2]. A natural framework to address such problems of resummation is the formalism
introduced by Cornwall, Jackiw and Tomboulis (CJT) [3]. In its simplest version, the so-
called Two-Particle-Irreducible (2PI) effective action is expressed not only in terms of the
background field, but also in terms of the respective dressed propagator. To all orders in
perturbation theory, the 2PI effective action is formally equivalent to the standard One-
Particle-Irreducible (1PI) effective action. For practical purposes, however, one is compelled
to consider truncations to the 2PI effective action, in terms of a loopwise diagrammatic
expansion. At any given order of this loopwise expansion, the 2PI effective action contains
an infinite set of diagrams induced by partially resummed propagators. There is an extensive
literature related to the CJT formalism, within the context of thermal field theory [4, 5],
with the aim to address various problems of equilibrium and non-equilibrium dynamics (e.g.
see [6] and references therein).
One major difficulty in a loopwise expansion of the CJT effective action is that global
symmetries are not exactly maintained at a given loop order of the expansion, but they
get distorted by higher-order effects. This problem should be contrasted with the loopwise
expansion of the usual 1PI effective action, which does not suffer from this pathology and
respects all global and local symmetries order by order in perturbation theory. Therefore,
one important criterion for a consistent truncation of the CJT effective action is that Ward
Identities (WIs) associated with global and local symmetries of the theory are satisfied by the
extremal solutions of the background fields and their respective propagators. In particular,
for the case of global O(N) symmetries that we will be studying here, a naive truncation of
the CJT effective action violates the Goldstone theorem [7, 8] by higher-order terms, giving
rise to a massive Goldstone boson in the Spontaneous Symmetry Breaking (SSB) phase of
the theory [9–12]. Thus far, several studies have been presented in the literature, attempting
to provide a satisfactory solution to this problem [11–20].
It is known that a scalar O(N) theory has a second-order thermal phase transition.
This fact is expected on general grounds, since a four-dimensional thermal field theory at
high temperatures can be effectively described by a three-dimensional field theory, which is
known to possess a second order phase transition. Also, a rigorous renormalization-group
analysis [21] supports this result. In the first non-trivial truncation of the 2PI effective
action, the Hartree–Fock (HF) approximation [22–24], one explicitly finds [10–12] that the
Goldstone boson is massive and the phase transition is first order. Only in the large-N limit
of the HF approximation, a consistent prediction is obtained [11, 12], where the Goldstone
boson is massless and the phase transition is second order.
A first attempt in restoring the Goldstone theorem within the CJT formalism was to
add a phenomenological term to the 2PI effective action [13, 14]. In the HF approximation,
such an approach has as major drawback. It predicts a sequence of two second-order phase
transitions, including an unnatural symmetric phase of the theory, in which the masses of
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the Goldstone and Higgs particles are different, even though the vacuum expectation value
(VEV) of the background field vanishes. Another approach employs a Two-Point-Particle-
Irreducible effective action [15], but the Goldstone boson turns out to be massive at the
next-to-leading order in a 1/N expansion.
A satisfactory field-theoretic solution must ensure that the dynamical or the threshold
properties of the Goldstone and Higgs particles are properly accounted for. In particular,
the Goldstone boson should consistently appear as a massless particle within quantum loops.
As a consequence, in the O(N) model, the Higgs particle will always decay into two massless
Goldstone bosons, implying that the Higgs-boson propagator will have a non-zero absorptive
part for all time-like momentum transfers or centre-of-mass energies. This is a crucial
requirement that reflects the consistency of the predicted solution with respect to the optical
theorem and unitarity.
A frequent approach to obtaining a massless Goldstone boson has been to consider the
so-called external propagator, in a constrained version of the CJT formalism [16, 17]. The
equations of motion for the propagators are solved for arbitrary values of the background field
and the so-derived solution is substituted back into the 2PI effective action, thus defining
a new generating functional which only depends on the background field. The external
propagators are defined as double functional derivatives of the latter with respect to the
field. The external propagator for the Goldstone boson has a massless pole, in accordance
with the Goldstone theorem. However, the external propagator for the Higgs particle exhibits
erroneous thresholds, since it has no absorptive part below a certain value of the centre-of-
mass energy resulting from massive Goldstone bosons in the loops. In the HF approximation,
this approach yields a first-order phase transition, which turns into a second-order one once
the sunset graphs are included [18]. However, the occurrence of massive Goldstone bosons
within loops persists, in spite of going beyond the HF approximation.
A recent approach was to introduce an auxiliary field in the CJT effective action [19],
but this was found to lead to physical non-tachyonic solutions, only in the large-N limit.
Finally, there has been an attempt to formulate the CJT effective action using a non-linear
representation of the background fields in polar coordinates [20]. This approach predicts a
massless Goldstone boson, but it suffers from non-analyticities that restrict the domain of
validity of the theory at high temperatures.
In this paper we develop a new symmetry-improved CJT formalism that addresses this
long-standing problem, devoid of the aforementioned pathologies of the existing approaches.
In our formalism, the WIs associated with global symmetries of the theory play an essen-
tial role. Specifically, the extremal solutions of the fields and propagators to a loopwise
truncated CJT effective action are subject to additional constraints given by these WIs. To
explicitly demonstrate the key aspects of our approach, we consider a simple O(2) scalar
model and show that the Goldstone boson resulting from the SSB of O(2) is massless and
the phase transition is second order, already in the HF approximation. After taking the
sunset diagrams into consideration, we explicitly show how our approach properly describes
the threshold properties of the massless Goldstone boson and the Higgs particle in the loops.
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The layout of the paper is as follows. After this introductory section, in Section 2 we
briefly review the 1PI and CJT formulations of the effective action and derive the WIs
associated with the global symmetries in a O(N) theory. In Section 3, we present our
symmetry-improved formulation of the loopwise expanded CJT effective action, within the
context of a simple O(2) model. In Section 4, we consider the symmetry-improved CJT
effective action in the HF approximation and show that the phase-transition is second or-
der, for the finite value N = 2 of O(N). The ultra-violet (UV) infinities of the bare CJT
effective action are consistently renormalized with T -independent counter-terms (CTs), in
the modified minimal subtraction (MS) scheme [25] implemented by dimensional regular-
ization (DR) [26]. In Section 5 we include the sunset diagrams and show that the threshold
properties of the massless Goldstone boson and massive Higgs scalar are properly described.
In Section 6, we consider minimal symmetry-improved modifications to the HF approxi-
mated CJT effective action and calculate the corresponding CJT effective potential. In
the same section, we discuss the conditions of uniqueness of the CJT effective potential for
scalar-field values away from its minimum. Finally, Section 7 summarizes our conclusions
and discusses possible future directions.
2. The Goldstone Theorem and Ward Identities
In this section we first briefly review the basic field-theoretic structure of the O(N) scalar
model. We then derive the WIs associated with the global O(N) symmetries, both in the
1PI and CJT formalisms. In particular, we discuss the profound relation of the WIs with the
Goldstone theorem in these two formalisms. We show that as opposed to the 1PI formalism,
loopwise truncations of the CJT generating effective action lead to violation of the Goldstone
theorem through higher-order terms.
The theory under consideration here is the ungauged O(N) scalar model described by
the Lagrangian
L[φ] = 1
2
(∂µφ
i) (∂µφi) +
m2
2
(φi)2 − λ
4
(φi)2 (φj)2 , (2.1)
where φi =
(
φ1 , φ2 , · · · , φN) represents the O(N) scalar multiplet and summation over the
repeated indices i, j = 1, 2, . . . , N is implied. At zero temperature, T = 0, the O(N) scalar
theory has a SSB phase for m2 > 0, according to the breaking pattern: O(N)→ O(N − 1).
As a consequence of the Goldstone theorem [7, 8], the theory predicts N − 1 Goldstone
bosons and one Higgs particle H [27–29].
For the simple case N = 2 that we will be studying in detail, the field components φ1,2
in the SSB phase may linearly be decomposed as follows:
φH ≡ φ1 = 〈φ̂1〉 + H , φG ≡ φ2 = G , (2.2)
where field operators, such as φ̂1, will be denoted with a caret. In this O(2) model, G is the
Goldstone field, which is massless at the minimum of the potential, and H represents the
Higgs boson, which is in general massive.
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2.1. Ward Identities in the 1PI Formalism
Our starting point is the usual connected generating functional W [J ] for vacuum-to-
vacuum transitions in the presence of a non-vanishing source J(x). Adopting a matrix-like
notation, e.g. φx ≡ φ(x), we may write down the 1PI effective action Γ1PI[φ], by means of
a Legendre transform,
Γ1PI[φ] = W [J ] − J ix φix . (2.3)
Here and in the following, repeated spacetime coordinates will denote integration with re-
spect to these coordinates. Moreover, the background fields φix are given by
δW [J ]
δJ ix
= 〈φ̂ix〉 ≡ φix . (2.4)
The double functional derivatives of Γ1PI[φ] with respect to the background fields give rise
to the 1PI two-point correlation function,
∆−1,ijxy =
δ2Γ1PI[φ]
δφix δφ
j
y
. (2.5)
Notice that ∆−1,ijxy is the inverse of the N ×N propagator matrix ∆ijxy, describing the tran-
sitions φjy → φix in the O(N) field space.
Given the O(N) symmetry of the theory, the 1PI effective action Γ1PI[φ] will be invariant
under O(N) transformations: Γ1PI[Oφ] = Γ1PI[φ], with O ∈ O(N). As a consequence, the
following master WI associated with the global O(N) symmetry is derived:
δΓ1PI[φ]
δφix
T aij φ
j
x = 0 , (2.6)
where T aij are the generators of the O(N) group in the fundamental representation. By
successive differentiations of the master WI (2.6) with respect to the background fields, an
infinite set of WIs involving all proper n-point correlation functions can be generated [30].
Thus, differentiating once (2.6) with respect to φjy, we obtain
δ2Γ1PI[φ]
δφjy δφix
T aik φ
k
x +
δΓ1PI[φ]
δφiy
T aij = 0 . (2.7)
Let us now see how the above general result in (2.7) applies to the O(2) model, where
the single generator T 1 of O(2) is the second Pauli matrix σ2. For the homogeneous case of
interest here, the VEV of φix may be written down as φ
i
x = 〈φ̂ix〉 = (v, 0), which is obtained
by extremizing the 1PI effective action, i.e.
δΓ1PI[φ]
δφix
= 0 , (2.8)
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and by seeking for x-independent solutions of φix to (2.8). Consequently, at the extremum of
the 1PI effective action, (2.7) leads to the basic relation that governs the Goldstone theorem
in the O(2) model:
v
∫
x
δ2Γ1PI[φ]
δGy δGx
= v
∫
x
∆−1,GGyx = v∆
−1,GG(k)
∣∣∣
k=0
= 0 , (2.9)
with the shorthand notation
∫
x
≡ ∫ d4x. The last equality of (2.9) tells us that the inverse
Goldstone-boson propagator ∆−1,GG(k) vanishes at momentum k = 0, implying the existence
of a massless state G, the so-called Goldstone boson.
The above derivation of the Goldstone theorem applies to any O(N)-symmetric trunca-
tion of the 1PI effective action Γ1PI[φ]. Hence, in the 1PI formalism, the Goldstone theorem
will hold, even if such a truncation is loopwise or includes partial resummations of graphs
(e.g. see [31]). This argument may be extended to more general O(N)-symmetric function-
als, as long as they depend only on the background fields φi and not on other bi-local fields
as is the case in the CJT formalism. This is also the underlying reason why the so-called
external propagator calculated from a constrained form of the CJT effective action [16, 32]
satisfies the Goldstone theorem. However, a serious weakness of the external propagator is
that it fails to describe properly the threshold properties of the massless Goldstone bosons
and the Higgs particle within quantum loops.
2.2. Ward Identities in the CJT Formalism
The CJT formalism is a generalization of the 1PI effective action, where in addition to
the local source Jx, multi-local sources, such as Kxy, Kxyz etc, are introduced. Here, we
consider its simplest version, the 2PI formalism, which contains one local and one bi-local
source, i.e. Jx and Kxy. In the 2PI formalism, the connected generating functional W [J,K]
is given by
W [J,K] = −i ln
∫
Dφi exp
[
i
(
S[φ] + J ix φ
i
x +
1
2
Kijxy φ
i
x φ
j
y
)]
, (2.10)
where S[φ] =
∫
x
L[φ] is the classical action of the O(N) theory under study. The background
fields φix and their respective connected propagators ∆
ij
xy are obtained by single and double
functional differentiation of W [J,K] with respect to the source J ix:
δW [J,K]
δJ ix
≡ φix , −i
δW [J,K]
δJ ix δJ
j
y
= 〈φ̂ixφ̂jy〉 − 〈φ̂ix〉〈φ̂jy〉 ≡ i∆ijxy . (2.11)
In addition, differentiating W [J,K] with respect to the bi-local source Kxy yields
δW [J,K]
δK ijxy
=
1
2
(
i∆ijxy + φ
i
x φ
j
y
)
. (2.12)
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To obtain the 2PI effective action Γ[φ,∆], we perform a double Legendre transform of
W [J,K] with respect to J and K:
Γ[φ,∆] = W [J,K] − J ix φix −
1
2
Kijxy
(
i∆ijxy + φ
i
xφ
j
y
)
. (2.13)
As derived in the pioneering article of [3], Γ[φ,∆] may be cast into the more convenient
form:
Γ[φ,∆] = S[φ] − i
2
Tr
(
ln ∆
)
+
i
2
Tr
(
∆(0)−1 ∆
)
− iΓ(≥2) , (2.14)
where ∆
(0)−1,ij
xy = δ2S[φ]/(δφix δφ
j
y) is the inverse tree-level propagator matrix and Γ
(≥2)
stands for all two- and higher-loop 2PI vacuum diagrams in which all propagator lines are
expressed in terms of the dressed propagator matrix ∆. Given Γ[φ,∆], the equations of
motions are obtained by its functional derivatives
δΓ[φ,∆]
δφix
= −J ix − Kijxy φjy ,
δΓ[φ,∆]
δ∆ijxy
= − i
2
Kijxy . (2.15)
We observe that in the limit of vanishing external sources J and K, the physical solution
is obtained by extremizing the 2PI effective action Γ[φ,∆]. As the computation of the full
effective action Γ[φ,∆] poses a formidable task, we have to usually rely on truncations of
the diagrammatic series Γ(≥2). Thus, the extremal solutions derived from a truncated 2PI
effective action Γtr[φ,∆] are approximations to the unknown solutions φ
∗,i
x and ∆
∗,ij
xy that
result from the full 2PI effective action Γ[φ,∆].
The propagator matrix ∆ pertinent to the O(N) scalar fields of the theory satisfies the
following self-consistent equation of motion:
∆−1 = ∆(0)−1[φ] + Π[φ,∆] , (2.16)
where Π[φ,∆] is the 1PI self-energy, in which the propagator lines are given by the dressed
propagator matrix ∆. In standard perturbation theory, this corresponds diagrammatically
to an infinite set of selectively resummed Feynman graphs.
Based on the O(N) invariance of the complete 2PI effective action Γ[φ,∆], i.e.
Γ[Oφ, O∆OT ] = Γ[φ,∆] , (2.17)
we may analogously derive a master WI induced by an infinitesimal O(N) transformation
of the background fields φix and their corresponding propagators ∆
ij
xy:
δΓ[φ,∆]
δφix
T aij φ
j
x +
δΓ[φ,∆]
δ∆ijxy
(
T aik ∆
kj
xy + T
a
jl ∆
il
xy
)
= 0 . (2.18)
Differentiating the master WI (2.18) with respect to φix, we get
δ2Γ[φ,∆]
δφixδφ
j
y
T aikφ
k
x +
δΓ[φ,∆]
δφiy
T aij +
δ2Γ[φ,∆]
δφjy δ∆ikxz
(
T ail ∆
lk
xz + T
a
kl ∆
il
xz
)
= 0 . (2.19)
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Applying this last result to the O(2) model at the extremal point of the 2PI effective action,
we find
v
∫
x
δ2Γ[φ,∆]
δGxδGy
+ 2
δ2Γ[φ,∆]
δGy δ∆GHxz
(
∆HHxz − ∆GGxz
)
= 0 . (2.20)
The exact all-orders solutions φ∗,ix and ∆
∗,ij
xy obtained from the complete 2PI effective action
satisfy all WIs of the respective 1PI effective action, since the complete 1PI and 2PI effective
actions are fully equivalent at their extremal points [3]. Thus, the exact Goldstone-boson
Green function ∆GGxy will describe the propagation of a massless state in the SSB phase.
However, when O(N)-symmetric truncations of the 2PI effective action are considered, the
approximate solutions φix and ∆
ij
xy satisfy (2.20), which crucially differs from the correspond-
ing WI (2.9) derived in the 1PI formalism. Unlike (2.9), the WI (2.20) does not provide a
compelling constraint that would prevent the Goldstone boson from acquiring a non-zero
mass. In fact, as has explicitly been shown in [10–12], the Goldstone boson G is not mass-
less in the HF approximation, manifesting itself as a pole at k2 6= 0 in the Goldstone-boson
propagator ∆GG(k).
3. Symmetry Improved CJT Formalism
In this section we present an improved formalism for the CJT effective action Γ[φ,∆],
which respects the Goldstone theorem for any O(N)-symmetric truncation of Γ[φ,∆], in
complete analogy to the standard perturbative approach to the 1PI effective action. For
brevity, we call it the symmetry-improved CJT formalism.
From the discussion we had in the previous section, it is obvious that a given truncated
CJT effective action Γtr[φ,∆] fails to simultaneously meet all three constraints, namely the
two extremum conditions on Γtr[φ,∆] with respect to φ and ∆ given in (2.15) and the
WI (2.9) related to the Goldstone theorem. As shown schematically in Fig. 1, the WI (2.9)
offers a relation, which is indicated by a dashed line, between the background fields φ and
their propagator matrix ∆ on this generic φ-∆ plane. As opposed to the truncated 1PI
effective action Γ1PItr [φ,∆], the extremum of the corresponding CJT effective action Γtr[φ,∆]
(displayed with the symbol × in Fig. 1) is not compatible with the WI (2.9), which governs
the Goldstone theorem.
Our symmetry-improved approach consists in replacing the first extremum condition
in (2.15),
δΓtr[φ,∆]
δφHx
= 0 , (3.1)
with the constraint
φHx ∆
−1,GG
xy [φ] = 0 , (3.2)
where ∆−1,GGxy [φ] is obtained by solving the second extremum condition in (2.15),
δΓ[φ,∆]
δ∆ijxy
= 0 . (3.3)
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Γ
Γtr
WI
Γ1PItr
Figure 1: Schematic illustration of the constraint (3.2) due to the WI (2.9) imposed on a generic background
field φ and its propagator ∆. The circular blob denotes the exact extremal solution to the full CJT effective
action, the cross indicates the corresponding extremum of the truncated CJT effective action and the square
blob represents the approximate extremum obtained in our symmetry-improved formalism.
It is important to remark here that (3.2) is perturbatively equivalent to the extremum
condition: δΓ1PItr [φ]/δφ
H
x = 0, through the WIs (2.7) and (2.9) of the 1PI formalism. Clearly,
this equivalence becomes exact to all loop orders. In Fig. 1, the common solution derived
from Γtr[φ,∆] by imposing the constraints (3.2) and (3.3) is schematically represented by a
square blob, which is expected to be near to the all-orders solution denoted by a circular
blob. Moreover, the new extremum, which ostensibly obeys (3.2), will respect the Goldstone
theorem, giving rise to a massless Goldstone boson in the SSB phase of the theory.
To consistently implement the new set of constraints in our symmetry improved approach,
we introduce the Lagrange multiplier field `y, which enables us to extend the truncated CJT
effective action Γtr[φ,∆] as follows:
Γ˜[φ,∆, `] = Γtr[φ,∆] − `y φHx ∆−1,GGxy . (3.4)
Extremizing Γ˜[φ,∆, `] with respect to φix, ∆
ij
xy and `y, we find
δΓtr[φ,∆]
δφix
= `y
δ
δφix
(
φHw ∆
−1,GG
wy
)
, (3.5a)
δΓtr[φ,∆]
δ∆ijxy
= `z
δ
δ∆ijxy
(
φHw ∆
−1,GG
wz
)
, (3.5b)
φHx ∆
−1,GG
xy = 0 . (3.5c)
In the x-independent homogeneous limit, in which `x = l and φ
H
x = v are constants, the last
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three equations take on the form
∂Γtr[v,∆]
∂v
= l
∫
y
∂
∂v
(
v∆−1,GGxy
)
, (3.6a)
δΓtr[v,∆]
δ∆ijxy
= l
∫
z
δ
δ∆ijxy
(
v
∫
w
∆−1,GGwz
)
, (3.6b)
v
∫
x
∆−1,GGxy = 0 . (3.6c)
Since the functional derivatives of the LHS of (3.2) with respect to φHx and ∆
ij
xy trivially
vanish upon the imposition of the constraint (3.2), we are faced with a reducible singularity
which we regularize by introducing an infinitesimally small mass parameter η, such that
v
∫
x
∆−1,GGxy = η m
2 → 0 , (3.7)
when η → 0. The proposed regulator enables one to perform functional differentiations
in (3.6) on the (v,∆) plane, where the VEV v and the propagators ∆ijxy are treated as two
independent variables. Employing (3.7), we then get
l
∫
y
∂
∂v
(
v∆−1,GGxy
)
= l
∫
y
∆−1,GGxy = l
η
v
m2 , (3.8a)
l
∫
z
δ
δ∆ijxy
(
v
∫
w
∆−1,GGwz
)
= − l
∫
z
v
∫
w
∆−1,GGwx ∆
−1,GG
yz δiG δjG = − l
η2
v
m4 δiG δjG .
(3.8b)
We may now redefine the Lagrange multiplier l → l0 = ηl/v, such that l0 is kept fixed to a
non-zero finite value, as η → 0. In the limit η → 0, we then arrive at
∂Γtr[v,∆]
∂v
= l0m
2 , (3.9a)
δΓtr[v,∆]
δ∆ij(k)
= 0 , (3.9b)
v∆−1,GG(k)
∣∣∣
k=0
= 0 . (3.9c)
Note that upon redefinitions of the Lagrange multiplier l, the set of equations in (3.9) is
independent of the form of the regulating expression in (3.7), as long as the latter is not
singular. In our symmetry-improved approach, we will only impose the last two equations
of (3.9) on a given O(N)-symmetric truncation of the CJT effective action Γtr[v,∆]. In the
symmetric phase of the theory, Γtr[v,∆] does not depend on the VEV v, i.e. ∂Γtr/∂v = 0,
implying that the only admissible solution to the first equation in (3.9) is l0 = 0.
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Γ(2) =
H
H
(a) (b)
G
G
(c)
H
G
(d)
H
H
H
(e)
H
G
G
Figure 2: Unrenormalized two-loop contributions to Γ[φ,∆], with thick lines denoting dressed propagators.
The HF approximation consists of the graphs (a), (b) and (c) and the sunset approximation includes the
graphs (d) and (e).
4. The Hartree–Fock Approximation
In this section we apply our symmetry-improved approach to the HF approximation [22–
24] of the CJT effective action of a O(2) scalar model. We show that the predicted Goldstone
boson is massless and the phase-transition is second order already in this approximation.
These predictions are in agreement with general field-theoretic properties that are expected
to hold for the full effective action of the theory.
The 2PI effective action in the HF approximation, where only the double-bubble graphs
(a)–(c) of Fig. 2 are considered in (2.14), is given by
ΓHF[v,∆
H ,∆G] =
∫
x
(
m2
2
v2 − λ
4
v4
)
− i
2
Tr
(
ln ∆H
)
− i
2
Tr
(
ln ∆G
)
+
i
2
Tr
(
∆(0)−1,H ∆H
)
+
i
2
Tr
(
∆(0)−1,G ∆G
)
− i −6iλ
8
i∆Hxx i∆
H
xx − i
−2iλ
4
i∆Hxx i∆
G
xx − i
−6iλ
8
i∆Gxx i∆
G
xx ,
(4.1)
In the above, we have simplified the notation for the diagonal propagators as ∆H ≡ ∆HH
and ∆G ≡ ∆GG, and
∆(0)−1,Hxy = − δ(4)(x−y)
(
∂2x + 3λv
2−m2
)
, ∆(0)−1,Gxy = − δ(4)(x−y)
(
∂2x + λv
2−m2
)
(4.2)
are the corresponding inverse tree-level propagators of the Higgs and Goldstone boson.
4.1. Renormalization
It has been shown in [32–34] that the 2PI formalism is renormalizable with T -independent
CTs. In order to determine the latter, we follow an alternative method similar to [35], which
does not involve considering a Bethe–Salpeter equation. Unlike [35], however, our calculation
of the T -independent CTs is performed in the MS scheme, by making use of DR.
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To renormalize the theory, we consider all parameters occurring in the CJT effective
action (4.1) to be bare, denoted explicitly with the subscript B. As usual, we introduce the
wave-function and parameter renormalizations
φiB = Z
1/2 φi , m2B = Z
−1(m2 + δm2) , λB = Z−2(λ + δλ) , ∆ijB = Z ∆ij .
(4.3)
With these re-definitions, the effective action (4.1) (up to an irrelevant additive constant)
reads:
ΓHF[v,∆
H ,∆G] =
∫
x
(
m2 + δm20
2
v2 − λ+ δλ0
4
v4
)
− i
2
Tr
(
ln ∆H
)
− i
2
Tr
(
ln ∆G
)
− i
2
Tr
{[
Z ∂2 +
(
3λ+ δλA1 + 2δλ
B
1
)
v2 −
(
m2 + δm21
)]
∆H
}
− i
2
Tr
{[
Z ∂2 +
(
λ+ δλA1
)
v2 −
(
m2 + δm21
)]
∆G
}
− i −i (3λ+ δλ
A
2 + 2δλ
B
2 )
4
i∆Hxx i∆
H
xx − i
−2i (λ+ δλA2 )
4
i∆Hxx i∆
G
xx
− i −i (3λ+ δλ
A
2 + 2δλ
B
2 )
4
i∆Gxx i∆
G
xx ,
(4.4)
where we may set Z = 1 at this order of loop expansion. Notice that different CTs pertinent
to the mass and quartic coupling renormalizations have been introduced for all field and
propagator terms in the effective action (4.1) with naive energy dimensions up to 4, i.e. for
terms proportional to φ2, ∆, φ4, φ2∆ and ∆2. To be specific, the different CTs are required
to cancel the UV divergences of the two-point correlation functions [32],
δ2Γtr[φ,∆]
δφ δφ
,
δΓtr[φ,∆]
δ∆
, (4.5)
and the respective four-point functions,
δ4Γtr[φ,∆]
δφ δφ δφ δφ
,
δ3Γtr[φ,∆]
δφ δφ δ∆
,
δ2Γtr[φ,∆]
δ∆ δ∆
. (4.6)
Here, we distinguish the different mass and coupling CTs, δm2n and δλn, by the power ∆
n
of the propagators involved in a given interaction under renormalization, where n = 0, 1, 2.
Thus, the mass CTs needed to cancel the UV-divergent part of the correlation functions
in (4.5) are denoted by δm20 and δm
2
1, respectively. Similarly, the quartic coupling CTs asso-
ciated with the correlation functions in (4.6) are denoted by δλ0, δλ1 and δλ2, respectively.
The latter two CTs, δλ1 and δλ2, may also appear in two different O(N)-invariant combina-
tions in the CJT effective action. By virtue of the original notation for the background fields
φi and propagators ∆ij in Section 2, the O(N)-invariant combinations may conveniently be
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expressed as follows:
∆ii ∆jj = ∆H∆H + 2 ∆H∆G + ∆G∆G , (4.7a)
∆ij ∆ij + ∆ij ∆ji = 2 ∆H∆H + 2 ∆G∆G , (4.7b)
and
φi φi ∆jj = v2 ∆H + v2 ∆G , (4.8a)
φi φj ∆ij + φi φj ∆ji = 2 v2 ∆H . (4.8b)
The coupling-constant CTs associated with the O(N)-invariants in (4.7a) and (4.7b) are
distinguished by δλA2 and δλ
B
2 , respectively. A similar notation is followed for the quartic
coupling CTs related to the O(N)-invariants (4.8a) and (4.8b), which are denoted by δλA1
and δλB1 , respectively. It is essential to underline here that the different CTs pertinent to
the quartic coupling λ and to the mass parameter m2 are expected to become equal to all
orders in loop expansion of the CJT effective action.
In addition to the aforementioned CTs for the quartic coupling λ, diagrams with higher
powers of ∆ in Γ(≥2), which occur when going beyond the HF approximation, may require
further renormalization. This can be accounted for by considering an additional coupling-
constant CT δλ ≡ δλn≥3, which is universal for the two-loop sunset diagrams and all higher-
order loop graphs of the CJT effective action, in close analogy with renormalization in the
1PI formalism.
In the HF approximation, the self-energies are momentum independent. For this reason,
we parameterize the propagators as ∆H/G(k) = (k2 − M2H/G + iε)−1, where the effective
Higgs and Goldstone masses, M2H and M
2
G, may only depend on the temperature T . At zero
temperature T = 0, the renormalized equations of motion are obtained by differentiating
the CJT effective action (4.4) with respect to ∆H/G:
M2H = 3λv
2 − m2 + (δλA1 + 2δλB1 ) v2 − δm21
+
(
3λ+ δλA2 + 2δλ
B
2
) ∫
k
i∆H(k) +
(
λ+ δλA2
) ∫
k
i∆G(k) ,
(4.9a)
M2G = λv
2 − m2 + δλA1 v2 − δm21
+
(
λ+ δλA2
) ∫
k
i∆H(k) +
(
3λ+ δλA2 + 2δλ
B
2
) ∫
k
i∆G(k) ,
(4.9b)
in conjunction with the constraint:
vM2G = 0 . (4.10)
In (4.9), we have used the shorthand notation:
∫
k
≡ ∫ d4k/(2pi)4.
In order to determine the T -independent CTs, we require for all kinematically distinct
UV divergences occurring in (4.9) to vanish. As shown in Appendix A, this results in 8
conditions in the MS scheme. Of these, only 5 turn out to be independent, which provides
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a non-trivial consistency check for the correctness of our renormalization procedure. Thus,
in Appendix A, the following resummed CTs are derived:
δλA2 = δλ
A
1 =
2λ2
16pi2
3− 4λ
16pi2
1− 6λ
16pi2
+
8λ2
(16pi2)2
= − λ + (16pi
2)2
8λ
+ O(3) ,
(4.11a)
δλB2 = δλ
B
1 =
2λ2
16pi2
1
1− 2λ
16pi2
= − λ − 16pi
2
2
− (16pi
2)2
4λ
+ O(3) ,
(4.11b)
δm21 =
4λm2
16pi2
1
1− 4λ
16pi2
= −m2 − m2 16pi
2
4λ
+ O(2) .
(4.11c)
It is important to stress here that the above T = 0 mass and coupling-constant CTs are
sufficient to renormalize the theory, when thermal effects are considered, as we will see in
the next subsection. As a consequence, at T = 0 the following UV-finite mass-gap equations
are obtained:
M2H = 3λv
2 − m2 + 3λ M
2
H
16pi2
ln
M2H
2m2
+ λ
M2G
16pi2
ln
M2G
2m2
, (4.12a)
M2G = λv
2 − m2 + λ M
2
H
16pi2
ln
M2H
2m2
+ 3λ
M2G
16pi2
ln
M2G
2m2
, (4.12b)
along with the constraint (4.10). In (4.11), we have expanded the resummed CTs in series
of , such that the gap equations (4.9) are exactly UV finite and independent of , through
order . We emphasize that the equations of motion (4.9) are UV finite and -independent to
all powers in , provided the resummed form of the CTs in (4.11) is used and the renormalized
gap equations (4.12) are imposed.
4.2. UV Finite Solutions to Renormalized Gap Equations
We now consider finite-T effects on the mass-gap equations in the HF approximation.
These effects are calculated using the imaginary time formalism. Specifically, the finite-T
contribution to the loop integral of a scalar particle of mass M is given by∫
k
n(ωk)
ωk
, (4.13)
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where
∫
k
≡ ∫ d3k/(2pi)3, ωk = √k2 +M2 is the on-shell energy of the particle, and n(ω) =
(eω/T − 1)−1 is the Bose–Einstein distribution function. In the SSB phase of the theory, the
constraint (4.10) implies M2G = 0, yielding
M2H = 3λv
2 − m2 + 3λ M
2
H
16pi2
ln
M2H
2m2
+ 3λ
∫
k
n(ωHk )
ωHk
+ λ
∫
k
n(ωGk )
ωGk
, (4.14a)
0 = λv2 − m2 + λ M
2
H
16pi2
ln
M2H
2m2
+ λ
∫
k
n(ωHk )
ωHk
+ 3λ
∫
k
n(ωGk )
ωGk
, (4.14b)
where ω
H(G)
k is the on-shell energy of the Higgs (Goldstone) boson. Since ω
G
k = |k| in
the O(2)-broken phase of the theory, the ωGk -dependent thermal integrals in (4.14) can be
calculated analytically to be:
∫
k
n(ωGk )/ω
G
k = T
2/12.
In the symmetric phase, we have v = 0 and the constraint (4.10) is automatically satisfied.
As a consequence, the mass-gap equations modify to:
M2H = −m2 + 3λ
M2H
16pi2
ln
M2H
2m2
+ λ
M2G
16pi2
ln
M2G
2m2
+ 3λ
∫
k
n(ωHk )
ωHk
+ λ
∫
k
n(ωGk )
ωGk
, (4.15a)
M2G = −m2 + λ
M2H
16pi2
ln
M2H
2m2
+ 3λ
M2G
16pi2
ln
M2G
2m2
+ λ
∫
k
n(ωHk )
ωHk
+ 3λ
∫
k
n(ωGk )
ωGk
. (4.15b)
In the symmetric phase, we obtain a single solution, with M2G = M
2
H , as expected on
theoretical grounds. To evaluate the critical temperature Tc of the phase transition, we set
M2H = M
2
G = 0 in (4.15):
Tc =
√
3 v(T = 0) , (4.16)
with v(T = 0) = m2/λ. In the SSB phase, the mass-gap equations (4.14) are solved
analytically to be
M2H = 2m
2 − 8λT
2
12
, (4.17a)
M2G = 0 , (4.17b)
v2 =
m2
λ
− M
2
H
16pi2
ln
M2H
2m2
−
∫
k
n(ωHk )
ωHk
− 3T
2
12
. (4.17c)
We observe that at T = Tc, (4.14) implies MH = MG = v = 0. Consequently, within our
symmetry-improved CJT formalism, we predict a second-order phase transition already in
the HF approximation, in agreement with theoretical expectations to all orders. This should
be contrasted with the first-order phase-transition predicted in the HF approximation by
the existing approaches [13, 14, 16].
The single solution to the gap equations (4.15) in the symmetric phase of the theory is
found numerically. In Fig. 3, we exhibit the dependence of the squared thermal masses, M2H
and M2G, and the thermally-corrected VEV v, as functions of the temperature T . The O(2)-
model parameters are chosen, such that MH = 125 GeV and v = 246 GeV at T = 0. The
numerical estimates corroborate our prediction for a calculable second-order phase transition
in the HF approximation, within our symmetry-improved CJT formalism.
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Figure 3: Predicted values for M2H , M
2
G and the VEV v, as functions of T , in the HF approximation of
the symmetry-improved CJT effective action. The O(2)-model parameters have been selected, such that
MH = 125 GeV and v = 246 GeV at T = 0.
5. The Sunset Approximation
In this section, we include the contributions from the sunset diagrams (d) and (e) in
Fig. 2. Our aim is to show that the resummed Higgs- and Goldstone-boson propagators
predicted within our symmetry-improved CJT formalism exhibit the correct threshold prop-
erties arising from on-shell Higgs and Goldstone particles in the loop. Thus, we explicitly
demonstrate that our approach is consistent with the optical theorem and unitarity.
In the sunset approximation, with all graphs (a)–(e) of Fig. 2 included, the CJT effective
action becomes
ΓS[v,∆
H ,∆G] = ΓHF[v,∆
H ,∆G] − i
[− 6i(λ+ δλ)v]2
6
(
i∆Hxy
)3
− i
[− 2i(λ+ δλ)v]2
2
i∆Hxy
(
i∆Gxy
)2
, (5.1)
where ΓHF[v,∆
H ,∆G] is the CJT effective action in the HF approximation [cf. (4.4)]. As
discussed in Section 4, the sunset diagrams only involve the universal quartic coupling CT δλ.
However, δλ vanishes in the sunset approximation and its first non-trivial contribution is
received at the three-loop level.
As diagrammatically represented in Fig. 4, the equations of motion derived from the
effective action (5.1) in Minkowski-spacetime dimensions d = 4− 2 are given by
∆−1, H(p) = p2 − (3λ+ δλA1 + 2δλB1 ) v2 + m2 + δm21 − (3λ+ δλA2 + 2δλB2 ) TH
− (λ+ δλA2 ) TG +
1
i
(−6iλv)2
2
IHH(p) + 1
i
(−2iλv)2
2
IGG(p) ,
(5.2a)
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Figure 4: Unrenormalized equations of motion in the sunset approximation. The thick lines denote Higgs-
and Goldstone-boson dressed propagators.
∆−1, G(p) = p2 − (λ+ δλA1 ) v2 + m2 + δm21
− (λ+ δλA2 ) TH − (3λ+ δλA2 + 2δλB2 ) TG +
1
i
(−2iλv)2 IHG(p) ,
(5.2b)
v∆−1, G(0) = 0 . (5.2c)
Here, we have abbreviated the loop integrals as follows:
Ta = µ2
∫
k
i∆a(k) , Iab(p) = µ2
∫
k
i∆a(k + p) i∆b(k) , (5.3)
where a, b = H,G, lnµ2 = lnµ2 + γ − ln(4pi) and µ is the MS renormalization scale.
Proceeding as in the HF approximation, we may renormalize the equations of motion (5.2)
with T -independent CTs. Their explicit analytical form is given in Appendix B.
5.1. MS Renormalized Equations of Motion
To simplify our numerical approach, we analytically continue the equations of motion
to Euclidean time. Taking into account the results in Appendix B, the MS-renormalized
equations of motion are given by
∆−1,H/G(p) = p2 + M2H/G + ΣH/G(p) , (5.4a)
v∆−1,G(0) = 0 , (5.4b)
where
M2H = 3λv
2 − m2 + λ
∫
k
[
3∆H(k) + ∆G(k)− 4
k2 + µ2
− 1
(k2 + µ2)2
(
4µ2 − 3M2H −M2G − 64S0(k)
)]
,
(5.5a)
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M2G = λv
2 − m2 + λ
∫
k
[
∆H(k) + 3∆G(k)− 4
k2 + µ2
− 1
(k2 + µ2)2
(
4µ2 −M2H − 3M2G − 32S0(k)
)]
,
(5.5b)
ΣH(p) = −λ2v2
∫
k
[
18 ∆H(k + p) ∆H(k) + 2 ∆G(k + p) ∆G(k) − 20
(k2 + µ2)2
]
, (5.5c)
ΣG(p) = −λ2v2
∫
k
[
4 ∆H(k + p) ∆G(k) − 4
(k2 + µ2)2
]
, (5.5d)
S0(p) = −λ2v2
∫
k
[
1
[(k + p)2 + µ2](k2 + µ2)
− 1
(k2 + µ2)2
]
. (5.5e)
Our numerical approach consists in solving the T = 0 Euclidean-time equations (5.4)
in the SSB phase iteratively, starting from the tree level. For instance, we start with the
tree-level expression for the VEV v(0) = m2/λ and proceed iteratively to find its exact
solution v. For carrying out the numerical integrations, we use a large momentum cutoff Λ,
e.g. Λ = 5 TeV. To perform the integrals related to the sunset self-energies, we rewrite the
angular integration conveniently as∫
k
∆a(‖k‖) ∆b(‖k + p‖)
=
1
8pi3p2
∫ Λ
0
dk k∆a(k)
∫ min(k+‖p‖,Λ)
|k−‖p‖|
dq q
√
4k2‖p‖2 − (q2 − k2 − ‖p‖2) ∆b(q) , (5.6)
where ‖k‖ denotes the Euclidean norm. Instead, for the loop integral in S0(p), we are able
to evaluate the angular integration analytically.
The code uses the GNU Scientific Library routines [36]. The integrals are performed
using adaptive algorithms, where the inverse propagators are stored on a regular grid of
N = 1001 points up to Λ = 5 TeV and interpolated by means of the Akima spline method.
To reduce oscillations in the iterative process, the updated values are given by the weighted
average of the previous and the new iteration. A typical value 0.7 is used for the weight of
the new iteration. Remarkably, the algorithm converges also for relatively large values of
the quartic coupling λ ∼ 5. In order to return to the real-time functions from the Euclidean
propagators, we perform the analytic continuation using the Pade´ approximant method [37].
We use Pade´ approximants with 500 monomials, but the final result is not sensitive to this,
as long as a sufficiently large number of Pade´ approximants is employed.
For our numerical analysis, it proves useful to define the effective energy-dependent
squared masses M̂2H/G(s) for the Higgs and Goldstone bosons in terms of the real-time
Minkowski propagators as
∆−1,H/G(s) = s − M̂2H/G(s) , (5.7)
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Figure 5: Numerical estimates for Re[M̂2H(s)]−M
2
H (left frame) and Im[M̂
2
H(s)]/(ΓHMH) (right frame), as
functions of the Lorentz-invariant energy
√
s, where MH and ΓH are the Higgs-boson pole mass and width,
respectively. The values of our input parameters are: λ = 0.13 and m = 89 GeV. The dashed lines show
the predictions obtained at the one-loop level in the 1PI formalism.
where s ≡ p2 is the Lorentz-invariant energy squared parameter, which becomes positive
after analytical continuation to real times. As input parameters in our numerical estimates,
we use λ = 0.13, m = 89 GeV and µ = 100 GeV for the MS renormalization scale. These
input parameters lead to a Higgs-boson pole mass MH = 125 GeV and a VEV v = 246 GeV,
where M
2
H ' Re M̂2H(M
2
H). Correspondingly, ΓH is the Higgs-boson pole width, determined
by the relation: ΓHMH ' − Im M̂2H(M
2
H).
In Fig. 5, we present the dependence of the dispersive (real) and absorptive (imaginary)
Higgs-boson mass squares, Re M̂2H(s) and Im M̂
2
H(s), as functions of s. From the right frame
of Fig. 5, we see that there is a non-vanishing absorptive part Im M̂2H(s) that results from the
on-shell decay of the Higgs particle into two Goldstone bosons, i.e. H → GG. The threshold
for this on-shell process is at s = 0, which explicitly demonstrates that the Goldstone
bosons in the loop are consistently treated as massless within our symmetry-improved CJT
formalism. This result should be contrasted with the one found in [16] by studying the
absorptive part of the external propagator, where the Goldstone boson exhibits a non-zero
finite mass in the loop.
In Fig. 6, we display numerical estimates for the dispersive and absorptive Goldstone-
boson mass squares, Re M̂2G(s) and Im M̂
2
G(s), as functions of s. The left frame of Fig. 6
shows that the momentum-dependent Goldstone-boson mass is massless at s = 0, as it
should be. From the right frame of the same figure, we observe that the presence of a
threshold at
√
s ≈MH , originating from the decay process of an off-shell Goldstone boson,
G∗(s)→ HG, which opens up kinematically.
The dashed lines in Figs. 5 and 6 show the predictions that are obtained for Re M̂2H/G(s)
and Im M̂2H/G(s) at the one-loop level in the 1PI formalism. We observe that the kine-
matic opening of the thresholds is very sharp, when compared with the predictions in our
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Figure 6: Numerical estimates for Re[M̂2G(s)] (left frame) and Im[M̂
2
G(s)]/(ΓHMH) (right frame), as func-
tions of the Lorentz-invariant energy
√
s, where MH and ΓH are the Higgs-boson pole mass and width,
respectively. We use the same model parameters and types of lines as in Fig. 5.
symmetry-improved CJT formalism. For instance, in Fig. 5 there is smooth increase of
Im M̂2H(s) at
√
s ≈ 2MH , originating from higher-order processes, such as H∗(s)→ HH∗ →
HGG. Likewise, in Fig. 6 we have the smooth rise of Im M̂2G(s) at
√
s ≈ MH , due to
the higher-order process G∗(s) → GH∗ → GGG. Unlike resummation methods in the 1PI
formalism [38, 39], our symmetry-improved CJT effective formalism has the advantage of
properly describing finite width effects of unstable Higgs bosons within quantum loops.
6. Minimally Symmetry-Improved CJT Effective Potential
In the previous two sections, we have shown that a symmetry-improved solution can be
obtained for the Goldstone-boson propagator ∆G(k) in the HF and sunset approximations,
which respects the Goldstone theorem at the minimum φ = v, by virtue of the WI (3.2) of
the 1PI formalism. Here, we extend our symmetry-improved method in order to compute
the effective potential for homogeneous background field values φ away from the minimum v,
i.e. for φ 6= v. To illustrate our approach, we compute the symmetry-improved CJT effective
potential in the HF approximation.
Our starting point is the WI (2.7) of the 1PI formalism, which can be translated for
φ 6= v into the defining equation for the symmetry-improved effective potential V˜eff(φ):
φ∆−1,G(k = 0;φ) = − dV˜eff(φ)
dφ
. (6.1)
Notice that for φ = v, we have dV˜eff(φ)/dφ = 0 and so the constraint (3.2) is recovered. The
O(N)-invariant form of V˜eff(φ) can be reinstated by replacing φ →
√
(φi)2. Knowing the
analytical form of ∆−1,G(k = 0;φ), the symmetry-improved effective potential V˜eff(φ) can
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be determined, in agreement with Section 3, by
V˜eff(φ) = −
∫ φ
0
dφ φ∆−1,G(k = 0;φ) + V˜eff(φ = 0) , (6.2)
where the additive constant V˜eff(φ = 0) is in general a function of the temperature T and
the chemical potential µ, i.e.
V˜eff(φ = 0) ≡ V˜eff(φ = 0;T, µ) . (6.3)
In this minimal approach, V˜eff(φ) can be thought of as being derivable from a modified,
symmetry-improved CJT effective action of the form
Γ˜[φ,∆] = Γtr[φ,∆] + δΓ[φ] . (6.4)
The added term δΓ[φ] depends on V˜eff(φ) and Γtr[φ,∆(φ)], i.e.
δΓ[φ] = −
∫
x
V˜eff(φ) − Γtr[φ,∆(φ)] . (6.5)
Moreover, δΓ[φ] has the advantage that it does not introduce additional artificial stationary
points into the effective action. Finally, the symmetry-improved effective potential V˜eff(φ)
is automatically renormalized, because so is φ∆−1,G(k = 0;φ).
We may determine the additive constant V˜eff(φ = 0) in (6.2), by choosing the bound-
ary condition of the differential equation (6.1) at φ = 0, such that the thermodynamic
consistency of our formalism remains valid in the sense discussed first by Baym in [40].
Specifically, we require that the grand-canonical potential Ω˜(V, T, µ) calculated from the
symmetry-improved effective action Γ˜[φ,∆] as
Ω˜(V, T, µ) = T Γ˜[φ = v,∆(φ = v)] = −V V˜eff(φ = v) , (6.6)
where V ≡ ∫
x
is the volume of the system, coincides with the one obtained by
Ω(V, T, µ) = −P (T, µ)V , (6.7)
where P (T, µ) is the so-called hydrostatic pressure. The latter quantity is deduced from the
spatial components of the energy-momentum tensor, by virtue of the Higgs- and Goldstone-
boson dressed propagators ∆H,Gxy in the real-time formalism. Imposing Baym’s consistency
condition: Ω˜(V, T, µ) = Ω(V, T, µ), we find
V˜eff(φ = 0;T, µ) =
∫ v
0
dφ φ∆−1,G(k = 0;φ) + P (T, µ) , (6.8)
where ∆−1,G(k = 0;φ) will in general depend on T and µ. Substituting this last relation
in (6.2) entails
V˜eff(φ) = −
∫ φ
v
dφ φ∆−1,G(k = 0;φ) + P (T, µ) . (6.9)
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Hence, all thermodynamic quantities derived from V˜eff(φ = v) are uniquely determined,
thereby exhibiting Baym’s thermodynamic consistency.
We may now proceed to calculate the symmetry-improved effective potential V˜eff(φ) in
the thermal HF approximation. Extending the renormalized equations of motion (4.14) from
v → φ, we obtain
M2H(φ) = 3λφ
2 − m2 + 3λ M
2
H(φ)
16pi2
ln
(
M2H(φ)
2m2
)
+ λ
M2G(φ)
16pi2
ln
(
M2G(φ)
2m2
)
+ 3λ
∫
k
n[ωHk (φ)]
ωHk (φ)
+ λ
∫
k
n[ωGk (φ)]
ωGk (φ)
,
(6.10a)
M2G(φ) = λφ
2 − m2 + λ M
2
H(φ)
16pi2
ln
(
M2H(φ)
2m2
)
+ 3λ
M2G(φ)
16pi2
ln
(
M2G(φ)
2m2
)
+ λ
∫
k
n[ωHk (φ)]
ωHk (φ)
+ 3λ
∫
k
n[ωGk (φ)]
ωGk (φ)
,
(6.10b)
M2G(φ) =
1
φ
dV˜eff(φ)
dφ
, (6.10c)
with ω
H/G
k (φ) = [k
2 +M2H/G(φ)]
1/2. The first two equations (6.10a) and (6.10b) can also be
directly deduced from extremizing the usual CJT effective action Γtr[φ,∆], with respect to
the propagators ∆H and ∆G. The latter equation (6.10c) results from the constraining equa-
tion (6.1), where the Goldstone-boson masslessness condition, M2G(v) = 0, can be naturally
implemented.
There is a mathematical difficulty when solving the equations of motion in the CJT
formalism, which to the best of our knowledge has not been fully appreciated in the literature
before. Specifically, the CJT equations of motion do not admit a solution when at least one of
the field-dependent squared masses M2H/G(φ) has a negative real part, i.e. Re[M
2
H/G(φ)] < 0.
This happens at regions of the effective potential which are concave. To see this explicitly,
let us consider a φ4 theory, with a single field-dependent squared mass M2(φ). In this case,
the equation of motion for M2(φ) is given by [5]
M2(φ) =
λ
2
φ2 − m2 + λ
2
M2(φ)
16pi2
ln
(
M2(φ)
2m2
)
+
λ
2
∫
k
n[ωk(φ)]
ωk(φ)
. (6.11)
For φ-field values, for which |Im[M2(φ)]|  |Re[M2(φ)]|, the imaginary part of the T = 0
equation of motion becomes
Im[M2(φ)] ' λ
2
Re[M2(φ)]
16pi2
pi sgn
[
Im[M2(φ)]
]
, (6.12)
which cannot be satisfied for Re[M2(φ)] < 0. This is also true for T 6= 0, even in the
high-temperature regime of the theory. Nevertheless, we can still obtain a solution to the
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Figure 7: Symmetry-improved HF effective potential near the phase transition in the high-T approximation.
The large dots denote the minimum solutions φ = v, obtained in Section 4. The overall additive constant is
chosen such that Re V˜eff(φ = 0) = 0
CJT equations of motion, as analytic continuation in the complex φ plane from the region,
in which a solution to these equations exists.
In the O(N) model, the aforementioned mathematical problem of analytical continuation
becomes more pressing, as it happens near the minimum for field values φ < v. In order to
demonstrate how this problem can be circumvented, let us do a high-T expansion, using1 [41]:∫
k
n(ωk)
ωk
= T 2
(
1
12
− 1
4pi
√
M2
T
+ O
(
M2
T 2
lnT
))
, (6.13)
which also holds true for complex values of M2. With the help of (6.13), the equations of
motion (6.10a) and (6.10b) simplify to:
M2H(φ) ' 3λφ2 − m2 +
λT 2
3
− 3λT
4pi
√
M2H(φ) −
λT
4pi
√
M2G(φ) , (6.14a)
M2G(φ) ' λφ2 − m2 +
λT 2
3
− λT
4pi
√
M2H(φ) −
3λT
4pi
√
M2G(φ) . (6.14b)
It can be shown that these simplified equations of motion still do not admit any solution
for φ < v. Therefore, we first solve them analytically in the φ-space region, in which
Re[M2G/H(φ)] > 0, implying that [M
2
H/G(φ)]
1/2 = MH/G(φ). Then, we analytically continue
the obtained result to the region φ < v. Moreover, we choose the half-plane of the branch
cut φ < v, for which Im[V˜eff(φ)] ≤ 0. Finally, the solution to (6.10c) is found easily by
numerical integration.
Figure 7 presents our numerical estimates for the real part of the symmetry-improved
effective potential, Re[V˜eff(φ)] (left frame), and its imaginary part, Im[V˜eff(φ)] (right frame),
1 In [5], a solution to the equation of motion was presented by tacitly assuming
√
M2 = M , thus effectively
performing the analytic continuation from the region Re[M2(φ)] > 0.
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Figure 8: Effective potential at T = Tc obtained by assuming the A-dependent term given in (6.15).
as functions of φ, for different temperatures T , close to the critical temperature Tc = 426 GeV
of the second-order phase transition. As input parameters, we choose:
√
2m = 125 GeV
and λ = 0.129. The fact that V˜eff(φ) acquires an imaginary part when φ < v signals the
instability of the homogeneous vacuum in this region [42], due to the concave form of the
effective potential for homogeneous φ.
One may wonder, whether other non-minimal modifications to the CJT effective action
exist that are compatible with the Goldstone theorem. One such next-to-minimal extension
would be to consider the modified CJT effective action:
Γ˜[φ,∆] = Γtr[φ,∆] + δΓ[φ] − i A (φ− v) ∆iixx , (6.15)
where A is an arbitrary constant with dimensions of mass. Evidently, the added A-dependent
term in (6.15) vanishes at φ = v, but preserves the familiar HF form of the Higgs- and
Goldstone-boson propagators. In fact, with this new A-term, the equations of motion (6.10a)
and (6.10b) get minimally modified by adding to their RHSs the term: A (φ− v).
In Fig. 8, we give numerical estimates for the real part of the modified effective potential,
Re[V˜eff(φ)] at T = Tc, as a function of φ, for the discrete values of A = −10, 0, 10 GeV.
We observe that the A-dependent term added to the CJT effective action (6.15) causes the
appearance of artificial solutions that could change the value of the critical temperature or
even turn a second-order phase transition into a weak first-order one. Hence, going beyond
the minimal approach proves problematic. On the other hand, an important naturalness
criterion is that any modification to the CJT effective action should not depend explicitly
on the VEV v. This criterion of naturalness restricts drastically the possible forms of a
modified CJT effective action, thus rendering the non-minimal A-dependent term in (6.15)
unnatural, unless A = 0.
In conclusion, we find that for O(N)-symmetric additions δΓ[φ] to Γtr[φ,∆] which depend
only on the background fields φi, the derived symmetry-improved effective potential V˜eff(φ)
is unique and natural.
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7. Conclusions
One major difficulty frequently encountered in the literature for the CJT effective action
is that its loopwise expansion introduces residual violations of possible global symmetries
by higher-order terms. This leads to a number of undesirable field-theoretic properties,
such as the existence of massive Goldstone bosons in the spontaneously broken phase of the
theory and the occurrence of a first-order phase transition in O(N) scalar models, rather
than a second-order one as expected on theoretical grounds. To address these long-standing
problems, we have presented a new symmetry-improved formalism for consistently encoding
global symmetries in loopwise expansions or truncations of the CJT effective action. In
our formalism, the extremal solutions of the fields and their respective dressed propagators
obtained from a loopwise truncated CJT effective action are subject to additional constraints
given by the WIs related to the global symmetries.
To explicitly demonstrate the key aspects of our formalism, we have considered a simple
O(2) scalar model. We have shown that the Goldstone boson resulting from spontaneous
breaking of the O(2) symmetry is massless and the thermal phase transition is second or-
der, already in the HF approximation. Subsequently, we have taken the sunset diagrams
into account and found that our approach properly describes the threshold properties of
the massless Goldstone boson and the Higgs particle in the loops. In particular, the par-
ticle thresholds in our symmetry-improved formalism are smooth, when compared to the
sharp cut-offs that occur in the conventional 1PI perturbation theory. Hence, our formalism
provides a self-consistent framework in studying finite-width effects within loops.
We have considered minimal symmetry-improved modifications to the HF-approximated
CJT effective action, such that the WIs and the extremization conditions for the fields and
their propagators are all simultaneously met. Given this minimally-modified CJT effective
action, we have calculated the corresponding CJT effective potential. Moreover, we have
investigated the issue of uniqueness of the CJT effective potential for scalar-field values
away from its minimum. We find that there exist, in principle, non-minimal modifications
to the CJT effective action, which are in agreement with the Goldstone theorem. However,
naturalness restricts drastically the possible form of such non-minimal extensions, namely
the requirement that the CJT effective action should not depend explicitly on the VEV v. In
particular, we conclude that assuming O(N)-symmetric modifications which depend only on
the background fields φi and are independent of their propagators ∆ij, the derived symmetry-
improved CJT effective potential is unique and natural.
We have developed a MS-scheme of renormalization by making use of DR, within the
context of the CJT formalism. This has enabled us to consistently remove the UV infinities
from the equations of motions by means of T -independent CTs. Explicit analytical results
of the UV-infinite CTs have been presented in Appendices A and B.
In the present symmetry-improved formulation, we have only considered WIs that result
from global symmetries related to the Goldstone theorem in a 2PI effective action. Never-
theless, further identities involving vertices might need to be considered, e.g. in extended
n-Particle-Irreducible effective actions [3, 43]. In spite of the increased technical and numer-
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ical complexity, we expect that our symmetry-improved approach could straightforwardly
be applied to these extended effective actions as well, without much conceptual difficulty.
Finally, it would be interesting to explore, whether our symmetry-improved CJT formalism
can be extended to include gauge symmetries and their spontaneous breaking via the Higgs
mechanism, within the Standard Model and beyond.
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Appendix A. Counterterms in the Hartree–Fock Approximation
In this appendix we describe in more detail our method of renormalization of the T = 0
HF equations of motion (4.9) in the MS scheme [25].
By making use of DR [26], we evaluate all loop integrals in d = 4 − 2 dimensions.
We require for all UV infinities occurring on the RHS of (4.9) to vanish, by imposing the
following two constraining equations:
(δλA1 + 2δλ
B
1 ) v
2 − δm21 −
1
16pi2
[
(3λ+ δλA2 + 2δλ
B
2 )M
2
H + (λ+ δλ
A
2 )M
2
G
]
+ (δλA2 + 2δλ
B
2 ) T finH + δλA2 T finG = 0 ,
(A.1a)
δλA1 v
2 − δm21 −
1
16pi2
[
(λ+ δλA2 )M
2
H + (3λ+ δλ
A
2 + 2δλ
B
2 )M
2
G
]
+ δλA2 T finH + (δλA2 + 2δλB2 ) T finG = 0 ,
(A.1b)
where
T fina =
M2a
16pi2
(
ln
M2a
µ2
− 1
)
(A.2)
is the MS-subtracted UV-finite part of the loop integrals and µ is the renormalization scale.
In addition, the UV-finite parts in (4.9) obey the gap equations
M2H = 3λv
2 − m2 + 3λ T finH + λ T finG , (A.3a)
M2G = λv
2 − m2 + λ T finH + 3λ T finG . (A.3b)
If thermal effects are considered, the VEV v, T finH and T finG get modified in (A.1) and
(A.3). In order to ensure that all CTs do not depend on the temperature T , we require that
the UV divergences proportional to the VEV v, T finH and T finG individually cancel, as well as
the UV infinities occurring in the remaining v-independent terms. In this way, we have four
conditions separately applied to (A.1a) and (A.1b), leading to 8 constraining equations. Of
these, only the following 5 are found to be independent:
− λ
16pi2
(
10λ+ 4δλA2 + 6δλ
B
2
)
+ δλA2 + 2δλ
B
2 = 0 , (A.4a)
− λ
16pi2
(
6λ+ 4δλA2 + 2δλ
B
2
)
+ δλA2 = 0 , (A.4b)
−δm21 +
m2
16pi2
(
4λ+ 2δλA2 + 2δλ
B
2
)
= 0 , (A.4c)
δλA1 + 2δλ
B
1 −
λ
16pi2
(
10λ+ 4δλA2 + 6δλ
B
2
)
= 0 , (A.4d)
δλA1 −
λ
16pi2
(
6λ+ 4δλA2 + 2δλ
B
2
)
= 0 . (A.4e)
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Solving these 5 equations, we obtain a coupled system of recursive equations for the CTs:
δλA2 = δλ
A
1 =
λ
16pi2
(
6λ+ 4δλA2 + 2δλ
B
2
)
, (A.5a)
δλB2 = δλ
B
1 =
λ
16pi2
(
2λ+ 2δλB2
)
, (A.5b)
δm21 =
m2
16pi2
(
4λ+ 2δλA2 + 2δλ
B
2
)
. (A.5c)
This system of recursive equations can be solved explicitly for δλA,B0 , δλ
A,B
2 and δm
2
1, whose
analytic forms are given in (4.11).
As renormalization conditions, we impose the T = 0 tree-level relations: M2H = 2m
2,
v2 = m2/λ, along with the constraint M2G = 0. We can satisfy all these conditions by
choosing the renormalization scale µ, such that ln(2m2/µ2)− 1 = 0. With this choice of µ,
we arrive at the renormalized T = 0 mass-gap equations (4.12).
Appendix B. MS Renormalization in the Sunset Approximation
As in the HF approximation, we follow the same strategy in order to renormalize the
equations of motion (5.2) derived in the sunset approximation in the MS scheme.
To start with, we need a method to subtract the UV infinities present in the loop integrals
in (5.2). To achieve this, we introduce an auxiliary propagator ∆0(k) = (k
2 − µ2 + iε)−1,
where µ plays the role of a MS renormalization mass scale. Let us first consider the loop
integral Iab(p) related to the sunset diagrams, which is defined in (5.3). Given that ∆(k +
p)∆(k)−∆0(k)2 ∼ 1/k6 for large values of k  p, we may decompose Iab(p) as follows:
Iab(p) = I0 + Ifinab (p) , I0 = µ2
∫
k
[
i∆0(k)
]2
, (B.1)
where I0 is a UV-divergent constant and Ifinab (p) is a UV-finite expression.
We now turn our attention to the tadpole integral Ta, defined in (5.3). In Minkowski
space, it is convenient to parametrize the propagators as: ∆a(k) = [k2 −M2a + Σa(k)]−1,
where Σa(k) is the renormalized contribution of the sunset diagrams. Here we remark that
Σa(k) is renormalized by subtracting [∆0(k)]
2 in the loop integral over k, as given in (5.5c)
and (5.5d). In terms of the auxiliary propagator ∆0(k), ∆
a(k) may be expanded as follows:
∆a(k) = ∆0(k) + ∆0(k)
2
[
M2a − Σa(k)− µ2
]
+ O(∆30) . (B.2)
In order to isolate the UV divergences from the tadpole integral Ta, we introduce the auxiliary
self-energy function Σ0,a(k), which is renormalized in similar fashion as Σa(k), but all loop
propagators ∆a(k) are replaced with the auxiliary propagator ∆0(k). Obviously, Σ0,a(k)
and Σa(k) have the same asymptotic behaviour in the high momentum limit, such that the
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expression
∫
k
∆0(k)
2
[
Σa(k) − Σ0,a(k)
]
is UV finite. Consequently, the tadpole integral Ta
may be decomposed as
Ta = T0 − i (M2a − µ2) I0 + i µ2
∫
k
[
i∆0(k)
]2
Σ0,a(k) + T fina , (B.3)
where T0 ≡ µ2
∫
k
i∆0(k) and T fina is the UV-finite part of the tadpole integral. Hence,
substituting the expansions (B.1) and (B.3) in (5.2), we obtain the following set of MS-
renormalized equations of motion:
M2H = 3λv
2 − m2 + 3λ T finH + λ T finG , (B.4a)
M2G = λv
2 − m2 + λ T finH + 3λ T finG , (B.4b)
ΣH(p) = i 18λ
2v2 IfinHH(p) + i 2λ2v2 IfinGG(p) , (B.4c)
ΣG(p) = i 4λ
2v2 IfinHG(p) . (B.4d)
Note that the equations (B.4) are fully equivalent to those stated in (5.4).
Let us now define the following quantities:
A ≡ µ2
∫
k
i∆0(k) + i µ
2 µ2
∫
k
[
i∆0(k)
]2
= − µ
2
16pi2
, (B.5a)
B ≡ i µ2
∫
k
[
i∆0(k)
]2
=
1
16pi2
1

, (B.5b)
C ≡ µ2
∫
k
[
i∆0(k)
]2
µ2
∫
p
[
i∆0(k + p) i∆0(k)−
(
i∆0(p)
)2 ]
=
1
(16pi2)2
(
1
22
− 1
2
− η
2
)
,
(B.5c)
where
η = 1 − pi
2
6
+
ψ(1)
(
2
3
)
+ ψ(1)
(
5
6
)− ψ(1) (1
3
)− ψ(1) (1
6
)
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(B.6)
and ψ(1)(x) is the first derivative of the digamma function. By requiring that the UV
divergences proportional to v2, T finH , T finG and in the remaining terms cancel separately, we
end up with the following set of constraining equations for the UV infinities:
0 = δλA1 + 2 δλ
B
1 − 4λB δλA2 − 6λB δλB2 − 30λ2B − 24λ2C δλA2
− 40λ2C δλB2 − 64λ3C ,
(B.7a)
0 = δλA1 − 4λB δλA2 − 2λB δλB2 − 10λ2B − 24λ2C δλA2 − 8λ2C δλB2
− 32λ3C , (B.7b)
0 = 2AδλA2 + 2Aδλ
B
2 − δm21 + 4λA + 2m2B δλA2 + 2m2B δλB2
+ 4λm2B ,
(B.7c)
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along with (A.4a) and (A.4b), where the quantities A, B and C are defined in (B.5). Solving
the above system of constraining equations yields
δλA1 =
2λ2
[
5B − 16λ (B2 − C) + 16λ2B (B2 − C) ]
(2λB − 1) (4λB − 1)
=
2λ2
16pi2
− λ
2
+
2λ2
16pi2
+ O() ,
(B.8a)
δλB1 =
2λ2 (−5B + 8λB2 − 8λC)
2λB − 1
=
4λ2
16pi2
− 3λ + 4λ
2
16pi2
+ O() ,
(B.8b)
δm21 =
4λ (m2 − µ2)
16pi2
1
1− 4λ
16pi2
= −m2 + O() .
(B.8c)
The CTs δλA2 are δλ
B
2 remain the same as in the HF approximation [cf. (4.11)]. In analogy
with the HF approximation, we have also given the lowest order of -expansion of the
CTs, which is sufficient to render the equations of motion (5.2) UV finite, leading to the
renormalized equations (B.4) through order 0. Instead, the complete resummed form of the
CTs yields (B.4) to all orders in .
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